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Preface

Over the past eleven years I had the privilege to form a group of scientists
and technicians at the Ernst-Mach-Institute (EMI) in Freiburg focused on
the description of structures under dynamic loading conditions. The scientific
background of the group covers both the field of experimental material char-
acterization as well as the development and application of numerical methods.
That diversity of competences engaged in working with highly sophisticated
hardware and/or in the virtual world of mathematical modelling reflects the
intended mutual benefit of experimental and theoretical investigations of dy-
namic deformation processes. Encouraged by the continuous support from
the institute director Klaus Thoma and further enabled by positive feed-back
from industry, the concept of a combined experimental-numerical approach
could be followed and refined over the years. And the group could grow to a
department of now more than fifty persons.

With this book I tried to collect the scientific corner stones for a com-
bined approach to analyzing structures under crash and impact loads. The
related theories on continuum mechanics, numerical discretization and exper-
imental material characterization range over a wide spectrum. Consequently,
each topic could only be covered selectively. At the same time, this book has
been influenced by the research work of many colleagues which I hope to have
reproduced in an adequate and correct way. Specifically the many achieve-
ments documented in doctoral thesis of Werner Riedel, Martin Sauer, Ing-
mar Rohr, Michael Junginger, John Corley, Jochen Peter, Markus Wicklein,
Harald Schuler, Jan Jansen, Shannon Ryan and Thomas Meenken are indis-
pensable sources for this book and would have each deserved deeper attention.

I greatly appreciated the many discussions of the various topics concerning
numerical simulation in general with Arno Klomfass and Heinz Werner and
the specific area of shock loaded composites with Rade Vignjevic and Richard
Clegg. To Hartwig Nahme I owe a lot of his time that he spent for the manifold
introductions and discussions on dynamic material testing.



VIII Preface

Since the days of my first own programming of meshfree methods I gained
understanding and attraction to the method from the intense exchange with
Colin Hayhurst, Chuck Wingate and Larry Libersky. I won’t forget the un-
breakable enthusiasm of Larry towards SPH which finally lead to a stabilized
and well established numerical methodology. It was Larry’s endurance and
his sharp mind that inspired and guided many other researchers around the
world in the field of meshfree methods.

To my academic mentor, Diethard Könke, I owe the fascination in teaching
and describing the theoretical basics of numerical methods. The idea to actu-
ally write the book emerged during a three months stay as visiting scientist
at M.I.T.. Working in the Impact and Crashworthiness Laboratory of Tomasz
Wierzbicki was an exceptional experience. During that time and motivated by
Tom’s fascinating verve in conceiving ever new scientific projects, the vague
idea of a book became a concept. Elaine Tham of Springer finally set the
spark to actually launch the book project.

Writing this book was a welcome opportunity for me to collect the basics
in one of the fundamental research areas of EMI. I want to express my earnest
gratitude to Klaus Thoma who not only sent me to M.I.T. but also gave me
the necessary time and support to compile the book.

Last, not least, I want to thank my love Claudia and my daughter Paula
Lou for their persistent understanding and support over the last eighteen
months. I know that it was anything but amusing to live with somebody who
was either writing or pondering how to write what he had in mind. Thank you!

Günterstal, July 2007 Stefan Hiermaier
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1

Introduction

Crash and Impact - two keywords moving steadily into the foreground of
our consciousness. Advertisement campaigns of automotive companies em-
phasize new technologies protecting occupants and pedestrians in the case
of accidents. Crashworthiness has become a significant quality attribute of
cars. And as a result the yearly casualties due to traffic accidents have been
reduced drastically. Car engineering self-evidently comprises optimization of
kinetic energy absorption via highly sophisticated combinations of materials
and structural design. The exact same physical fundamentals are applied to
improve the protective standards of trains, helicopters and airplanes. Common
to all these applications is the challenge of building structures at the lowest
possible weight and the highest achievable level of protection. Two conflicting
and at the same time equally inevitable requirements which need to be met
in ever shorter times of development.

Compared to the collision velocities of automotive crash which are typi-
cally between 10 and 50 m s−1, impact problems deal with velocities of several
hundred m s−1. The related scenarios range from bird or other foreign object
impact against helicopter rotors, wing structures, landing gears or empennage
over military armour and anti-armour problems to the protection of space
crafts against micro-meteoroids and space debris as well as planetary impact.
With the latter processes typical impact velocities of several kilometers per
second are observed. Public attention is called to the mentioned scenarios via
science fiction films as well as popular science media illustrating the statistics
and effects of possible meteoroid impacts. Actual planetary collisions like the
Shoemaker-Levy 9 comet impacting Jupiter underline how real the threat is.

But not only vehicles of various kind are subject to crash and impact.
At the latest since the Oklahoma City blast, the September 11 terrorist at-
tacks against the United States or the bombings in Madrid and London the
vulnerability of buildings and people in buildings became a topic of public in-
terest and intensified research. In the United Kingdom protective precaution
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for public buildings became a major topic already since the early days of the
devastating IRA bombings. Along with the protective design for buildings
blast loading as a third term needs to be reflected in addition to crash and
impact. Air blast is the propagated pressure wave initiated by detonation. Its
interaction with structures can lead to their partial or total destruction and
needs to be taken into account as an additional load case by civil engineers.

With respect to the loading time duration of the related physical processes,
the basic problems of crash and impact can be separated into the milli-seconds
and the micro-seconds regimes, respectively. The blast loading is located in
both regimes since the interaction duration typically takes milliseconds, the
load rise times, however, are in the micro-seconds regime or below.

Closely related to the time duration of their loading processes is the so
called strain rate, besides pressure amplitudes and impulses another major
attribute for the classification of dynamic processes. The strain rate measures
the time rate of change of strain, usually taken in units of s−1. Hence it de-
scribes the rapidness of deformation processes. Its significance turns out when
materials are loaded at deformation speeds of varying strain rates. Most ma-
terials show fundamental sensitivity to the strain rate. A fact that needs to
be well known in the course of the design of dynamically loaded structures.
Whereas strain rates in automotive collisions range between 10−2 s−1 and
102 s−1, hypervelocity impact processes, i.e. the space craft relevant kilome-
ter per second impact velocity regime, exhibit strain rates of 106 s−1 or more.
Note that if we consider the longitudinal stretching of a one-dimensional beam,
a strain rate of 100 s−1 already means 100 % change in length per second.

Common to all of the mentioned processes is the time dependency of the
solutions to their related mathematical descriptions. In the case of scenarios
involving strain rates of 103 s−1 and more, the evolution and propagation of
discontinuous compressive waves, called shock waves, becomes more and more
important with respect to the type and speed of deformation.

Coming back to the task of designing structures for vehicles or buildings
under dynamic loading conditions like crash, impact or blast, we realize that
virtually all fields of application are nowadays supported if not driven by
numerical simulation. Along with the rapid development of computer power,
utilization of numerical methods as a tool to design structures for all kinds of
loading conditions evolved. Simulation of the expected structural response to
certain loadings is motivated by the wish

• to optimize the design
• and to better understand the physical processes.

For both intentions the predictive capability of the codes is an indispens-
able quality. In fact, the predictive capability separates numerical tools from
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graphical visualization. It means nothing less than the ability to calculate
physical processes without experimental results at hand to a sufficient degree
of precision.

Three fundamental aspects need to be stated hereto:

(A) The value of a numerical tool fully depends on the validity of its mathe-
matical basics, i.e. the describing partial differential equations.

(B) By its nature and with very few unrepresentative exceptions, numerical
simulation can only produce approximations. To estimate the quality of
the approximate solution, the user needs to know the basic theory, its
applicability and the limitations of the code used.

(C) No simulation of physical processes can work without input from ex-
periments. It is the objective derivation and description of generalized
physical relations, e.g. material behaviour, that provides the applicabil-
ity of a code to varying initial and boundary conditions. This includes for
example variations of geometries, loads and confinements without loss of
predictive capabilities.

What does that mean for the simulation of structures under crash or
impact loads? Requirement (A) demands that all relevant dependencies are
covered by the describing equations. Trivially, a formulation without time-
dependency cannot be used to describe wave propagation and interaction. In
addition, the solution strategy needs to be adequately chosen. This will be
topic of section 5.3.

The approximate nature stated in (B) requires a thorough approach to
solutions including assessments of

• the used types of discretization,
• its resolution,
• the validity of assumed linearizations, e.g. in terms of formulating the

kinematic relations between displacements and strains,
• and of the adequacy of the chosen constitutive laws describing relations

between stresses and strains.

Finally, the objectivity statement (C) means that the needed input in
terms of parameters for the constitutive relations as well as the constitutive
relations themselves need to be of unique and general quality. A unique rela-
tion between stresses and strains, say at a given strain rate and temperature,
must be derived by experiments. Only if these experiments are performed
under well defined states of stress and strain, a predictive relation will arise
that can be applied to arbitrary structures and to loading conditions covered
by the conditions examined in the material tests. Otherwise, the relation will
only be valid for one specific test. Application to a more complex structure or
different loading conditions will fail in predicting the structural response.



4 Structures under Crash and Impact

In the context of material characterization, growing importance must be
attributed to very recent methods of the so called multi-scale material mod-
elling. Simulation of deformation processes on a micromechanical, molecular
or even atomistic level allows for investigations providing macroscopic mate-
rial data in a totally different way. Again, empirically derived or otherwise
postulated relations for the material behaviour on the respective scale are
needed. The impact on understanding the physics of materials from a new
perspective, however, is tremendous.

In general, an ever closer combination of physical material testing and
accompanying numerical simulation, on various scales, can be observed and
is for sure of positive influence on the predictive capability of the resulting
material models.

With this book a spectrum of the basic theories shall be collected that
is needed to investigate structures under dynamic loading conditions. This
covers the continuum mechanics, material modelling, numerical discretization
and experimental material characterization.

Chapter 2 deals with material independent fundamental formulations.
Starting with the kinematic descriptions of deformations as used in struc-
tural mechanics and in fluid dynamics, stress measures as well as descriptions
of static equilibrium will be derived. The time dependency of the equations
of motion will be invented with the section on the conservation equations.
For both equilibrium and balance equations variational formulations with the
intention of finding more generalized solutions will be introduced. Figure 1.1
illustrates the discussed alternatives to solve static or dynamic problems via
variational formulations. The fact that fluid dynamical approaches are repeat-
edly used in this book is deduced from the origins of the so called hydrocodes
which are the most common codes used for the simulation of dynamic pro-
cesses.

Material specific constitutive equations are topic of chapter 3. Relations
describing the elastic, hyperelastic and inelastic deformation of materials will
be formulated. Specific attention will be paid to strain rate dependent mod-
els. With the example of polymer materials the elegance of physically based
constitutive models will be found. In that context, the derivation of elastic
potentials for polymers using statistical mechanics seems to be a perfect exam-
ple. Furthermore, meso-mechanical modelling of an aluminum foam material
illustrates the expanded spectrum of material characterization if a combined
experimental-numerical path is followed.

Their significant influence on the material and structural response under
extremely dynamic loading conditions requires the treatment of shock waves
by a specifically dedicated chapter 4. Dispersion and the related non-linearity
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Fig. 1.1. Continuum Mechanical Solution Paths for Static and Dynamic Problems.

of equations of state as a precondition for shock waves to be initiated and
to propagate as well as the thermo-mechanical basics of shocks in fluids and
solids will be derived. A straight path to derive non-linear equations of state
via the Rankine-Hugoniot equations completed by an additional relation de-
rived from the solution of the Riemann problem will be explained. Various
forms of nonlinear equations of state and their limitations are discussed.

Hydrocodes will be introduced in chapter 5 starting with a collection of
the needed components and a cyclic procedure followed to achieve a marching
solution in time. Basic methods of discretization in time and space will be
introduced. Besides the grid-based methods of finite differences, volumes and
elements, meshfree methods will be discussed. The specific task of provid-
ing solutions that include massive deformation, multiple fragmentation and
possibly phase changes illustrates the need for alternative discretization tech-
niques provided by meshfree methods. As a particular emphasis, the usefulness
of coupled and adaptive methods will be stressed. As shown by the example
of Figure 1.2, simulation of dynamic deformation processes demands for a
representation of multiple non-linearities originating from large deformations,
non-linear material behaviour and contact forces. More complex deformation
and failure mechanisms will be illustrated by several examples in the course
of chapter 5.
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Fig. 1.2. Dynamic axial crushing of a cylindrical tube at a deformation speed of
10 m s−1 simulated with AUTODYN. The numerical simulation of the structure
requires the treatment of strain rate dependent non-linear material behavior, large
deformations and multiple contact.

Intentionally decoupled from the constitutive equations introduced in
chapter 3, failure modelling will be the topic of chapter 6. The separate intro-
duction after the chapter on hydrocodes is due to the intended emphasis on the
need for a closer coupling of material models with discretization techniques.
Consequently, the chapter on failure models will only cover a very selected
number of models. The need and specific advantage of a material state related
adaptive discretization will be illustrated by the example of composite failure.

With the final chapter several aspects of advanced dynamic material char-
acterization will be outlined. The indispensable need for objectivity in the
material characterization will be stressed. Experimental set-ups for low dy-
namic, moderate as well as extreme dynamic strain rates will be introduced
along with advanced instrumentation techniques which allow for improved or
enhanced measuring capabilities.

Having in mind that the nowadays standard university education provides
the students with basic knowledge concerning formulation of static equilib-
rium and numerical solution techniques for that regime, both the static and
the dynamic formulations will be covered in this book. The emphasis will of
course be on the dynamic side. But the static formulations given in parallel are
intended to provide with both contrast and amendment. In that context, the
growing need for coupled static-dynamic solvers should be mentioned. Quasi-
statically pre-stressed structures which are afterwards loaded dynamically are
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rather standard than exception. On the other hand, structures with intense
dynamic loading history are for example found in a blast loaded building.
An investigation of its residual load carrying capability can be the task of a
quasi-static solution based on the result of a dynamic one.

This book is written to support two overall ideas: one is the combination
of experimental and numerical methods not only to solve a specific problem
in structural mechanics, but also in the course of material characterization.
The second one is the use of discretization techniques which are adequately
chosen for the actual material state. In other words, coupled and adaptive use
of discretizations.



 

 

 

 

 



2

Thermo-Mechanical Basics

The thermo-mechanical behaviour of materials under dynamic loads ranges
from (visco-)elastic-plastic deformation over micro-mechanical damage and
macroscopic failure to phase changes under high pressure and temperature.
In order to describe processes involving some or all of these effects, a set
of functional relations is needed providing a mathematical basis. To give an
overview on the common basics as well as the differences between static and
dynamic analyses, the following topics will be covered in this chapter:

• Kinematic equations as an objective, material independent description of
deformations, strains and strain rates,

• objective stress measures and their rate dependent formulations,
• static equilibrium described via direct formulations and variational ap-

proaches,
• still material independent first principles, e.g. conservation equations, prin-

ciples of mechanics and thermodynamics, defining admissible conditions of
the continuum with regard to mass, momentum, energy and entropy,

• variational formulations for the balance equations needed later for finite
element solutions and

• thermodynamic laws and potentials along with the conept of internal state
variables and consequences for constitutive laws.

Material dependent constitutive laws will then be discussed in the next
chapter 3.

2.1 Kinematic Equations

It is the basic aim of continuum mechanics to describe the motion and defor-
mation of structures as thermo-mechanical systems. To achieve this, the in-
vestigated media are regarded as continuous accumulations of material points
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for which Truesdell demands smoothness1. Accordingly, Macvean [260] defines
a continuum as body at time t consisting of material points to which at any
other time well defined corresponding points exist. The related axiom of con-
tinuity means that two neighbouring points will be at neighbouring positions
at any time, further that one point cannot occupy multiple positions and fi-
nally that one position can never be occupied by multiple points.

In the course of static analyses, the interest is generally focused on a final
deformation state of the investigated structure under a given loading condi-
tion. That deformation state is characterized by equilibrium of the forces. It
may consist of small or large deformations and lead to a pure elastic state or
include more or less expanded plastic deformation zones. Also, the history of
the deformation process may have strong influence on the material state and,
thus, on the equilibrium. However, the precise physical manner of how the
information about the loading condition is communicated through the struc-
ture, i.e. the propagation of pressure and release waves, is not influencing the
static equilibrium and therefore not part of the solution.

Completely different is the situation for dynamic deformation processes.
Here, the final deformation state in most cases depends on the deformation
velocity and, specifically under impact loads, on the propagation of pressure
or shock waves. As for quasi-static loadings, the final deformation can be a
result of repeated loading and unloading processes during which the mate-
rial undergoes various strain and stress states including plastic deformation
and the development of damage and failure mechanisms. The loading process
itself is often a sequence and superposition of wave propagations and their
reflections. Equilibrium conditions used for static analyses are amended by an
acceleration term leading to the time dependent equation of motion.

Therefore, the kinematic description of a dynamic process necessarily must
include the time resolved motion of the structure and the related material
states. The time resolution must be sufficiently high to cover the wave speeds if
wave propagation is relevant. The spatial description of the whole deformation
process by kinematic equations can be extremely complex. Its discretization
in space and time must reflect large deformations possibly including multiple
fragmentation. The discretized equations are solved at a finite number of
points and elements in the structure at discrete instants of time.

2.1.1 Coordinates and Displacements in Reference Systems

Positions of points in space are identified by position vectors with respect to
a coordinate system. Though the choice of coordinate systems is arbitrary
1 Truesdell [397]: ”The two fundamental properties of a continuum B are then: 1)

B consists of a finite number of parts which can mapped smoothly onto cubes in
Euclidean space. 2) B is a measure space.”
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for vector and tensor equations, the most commonly used ones in contin-
uum mechanics are three-dimensional rectangular Cartesian coordinates or
the curvilinear systems of cylindrical and spherical type. In this book, com-
ponents of vectors and tensors are basically formulated in the orthonormal
system of Cartesian basis vectors e1, e2, e3, . For that system we demand:

ei · ej = δij = I =
{

0 if i �= j
1 if i = j

(2.1)

using the Kronecker symbol δij , and:

ei × ej = εijk ek (2.2)

applying the Levi-Civita symbol to represent the permutation:

εijk =

⎧⎨
⎩

1 , for even permutations of (i, j, k), ( i.e. 123, 231, 312)
−1 , for odd permutations of (i, j, k), ( i.e. 132, 321, 213)

0 , for repeated indices

(2.3)

Theory of Dual Spaces

Physical laws described by continuum mechanics involve tensors which cannot
be limited to orthonormal coordinate systems. Instead, arbitrary other sets of
independent base vectors gi are used. In order to be able to apply within these
systems the same calculus as in the Euclidean base ei, the theory of a dual
vector space is usually applied. The two reciprocal bases are called covariant
gi and contravariant base gi, respectively. That theory allows for a unique
representation of a vector u through a linear combination in either one of the
bases as:

u = ui gi = ui gi , (2.4)

where ui are called the covariant components of the vector u, and ui its
contravariant ones. Since the two bases fulfill the requirement

gi · gj = δj
i (2.5)

a orthogonality between vectors of respective bases is guaranteed. The product
of the length of two basis vectors is also referred to through the so called metric
coefficients gij and gij :

gi · gj = gij , gi · gj = gij (2.6)

In the course of this text, there will generally be no need to distinguish be-
tween covariant and contravariant bases and it will otherwise be indicated
specifically. Further introductions to the tensor calculus and the use of the
dual space theory can be found in Malvern [263] and Holzapfel [194].
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Material and Spatial Configurations

The position of a body shall be defined by the position of a finite number
of material points in a coordinate system and the body’s motion is traced as
sequence of such positions along a pathline. For the observation of motions
it is useful to note the material coordinates, that means the coordinates of
a particle’s position in a reference configuration, X1, X2, X3 by upper case
letters and the spatial coordinates denoting the position of a point in space at
time t by lower case letters x1, x2, x3. In this context, the term material point
or particle will be used for an infinitesimal portion of matter in a continuous
body to distinguish it from a spatial position.
The motion of a continuous body in non-relativistic kinematics may be ana-
lyzed by various distinguished ways of description:

• A Referential description with the position X of a particle and the time t
as independent variables. This description is called Lagrangean when the
initial configuration is chosen to be the reference configuration for posi-
tions X. The focus is on a particle travelling through space. Lagrangean
descriptions are preferably chosen in structural mechanics. The referential
description is often also called material description. Although this is not
fully precise2, we will assume the terms material and referential being
equivalent in this book.

• The Spatial description that observes a spatial position x which is at time
t occupied by a particle. Here, the focus is on a position or volume in space
that may over time be occupied by various particles. This predominantly
in fluid mechanics applied description is also called Eulerian.

There are various attempts and ways to be found in literature illustrating the
differences between the Lagrangean and the Eulerian description. Figure 2.1
may help to understand the fundamental difference and clarify the sometimes
arising confusions. First of all, we have to recall the before mentioned differ-
ence between positions in space x and locations of material particles X. With
that discrimination in mind we can denote a spatial description by lower case
letters and a material description by upper case notations.
What makes the difference, is that Eulerian descriptions, as shown in the up-
per half of Figure 2.1, observe spatial positions tx with respect to the change

2 According to Truesdell [397] there are two further ways which however are of less
importance and use compared to the above mentioned Lagrangean and Eulerian
description:

– A Material description of a point X at time t where X is the label not the
position X of the point.

– And, finally, a Relative description of a point at position x. The variable time
τ references to a time when the point occupied a former position ξ. It is dis-
tinguished from the Lagrangean description since it references to x at time t
instead of X at time t = 0.
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of field variables at that position. The identity of a particle that currently
occupies that position tx is found through its position in the referential con-
figuration 0X. In this context, one could also call 0X the particle’s ”name”
which was attributed at time t = 0 through its then spatial position 0x. There-
fore, the independent variables in Eulerian descriptions are the coordinates x
and the time t.
Lagrangean formulations on the other hand observe the material particle in
the initial configuration and trace its spatial coordinates tx(0X) over time.
Thus, in contrast to the Eulerian description, the coordinates xi are now
mapped to the particles’ positions. The independent variables are now the
material particle positions X and of course the time t. What we get, are body
fixed coordinates which move and deform with the body.
In Figure 2.1, material particles are denoted by black dots and spatial po-
sitions by position vectors. Of course, the same particles shown in the de-
formed Eulerian part of Figure 2.1 are in the same way existing in the de-
formed Lagrangean. As well as in the deformed Eulerian regime also position
vectors have their normal meaning. Just in order to emphasize the different
approaches, only the dominant notation is drawn in the respective parts. In
fact, we will need both notations later when current configurations need to be
compared to initial ones in order to describe deformation and strain measures.
The basic kinematic action of mapping back and forth between configurations
will then utilize the different notations.

In the Eulerian description a particle tX(0x, t) inside the body moves
through the space fixed coordinate system. Consequently, it does not necessar-
ily occupy an intersection of the coordinate grid at time t. In the Lagrangean
description however, a position 0x originally located on an intersection will
always be mapped on the same grid point in the mapped coordinate system.
That is, why in Eulerian descriptions usually applied in fluid dynamic anal-
yses the non deforming coordinate system is made up by a finite number of
so called cells or volumes through which the material flux is transported.
Whereas in Lagrangean structural dynamics the so called nodes carry a spe-
cific portion of the body’s mass.

Thus, with the referential description it is straight-forward to observe how
a structural body is moving and deforming in space, whereas the spatial de-
scription shows what occurs in terms of material fluxes to a specific region
in space over time. Therefore, fluid dynamics preferably utilize the spatial
description since the flow of matter in space is of primary interest. In the
context of this book the main focus is concerned with structural dynamics
and correspondingly the standard description will be Lagrangean to observe
the deformation of bodies by referring the current location of a material point
tx to its initial position 0X :

txi = txi

(
0Xi , t

)
or tx = tx

(
0X , t

)
(2.7)
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Fig. 2.1. Initial and current configurations of a body mapped by spatial and refer-
ential descriptions.

Nevertheless, alternative formulations with spatial descriptions will prove to
be useful. The corresponding Eulerian description is:

0Xi = 0Xi

(
txi , t

)
or 0X = 0X

(
tx , t

)
(2.8)

The consistency between the two formulations is guaranteed through the con-
dition:

0X = 0x (2.9)

Since we regard the continuum as an accumulation of points in a coordinate
system, the motion of an individual point over a certain time interval is defined
by its displacement. In a Lagrangean description, the displacement vector Ui

of a particle i at time t is defined as

U(X, t) = x(X, t) − X (2.10)

whereas in the corresponding Eulerian form the same displacement is de-
scribed through:

u(x, t) = x − X(x, t) (2.11)
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The values of both displacement measures are identical and the relation be-
tween (2.10) and (2.11) can be described using the motion χ : x = χ(X, t):

U(X, t) = U
{
χ−1(x, t)

}
= u(x, t) (2.12)

2.1.2 Deformation Gradients and Displacement Gradients

In general, the motion of a body can be seen as a combination of both rigid
and deforming components. The rigid parts consist of translation and rotation
whereas deformation can be split into shape changing distortion and shape
keeping dilatation. Each of these components can be covered by kinematic
equations and related measures but only non-rigid motion causes changes in
the strain state and the related stress inside the body. Therefore, rigid body
motions are of secondary interest for continuum mechanics. But in order to
derive objective stress measures from deformation states, that is the stress
resulting exclusively from non rigid motion, the motion components need to
be separated adequately.

Material and Spatial Deformation Gradient

As a first step towards a description of body deformations, we observe the
relative motion of two points inside a body. With the paths of these two
moving points xi and xj over the time interval t we can formulate line vectors
d0x and dtx connecting both points at the beginning and at the end of the
motion, respectively. The relation between the line vectors can be expressed
by:

d tx = F d 0X or d txi = Fij d 0Xj (2.13)

where the second-order tensor F with reference to the undeformed configura-
tion is called material deformation gradient :

Fij =
d txi

d 0Xj
(2.14)

That means, the material deformation gradient is a tensor that transforms a
line element from its reference configuration d 0X to a current configuration
d tx. The inverse mapping of the line element in the current configuration to
the line element in the reference configuration is represented by the spatial
deformation gradient :

F−1
ij =

∂ 0Xi

∂ txj
(2.15)

The determinant of the form

J = det
(
∂txi

∂0Xj

)
= det (Fij) (2.16)
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is called Jacobian determinant . In order to map back a current configuration
to the initial one, the Jacobian must not vanish.

The transformation of scalars, vectors or tensors between a referential and
the current configuration by the deformation gradients can be formulated as
instruments in both directions. These operations are called push forward Φ∗
and pull back Φ−1

∗ . Expressed by the deformation gradients, their application
to a second order tensor A is defined by:

Φ∗[A] = F−T AF−1 Push Forward (2.17)

Φ∗[A] = F−1AF−T Pull Back (2.18)

Displacement Gradients

In the same manner as for the deformation gradients, the gradients of the
displacement vector (2.10) with respect to the initial and current configuration
lead to the material displacement gradient

Hij =
∂ tui

∂ 0Xj
(2.19)

and to the spatial displacement gradient

hij =
∂ tui

∂ txj
, (2.20)

respectively. With the deformation tui (2.10) we can express the current po-
sition of point i by

txi = txi

(
0Xi , t

)
= 0Xi + tui (2.21)

and thus write the material deformation gradient as

Fij =
∂ txi

∂ 0Xj
=

∂

∂ 0Xj

(
0Xi + tui

)
= δij +

∂ tui

∂ 0Xj
(2.22)

which explains the relation between the material deformation gradient and
the material displacement gradient as follows:

Fij = δij +Hij or F = 1 + H (2.23)

The above shown meaning of the deformation gradient as a mapping function
is not restricted to material line elements dxi. For surface and volume ele-
ments corresponding procedures are applicable to map material surface d ai

or volume elements d vi between current and initial configuration3 :
3 Compare Truesdell and Toupin [399] for reference and also Haupt [165] for proof.
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d ta = (det F)F−T d 0A (2.24)

d tv = (det F) d 0V = J d 0V (2.25)

where equation (2.25) also means that

J =
d tv

d 0V
(2.26)

Polar Decomposition of the Deformation Gradient

Still, the components of the deformation gradient (2.14) reflect contributions
from two types of deformation. One is resulting from rigid body rotation, the
other component leads to stretching the body. A separation of the deformation
gradient into both of these contributions would be useful in order to achieve
a measure for the strain tensor, which is by definition free of rigid body mo-
tion. A multiplicative polar decomposition of the deformation gradient is the
mathematical tool to achieve that separation. The decomposition into a sym-
metric right stretch tensor U (referring to the initial configuration ) or left
stretch tensor V (referring to the current configuration), respectively, and an
orthogonal4 rotation tensor R is possible since the deformation gradient itself
is a non-singular second-order tensor:

Fij = RikUkj = VikRkj (2.27)

The polar decomposition applied to the material deformation gradient pro-
vides information on the components of a deformed configuration compared
to its initial state. Applied to the spatial deformation gradient the related
information would be provided with respect to the current configuration. The
separation of deformation into rotation and stretch and the two combina-
tions of the related tensors shown in (2.27) are demonstrated schematically
in Figure 2.2.

Right and Left Cauchy-Green Tensors

Both ways of performing rotation first to be followed by dilatation and vice
versa lead to the identical final deformation and strain state. With the two
tensors U and V, the so called right Cauchy-Green tensor C and left Cauchy-
Green tensor B are defined as

C = FT F = U2 (2.28)

and
B = FFT = V2 (2.29)

4 An orthogonal tensor A is characterized through the property AT A = A AT = I
which implies that A−1 = AT .
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Fig. 2.2. Body deformation separated into rotation and dilatation

The right Cauchy-Green tensor can be understood as operator on the scalar
product of two line elements dX dY transforming it to the scalar product of
the corresponding line elements in the current configuration dx dy:

dx dy = dX C dY (2.30)

whereas the left Cauchy-Green tensor represents the opposite transformation:

dX dY = dx B dy (2.31)

2.1.3 Strain Measures

Now, what is strain and how should a strain tensor be defined? Compared to
the above discussed displacements which are an absolute measure of length
in material or spatial coordinates, strain is a relative measure comparing dis-
placement or angular distortion with a reference length or a reference an-
gle, respectively. With the development of numerical methods as tools for
structural mechanics, the understanding of strain changed towards a linear
displacement gradient inside finite elements for small deformations and a cor-
responding nonlinear gradient as finite strain measure. Thus, the question is
which reference to choose and whether small or finite deformations are to be
covered.
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Engineering Strain and True Strain

In a one-dimensional situation as illustrated in Fig. 2.3 , a classical engineering
approach to measure strain formulates a strain increment as change in length
dx compared to the length in the initial configuration X:

dε =
dx
X

(2.32)

and thus, the corresponding one dimensional engineering strain is:

εe =
∫ x

X

1
X

dx =
x−X
X

=
x

X
− 1 (2.33)

Fig. 2.3. One dimensional length components to define strain.

If we instead reference the change in length dx to the current length at
the end of the motion, an alternative incremental strain develops:

dεt =
dx
x

(2.34)

and consequently a logarithmic strain measure, called natural or true strain,
originally introduced by Ludwik [256] in 1909:

εt(x, t) =
∫ x

X

1
x

dx = ln(x) − ln(X) = ln
( x
X

)
= ln (εe + 1) (2.35)

The two measures for engineering (2.33) and true strain (2.35) result in
approximately the same values for very small strains and significant differ-
ences for larger ones. A very common understanding of uni-axial strain would
describe a deformation state that leads to double the original length as 100
percent strain, which is equal to the engineering strain. The corresponding
true strain value for the same deformation yields approximately 69 percent.

Basically, there is no advantage of preferring the initial over the current
dimension as reference or vice versa since both are known at any time. In con-
trast to the engineering strain however, the true strain measure is symmetric
regarding tensile and compressive relative deformations. Whereas a compres-
sive strain of 100 percent would mean infinite compression to zero length in
terms of engineering strain, the same values with opposite sign represent true
strain for double or half the original lengths (see Table 2.1).
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Table 2.1. Comparison of engineering and true strains.

L0 1 1 1 1 1 1 1 1 1 1 1

l 0.5 0.8 0.95 0.97 0.99 1 1.01 1.03 1.05 1.2 2.0

εe [%] -50 -20 -5.0 -3.0 -1.0 0.0 1.0 3.0 5.0 20.0 100.0

εt [%] -69.3 -22.3 -5.13 -3.05 -1.01 0.0 0.995 2.95 4.88 18.2 69.3

Infinitesimal Strain Tensors

In order to describe strain conditions in the two or three dimensional case, the
above derived strain measures need to be extended by shear components. The
two separate deformation modes demonstrated in Fig. 2.4 represent a longitu-
dinal extension in one direction and a shear deformation. For the longitudinal
strains we find:

εxx =
∂ux

∂X
and εyy =

∂uy

∂Y
(2.36)

The shear deformation is composed of the angular distortions by the angles
α1 and α2 and it is called pure shear if the angles α1 and α2 are identical.

dXdX dux

dY dYdY

dX

��

��

dux

duy

d

dydy

dx dxdx

dX

Fig. 2.4. Longitudinal and Shear Strain in Two Dimensions.

The total change in the originally right angle can be described for small
angles by the linear approximation

γxy = α1 + α2 ≈
(
∂ux

∂Y
+
∂uy

∂X

)
(2.37)

If we replace γxy by

εxy =
1
2
γxy =

1
2

(
∂ux

∂Y
+
∂uy

∂X

)
(2.38)
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we can describe the two dimensional strain more elegantly as

⎡
⎣ εxεy
εxy

⎤
⎦ =

⎡
⎢⎢⎢⎣

∂ux

∂X

∂uy

∂Y

1
2

(
∂ux

∂Y + ∂uy

∂X

)

⎤
⎥⎥⎥⎦ (2.39)

Thus, with the material displacement gradient (2.19) we find for an infinites-
imal Lagrangean strain tensor the following expression:

εij =
1
2

(
∂ui

∂Xj
+
∂uj

∂Xi

)
=

1
2
(
Hij +HT

ij

)
(2.40)

Accordingly, with respect to the current configuration the infinitesimal Eule-
rian strain tensor is denoted by:

eij =
1
2

(
∂ui

∂xj
+
∂uj

∂xi

)
=

1
2
(
hij + hT

ij

)
(2.41)

Both the formulations for a strain tensor in (2.40) and (2.41) are at the same
time strain-displacement relations and linear in the current form.

Finite Strain Formulations

Another access to strain measures that, in addition, is also capable of finite
strains is found via the right and left Cauchy-Green tensors (2.28) and (2.29).
In (2.30) we observed that the right Cauchy-Green tensor transforms the
scalar product of two line elements dX dY in an initial configuration into the
scalar product of the same line elements in the current configuration dx dy.
What we expect from a strain tensor is the representation of the change in the
scalar product of the two line elements. Following the referential description
of the right Cauchy-Green tensor the following Green-Lagrange strain tensor
E contains these changes in the difference of the squared current elements and
compares them to the product of the referenced line elements:

dxdx − dXdX = 2 dX E dX (2.42)

With the material deformation gradient (2.14) the Green-Lagrange strains
can be written as:

E(X, t) =
1
2
(
FT F − 1

)
=

1
2

(C − 1) (2.43)

which, in index writing, shows the difference between the finite strain formu-
lation in the Green-Lagrange form and the linear strain that we have seen
above in (2.40):
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Eij =
1
2

(
∂ui

∂Xj
+
∂uj

∂Xi
+
∂uk

∂Xi

∂uk

∂Xj

)
(2.44)

Again, if the reference frame is the current configuration we find an Eulerian
form of the finite strain tensor in the Euler-Almansi strain tensor A:

dxdx − dXdX = 2 dx A dx (2.45)

and thus:

Aij =
1
2

(
∂ui

∂xj
+
∂uj

∂xi
− ∂uk

∂xi

∂uk

∂xj

)
(2.46)

or symbolically:

A =
1
2

(
1 − FT−1

F−1
)

=
1
2
(
1 − B−1

)
. (2.47)

Up to here we derived strain tensors by the observation of line elements and
their transformation from initial to current configurations. An alternative ap-
proach is described in detail by Haupt [165] and utilizes material surface
elements for the derivation of a strain tensor. The change of both distance
and orientation of material surface elements to each other is reflected with
respect to the initial configuration by the so called Piola strain tensor p:

p =
1
2

(
F−1FT−1 − 1

)
=

1
2
(
C−1 − 1

)
(2.48)

and to the current configuration by the so called Finger strain tensor f :

f =
1
2
(
1 − FFT

)
=

1
2

(1 − B) . (2.49)

A generalized formulation for finite strain tensors was introduced by Doyle
and Ericksen [113]5. The so called Doyle-Ericksen generalized strain tensor
describes a whole family of strain measures through the parameter m as:

1
m (Um − 1) , 1

m (Vm − 1) for m �= 0

lnU , lnV for m = 0
(2.50)

The generalization (2.50) leads, for example, to

• the Green-Lagrange strain tensor (2.43) for m = 2,
• the Biot strain tensor for m = 1
• the logarithmic Hencky strains for m = 0

With the above collected derivations we have a set of tensors describing
the kinematics of continuous media. Table (2.2) provides an overview on these
measures.

Figures 2.5 and 2.6 illustrate how much infinitesimal strain measures and
finite strain measures correlate at small strain and how they diverge for grow-
ing deformation values. The comparison is taken for an element of 10 [mm]
original length that is unidirectionally stretched.
5 See also Seth [353], Hill [185] and Bažant and Cedolin [40]
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Table 2.2. Material and spatial measures for deformation and strain.

Deformation

Material Deformation Gradient Fij = ∂ txi
∂ 0Xj

Spatial Deformation Gradient F−1
ij = ∂ tXi

∂ 0xj

Material Displacement Gradient Hij = ∂ tui
∂ 0Xj

Spatial Displacement Gradient hij = ∂ tui
∂ 0xj

Right Cauchy-Green Tensor C = FT F = U2

Left Cauchy-Green Tensor B = FFT = V2

1D Strain

Engineering Strain εe = 1
L0

∫ l

L0
dl = Δl

L0

True Strain εt(x, t) = ln
(

X+dx
X

)
= ln (1 + εe)

Infinitesimal Strain

Lagrangean Strain Tensor εij = 1
2

(
∂ui
∂Xj

+
∂uj

∂Xi

)
ε = 1

2

(
H + HT

)
Eulerian Strain Tensor eij = 1

2

(
∂ui
∂xj

+
∂uj

∂xi

)
e = 1

2

(
h + hT

)
Finite Strain

Green-Lagrange Strain Tensor Eij = 1
2

(
∂ui
∂Xj

+
∂uj

∂Xi
+ ∂uk

∂Xi

∂uk
∂Xj

)
E = 1

2

(
FT F − 1

)
= 1

2
(C − 1)

Euler-Almansi Strain Tensor Aij = 1
2

(
∂ui
∂xj

+
∂uj

∂xi
− ∂uk

∂xi

∂uk
∂xj

)
A = 1

2

(
1 − FT−1

F−1
)

= 1
2

(
1 − B−1

)
Hencky Strain Tensor EH = 1

2
ln (1 + 2E)

= 1
2

lnU2 = lnU

Biot Strain Tensor EB = (U − 1)

Piola Strain Tensor p = 1
2

(
F−1FT−1 − 1

)
= 1

2

(
C−1 − 1

)
Finger Strain Tensor f = 1

2

(
1 − FFT

)
= 1

2
(1 − B)
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Fig. 2.5. Comparison of Engineering Strains (dotted), True Strains (dashed), Green-
Lagrange Strains (solid) and Almansi Strains (dashed and dotted) for a uniaxial
strain state in an element of 10 [mm] reference length at elongations up to 0.5 [mm].

Decomposition of Strain Tensors

Elastic-Plastic Separation

In the case of infinitesimal strains, the strain tensors can be separated into an
elastic and a plastic part by additive terms according to

εij = εel
ij + εpl

ij (2.51)

Obviously, from the non-linear contributions in the finite strain formulations
derived above it becomes evident that an additive decomposition is no longer
possible than. In stead a multiplicative separation of the deformation gradient
F is used, called Kröner-Lee decomposition

Fij = F el
ij F

pl
ij (2.52)
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Fig. 2.6. Comparison of Engineering Strains (dotted), True Strains (dashed), Green-
Lagrange Strains (solid) and Almansi Strains (dashed and dotted) for a uniaxial
strain state in an element of 10 [mm] reference length at elongations up to 10 [mm].

according to which the elastic and plastic finite Lagrangean strains Eel and
Epl, respectively, are calculated as:

Eel
ij =

1
2

(
F elT

ij F el
ij − δij

)
(2.53)

and
Epl

ij =
1
2

(
F plT

ij F pl
ij − δij

)
(2.54)

Polar decomposition of the separated elastic and plastic deformation gradients
also allows to define, e.g., a plastic stretch tensor Vp through

Fp = Vp R (2.55)

Volumetric-Deviatoric Separation

As any other tensor, strain tensors can additively be decomposed into a spher-
ical and a deviatoric tensor. Total deformation of a body in terms of finite
strains Eij can, thus, be described as sum of deviatoric and volumetric strains:
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Eij = Edev
ij +

1
3

(
V − V0

V0

)
δij = Edev

ij +
1
3

(J − 1) δij (2.56)

A decomposition of the right stretch tensor U is often used in hyperelastic
models for rubbery materials6 denotes the distortional component of U by

U∗ = J− 1
3 U (2.57)

describing the dilatational part by the Jacobian:

J = detU (2.58)

For infinitesimal strains the decomposition (2.56) can be approximated by

εij ≈ εdev
ij +

1
3
εij δij (2.59)

2.1.4 Material and Spatial Time Derivatives of Deformations

In chapter 2.1 we found that the condition for non rigid translation of a body
was a non zero deformation gradient. The motion itself was characterized by
an initial and a current configuration without regard of the exact path and the
time the motion would take. If we are interested in history and rate effects
towards the description of time resolved rate dependent material behavior,
we need adequate measures for that time dependency. In other words, time
derivatives must be formulated and applied to the deformation and strain
measures found before.

It is the aim of this section to precisely define time derivatives for field vari-
ables both in material and spatial configurations. For that reason, a smooth
field in a material frame shall be denoted by upper case letters U(0X, t),
whereas a spatial field variable is expressed by u(tx, t).

Spatial Derivative of Spatial Field Variables

In order to find more general characteristics of time derivatives, the following
discriminations shall provide the definitions needed for later application.

To start with, we find the spatial time derivative of a spatial field variable
u(tx, t) representing the partial derivative with respect to time t at a fixed
location tx :

∂ u(x, t)
∂ t

∣∣∣∣
x

(2.60)

In other words, the spatial derivative of a spatial field is a measure for the
time rate of change in u(x, t) at a specific fixed spatial position x = const. as
a local observer would see it. Therefore, (2.60) is also called local derivative
of spatial fields.
6 Applied to rubber materials, this decomposition was used for example by Flory

[127], Ogden [300] and Anand [4]
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Material Derivative of Material Field Variables

Changing the type of observer from a fixed position in space to one that is
traveling with an infinitesimal volume, we take the substantial or material
time derivative of the field variable in the material frame U(0X, t) as:

U̇(0X, t) =
D U(0X, t)

D t
=
∂ U(0X, t)

∂ t

∣∣∣∣
X

(2.61)

Since in a material frame the independent space variable X is constant, the
substantial derivative of a material field variable is similar to the spatial
derivative of a spatial field concerning the fact that there is no contribution
from a derivative with respect to the space coordinates. Thus, for a material
field variable the total derivative is identical to the partial time derivative:

DU(0X, t)
D t

=
∂ U(0X, t)

∂ t
(2.62)

Substantial Derivative of Spatial Field Variables

A different result is, however, achieved when the substantial derivative is ap-
plied to a spatial field u(tx, t). Now, the time derivative of the independent
spatial variable tx also contributes to the total derivative as convection term
∂

∂ x
∂ x
∂ t . Therefore, the total time derivative is expressed by:

u̇(tx, t) =
D u(tx, t)

D t
=
∂ u
∂ t

+
∂ u
∂ x

∂ x
∂ t

=
∂ u
∂ t

+ ∇u v (2.63)

Thus, the substantial derivative of a spatial field consists of a local derivative,
i.e. the first component in equation (2.63), and a convective derivative ∇u v.

Lie-Oldroyd Derivative for Spatial fields

In addition, there is an alternative material time derivative for spatial fields
u, the so called Lie time derivative. In case of this specific operation, the field
variable is first transformed to the initial configuration by a pull back opera-
tion (2.18). In the reference frame, the material time derivative is performed
and the resulting term in turn pushed forward to the current configuration by
(2.17):

dLie [u]
d t

= Φ∗

[
d
d t

(Φ∗[u])
]

(2.64)

With the spatial velocity gradient L, the Lie rate (2.64) can alternatively
be formulated as:

dLie [u]
d t

=
∂ u
∂ t

+ uL + LT u (2.65)

When applied to a strain field, the Lie derivative is called Oldroyd rate, as we
will see in section 2.1.5.
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Velocities and Velocity Gradients

Material and Spatial Velocities

Regarding the velocity field, we can formulate the material velocity of a par-
ticle V as time derivative of its motion χ with the material coordinates X as
independent variables via the displacements u = x − X:

V(0X, t) =
∂ χ(X, t)
∂ t

=
∂ x
∂ t

=
∂ (u + X)

∂ t
=
∂ u
∂ t

(2.66)

noting that the initial configuration X is independent of time. Equally, we can
describe the Eulerian velocity field v with the substantial derivative (2.63) to
be:

v(tx, t) =
Du(tx, t)

D t
=
∂ u(tx, t)
∂ t

+
∂ u(tx, t)
∂ tx

∂ x
∂ t

=
∂ u(tx, t)
∂ t

+
∂ u(tx, t)
∂ tx

v(tx, t) (2.67)

where the in (2.67) implicitly given Eulerian velocity v is also called the in-
stantaneous velocity field.

The used convention of denoting material field variables with upper case
letters and the corresponding spatial fields by lower case letters cannot be
kept in full consequence. Therefore, whenever this convention is dropped the
type of the used configuration will be noted. Specifically the velocity field will
be described by the lower case letter v and occasional material configuration
will be noted.

Material and Spatial Velocity Gradients

Differentiation of the found velocity fields with respect to space coordinates
leads to a material velocity gradient Ḟ defined as

∂ V(X, t)
∂X

= ∇ V(X, t) = Ḟ(X, t) (2.68)

Application of the inverse deformation gradient F−1 leads to the spatial ve-
locity gradient L and illustrates its relation to the material gradient:

L = Ḟ F−1 = ∇ v(x, t) (2.69)

Rate of Deformation and Spin Tensors

It will turn out later to be useful decomposing the spatial velocity gradient
∇v additively into a symmetric tensor D and a skew-symmetric tensor W.



2 Thermo-Mechanical Basics 29

The rate of deformation tensor D describes the time rate of change in the
deformation while the spin tensor W represents the vorticity or rotation rate:

L = ∇v = D + W (2.70)

where

Dij =
1
2

(
∂ vi

∂ xj
+
∂ vj

∂ xi

)

D =
1
2
(
L + LT

)
(2.71)

and

Wij =
1
2

(
∂ vi

∂ xj
− ∂ vj

∂ xi

)

W =
1
2
(
L − LT

)
(2.72)

2.1.5 Strain Rate Tensors

Strain rates, i.e. the time derivatives of strain measures, are the complemen-
tary variables to stress rates in the constitutive equations used for crash and
impact simulations. Apparently, the various definitions of infinitesimal and
finite strain measures in material and spatial configurations along with the
corresponding formulations of time derivatives provide a variety of strain rate
measures. To find the appropriate stain rate formulation for a chosen stress
rate7, common strain rates are discussed in the following.
In this context, it is worthwhile noticing how the above formulated rate of
deformation tensor D compares to the material time derivatives of the La-
grangean strain tensor ε as well as with the rates of the linear and finite
Eulerian strain tensors e and A. Fundamental derivations and transforma-
tions into each other can be found in Haupt [165].

Rates of Infinitesimal Strains

To begin with the infinitesimal Lagrangean strain tensor, we find the material
time derivative which we call now the Lagrangean strain rate

ε̇ij =
d εij
dt

=
1
2

{
d
d t

(
∂ ui

∂ Xj

)
+

d
d t

(
∂ uj

∂ Xi

)}
=

1
2

(
∂ vi

∂ Xj
+
∂ vj

∂ Xi

)
(2.73)

Thus, while the rate of deformation tensor D (2.71) operates as spatial deriva-
tive of the velocities with respect to the current configuration, the material
7 The concept of dual variables, explicated in detail by Haupt [165], defines mutually

applicable formulations.
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time derivative of the infinitesimal Lagrangean strain tensor refers to the ini-
tial configuration.

Dij =
1
2

(
∂ vi

∂ xj
+
∂ vj

∂ xi

)
�= ε̇ij (2.74)

On the other hand, the linear Eulerian strain rate tensor

ėij =
d eij(x, t)

dt
=

d
d t

{
1
2

(
∂ ui

∂ xj
+
∂ uj

∂ xi

)}
(2.75)

is derived if we recall the convective terms for substantial time derivatives of
spatial fields:
According to (2.63) the substantial derivative of u is

dui

d t
=
∂ ui

∂ t
+
∂ ui

∂ xp

∂ xp

∂ t
=
∂ ui

∂ t
+
∂ ui

∂ xp
vp (2.76)

and thus

d vi

dxj
=

∂

∂ xj

(
dui

d t

)
=

∂

∂ xj

(
∂ ui

∂ t
+
∂ ui

∂ xp
vp

)

=
∂

∂ t

∂ ui

∂ xj
+
∂ ui

∂ xp

∂ vp

∂ xj
+ vp

∂2 ui

∂ xp ∂ xj

=
(
∂

∂ t
+ vp

∂

∂ xp

)
∂ ui

∂ xj︸ ︷︷ ︸
= d

d t

(
∂ ui
∂ xj

)
+
∂ ui

∂ xp

∂ vp

∂ xj
(2.77)

gives for the components of the linear Eulerian strain rate tensor

d
d t

(
∂ ui

∂ xj

)
=
∂ vi

d xj
− ∂ ui

∂ xp

∂ vp

∂ xj
(2.78)

which shows implemented into (2.75)

ėij =
1
2

{
d
d t

(
∂ ui

∂ xj

)
+

d
d t

(
∂ uj

∂ xi

)}

=
1
2

{(
∂ vi

∂ xj
− ∂ ui

∂ xp

∂ vp

∂ xj

)
+
(
∂ vj

∂ xi
− ∂ uj

∂ xp

∂ vp

∂ xi

)}

=
1
2

(
∂ vi

∂ xj
+
∂ vj

∂ xi

)
− 1

2

(
∂ ui

∂ xp

∂ vp

∂ xj
+
∂ uj

∂ xp

∂ vp

∂ xi

)

= Dij − 1
2

(
∂ ui

∂ xp

∂ vp

∂ xj
+
∂ uj

∂ xp

∂ vp

∂ xi

)
(2.79)

the relation between D and ė. At this point it becomes obvious why D is often
also called strain rate tensor. That term however should be specified since, as
could be seen above, D is not equal to either one of both linear strain rates
we introduced so far.
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Finite Strain Rates

The Lagrangean and Eulerian strain rates in (2.73) and (2.75) are time deriva-
tives of linearized strain measures. Of course, also for the finite strain measures
related rate formulations exist. To establish the Green strain rate tensor Ė we
take the material time derivative of the Green-Lagrange strain tensor (2.42):

dX Ė dX =
1
2

d
dt

(dxdx − dXdX) (2.80)

and find
Ė =

1
2

(
ḞT F + FT Ḟ

)
(2.81)

To derive a finite spatial strain rate tensor, we take the time derivative of the
Euler-Almansi strain tensor A:

Ȧ =
1
2

d
d t

(
1 − F−T F−1

)
= −1

2

(
Ḟ−T F−1 + F−T Ḟ−1

)

=
1
2

(
F−T ḞT F−T F−1 + F−T F−1 Ḟ F−1

)

=
1
2
(
B−1 L + LT B−1

) 1
2
(
B−1 L + LT B−1

)
(2.82)

The identity

A =
1
2
(
B−1 L + LT B−1

)
(2.83)

and thus
B−1 = 1 − 2A (2.84)

finally yields the Almansi strain rate tensor in the form:

Ȧ =
1
2
(
L + LT − 2AL − 2LT A

)
(2.85)

Comparison of the Almansi strain rate tensor (2.85) with the spatial strain
rates D shows that:

Ȧ = D − AL − LT A (2.86)

As we experienced with the Lie time derivative (2.64), after application
of a pull-back operation the material time derivative of Eulerian tensors can
also be taken in the reference configuration. Applied to a strain tensor, the
Lie derivative is called Oldroyd rate. Though its precise usefulness may at
first not be very obvious, the Oldroyd rate of the Euler-Almansi strain tensor
will proof material objectivity and applicability as conjugate strain rate to
the Jaumann stress rate tensor. The Oldroyd rate of the Euler-Almansi strain
tensor is defined as:

Ă = F−T

{
d
d t

(
F−1AF−T

)}
F−1 (2.87)
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Table 2.3. Material and spatial measures for velocities and strain rates.

Velocity

Material Velocity Field V(X, t) = ∂ χ(X,t)
∂ t

= ∂ x
∂ t

Spatial Velocity Field v(x, t) = ∂ χ−1(x,t)
∂ t

= ∂ X
∂ t

= V(X, t)

Material Velocity Gradient Ḟ(X, t) = ∂ V(X, t)
∂ X

Spatial Velocity Gradient L = ∂ v(x, t)
∂ x

= Ḟ F−1 = D + W

Rate of Deformation Tensor Dij = 1
2

(
∂ vi
∂ xj

+
∂ vj

∂ xi

)

Spin Tensor Wij = 1
2

(
∂ vi
∂ xj

− ∂ vj

∂ xi

)

Infinitesimal Strain Rates

Lagrangean Strain Rates ε̇ij = d
d t

{
1
2

(
∂ui
∂Xj

+
∂uj

∂Xi

)}
= 1

2

(
∂vi
∂Xj

+
∂vj

∂Xi

)
Eulerian Strain Rates ėij = d

d t

{
1
2

(
∂ui
∂xj

+
∂uj

∂xi

)}
= 1

2

(
∂ vi
∂ xj

+
∂ vj

∂ xi

)
− 1

2

(
∂ ui
∂ xp

∂ vp

∂ xj
+

∂ uj

∂ xp

∂ vp

∂ xi

)
= Dij − 1

2

(
∂ ui
∂ xp

∂ vp

∂ xj
+

∂ uj

∂ xp

∂ vp

∂ xi

)

Finite Strain Rates

Green Strain Rate Tensor Ė = 1
2

(
ḞT F + FT Ḟ

)
= FT D F

Almansi Strain Rate Tensor Ȧ = 1
2

(
L + LT − 2AL − 2LT A

)
= D − AL + LT A

Oldroyd Strain Rate Tensor Ă = Ȧ + LT A + AL

= F−T
{
F−1 Ȧ F−T

}
F−1

= F−T
{
Ė
}

F−1

≡ D

and since (
F−1AF−T

)
= E (2.88)

Ă is equal to a push-forward operation applied to the Green strain rate tensor:

Ă = F−T
{
Ė
}

F−1 (2.89)

Therefore, the relation between the spatial strain rate tensor D, the material
derivative of the Euler-Almansi strains Ȧ and the material derivative of Green-
Lagrange strains Ė is then defined as follows:
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Ă = F−T
{
Ė
}

F−1 = Ȧ + LT A + AL = D (2.90)

Recalling (2.65), we find that the Oldroyd rate (2.90) of the Euler-Almansi
strains Ă equals the spatial strain rates D

Ă = Ȧ + LT A + AL = D (2.91)

Equation (2.91) gives a new meaning to the spatial strain rate tensor D being a
finite strain measure and equivalent to the Oldroyd rate of the Euler-Almansi
strain tensor8.

An overview on the derived velocity and strain rate measures is collected
in table 2.3.

2.1.6 Compatibility Conditions

Strain measures, as derived in the last two subsections, represent relations
between components of strain tensors, e.g. the linear Lagrangean strains εij
and components of the displacement vector ui. Since we have six independent
strain components and three independent displacement components, there is
no unique description of a displacement state, given the strain state is known.
Thus, a relation

εij =
1
2

(
∂ ui

∂ xj

)
(2.92)

is over-determined with respect to the displacements. A unique ε-u relation
would guarantee that a continuum that is smooth in its initial configura-
tion, stays smooth in a deformed state. To guarantee this, the compatibility
conditions are formulated by elimination of the displacements, i.e. through
differentiation and successive change of indices:

∂2 εij
∂ xk ∂ xl

+
∂2 εkl

∂ xi ∂ x
− ∂2 εik
∂ xj ∂ xl

− ∂2 εjl

∂ xi ∂ xk
= 0 (2.93)

leading to a total of 81 equations, most of which are either identical or merge
due to symmetry conditions. There are, however, six equations remaining,
called the essential compatibility equations:

∂2 εxx

∂ xy ∂ xz
=

∂

∂ xx

(
−∂ εyz

∂ xx
+
∂ εzx

∂ xy
+
∂ εxy

∂ xz

)

∂2 εyy

∂ xz ∂ xx
=

∂

∂ xy

(
−∂ εzx

∂ xy
+
∂ εxy

∂ xz
+
∂ εyz

∂ xx

)

∂2 εzz

∂ xx ∂ xy
=

∂

∂ xz

(
−∂ εxy

∂ xz
+
∂ εyz

∂ xx
+
∂ εzx

∂ xy

)

8 See for example Haupt [165], p. 49, for proof of the relations between the positive
tensor D as well as the negative tensor −D to the co- and contravariant Oldroyd
rates of the Euler-Almansi strain tensor A and the Finger tensor f , respectively.
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2
∂2 εxy

∂ xx ∂ xy
=
∂2 εxx

∂ x2
y

+
∂2 εyy

∂ x2
x

2
∂2 εyz

∂ xy ∂ xz
=
∂2 εyy

∂ x2
z

+
∂2 εzz

∂ x2
y

2
∂2 εzx

∂ xz ∂ xx
=
∂2 εzz

∂ x2
x

+
∂2 εxx

∂ x2
z

In a two-dimensional system the six equations are reduced to a single one:

2
∂2 εxy

∂ xx ∂ xy
=
∂2 εxx

∂ x2
y

+
∂2 εyy

∂ x2
x

(2.94)

2.2 Stress Measures

2.2.1 Cauchy Stresses

At any given point in a continuum, a stress vector t(x, t,n) shall be defined
as the differential surface forces df acting on an infinitesimal surface area
element dS with surface normal n

t(x, t,n) =
df
dS

(2.95)

where the Cauchy principle assumes, that the stress vector not only depends
on the location x and the time t but in general also on the surface nor-
mal. Since there is an infinite number of planes cutting through the regarded
point, a stress measure with a finite number of parameters is found in planes
perpendicular to the coordinate axes. The resultant surface traction on each
coordinate plane is decomposed into a normal and two shear components, for
example in the one-direction:

t1 = σ11e1 + σ12e2 + σ13e3 (2.96)

or in general
ti = σijej (2.97)

With the three normal components σ11, σ22 and σ33 and the six shear compo-
nents σ12 ... σ23 the nine quantities of the stress tensor define the three stress
vectors as:

σij =

⎡
⎣ t1

t2
t2

⎤
⎦ =

⎡
⎣σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

⎤
⎦ (2.98)

The stress vector on any surface with surface normal n is then defined by

ti = σjinj (2.99)
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Fig. 2.7. Surface tractions tei on the faces of a cube and related stress components
σij .

As indicated in Figure 2.7, the chosen convention9 for indices ij of a stress
component σij identifies the first index i with the plane on which the surface
traction acts and the second index j with the direction of the associated base
vector ej .

On a surface element with surface normal pointing into the positive di-
rection, a stress component is defined positive if it points into the positive
coordinate direction. This convention on the sign of a stress component im-
plies that tensile stresses are defined positive and compressive stresses are
negative, respectively.

The tensor σij is called Cauchy stress tensor , refers to the current config-
uration and is thus a spatial or Eulerian stress measure. The conservation of
angular momentum (2.197) proofs the symmetry of the Cauchy stress tensor.

9 This index convention is in accordance with many engineering definitions (see for
example Malvern [263]). The opposite definition associating the first index with
the base vector’s direction can accordingly be found, e.g. in Truesdell and Noll
[398] or Holzapfel [194].
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The so called Kirchhoff stress tensor or weighted Cauchy stress tensor takes
regard of the density change between initial and current configuration by:

σW
ij = (det F)σij =

ρ0
ρ
σij (2.100)

2.2.2 Alternative Stress Measures

Whenever conservation equations or constitutive models shall be formulated
with regard to initial configurations, and thus material strain formulations are
to be combined with appropriate stress tensors, alternative stress measures
are needed. One way to establish a material stress measure is found in the first
Piola-Kirchhoff stress tensor T, which is formulated by relating the current
force vector df to the initial surface element d0S:

T =
df
d0S

= (detF) σ F−T (2.101)

A stress measure that is closely related to the first Piola-Kirchhoff stresses
and often applied for total Lagrangean descriptions in dynamic problems10 is
the so called nominal stress tensor :

P = (detF) F−1 σ (2.102)

which can be understood as the transpose of the first Piola-Kirchhoff stresses
(2.101).

Since the first Piola-Kirchhoff stress tensor is not symmetric ( Tij �= Tji

), it is sometimes of limited usefulness in the application. To symmetrize
the tensor, the differential surface force vector is also referred to the initial
configuration as pseudo force vector:

d0f = F−1df (2.103)

That second transformation leads to the second Piola-Kirchhoff stresses T̂

T̂ = F−1T = (detF) F−1 σ F−T (2.104)

which is can equally be understood as a Piola transformation on the Cauchy
stresses σ:

T̂ = J F−1 σ F−T (2.105)

or as a pull-back operation (2.18)

T̂ = Φ−1
∗ [σW ] (2.106)

on the Kirchhoff stress tensor σW (2.100) .

10 See for example its explanation and applications in Belytschko et al. [47].
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2.2.3 Rate Dependent Stress Measures

Objectivity is an important precondition for scientific work, since it states
that the laws identified for physical processes must not depend on the the
observer’s position in space and time. That implies that the mathematical ex-
pressions which we find, necessarily need to allow for a change of the observer
without influence on its result. The calculation of time rates of changes of the
stress tensor is the component of hydrocodes where the postulate for objec-
tivity must be fulfilled. Formulations of objective stress rates will be discussed
in the following. Basic considerations about objectivity, or frame indifference,
and its meaning to non-linear continuum mechanics are described in detail by
Holzapfel [194].

Objectivity or Frame Indifference

Briefly summarized, objectivity means that any process observed to happen
in a time interval |t − t0| between two locations |x − x0| must be observed
identically when observed from another position as happening in |t# − t#0 |
within |x# − x#

0 |. The transformation between two observers is called Eu-
clidean transformation when

x# = x#
0 + Q(t)x − Q(t)x0 (2.107)

and
t# = t+ t#0 − t0 (2.108)

are related through the orthogonal tensor Q(t). Objectivity with respect to
vectors v and tensors A means that they are transformed according to (2.109)
and (2.110), respectively, whereas scalars α remain unchanged (2.111):

v#(x#, t#) = Q(t)v(x, t) (2.109)

A#(x#, t#) = Q(t)A(x, t)QT (t) (2.110)

α#(x#, t#) = α(x, t) (2.111)

Objective Stress Rates

Basically, the time rate of change of stresses for isotropic elastic behaviour
(3.46) can be quantified by the material time derivative of the Cauchy stress
tensor:

σ̇ij = 2 μ ε̇ij + λ ε̇kk δij (2.112)

Since the material time derivatives of objective spatial tensors, and the Cauchy
stress tensor is a spatial tensor, are not necessarily objective11, alternative
11 For instance see Holzapfel [194], chapter 5.3, for further explanations
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stress rates are needed for rate formulations of constitutive equations. For
example, application of (2.112) would lead to changes of the stress state in
the course of rigid body rotations.

An example for objective stress rates is the Jaumann-Zaremba rate which
is often found in explicit codes:

σ̂J
ij = σ̇ij −Wik σkj + σikWkj (2.113)

with the spin tensor Wij defined by 2.72. A possible disadvantage of the
Jaumann rate is found in strong oscillations under pure shear when combined
with kinematic hardening (see Benson [53]). For such situations, an alternative
formulation is found in the Green-Naghdi rate:

σ̂GN
ij = σ̇ij −Ωik σkj + σik Ωkj (2.114)

with the angular velocity tensor Ω = Ṙ ·R and the orthogonal rotation tensor
R. That means the only difference between the Jaumann rate (2.113) and the
Green-Naghdi rate (2.114) is found in the description of rotation. Both stress
rates coincide if W = Ṙ ·R which describes rigid-body rotation. Furthermore
it can be shown that both rates are special cases of the Lie derivatives (2.64)
of σ 12.

Another often applied stress rate measure is the Truesdell rate:

σ̂T
ij = σ̇ij +

∂ vk

∂ xk
σij −

∂ vi

∂ xk
σkj − σik

∂ vj

∂ xk
(2.115)

which can also be seen as a Piola transformation (2.105) of the time derivative
of the second Piola-Kirchhoff stresses T̂ :

σ̂T
ij = J−1 F

∂

∂ t

(
T̂
)

FT (2.116)

Principal Stresses and Stress Invariants

The arbitrary normal direction of surface elements on which the stress vec-
tors were formulated made a decomposition into normal and shear components
necessary. If the stress tensor is rotated in a way that its normal stress compo-
nents are in line with the surface normal, the resulting rotated tensor is free
of shear stresses. This operation is possible for any stress tensor and leads
to the normal directions called principal directions and the three principle
stress components σ1 , σ2 and σ3. To identify the principal stress system, we
demand:

σij nj = σ ni (2.117)

12 see for example Holzapfel [194] chapter 5
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or
(σij − σ δij)nj = 0 (2.118)

together with
|σij − σ δij | = 0 (2.119)

leading to the characteristic equation

σ3 − I1σ2 − I2σ − I3 = 0 (2.120)

The roots of the characteristic equations are called the invariants of the stress
tensor :

I1 = σii = σxx + σyy + σzz (2.121)

I2 =
1
2
σijσij = σxxσyy + σyyσzz + σxxσzz − σ2

xy − σ2
xz − σ2

yz (2.122)

I3 =
1
3
σijσjkσki = det [σij ] (2.123)

In terms of principal stresses we obtain for the invariants:

I1 = σ1 + σ2 + σ3 (2.124)

I2 = σ1σ2 + σ2σ3 + σ1σ3 (2.125)

I3 = σ1σ2σ3 (2.126)

Stress Tensor Decomposition

As any other tensor, stress tensors can be decomposed into a spherical ten-
sor and a deviator . For example applied to the Cauchy stress tensor, this
decomposition yields:

σij = Sij +
1
3

(σ11 + σ22 + σ33) δij = Sij − p δij (2.127)

where the spherical tensor −p δij represents the hydrostatic pressure that can
be expressed through the first invariant of the total stress tensor:

− p =
1
3
σkk =

1
3
I1 (2.128)

The invariants Ji of the stress deviator Sij are formulated accordingly to the
original stress tensor invariants as:

J1 = S1 + S2 + S3 = 0

J2 =
1
2
(
S2

1 + S2
2 + S2

)
(2.129)

J3 = S1S2S3 (2.130)

Later we will see that the decomposition of the stress tensor into a hydro-
static and a deviatoric part is useful with regard to the following two aspects:
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• The formulation of plasticity and failure models when (hydrostatic) pres-
sure dependency or Independence is of interest

• Modelling of shock wave effects where the bulk compressive material be-
haviour necessarily needs to be modelled by hydrostatic stress contribu-
tions in the form of specific nonlinear equations of states.

2.3 Descriptions of Static Equilibrium

2.3.1 Direct Formulation of Equilibrium

Equilibrium of mechanical systems can be formulated in various ways. A direct
formulation is achieved through application of acting forces to the boundaries
of an infinitesimal element. Since equilibrium is described by acting forces,
however, we are interested in stresses, the forces are related to the boundary
surfaces. Figure 2.8 illustrates the direct formulation of equilibrium with a
two-dimensional example.

Fig. 2.8. Direct formulation of equilibrium for a two-dimensional infinitesimal ele-
ment.
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Setting the surface and volume forces illustrated in Figure 2.8 into equi-
librium delivers the equilibrium conditions in matrix form:

[
∂
∂ x 0 ∂

∂ y

0 ∂
∂ y

∂
∂ x

] ⎡
⎣σxx

σyy

σxy

⎤
⎦ = −

[
FV

x

FV
y

]
(2.131)

A hanging bar with constant cross sectional area A, constant Young’s
modulus E and loaded by its own weight is an example that reduces the com-
plexity of the system to a one-dimensional problem. The related equilibrium
for the deformed configuration is described by:

∂ σxx

∂ xx
= −Fx (2.132)

For the distributed gravitational load in longitudinal direction we can write:

P (x) = mgL
(
1 − x

L

)
(2.133)

leading to the areal forces:

Fx =
P (x)
A

(2.134)

Assuming linear elastic behaviour σxx = E εxx = E ∂ ux

∂ xx
equation (2.132)

turns into

E A
∂2 ux

∂ x2
= −P (x) (2.135)

relating the deformation state to the applied load at equilibrium.

2.3.2 Calculus of Variations

Before we can derive an alternative approach to formulate equilibrium, a nec-
essary and extremely useful tool needs to be briefly introduced which is the
calculus of variations. Later we will formulate functionals, i.e. functions of
functions, which under certain conditions describe equilibrium states. These
particular conditions are stationary values of the functionals. Accordingly, we
will try to find these stationary, or more precisely minimum values, by formu-
lating minimization problems which in turn can be solved with the calculus
of variation.

Functional Form to be Solved

Minimization problems in continuous systems involve functionals F (x) =
F (x, fi(x)), often in integral forms, which can for example be of the type:

Π =
∫ x1

x0

F (x, f(x), f ′(x)) dx =
∫ x1

x0

F (x, y, y′) dx (2.136)
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or, more general:

Π =
∫ x1

x0

F (x, yi(x)) dx (2.137)

The formulation of the minimization problem in the interval (x0, x1)

min
yi

= min
yi

∫ x1

x0

F (x, yi(x)) dx (2.138)

shall involve the boundary conditions

yi(x0) = y0 yi(x1) = y1 (2.139)

If the functional F contains a function y and one or more of its deriva-
tives, as for example in (2.136), the minimization problem (2.138) reduces
to finding the specific function ȳ for which the functional takes a minimum.
In accordance to the classical differential calculus, the minimizing function ȳ
describes a local minimum if any slightly different function y in a vicinity U
of ȳ results in a larger functional. Mathematically expressed, we look for a
solution ȳ for which:

Π(ȳ) ≤ Πy ∀ y ∈ U (2.140)

Basic Concept of the Variational Calculus

There are mathematically more profound descriptions of the variational calcu-
lus compared to what can be provided in the context of this brief introduction,
e.g. in Lanczos [243]. However, what is needed to understand the engineering
applications of variations in the framework of finite element methods to be
discussed in section 5.7, is the following basic strategy of the calculus:

• First, we assume a certain function ȳ to minimize the function, in other
words to be a solution.

• Then a variation of this function is established by adding a virtual per-
turbation δ y. This leads to the varied function y = ȳ + δ y

• The perturbation δ y = ε η(x) is arbitrary in its shape, expressed by a
function η(x) and size, expressed by ε.

• No matter how small the variation may be, a minimum of the functional
form Π is always characterized by Π̄ (ȳ + ε η(x)) ≥ Π (ȳ), where Π̄ is the
varied functional.

• In the framework of differential calculus we demand for a local minimum
of a function its first derivative to become zero and its second derivative to
be positive. A related formulation for functionals is used as an alternative
to the statement given in the last bullet: It is to demand for the first
derivative, now called first variation of the functional δ Π̄ (ȳ + ε η(x)) to
become zero for the minimizing function ȳ which is characterized by ε = 0.
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• With the formulation :

δ Π̄ (ȳ + ε η(x))
∣∣
ε=0

= 0 (2.141)

a criterion for the solution ȳ can be found. Further development of (2.141),
e.g. by Taylor series expansion, leads to a direct criterion for the function
ȳ.

Application of the Variational Calculus

This procedure shall be followed now performing an example application. Let
us consider that a minimum shall be found for the functional form:

Π =
∫ x1

x0

F (x, y, y′) dx (2.142)

and assume that ȳ(x) is a minimizing solution.

Variation of the Assumed Solution

A virtual perturbation or variation δ y changing the minimizing function ȳ to
get:

y = ȳ + δ y (2.143)

shall be described by
δ y = ε η(x) (2.144)

This variation is assumed to be of an arbitrarily small magnitude ε multiplied
by a function ηi(x) which is of arbitrary shape but fulfilling the essential
boundary condition (2.139). Thus, we demand for the variation that

δ y(x0) = δ y(x1) = 0 (2.145)

With (2.144) it can be shown that

δ

(
∂ y

∂ x

)
=
∂

∂ x
δ y (2.146)

Figure 2.9 illustrates the nature of a variation.

In the same manner the first derivative is varied to become:

y′ = ȳ′ + δ y′ (2.147)

with
δ y′ = ε η′(x) (2.148)
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Fig. 2.9. Presumably known function ȳ and its varied form y = ȳ+δ y. The variation
δ y reflects the size of the arbitrary modification in ȳ.

Variation of the Functional

Implementing the varied function δ y into the integrand of the functional form
(2.142) yields a varied functional:

F̄ = F (x, ȳ + δ y, ȳ′ + δ y′) (2.149)

and thus a variation of the functional form:

Π̄ =
∫ x1

x0

F (x, ȳ + δ y, ȳ′ + δ y′) dx (2.150)

Condition for an Extremum - Euler-Lagrange Equation

The varied functional is now a function of the perturbation size ε since:

Π̄ (ε) = Π (ȳ + ε η(x)) =
∫ x1

x0

F (x, ȳ + ε η(x), ȳ′ + ε η′(x)) dx (2.151)

For the function ȳ, i.e. at Π̄ (ε = 0), to be a minimum of the the functional,
we have to demand that
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δ Π̄ (ε = 0) = 0 (2.152)

and, thus, that

δ Π̄ (ε) =
∫ x1

x0

dF
d ε

dx =
∫ x1

x0

[
∂ F

∂ y
η(x) +

∂ F

∂ y′
η′(x)

]
dx

=
∫ x1

x0

[
∂ F

∂ y
η(x) − d

dx

(
∂ F

∂ y′

)
η(x)

]
dx+ η(x)

∂ F

∂ y′

∣∣∣∣
x1

x0

=
∫ x1

x0

η(x)
[
∂ F

∂ y
− d

dx

(
∂ F

∂ y′

)]
dx (2.153)

is fulfilled for ε = 0 if
∂ F

∂ y
− d

dx

(
∂ F

∂ y′

)
= 0 (2.154)

Equation (2.154) is called Euler-Lagrange equation for the functional form
(2.142). Generally, functions yi that fulfill the Euler-Lagrange equation re-
lated to the respective functional form are at the same time a solutions for a
minimization problem of the type (2.138)13.

Fig. 2.10. Condition for a local minimum of the functional Π at the minimizing
y = ȳ which is represented in the Π − ε plane by ε = 0.

13 Further Euler-Lagrange equations for various minimization problems and related
functional forms can for example be found in Dow [114].
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Alternative Approach to Find the Euler-Lagrange Equation

Often, an alternative approach to find the Euler-Lagrange equation is given.
It illustrates the nature of the solution by comparison of the integrands in the
original and the varied functionals. To quantify that difference, we expand a
Taylor series about the solution ȳ and ȳ′:

F (x, ȳ + δ y, ȳ′ + δ y′) = F (x, ȳ, ȳ′)

+
∂ F (x, ȳ, ȳ′)

∂ y
δ y +

∂ F (x, ȳ, ȳ′)
∂ y′

δ y′

+
1
2

[
∂2 F (x, ȳ, ȳ′)

∂ y2
δ y2 +

∂2 F (x, ȳ, ȳ′)
∂ y′2

δ y′
2

+
∂2 F (x, ȳ, ȳ′)
∂ y ∂ y′

δ y δ y′
]
... (2.155)

Since the variations in δ y and δ y′ shall become infinitely small in the vicinity
of the solution, we can neglect the quadratic terms in (2.155). Thus, the
difference

ΔF = F̄ − F =
∂ F

∂ y
δ y +

∂ F

∂ y′
δ y′ +

1
2

[
∂2 F

∂ y2
δ y2 + ...

]
+ ... (2.156)

can be approximated by

ΔF =
∂ F

∂ y
δ y +

∂ F

∂ y′
δ y′ = δ F (2.157)

where δ F is called the first variation of the functional leading to the first
variation in our functional form:

δ Π =
∫ x1

x0

δ F dx =
∫ x1

x0

(
∂ F

∂ y
δ y +

∂ F

∂ y′
δ y′

)
dx (2.158)

Integration by parts yields for the second term in the integrand of (2.158):
∫ x1

x0

(
∂ F

∂ y′
δ y′

)
dx = δ y

∂ F

∂ y′

∣∣∣∣
x1

x0

−
∫ x1

x0

δ y
d
dx

(
∂ F

∂ y′

)
dx (2.159)

The variation δ y vanishes at the boundaries x0 and x1 according to (2.145)
and, therefore, we find:

δ Π =
∫ x1

x0

δ y

[
∂ F

∂ y
− d

dx

(
∂ F

∂ y′

)]
dx = 0 (2.160)

where the minimum requirement is now expressed by the equality with zero.
The variations δ y and δ y′ are arbitrary and, thus, we can again write as
condition for the minimum in the functional form the Euler-Lagrange equation
already found in (2.154):
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∂ F

∂ y
− d

dx

(
∂ F

∂ y′

)
= 0 (2.161)

Up to here, we found a partial differential equation called Euler-Lagrange
equation that describes a criterion for possible solutions y(x) of the minimiza-
tion problem (2.138). This finding enables us to describe a criterion for static
equilibrium which will be topic of the next subsection.

2.3.3 Equilibrium Formulated as Variational Problem

With the calculus of variations we can now follow a more general way to find
equilibrium states for continuous systems. Usually, for that purpose principles
of mechanics are formulated14 , e.g the principle of virtual work or the principle
of minimum potential energy. Inherent to that approach is the formulation of
a minimization problem. In case of the principle of minimum potential energy
the sum of internal energy Πint and external energy Πext of a system is
requested to take a minimum as condition for a deformation u state that
represents equilibrium:

min
u
Π = min

u
(Πint) (2.162)

For a discrete system, e.g. a combination of m masses and n springs, the
total potential energy is described by a function, whereas in case of a contin-
uous system it is formulated by a functional.

With a constitutive equation σ = εT E the internal component of the
total potential energy we formulate the strain energy function integrated over
a bodies domain Ω :

Πint =
∫

Omega

σ ε dΩ =
∫

Omega

εT E ε dΩ (2.163)

whereas the external contribution is expressed by the negative product of
acting forces F and related deformations:

Πint = −
∫

Ω

F u dΩ (2.164)

In a particular application, the forces are formulated more precisely in terms
of surface and volume forces.

Coming back to the example of a hanging bar of length L under its own
weight, the internal energy is expressed by the strain energy:

Πint =
1
2

∫ L

0

AE

(
∂ ux

∂ x

)2

dx (2.165)

14 A comprehensive introduction to the principles of mechanics and the related
calculus of variations can be found in Lanczos [243].
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On the other hand, the work of the gravitational load to the deformation
yields the external energy

Πext =
∫ L

0

P (x)uxdx =
∫ L

0

mgL
(
1 − x

L

)
uxdx (2.166)

Thus, the principle demands for the total energy Π to become a minimum:

min
u
Π = min

u

∫ L

0

[
1
2
AE

(
∂ ux

∂ x

)2

− P (x)ux

]
dx (2.167)

Using the variational calculus means to apply the Euler-Lagrange equation
(2.154) to the functional in the integrand

F =
1
2
AE

(
∂ ux

∂ x

)2

− P (x)ux (2.168)

With the partial differentials

∂ F

∂ u
= −P (x) and

∂ F

∂ u′
= AE

∂ ux

∂ x
(2.169)

the Euler-Lagrange equation becomes:

∂ F

∂ u
− d

dx

(
∂ F

∂ u′

)
= −P (x) −AE d2 u

dx2
= 0 (2.170)

and thus:

AE
d2 u

dx2
+ P (x) = 0 (2.171)

which is identical with the result in equation (2.135) achieved by the direct
equilibrium formulation.

The Euler-Lagrange equation, generalized using a differential operator L
as

L [u(x)] − f(x) = 0 (2.172)

together with conditions on the boundaries of a domain U

L|U [u(x)] = u(x)|U (2.173)

forms a boundary value problem. Since these are generally not approach-
able to closed form solutions, approximative solutions are needed. Numerical
methods, specifically finite element methods, providing approximations for
the minimization problems formulated with the variational calculus will be
introduced in section 5.7.
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With respect to dynamic processes, a certain form of static equilibrium
will always be achieved in a final deformation state. However, investigation of
transient events is primarily focused on the process path which finally leads to
that equilibrium. To describe the process rather than solely the equilibrium,
all intermediate states of loading and related deformation states need to be
described. For high dynamic processes this approach necessarily includes ef-
fects of wave propagation. The physical way of describing this path is the
application of the conservation equations for mass, momentum and energy
(section 2.4) which lead to an equation of motion instead of equilibrium.

In order to find an approximation for the equation of motion, Hamilton’s
principle of stationary action will be applied (section 2.5.3) equivalently to
utilizing the principal of minimum potential energy for equilibrium.

2.4 Conservation Equations

Conservation of mass, momentum and energy is an empirical observation that
is mathematically stated in the material independent universal laws of physics
called conservation equations or first principals. For an arbitrary conserved
volume specific variable u, it means that in a closed system u stays constant.
Formulated for an open control volume V , conservation of u is fulfilled when
the net flux of u through the surface of V equals the time rate of change of
u inside the control volume. The condition can either be formulated for finite
control volume V or in a differential description for an infinitesimal volume
element dV . Additionally, both versions may be formulated in a material or
in a spatial description providing four individual equations for each conserved
quantity u. The difference in material and spatial descriptions results from
observing the flow field of a fluid by either using a moving material volume
of the fluid or by the use of a control volume that is fixed in space. The first
option is achieved by the use of Lagrangean coordinates (see chapter 2.1.1)
leading to a discretizing grid that contains constant parcels of the fluid and
deforms with it. A spatial description, on the other hand, leads to an Eule-
rian grid fixed in space in which the fluid material is continually changing.
Formulated in a material description, the resulting conservation equations are
called non-conservative type. In a spatial description they are of the so called
conservative type.

2.4.1 Four Ways of Describing Conservation

Demanding conservation of a volume specific variable in Lagrangean coordi-
nates U(0X, t) within a finite volume leads to the integral non-conservative
formulation:



50 Structures under Crash and Impact

D U

D t
=
∫

0V

d U
d t

+ U ∇v d0V = 0 (2.174)

whereas in an Eulerian configuration, demanded conservation leads to the
integral conservative form:

D u

D t
=
∫

tV

d u
d t

+ ∇(uv) dtV = 0 (2.175)

(A) (B)

(C) (D)

Fig. 2.11. Options of defining a control volume: (A) Body fixed (Lagrangean) finite,
(B) Space fixed (Eulerian) finite, (C) Space fixed (Eulerian) infinitesimal, (D) Body
fixed (Lagrangean) infinitesimal.

Equation (2.174) can equally be demanded for an infinitesimal volume dV
leading to the differential non-conservative form:

D U

D t
+ U

∂vi

∂Xi
=
∂ U

∂t
+ U

∂vi

∂Xi
= 0 (2.176)

In case of an Eulerian configuration, the substantial derivative (2.63) leads to
the differential conservative form of (2.176) as:

d u
d t

+ u
∂vi

∂xi
=
∂u

∂t
+
∂u

∂xi

∂xi

∂t
+ u

∂vi

∂xi
=
∂u

∂t
+
∂(u vi)
∂xi

= 0 (2.177)

giving the differential conservative formulation:
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∂u

∂t
+ ∇(uv) = 0 (2.178)

The resulting four definitions are collected in table 2.4 and illustrate in
Fig. 2.11.

Table 2.4. Formulations of a conservation equation for a mass specific quantity u

Finite control volume Infinites. control volume
(Global form) (Local form)

Integral, conservative Differential, conservative
Spatial

(Eulerian)

Configuration
∫

V
∂u
∂t

+ ∂u vi
∂xj

dV = 0 ∂u
∂t

+ ∂(u vi)
∂xj

= 0

Integral, non-conservative Differential, non-conservative
Material

(Lagrangean)

Configuration
∫

V
∂u
∂t

+ u ∂ vi
∂Xj

dV = 0 ∂u
∂t

+ u ∂vi
∂Xj

= 0

Mathematically the four formulations can be transformed into each other
without loss of accuracy. However, the discretized versions of the equations, as
implemented in finite methods codes, may deliver different results. Depend-
ing on the type of problem that is to be solved, e.g. fluid flow or structural
deformation, an adequate formulation needs to be chosen.

2.4.2 Conservation of Mass

In order to guarantee mass conservation, the net flux of mass through the
surface of the control volume V must equal the time rate of change of mass
inside V . The integral equations of mass conservation are in conservation and
in non-conservation form, respectively:

∫
tV

∂ρ

∂t
+
∂ρvi

∂txj
dtV = 0 (2.179)

∫
0V

∂ρ

∂t
+ ρ

∂vi

∂0Xj
d0V = 0 (2.180)

The respective differential conservative form of the continuity equation is:

∂ρ

∂t
+
∂ρvi

∂txj
= 0 (2.181)
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and its non-conservative version:

∂ρ

∂t
+ ρ

∂vi

∂0Xj
= 0 (2.182)

2.4.3 Conservation of Momentum

Newton’s second law is the basis to formulate the criterion for the conservation
of momentum. The resulting equation of motion can be formulated with regard
to linear momentum I(t)

I(t) =
∫

V

ρvdV (2.183)

or angular momentum D(t)

D(t) =
∫

V

(0X ⊗ ρv)d0V (2.184)

where the latter is also called moment of momentum.

Linear Momentum

Conservation of linear momentum balances the time rate of change in mo-
mentum of an arbitrary body to the resultant forces:

∂

∂t

∫
V

ρvdV =
∫

S

fdS +
∫

V

ρbdV (2.185)

where f are forces acting on differential surface elements dS and b are body
forces on differential volumes. Using the Gaussian theorem, the surface inte-
gral over forces f can be written as volume integral

∫
S

fdS =
∫

S

σndS =
∫

V

∂σ

∂tx
dtV (2.186)

The integral conservative formulation of the linear momentum conservation
reads: ∫

tV

{
∂ρv
∂t

+
∂ρv
∂tx

v − ∂σ

∂tx
− ρb

}
d tV = 0 (2.187)

To find the material description for the conservation of linear momentum,
equation (2.187) must be formulated with respect to initial conditions. With
(2.25), the body forces B in material description are:

B = b
d tV

d 0V
= bJ (2.188)

Transformation of the Cauchy stress tensor σ to the reference condition is
achieved through the nominal stresses P (2.102):
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∫
V

∂σ

∂tx
dtV =

∫
V

J−1F ∂P
F∂0X

Jd0V =
∫

V

∂P
∂0X

d0V (2.189)

which then leads to the integral non-conservative form:
∫

0V

{
ρ0

dv
dt

− ∂P
∂0X

− ρ0 B
}

d 0V = 0 (2.190)

The differential non-conservative formulation of linear momentum is:

ρ0
dv
dt

− ∂P
∂0X

− ρ0 B = 0 (2.191)

or
ρ0v̇ −∇ · P − ρ0 B = 0 (2.192)

and the differential conservative form:

∂ρv
∂t

+
∂ρv
∂tx

v − ∂σ

∂tx
− ρb = 0 (2.193)

Equation (2.193) represents the conservative form of the Navier-Stokes Equa-
tions and can be expressed in index writing using the Levi-Civita symbol εijk

(2.3) and the body forces bi = ρ fi:

∂ρvi

∂t
+
∂εijkvjρvk

∂txj
− ∂σij

∂xi
− ρ fi = 0 (2.194)

where

εijkvj =

⎛
⎝ 0 −vz vy

vz 0 −vz

−vy vz 0

⎞
⎠ (2.195)

Angular Momentum

To conserve the moment of momentum, the time rate of change in the angular
momentum with regard to an arbitrary reference point txi has to balance
the resultant moments. The integral Eulerian form of angular momentum
conservation is:∫

tV

{
εijk

txj

(
ρ
∂vj

∂t
− ∂σjk

∂txj
− ρ fj

)}
+ εijk σjk d tV = 0 (2.196)

For the differential conservative formulation follows that:

εijk xj

(
∂ρv
∂t

+
∂ρv
∂tx

v − ∂σjk

∂xj
− bj

)
+ εijk σjk = 0 (2.197)

As a consequence of the linear momentum conservation (2.193) the part of
equation (2.197) set in brackets must equal zero and, therefore, an equivalent
form of the differential non-conservative can be written as:
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εijk σjk = 0 (2.198)

which, written in full length, means

(σ23 − σ32) + (σ31 − σ13) + (σ12 − σ21) = 0 (2.199)

and thus is demanding for the symmetry of the Cauchy stress tensor σ :

σij = σji (2.200)

An enlightening and much more fundamental combined derivation of both
stress tensors and the balance equations of mechanics can be found in Haupt
[165].

2.4.4 Conservation of Energy

In the context of this book, energy terms are denoted by the letters E and e
for absolute and mass specific energies, respectively. Therefore, we write

Etot =
∫
ρetotdV (2.201)

where the index tot accounts for total energy consisting of internal energy E
and kinetic energy Ekin:

Etot = E + Ekin (2.202)

Accordingly the time rate of change in the total specific energy can be written
as:

ρ
detot

dt
= ρ

de
dt

+
d
dt

(
1
2
ρv2

)
= ρ

de
dt

+ ρv
dv
dt

(2.203)

The first law of thermodynamics demands the sum of mechanical and
thermal energy to be constant in a closed system. Accordingly, any change
in total specific energy etot needs to be balanced by the power performed by
external and body forces ∇ · (σv) + B v and the rate of heat supply q̇ which
consists of the specific heat flux h and radiation induced heat supply ˙̃q as:

q̇ = −∇ · h + ρ ˙̃q (2.204)

Thus, the integral version of the non-conservative form of energy conservation
is:

ρ
∂

∂ t

∫
0V

etot d 0V −
∫

0V

∂(Pv)
∂ 0X

d 0V −
∫

0V

B v + ρq̇ d0V = 0 (2.205)

and the integral conservative formulation reads:
∫

tV

∂ρetot

∂ t
+
∂(ρetotv)
∂ tx

d tV−
∫

tV

∂(σv)
∂ tx

d tV−
∫

tV

bv + ρq̇ dtV = 0 (2.206)
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The differential Lagrangean version yields:

ρ
d etot

d t
−∇ · (Pv) − B v − ρq̇ = 0 (2.207)

which can be formulated with the total energy split into kinetic and internal
energy according to equation (2.203) as:

ρ
d e
d t

+ ρv
dv
dt

−∇ · (Pv) − B v − ρq̇ = 0 (2.208)

If the chain rule is applied to ∇ · (Pv) :

∇ · (Pv) = ∇ · P · v + P : ∇⊗ v (2.209)

and the equation of motion (2.192) is used to replace

∇ · P · v = ρv
dv
dt

− B v (2.210)

another version of (2.207) can be found in:

ρ
d e
d t

− P : ∇⊗ v − ρd q
d t

= 0 (2.211)

where equation (2.211) in contrast to (2.207) contains specific internal energy
only! It is the formulation of energy conservation which is usually implemented
in wave propagation codes.

The Eulerian formulations of energy conservation are:

∂ ρ etot

∂ t
+ ∇ · (ρ etotv) −∇ · (σv) − bv − ρq̇ = 0 (2.212)

2.4.5 Compressed Formulation of the Conservation Equations

To write the conservation equations for mass, momentum and energy in a
compressed formulation, we can define a density matrix u(tx, t) containing
mass densities ρ, momentum densities ρ v and energy densities ρ etot:

u(tx, t) =

⎛
⎝ ρ
ρ v
ρ etot

⎞
⎠ (2.213)

as well as a flux matrix ψ(u)

ψ(u) =

⎛
⎝ ρ v
ρ v ⊗ v − σ
ρ etotv − σv

⎞
⎠ (2.214)
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and a matrix Q containing source terms :

Q =

⎛
⎝ 0

ρ f
ρ f v + ρq̇

⎞
⎠ (2.215)

to obtain the integral equations in a more compact way:

∂

∂t

∫
tV

u d tV +
∫

tV

∇ψ d tV = ρ

∫
tV

Q d tV (2.216)

and, in the same manner, the differential version:

∂u
∂t

+ ∇ψ = Q (2.217)

2.5 Variational Solutions of the Balance Equations

With the equation of motion in the form (2.191) a time dependent partial
differential equation was derived that describes conservation of linear mo-
mentum. In the regime of static problems we found a direct and a variational
way to formulate equilibrium. Similarly, we can describe the time dependent
motion of structural continua in different ways:

i) Direct formulation of the equations in their differential form and local ap-
proximation at discrete locations for example by finite difference schemes.

ii) Construction of a so called weak form of the differential equations, in-
cluding related conditions for their validity, and approximation by finite
element methods.

iii) Formulation of variational problems, i.e. in the case of dynamic problems
application of Hamilton’s principle of least action, and solution by finite
elements.

iv) A fundamental alternative to formulating the conservation equations as
performed in i)-iii) is provided by the use of energy methods. Though there
is still only limited experience with Hamiltonian descriptions in fluid and
structural dynamics codes, existing implementations15 give first promising
insight to the potential of that approach.

Solution strategy iii) of applying a variational technique is often used for
oscillation problems and modal analyses. An example for its application to de-
rive the equations of motion in an alternative way is found in Gourma [138].
15 Hamiltonian descriptions for simulations of viscous compressible fluid dynamics

as well as hypervelocity impact processes can be found in Fahrenthold and Koo
[124] and [124], respectively.
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Incremental solutions in time are usually performed with the first two options
mentioned above. Transformation of differential equations to difference equa-
tions i) will be discussed in section 5.5. The second approach ii), formulation
of weak forms, is used for approximative solution techniques in many finite
element codes. Some necessary theoretical basics will be introduced next.

2.5.1 What are Weak Forms?

The basic task for the approaches to be discussed next will be to provide
solutions for a boundary value problem of the general form:

L [u(x)] − f(x) = 0 (2.218)

with Dirichlet boundary conditions (see equation (5.11)) on the boundary Γ
of a domain Ω:

u(x)|Γ = u0(x) (2.219)

and Neumann boundary (equation (5.12)) conditions:

∂ u()x
∂ x

∣∣∣∣
Γ

= 0 (2.220)

Equation (2.218) together with its boundary conditions (2.219) and (2.220) is
called the strong form of the partial differential equation.

A so called weak form is found if equation (2.218) is multiplied by an
arbitrary smooth function w(x) and integrate over the domain:

∫
Ω

w(x) {L [u(x)] − f(x)} dΩ = 0 (2.221)

Integration by parts delivers an integral form in which the differential L [u(x)]
is reduced in its order by one.

Both strong form (2.218) and weak form (2.221) shall be briefly illustrated
with the example of the hanging bar under its weight for which we found the
strong form of its related Euler-Lagrange equation (2.171) to be

AE
d2 u

dx2
+ P (x) = 0 (2.222)

A weak form of (2.222) is formulated if we first multiply by a smooth function
w(x) and integrate over the length L of the bar:

∫ L

0

w(x)
{
AE

d2 u

dx2
+ P (x)

}
dx = 0 (2.223)

After separation of the integrand
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∫ L

0

w(x)
{
AE

d2 u

dx2

}
dx+

∫ L

0

w(x)P (x) dx = 0 (2.224)

and integration by parts it can be shown that the weak form of (2.222) is:
∫ L

0

AE
du
dx

dw
dx

dx−
∫ L

0

w(x)P (x) dx = 0 (2.225)

Its advantage over the strong form is the reduced order in the derivative of u
and the related bigger class of possible solutions.

Various types of weak forms will be introduced in the context of finite
element approximations with weighted residual in section 5.7.1.

2.5.2 Weak Forms of the Equation of Motion

For a solution of the conservation equations for mass, momentum and en-
ergy with a weak form, specific attention is often reduced to the momentum
balance. This is sufficient when mass and energy conservation are solved for-
mulating the velocity divergence ∇ · v and gradient ∇ ⊗ v as well as the
divergence of the stress tensor ∇ · σ, respectively. Accordingly, weak forms
will be derived for the momentum balance in the following. In chapter 5 dis-
crete versions for the momentum equation as well as for mass and energy
conservation will be derived.

Weak forms of the differential non-conservative momentum balance (2.191)
can be written in two basic types of formulations, both of which are La-
grangean. They are distinguished with respect to the configurations which
the derivatives and the weak form integrals relate to:

• A total Lagrangean formulation is what in classical continuum mechanics
is called material or simply Lagrangean system. The dependent variables
as wells as their derivatives and the integrals in the weak forms are taken
with respect to the initial undeformed configuration.

• Updated Lagrangean formulations, on the other hand, also describe the
dependent variables referenced to the initial configuration. The derivatives
and the integrals, however, are formulated in spatial coordinates.

The derivation of both versions employed here follows the one presented in
Belytschko et al [46] and leads to weak forms in terms of the principle of
virtual work and the principle of virtual power for the total and updated
Lagrangean formulations, respectively.

Total Lagrangean Formulation

In its total Lagrange version, mass and energy conservation are simply written
as:
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ρ =
1
J
ρ0 (2.226)

and
ė =

1
ρ0

Ḟ : PT (2.227)

The strong form of the linear momentum equation (2.191) in Lagrangean
coordinates X is facilitated by the nominal stresses P and the density in the
initial configuration ρ0 as:

∂P
∂X

+ ρ0 B − ρ0
∂2 u (X, t)

∂ t2
= 0 (2.228)

where the body forces are again denoted by B. Application of the principle of
virtual work is realized in multiplying (2.228) with the virtual displacements
δ u and integration over the domain Ω0 in its initial configuration:

∫
Ω0

δ u
(
∂P
∂X

+ ρ0 B − ρ0
∂2 u (X, t)

∂ t2

)
dΩ0 = 0 (2.229)

A disadvantage of (2.229) in the context of finite element approximations with
shape functions is the stress gradient ∂ P

∂ X . Reformulation of the stress gradient
term by:∫

Ω0

δ u
∂P
∂X

dΩ0 =
∫

Ω0

∂

∂X
(δ uP) dΩ0 −

∫
Ω0

∂ δu
∂X

P dΩ0 (2.230)

and application of the Gaussian theorem on the first term of the right hand
side delivers the sum of two integrals over the initial boundary Γ0 of the
domain:∫

Ω0

∂

∂X
(δ uP) dΩ0 =

∫
Γ0

δ un0 P dΓ0 +
∫

Γ0

δ u (n0 P) dΓ0 (2.231)

where the second integral equals zero due to traction continuity and the first

can be expressed by the virtual displacement gradient
∂ (δ u)
∂X

on the traction

boundary (see Belytschko et al [46]) to deliver the weak form of momentum
conservation in the total Lagrangean formalism:

∫
Ω0

δ
∂ (δ u)
∂X

P dΩ0 −
∫

Ω0

ρ0 δ uB dΩ0

+
∫

Ω0

ρ0 δ u
∂2 u
∂ t2

dΩ0 −
∫

Γ0

δ u (n0 P) dΓ0 = 0 (2.232)

Updated Lagrangean Formulation

To derive the Updated Lagrangean form of the balance equations, the kine-
matics are formulated in the current configuration and the Cauchy stresses σ
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are used along with the current density ρ to yield the related strong forms of
mass conservation (2.182):

ρ̇ = −ρ∇ · v (2.233)

energy conservation (2.211):

ė =
1
ρ
σ : ∇⊗ v (2.234)

and linear momentum balance (2.192):

v̇ =
1
ρ
∇ · σ + ρB (2.235)

This time the principle of virtual power is employed to find the weak form of
momentum conservation to be:∫

Ω

ρ δ v
∂ v
∂ t

dΩ +
∫

Ω

∂ δ v
∂ x

σ dΩ −
∫

Ω

ρ δ vB dΩ −
∫

Ω

δ v (nσ) dΓ = 0

(2.236)

2.5.3 Hamilton’s Principle of Least Action

The equivalent approach to the principle of stationary potential energy which
was used to describe static equilibrium is represented in dynamic systems by
Hamilton’s principle of least action. The functional that is to be solved by a
variational approach is again the equation of motion (2.228):

∂P
∂X

+ ρ0 B − ρ0
∂2 u (X, t)

∂ t2
= 0 (2.237)

To find a solution v, the specific kinetic energy of the body is formulated
by integration over the domain:

ekin(v) =
1
2

∫
Ω0

ρ0 v
2 dΩ0 (2.238)

The Lagrange function L describes the difference between kinetic energy and
total potential energy:

L = ekin(v) −Π (2.239)

where the total potential energy is described by the internal and external force
components given in the equation of motion (2.237) are:

Πint =
∫

Ω0

∂P
∂0X

dΩ0 (2.240)

and
Πext = −

∫
Ω0

ρ0 B dΩ0 (2.241)
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leading to the Lagrange function:

L =
1
2

∫
Ω0

ρ0 v
2 dΩ0 +

∫
Ω0

∂P
∂0X

− B dΩ0 (2.242)

Hamilton’s principle demands a stationary value for the time integral over the
Lagrange function (2.242) :

δ

∫ t1

t0

L dt =
∫ t1

t0

δ L dt = 0 (2.243)

To obtain a weak form, virtual displacements δ u are used. Multiplication with
the integrand and subsequent integration by parts yields the weak form for
the principle of least action:
∫

Ω0

ρ0 δ u
∂2 u
∂ t2

dΩ0 +
∫

Ω0

δεT P ε dΩ0 −
∫

Ω0

ρ0δ uT B dΩ0 −
∫

Γ0

nP dΓ0 = 0

(2.244)
A motion ( u, v ) that satisfies (2.244) fulfils the related Euler-Lagrange equa-
tion:

d
d t
∂ L

∂ v
− ∂ L

∂ u
= 0 (2.245)

and is a solution to the equation of motion.

2.6 Thermodynamic Basics

To describe the thermodynamics of processes, state variables and relations
between them are needed. State variables are e.g. the pressure p, volume V
and density ρ, total energy Etot, internal energy E and temperature T , the
enthalpy H, the entropy S and the Helmholtz and Gibbs free energies Ψ and
G, respectively. Any two of the state variables are independent.

2.6.1 Energy Is Conserved - The First Law

As already formulated in chapter 2.4.4, the first law of thermodynamics de-
mands the conservation of total energy. This is guaranteed if the increase in
energy dEtot is equaled by thermal energy entering the system as heat flow
dQ and mechanical work dW added to the same system:

dEtot = dQ− dW (2.246)

where the negative sign of dW is based on the convention that work done
by a system, in other words leaving the system, is understood as positive.
The mechanical work is expressed by the change in volume due to the stress
applied dW = −σdV or, if only hydrostatic pressure is considered dW = pdV .
A local form using mass specific terms yields:
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detot = dq +
1
ρ
σdε (2.247)

Equation (2.211) already represented a combination of energy conservation
and the equation of motion (2.191) to give a local time rate formulation in
material description as:

ρė− T∇ · v − ρq̇ = 0 (2.248)

It should be mentioned that equation (2.248) applies equally for quasi-static,
dynamic, reversible and irreversible processes16 . Restrictions or specifications
are possible, e.g. by application of the Cauchy stresses instead of the first
Piola-Kirchhoff tensor T = JF−1σ in combination with the Eulerian strain
rate tensor ė = Fε̇ to find a material description for small strains:

ρė− J σ · ė − ρq̇ = 0 (2.249)

or by the treatment of finite strains through the Green-Lagrangean strain rate
tensor Ė:

ρė− T · Ė − ρq̇ = 0 (2.250)

which in literature is sometimes also formulated Cauchy stresses σ in combi-
nation with J = ρ0/ρ and with the time rate of the right Cauchy-Green tensor
Ċ = 2Ė like:

ρė− 1
2
ρ0
ρ

F−1 σ · Ċ − ρq̇ = 0 (2.251)

There are manifold ways to add or remove forms of energy to and from
a system. Surface, body or contact forces leading to deformation, heat flow,
friction or chemical reactions are only some examples. In chapter 2.4 on con-
servation equations different kinds of thermal and mechanical contributions
to total energy were already noted to formulate energy conservation in the
context of continuum mechanical problems.

2.6.2 Entropy Increases - The Second Law

The observation that heat always flows from regions of higher to regions of
lower temperature and that the amount of thermal energy needed to provide
mechanical work is alway larger than the gained external work lead to the
formulation of the second law of thermodynamics. To guarantee the validity
of the first law, a new state variable had to be postulated, which is called en-
tropy . In the course of experimental or hypothetical investigations to establish
thermodynamic relations the behaviour of closed systems is examined. Ther-
modynamic processes are forms of changes in state variable initiated through
exchange of the system with its environment. The process itself can be de-
scribed as path in the space of state variables. Any natural process starting
16 See also Valanis [406] and [407]
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from a condition of thermodynamic equilibrium follows subsequent conditions
of non-equilibrium until a new equilibrium condition is reached.

A reversible process is a path of continuous equilibrium conditions result-
ing in a minimum change in entropy. Physically, this is only possible for in-
finitesimal small changes and, thus, for infinitely long lasting processes. How-
ever, we will later on assume reversibility of processes provided the change
applied to the system is fast compared to the response of the system. Both
reversible and irreversible processes must of course obey the first law.

In the limit case of a reversible process, the heat dQ entering the system
at an absolute temperature T leads to the following change in entropy :

dS =
dQ
T

(2.252)

An irreversible process is characterized by an increase in entropy which is
always larger than the increase observed in the reversible case:

dS >
dQ
T

(2.253)

Thus, generally the time rate of change in specific entropy is expressed by the
following inequality

ṡ ≥ q̇

T
(2.254)

called Clausius-Duhem inequality . In combination with the first law formu-
lated by equation (2.249) we find the following time rate relation between spe-
cific entropy s, specific internal energy e and the first Piola-Kirchhoff stresses
T:

ρT ṡ ≥ ρė− Tε̇ (2.255)

Equation (2.254) is one formulation to express the second law of thermo-
dynamics. Further ways to express that inequality will be introduced in the
course of section 2.6.4 on Clausius-Duhem formulations.
In combination with the first law (2.246) and equation (2.247) the change in
internal energy due to mechanical work and thermal energy in a reversible
process can be noted with the Gibbs fundamental equation:

dE = dQ− dW ≤ TdS − pdV (2.256)

where the equal sign represents the reversible case. Hence, if the volume is
kept constant (dV = 0) in a reversible isochoric process, the temperature is
a measure for the change of internal energy with respect to entropy:

dE
dS

∣∣∣∣
V

= T (2.257)
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For an isentropic process, i.e. reversible and adiabatic (dQ = 0), entropy is
constant dS = 0 and we find

dE
dV

∣∣∣∣
S

= −p (2.258)

2.6.3 Thermodynamic Potentials

Four of the above mentioned state variables are so called thermodynamic
potentials:

• internal energy
• enthalpy
• Helmholtz free energy
• Gibbs free energy

Enthalpy

Having the internal energy already described before, the next potential en-
thalpy H is defined as sum of internal energy plus the work done by the system
to the environment and is therefore also called heat content :

H = E + pV (2.259)

or
dH = TdS + V dp (2.260)

Helmholtz Free Energy

In order to describe the amount of energy which is available to perform me-
chanical work at constant temperature, the thermal contributions TS are
subtracted from the internal energy. The resulting thermodynamic potential
is called Helmholtz free energy or Helmholtz potential Ψ :

Ψ = E − T S (2.261)

With the free energy per unit mass ψ

Ψ = ρ

∫
ψ dV (2.262)

we can use mass specific terms.

ψ = e− T s (2.263)

Applying the Gibbs fundamental equation (2.256) and for the reversible
limit case we get:

dψ = dp− Tds− sdT = −pdV − sdT (2.264)
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where the equality accounts for the reversible limit case. Taking into regard the
full Cauchy stress tensor σ instead of its hydrostatic component p together
with the linear Lagrangean strain tensor ε and postulating an isothermal
(dT = 0) process, the change in free energy per unit mass ψ of a solid material
is described by:

dψ =
1
ρ
σijdεij (2.265)

and hence the Cauchy stresses are related to the Helmholtz free energy per
unit volume ψ as:

σij = ρ0
∂ψ

∂εij
(2.266)

Again, the premise for equation (2.266) is the assumption of a reversible
isothermal process.

The Helmholtz free energy represents that portion of internal energy that
can potentially be transformed into mechanical work. In which way the me-
chanical work performs in a specific material, i.e. whether elastic, plastic,
ductile, brittle, damage or failure occurs, is described by a set of additional
internal state variables ℵi. These internal state variables, e.g. a plastic strain
tensor or damage tensors and scalars, reflect mechanisms on the micro-scopic
level of the materials’ structure which are not directly observable. Thus, the
internal state variables are used to describe the influence of effects like dis-
location, slip or micro-defects on the macro-scopically observable behaviour
of materials in a phenomenological way. Therefore, the state functions are
defined in terms of internal state variables. If we assume a number of n in-
ternal state variables ℵi

kl, the Helmholtz free energy can be formulated as
Ψ = Ψ(εij , T,ℵi

kl) and hence its total derivative yields:

dΨ =
∂Ψ

∂εij
dεij +

∂Ψ

∂T
dT +

∑
i

(
∂Ψ

∂ℵi
kl

dℵi
kl

)
(2.267)

In an isothermal process, the Helmholtz potential decreases to a minimum
value consistent with the temperature until an equilibrium state is approached
where no more mechanical work can be done.

Gibbs Free Energy

For processes at constant temperature and constant pressure, the Gibbs free
energy is preferably used to describe the available energy:

G = H − T S = E + p V − T S (2.268)

leading to
dG = dE + pdV + V dp− TdS − SdT (2.269)

and thus for T = const. and p = const.:

dG = dE + pdV − TdS (2.270)
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2.6.4 Formulations of the Clausius-Duhem Inequality

There are various formulations of the Clausius-Duhem inequality (2.254) to
be found in literature. Depending on the focus and the relevant type of ther-
modynamic processes they may look quite different at first. In the following
a derivation will be used that bases on formulations derived by Coleman and
Gurtin [95] and Valanis [405] which is presented in a similar way by Wu [429].

With the help of the equation of motion (2.191) in a material frame ref-
erencing to an undeformed state, the first law of thermodynamics was formu-
lated by (2.211) in terms of specific internal energy e as:

ρė− P∇ · v − ρq̇ = 0 (2.271)

Replacing the change in specific internal energy de by the change in specific
Helmholtz free energy dψ(ε, T,ℵ) according to equation (2.264)

de = dψ(ε, T,ℵ) + Tds+ sdT (2.272)

a rate formulation of the first law reads:

ψ̇ + T ṡ+ sṪ − 1
ρ
Pε̇− q̇ = 0 (2.273)

Since the second law formulated in the Clausius-Duhem inequality (2.254)
demands that Tds− dq ≥ 0, we get:

ψ̇ + sṪ − 1
ρ
Pε̇ = q̇ − T ṡ ≤ 0 (2.274)

leading to another version of the Clausius-Duhem-inequality :

ψ̇ + sṪ − 1
ρ
Pε̇ ≤ 0 (2.275)

If we introduce the rate of entropy production per unit volume γ:

γ = ṡ− q̇/T (2.276)

multiplied by the absolute temperature T , equation (2.274) can as well be
transformed into a version of the Clausius-Duhem inequality:

ψ̇ + sṪ − 1
ρ
Pε̇ = T γ ≥ 0 (2.277)

that is also often found in derivations of constitutive equations for reversible
(γ = 0) isothermal (Ṫ = 0) processes as:

ψ̇ − 1
ρ
Pε̇ = T γ = 0 (2.278)
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In material sciences, inequality (2.275) is useful to find thermo-mechanically
consistent formulations of constitutive models, i.e. for descriptions of elasticity
as well as for yield, failure and damage processes. Therefore, equation (2.274)
shall be developed a little further. First, the total derivative dψ from (2.267)
will be inserted into (2.273) to get

∂ψ

∂εij
ε̇ij +

∂ψ

∂T
Ṫ +

∂ψ

∂ℵi
kl

ℵ̇i
kl + T ṡ+ sṪ − 1

ρ
Pij ε̇ij − q̇ = 0 (2.279)

Taking into regard relation (2.266) between the free energy ψ and the nominal
stresses P

∂ψ

∂εij
=

1
ρ
Pij (2.280)

and equation (2.263) in the form of

s = −∂ψ
∂T

(2.281)

equation (2.279) becomes:

∂ψ

∂ℵi
kl

ℵ̇i
kl + T ṡ− q̇ = 0 (2.282)

that is with Tds − dq ≥ 0 leading to a third form of the Clausius-Duhem-
inequality:

∂ψ

∂ℵi
kl

ℵ̇i
kl ≤ 0 (2.283)

and which by use of the rate of entropy production γ (2.276) can also be
written as

Tγ ≥ 0 (2.284)

or equally as

ṡ ≥ q̇

T
(2.285)

2.6.5 Consequences for Constitutive Equations

With the thermo-mechanical derivations given in the above sections a set of
equations was established that need to be obeyed in the description of ma-
terial behaviour in order to be thermodynamically consistent. To define such
restrictions, the formulation of the Helmholtz free energy (2.265) for isother-
mal processes is expanded to irreversible components including plasticity and
damage, both decoupled from each other and from elasticity. Lemaitre [247],
for example, writes:

ψ =
1
ρ

{
1
2
εel

ij Eijkl ε
el
kl (1 − d) +R∞

(
r +

1
b
e−b r

)
+
X∞

3
γ αij αij

}
(2.286)
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where R∞ and b are material parameters describing isotropic hardening, X∞

and γ the respective ones for kinematic hardening. The scalar r denotes the ac-
cumulated equivalent strain associated to isotropic strain hardening, whereas
the back stress tensor associated strain tensor αij is again related to kinematic
hardening.

Elastic Stresses

In case of small deformations, the linear strain tensor can be split additively
into an elastic and a plastic component by ε = εel + εpl. In equation (2.266)
the reversible, thus elastic, components of the Cauchy stress under small de-
formations was already derived from the specific Helmholtz free energy. The
origin of equation (2.266) is that for a non-dissipative isothermal process we
demand according to the Clausius-Duhem equation (2.278) :

dψ − 1
ρ
σ d ε = 0 (2.287)

leading to:

σel
ij = ρ

∂ψ

∂εel
ij

= Eijkl ε
el
kl (2.288)

Under large deformations the elastic components of the Green strain rate
tensor Ėel

ij are derived by the Kröner-Lee decomposition according to (2.53).
Referring to the undeformed condition, the nominal stresses Pij are then re-
lated to the free energy density as follows:

P el
ij = ρ

∂ψ

∂Eel
ij

(2.289)

Inelastic Stresses

Inelastic stress components under small deformations are calculated from the
free energy and the plastic linear strain εpl

ij by

σpl
ij = ρ

∂ψ

∂εpl
ij

(2.290)

whereas large deformations again are governed by the plastic Green strains
derived from equation (2.54) and thus leading to Lagrangean first Piola-
Kirchhoff stresses:

T pl
ij = ρ

∂ψ

∂Epl
ij

(2.291)
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Table 2.5. State variables and conjugate thermodynamic forces.

External Internal Conjugate
State Variable State Variable Force

εij σij = ρ ∂ψ
∂εij

Elasticity εel
ij σel

ij = ρ ∂ψ
∂εij

el

= Eijkl εel
kl (1 − d)

Plasticity εpl
ij σpl

ij = ρ ∂ψ
∂εij

pl

Isotropic r R = ρ ∂ψ
∂r

Hardening = R∞ (
1 − e−br

)
Kinematic αij XD

ij = ρ ∂ψ
∂αij

Hardening = 2
3
X∞ γ αij

Damage d Y = −ρ ∂ψ
∂dij

= 1
2
εel

ij Eijkl εel
kl

Damage

Further so called thermodynamic tensions associated to internal state vari-
ables ℵij , e.g. a damage tensor, are described similarly with the Helmholtz
potential. The strain energy density release rate is related to the evolution of
a damage tensor dij according to equation (2.286) through:

Y = −ρ ∂ψ
∂dij

=
1
2
εel

ij Eijkl ε
el
kl (2.292)

Isotropic and Kinematic Strain Hardening

According to the free energy formulation in equation (2.286) a description of
isotropic and kinematic strain hardening follows:

R = ρ
∂ψ

∂r
= R∞ (

1 − e−br
)

(2.293)

and
XD

ij = ρ
∂ψ

∂αij
=

2
3
X∞ γ αij . (2.294)

Thermodynamic Conjugate Forces

With an isothermal formulation of the Helmholtz potential depending on ex-
ternally observable state variables and additional internal state variables a set
of thermodynamic conjugate forces for plasticity and damage was established
above and is collected in table 2.5.
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Constitutive Equations

With the basic formulations collected in the previous sections, the thermo-
dynamics and deformation processes of solids, fluids and gases can be de-
scribed mathematically. These equations are, however, material independent,
i.e. properties which are characteristic for a specific material like its stiffness,
ductility, strength, compressibility or viscosity and their influence on the de-
formation behavior under a given load cannot be quantified yet. To be able to
describe material specific behaviour, we need so called material laws, i.e. rela-
tions between stress and strain measures formulated by constitutive equations .

Dynamic deformation processes, specifically when shock wave formation
is involved, are usually modelled by a decomposed stress tensor. The decom-
position spits the stress tensor into a deviatoric tensor Sij and a spherical
hydrostat p δij . As already introduced in equation (2.127), the usual decom-
position is defined by

σij = Sij − p δij (3.1)

Accordingly, in the course of this chapter constitutive equations will separately
be described, starting with basic formulations for equations of state. The use-
fulness of the decomposition results from the needed non-linear character of
equations of state to describe shock waves. In the absence of shock waves,
the stress tensor can most often be desccribed without decomposition. This
close relation to shock waves as well as the specific methodology of deriving
nonlinear equations of state for shock wave applications is the reason why the
more specific introduction to equations of state will be covered in chapter 4.
In the course of its application to anisotropic materials we will then also see
that the usual decomposition is limitted to isotropic materials and alternative
approaches are needed.

Concerning the stress deviator, elastic, hyperelastic and rate dependent
formulations will be derived. As one particular aspect of deriving constitutive
equations from micro-mechanical mehods, the use of statistical mechanics to
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to formulate elastic potentials for polymers will be illustrated.
Of specific interest for time dependent soutions are objective stress rate for-
mulations. They will be discussed at the end of this chapter.

3.1 Equations of State

As stated before, out of the set of thermodynamic state variables any two are
independent. A formulation of hydrostatic pressure p depending on density ρ
and specific internal energy e, or equivalently on volume V and temperature
T , delivers an equation of state (EOS):

p = p(ρ, e) = p(V, T ) = p(V, e) (3.2)

However, (3.2) does not cover heat conduction and other effects that would
require temperature. Equations of state of that kind are therefore often called
incomplete EOS . Complete formulations, on the other hand, take into account
temperature T and entropy s and are therefore formulated using the specific
Helmholtz free energy ψ as:

ψ(V, T ) = e− T s (3.3)

From the Gibbs fundamental equation (2.256) and for the reversible limit case
we find as derived before in equation (2.264) :

de = T ds− pdV (3.4)

and thus
p(V, T ) = − ∂ ψ

∂ V
(3.5)

and
s(V, T ) = −∂ ψ

∂ T
(3.6)

for a complete equation of state. Usually, the applications addressed in the
context of this book are not affected by heat conduction effects and, thus,
incomplete equations of state can be used. For detailed derivations of com-
plete EOS, interested readers may be referred to Menikoff [273] to find exam-
ples of Helmholtz free energies and derived equations of state. As examples
for complete equations of state, porous materials will be described with the
Menikoff-Kober EOS and the Hayes EOS in section 4.5.2.

Equilibrium surfaces described by (3.2), e.g. in the p-V -e-space, define all
possible conditions of thermodynamic equilibrium of a specific material in-
cluding solid, fluid and gaseous states. For a pure material, the EOS describes
a state surface like the schematic one displayed in Figure 3.1.
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Fig. 3.1. Schematic state surface for a pure material representing all conditions of
thermodynamic equilibrium.

To describe the local bulk sound speed cB in a material at a specific state
(p, ρ, e), the slope of the state surface is calculated from the equation of state
as:

c2B =
∂ p

∂ ρ

∣∣∣∣
e

+
p

ρ2
∂ p

∂ e

∣∣∣∣
ρ

(3.7)

3.1.1 Axiomatic Equations of State

Depending on the medium and scale of interest, different paths lead to con-
stitutive formulations and parameters of an equation of state (3.2). Kinetic
gas theory is an example for an axiomatic derivation of constitutive equa-
tions. It observes a gas as statistical distribution of molecules. The temper-
ature of the gas depends on the distributions of velocities and densities of
the molecules. Using the Maxwell-Boltzmann distribution, for example, one
can observe a perfect monatomic gas as an assembly of N molecules having n
degrees of freedom in motion each. Via the Maxwell-Boltzmann distribution,
i.e. the probability of finding a specific molecule in a specific energy state, the
Maxwell distribution of velocities for molecules of mass m in a gas at Tem-
perature T is formulated. Using the Boltzmann constant k, the maximum of
the distribution is described by the velocity:

v =

√
2 k T
m

(3.8)
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This allows for an estimation of force components acting on the surface of an
infinitesimal volume1 finally leading to the equation of state for N molecules
of a perfect gas:

p =
1
V
N k T = ρ N k T = ρ R T (3.9)

with the specific gas constant R = kN .

For ideal gases, according to Joule’s law
(

∂ e
∂ V

)
T

= 0, the change in internal
energy is described by the caloric equation of state:

de = cv dT (3.10)

This change de can equally be expressed through the first law for an isentropic
(d s = 0) process:

de = −p dV (3.11)

and the specific heat at constant volume cv can be expressed using the adia-
batic exponent κ for ideal gas as:

κ = 1 +
R

cv
(3.12)

leading to
R

κ− 1
dT + p dV = 0 (3.13)

which can be rearranged using the equation of state (3.9) in the form p V =
R T to

p dV + V d p
κ− 1

+ p dV = 0 (3.14)

Integration for constant κ leads to

ln p+ κ ln V = 0 (3.15)

and thus in non-logarithmic form:

p V κ = const. (3.16)

leading to an isentropic version of the ideal gas equation of state:

p = (κ− 1)ρ e (3.17)

The limitations of the perfect gas theory are to be found in high densities
and high temperatures. Alternative statistical approaches for real gases are
the Fermi-Dirac or the Einstein-Bose distribution. Since it would lead to far
to discuss this in the context of this book, the reader may be referred to Slater

1 A detailed derivation can be found in Slater [359].
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[359] or other text books on gas dynamics or chemical physics.

Investigation of regular crystalline solids delivered options to derive ax-
iomatic equations of states for solids through statistical mechanics in a simi-
lar way as in the case of gas dynamics. Interatomic or intermolecular binding
and repulsive forces are now additional factors in the description of potential
energy. Describing the dynamics of a crystal of N atoms through a system of
3N harmonic oscillators is a standard approach to find equations of state for
solids2. If the Helmholtz free energy is regarded as sum of a volume depen-
dent cold potential ψT=0K(V ) term, a vibration induced thermal component
ψth(V, T ) and a potential term due to thermally excited electrons ψe(V, T ) :

ψ = ψ0K(V ) + ψth(V, T ) + +ψe(V, T ) (3.18)

The three contributing terms can be estimated from theoretical assumptions
on interatomic or intermolecular forces and statistical mechanics on the mo-
tion of crystal-lattice atoms or molecules, respectively.

In Bushman et al. [72] formulations for the cold curve, the thermal com-
ponent and the electron contribution are derived. The same approach will be
part of the derivation leading to the so called Mie-Grüneisen equation of state.
Since that is one way to describe a nonlinear equation of state for shock wave
descriptions it will be discussed in section 4.5.

3.1.2 Empirical Equations of State

Linear Isothermal EOS

For most engineering applications involving equations of states, empirical re-
lations with experimentally derived data are used. Its most simple representa-
tion is the so called linear equation of state which assumes isothermal processes
(dT = 0) and a linear pressure-volume or pressure-density relation. Via the
bulk modulus K:

K = −V
(
∂ p

∂ V

)
S

= ρ c2 (3.19)

the linear equation of state is formulated as:

p = K εkk = K
ρ− ρ0
ρ0

= K

(
ρ

ρ0
− 1

)
= K μ (3.20)

with the compression term μ describing the ratio of change in volume and
density, respectively:

μ = −Δ V
V

=
ρ

ρ0
− 1 (3.21)

2 Literature with detailed derivations on that topic can be found in Landau and
Lifshitz [244], Zel’dovich and Raizer [433], Slater [359] and Bushman et al. [72].
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For isotropic materials, the bulk modulus K is linked to the Young’s modulus
E and the shear modulus G via the Poisson ratio μ by:

K =
E

3 (1 − 2μ)
=

2G (1 + μ)
3 (1 − 2μ)

(3.22)

meaning that the knowledge of any two other elastic constants provides the
needed material dependent input for the linear equation of state.

Nonlinear EOS

Whenever the linear elastic region described in equation (3.20) is left, which
is for example the case when a wide spectrum of pressure and energy shall be
covered by the EOS, nonlinear relations are needed. A polynomial description
of an equation of state can for instance be written as:

p = K1μ+K2μ
2 +K3μ

3 + (B0 +B1μ) ρ0 e (3.23)

where Ki and Bi are material constants usually defined separately for com-
pression and expansion, respectively. An important difference to the linear
equation (3.20) is marked by the energy dependency of the last term in (3.23).
Whereas the linear equation is only a compression curve along an isotherm,
the latter can really be called equation of state in the sense of (3.2).

Later we will see how experimental data resulting from the observation
of shock wave propagation can provide information to identify the material
parameters in (3.23). The underlying theory is composed of

• the thermomechanics of shock waves, i.e. essentially the Rankine-Hugoniot
equations providing a line of reference configurations on the state surface,
used to identify the parameters Ki

• and an assumption on the pressure change off the Hugoniot-line along
isochores, defining the constants Bi.

Since the basic theory of shock waves in solids and specifically its thermome-
chanic aspects need to be discussed before, related formulations for equations
of state will be derived in section 4.5.

3.2 Constitutive Equations for Total Stresses

In section 3.1 we already introduced first constitutive formulations for the
spherical component of the total stress tensor. This would be sufficient, if
we only wanted to describe a fluid or if material strengths were negligible. To
derive constitutive equations for solids, the deviatoric material behavior needs
to be formulated also. With the decomposition (2.127) of the stress tensor,
both
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• a separated calculation of the deviatoric and volumetric components ( Sij ,
p)

• as well as a direct constitutive formulation for the total stresses

are possible. As mentioned before, the relevancy of the decomposition becomes
apparent when shock wave propagation and related dissipative effects are of
interest.

The constitutive formulations collected in the following sections are appli-
cable to total stress tensor formulations and to stress deviator descriptions.

3.2.1 Cauchy Elasticity

For many engineering materials the assumption of an initial linear reversible
relation between components of stress and strain is valid. Therefore, an intro-
duction to elastic material models typically starts with the one-dimensional
linear elastic Hooke’s law :

σxx = E εxx (3.24)

with the material specific Young’s modulus E. The material behavior is called
elastic as long as its stress-strain relation is reversible and path-independent,
i.e.

• the current stress state is fully determined by the current state of defor-
mation

• the deformation process involves no dissipation.

When the first condition describes path independence of the stress state, then
the second guarantees path independence of the energy. If both conditions are
fulfilled in a one-dimensional case described by equation (3.24), the existence
of a potential function w(εxx) with:

σxx =
dw(εxx)

dεxx
(3.25)

is ensured simultaneously. The potential function w(εxx) is identical to the
strain-energy density and in the linear case of Hooke’s law (3.24) it is expressed
by the quadratic strain formulation:

w(εxx) =
1
2
E ε2xx (3.26)

Transformation of the one-dimensional Hooke’s law to the general three-
dimensional case does not necessarily guarantee the existence of an associated
potential function in the hyperspace of six independent strain components.
As mentioned before by means of the quadratic function (3.26) describing a
parabolic line in the w − εxx plane, path independence of both stress state
and energy is the precondition for a potential and vice versa. If, in the three-
dimensional state, only path independence of the stress state is guaranteed
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through a constitutive equation, the material behavior is called Cauchy elas-
tic. Only if a related hypersurface W (ε) exists, i.e. the path independence of
energy is guaranteed as well, the derived constitutive model describes hypere-
lasticity, also called Green elasticity. The latter will be discussed after a brief
introduction to various forms of Cauchy elasticity.

For Cauchy elastic materials the Hookean law (3.24) is generalized to the
three-dimensional form:

σij = Eijkl εkl (3.27)

valid for infinitesimal strains and involving a fourth order material elasticity
tensor Eijkl.

3.2.2 General Elastic Anisotropy

Isotropic elasticity is most simple, but not the most common material behav-
ior. In order to distinguish it from various forms of anisotropy, a derivation of
constitutive formulations, starting from the general anisotropic case, shall be
performed next. For that purpose, the scalar strain energy shall be formulated
as quadratic expansion in terms of the linearized strain tensor εij :

ρ ψ = α0 + αij εij +
1
2
Eijkl εij εkl (3.28)

using a scalar material parameter α0, a second order material tensor αij and
a forth order material tensor Eijkl. Since the undeformed material shall store
no free energy (ψ(εij = 0) = 0), the scalar parameter must vanish α0 = 0.
The same is concluded for the second order tensor αij if the resulting Cauchy
stresses:

σij = ρ
∂ ψ

∂ εij
= αij +

1
2
Eijkl εkl (3.29)

in the undeformed state are investigated:

σij(ε = 0) = αij (3.30)

leading to the generalized Hooke’s law:

σij = ρ
∂ψ

∂εij
= Eijkl εkl (3.31)

Equation (3.31) describes a general anisotropic elasticity with 81 independent
components of Eijkl. A first step of reducing the complexity of the material
tensor is found in the symmetry of the stress tensor (2.200):

σij = σji (3.32)

which leads to 36 independent physical components. According to the gen-
eralized Hooke’s law (3.31), the material tensor can be expressed as second
derivative of the free energy



3 Constitutive Equations 79

Eijkl = ρ
∂2ψ

∂εij ∂εkl
(3.33)

and since the result is independent on the order of the derivatives, we find a
reduction to 21 independent components of the material tensor through

Eijkl = Eklij (3.34)

describing general anisotropic behaviour.

The material symmetry (3.34) allows for a simplification in writing the
fourth order 3x3x3x3 material tensor Eijkl by a compressed notation. The so
called Voigt notation3 is one option to write Eijkl in a 6x6 format through
the transformation:

⎡
⎢⎢⎢⎢⎢⎢⎣

E1111 E1122 E1133 E1123 E1113 E1112

E2211 E2222 E2233 E2223 E2213 E2212

E3311 E3322 E3333 E3323 E3313 E3312

E2311 E2322 E2333 E2323 E2313 E2312

E1311 E1322 E1333 E1323 E1313 E1312

E1211 E1222 E1233 E1223 E1213 E1212

⎤
⎥⎥⎥⎥⎥⎥⎦

=⇒

⎡
⎢⎢⎢⎢⎢⎢⎣

E11 E12 E13 E14 E15 E16

E21 E22 E23 E24 E25 E26

E31 E32 E33 E34 E35 E36

E41 E42 E43 E44 E45 E46

E51 E52 E53 E54 E55 E56

E61 E62 E63 E64 E65 E66

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.35)

With the Voigt notation used further on in the context of this book, Eij

is equivalent to Eijkl according to the transformation (3.35) whereas a single
indexed Ei describes values of Young’s moduli in one of three orthogonal di-
rections i.

Dellinger et al. [106] pointed out that a certain disadvantage of the Voigt
notation should be noted in the fact that it misses to represent a sometimes
important norm since ∑

i,j

E2
ij �=

∑
i,j,k,l

E2
ijkl (3.36)

That is why they prefer the so called Kelvin notation as alternative in which
the elements of the material tensor with compressed indices 4, 5 and 6 are
scaled by a factor

√
2. Performed for each of the two indices, the scaling leads,

for example, to an element E35 =
√

2E3313 as well as to E66 = 2E1212.

3.2.3 Elasticity with Symmetry Planes

General anisotropy in the elastic behaviour cannot be characterized for math-
ematical descriptions with reasonable experimental efforts. Therefore, for
3 See for example Auld [25].
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practical application formulations of reduced generality though not necessarily
reduced accuracy are needed. And most materials show one or several aspects
allowing for simpler descriptions of their elastic deformation behaviour.

Monoclinic Elasticity

Material behaviour that is symmetric with respect to specific planes leads to
further reductions in the number of independent elastic constants. If there
is one single plane of that kind, the material behaviour is called monoclinic
and the resulting stress strain relation can be satisfied with 13 parameters.
If z = 0 is the plane of symmetry, equation (3.27) is written in contracted
notation as: ⎡

⎢⎢⎢⎢⎢⎢⎣

σxx

σyy

σzz

σyz

σxz

σxy

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

E11 E12 E13 0 0 E16

E21 E22 E23 0 0 E26

E31 E32 E33 0 0 E36

0 0 0 E44 E45 0
0 0 0 E54 E55 0
E61 E62 E63 0 0 E66

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

εxx

εyy

εzz

εyz

εxz

εxy

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.37)

Allocations of the 13 independent parameters of elasticity in the material
tensor for the three symmetry planes x = 0, y = 0 and z = 0 are illustrated
symbolically in Figure 3.2. Typical fields of applications for monoclinic elastic
behaviour are fabric or composite materials.

Fig. 3.2. Symbolic allocation of elements in a monoclinic material’s elasticity tensor
for three different planes of symmetry written in contracted notation.
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Orthotropic Elastic Behaviour

Whenever a second plane of symmetry exists, the resulting material behaviour
is orthotropic and nine individual parameters are sufficient to describe elastic
material response:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σxx

σyy

σzz

σyz

σxz

σxy

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1−νyzνzy

EyEz Δ
νyx−νzxνyz

EyEz Δ
νzx−νyxνzy

EyEz Δ 0 0 0
νyx−νzxνyz

EyEz Δ
1−νxzνzx

ExEz Δ
νzy−νxyνzx

ExEz Δ 0 0 0
νzx−νyxνzy

EyEz Δ
νzy−νxyνzx

ExEz Δ
1−νxyνyx

ExEy Δ 0 0 0

0 0 0 2Gyz 0 0

0 0 0 0 2Gxz 0

0 0 0 0 0 2Gxy

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

εxx

εyy

εzz

εyz

εxz

εxy

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.38)

with Young’s moduli in principal directions Ei, Poisson ratios νij , shear
moduli Gij and

Δ =
1 − νxyνyx − νyzνzy − νxzνzx − 2νyxνzyνxz

ExEyEz
(3.39)

Note that the number of independent parameters is nine since
νij

Ei
=
νji

Ej
(3.40)

Laminated composites as well as short fiber reinforced plastics are typical
representatives showing orthotropic elasticity.

Transverse Isotropic Behaviour

Individual uni-directional lamina and metal sheets show isotropic behaviour
in one plane, which is the through-thickness plane, and deviating properties
in the direction normal to that plane. In case of uni-directional lamina the de-
viating direction goes along with the fiber orientation whereas for sheet metal
it is the rolling direction. That kind of behaviour is called transverse isotropic.
The resulting five independent parameters are identified for a material with
isotropic behaviour in the x = 0 plane as:⎡

⎢⎢⎢⎢⎢⎢⎣

σxx

σyy

σzz

σyz

σxz

σxy

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

E11 E12 E12 0 0 0
E12 E22 E23 0 0 0
E12 E23 E22 0 0 0
0 0 0 E22−E23

2 0 0
0 0 0 0 E55 0
0 0 0 0 0 E55

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

εxx

εyy

εzz

εyz

εxz

εxy

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.41)
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Isotropic Behaviour

Complete independence of the elastic material response on the loading direc-
tion is called isotropic. The stiffness matrix of an isotropic material remains
invariant under any change of orthonormal basis. It is formulated with only
two parameters, e.g. using the Lamé constants λ and μ:

Eijkl = λ δijδkl + μ (δikδjl + δilδjk) (3.42)

A more illustrative depiction of the isotropic constitutive law is reached using
the Voigt notation and the two components E11 and E12 of the material
matrix:⎡
⎢⎢⎢⎢⎢⎢⎣

σxx

σyy

σzz

σyz

σxz

σxy

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

E11 E12 E12 0 0 0
E12 E11 E12 0 0 0
E12 E12 E11 0 0 0
0 0 0 1

2 (E11 − E12) 0 0
0 0 0 0 1

2 (E11 − E12) 0
0 0 0 0 0 1

2 (E11 −E12)

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

εxx

εyy

εzz

εyz

εxz

εxy

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.43)

which are expressed by the Lamé constants as follows:

E11 = λ+ 2μ (3.44)

and
E12 = λ (3.45)

Accordingly, Hooke’s law now reduces to an equation with the two inde-
pendent constants λ and μ :

σij = 2 μ εij + λ εkk δij (3.46)

Elastic parameters that can be directly characterized by material tests are for
example the Young’s modulus E, the Poisson ratio ν and the shear modulus
G through which the Lamé constants are defined as:

λ =
ν E

(1 + ν)(1 − 2 ν)
μ = G =

E

2(1 + ν)
(3.47)

The hydrostatic component of a stress state in an isotropic material is
expressed through the Lamé constants by:

p = −1
3
σkk = −1

3
trσ = −1

3
(3λ+ 2μ)εkk = −K trε (3.48)

with the bulk modulus
K = λ+

2
3
μ (3.49)
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3.2.4 Green Elasticity - Hyperelastic Behavior

When finite strains and nonlinear elasticity are discussed, elasticity is usu-
ally formulated in a thermodynamical context using the free energy Ψ .
Elastic behavior is originally defined as a material’s stress-strain response
for which a strain energy function exists. Hyperelastic material behavior is
then often defined via the existence of a specific Helmholtz potential that
is solely depending on the deformation gradient4 ψ(F). As a consequence
of this reduction of the free energy it is then equal to the strain energy
ψ(F) = 1/ρ W = 1/ρ

∫
σij dεij .

Having introduced the Helmholtz potential, e.g. in the form (2.265),
and several consequences of thermo-mechanics for constitutive equations al-
ready, we can describe elastic deformations involving infinitesimal strains ε
as isothermal reversible processes. These assumptions reduce the free energy,
e.g. in the form (2.286), to

ψ =
1

2 ρ
εij Eijkl εkl (3.50)

Stress Tensors for Hyperelasticity

The difference between the definitions of elastic and hyperlastic material be-
havior is that the latter demands for a strain energy which, as Malvern [263]
describes it precisely, is ’a scalar function of one of the strain or deformation
tensors, whose derivatives with respect to a strain component determines the
corresponding stress component’.

If nonlinear hyperelasticity shall be described, the specific free energy ψ
is formulated as function of the deformation gradient ψ(F) or of any other
nonlinear strain measure, e.g. the Green-Lagrange strains ψ(E) or the right
Cauchy-Green tensor ψ(C). The related nonlinear continuum mechanics are
fundamentally derived in Truesdell and Noll [398], in Malvern [263] and more
recently in a very modern terminology by Holzapfel [194]. Constitutive laws
for hyperelastic materials can now be formulated using the various stress and
strain measures, e.g. the Cauchy stress tensor:

σ = ρ J−1F
(
∂ ψ(F)
∂ F

)T

= 2 ρ J−1F
∂ ψ(C)
∂C

FT = ρ J−1 F
∂ ψ(E)
∂E

FT (3.51)

Application of the first Piola-Kirchhoff stresses yields:

T = ρ
∂ ψ(F)
∂ F

(3.52)

4 This is also the definition of a homogeneous material.
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which turns into

T = ρ
∂ ψ(C)
∂C

∂C
∂ F

= 2 ρ F
∂ ψ(C)
∂C

(3.53)

if we recall the identities

C = FT F = 2E + 1 (3.54)

Using the second Piola-Kirchhoff stress tensor we find:

T̂ = ρ
∂ ψ(E)
∂E

= ρ
∂ ψ(C)
∂C

∂C
∂E

= 2 ρ
∂ ψ(C)
∂C

(3.55)

Hyperelasticity in Isotropic Materials

As any other second order tensor, the right Cauchy-Green tensor C can be
expressed in terms of its invariants I1, I2, I3:

I1(C) = trC I2(C) =
1
2
[
(trC)2 − trC2

]
I3(C) = det C (3.56)

For isotropic materials, the free energy potential can equivalently be written
in terms of these invariants

ψ(I1, I2, I3) = ψ(C) (3.57)

The derivative of free energy in terms of C can then be expressed by partial
derivatives with respect to the invariants Ii through the chain rule:

∂ ψ(C)
∂C

=
∂ ψ

∂ I1

∂ I1
∂C

+
∂ ψ

∂ I2

∂ I2
∂C

+
∂ ψ

∂ I3

∂ I3
∂C

(3.58)

where the partial derivatives of the three individual invariants with respect
to the right Cauchy Green tensor C can be expressed as

∂ I1
∂C

= I
∂ I2
∂C

= I1 I − C
∂ I3
∂C

= I3 C−1 (3.59)

Applying these partial derivatives, isotropic hyperelastic material behavior
can be expressed with the second Piola-Kirchhoff stresses and a Helmholtz
potential depending on the strain invariants ψ(I1, I2, I3) as:

T̂ = 2 ρ0
∂ ψ(C)
∂C

= 2 ρ0

[(
∂ ψ

∂ I1
+ I1

∂ ψ

∂ I2

)
I − ∂ ψ

∂ I2
C + I3

∂ ψ

∂ I3
C−1

]

(3.60)
Alternatively to the formulation of free energy potentials with the in-

variants of the Cauchy-Green strain tensor, the related principal stretches
λ1, λ2, λ3, i.e. the eigenvalues of the left stretch tensor V (2.27), can be used
for isotropic materials instead:
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ψ(λ1, λ2, λ3) = ψ(C) (3.61)

Under the given assumption of isotropic material behavior, the principal
Cauchy stresses σi can be expressed through the principal stretch depend-
ing potential as:

σi = J−1 λi
∂ ψ

∂ λi
(3.62)

Hyperelasticity in Anisotropic Materials

Transversely Isotropic Materials

Anisotropy of any kind changes in a way that the stress at a material point no
longer depends solely on he deformation gradient F but also on one or more
directions. In the case of transversely isotropic materials we have one single
direction showing different behavior. Unidirectional composite materials are a
typical representative for transversely isotropic behavior. The direction of the
fibers, let it be denoted in the referential configuration by a0, is a preferred
direction of material behavior. This directional dependency also leads to an
additional dependency of the Helmholtz free energy on the preferred direction
compared to (3.57), i.e. in case of a unidirectional composite

ψ = ψ(C,a0 ⊗ a0) (3.63)

Following Spencer [361] and Holzapfel [194] this leads to a description of the
free energy through

• three invariants of the right Cauchy-Green tensor I1(C), I2(C), I3(C)
plus

• two pseudo-invariants depending on the preferred direction I4(C, a0) and
I5(C, a0)

where

I1 = trC I2 =
1
2

{
(tr C)2 − tr C2

}
I3 = detC =

(
ρ0
ρ

)2

I4 = a0 Ca0 = λ2 I5 = a0 C2 a0 (3.64)

where λ is the stretch of the material in the preferred direction a0.

To find a constitutive relation, e.g. in terms of the second Piola-Kirchoff
tensor, the derivative of free energy with respect to the Cauchy-Green tensor
is needed. Using the chain rule again, the derivatives of the now five invariants
with respect to C partly defined in (3.59) are completed by

∂ I4
∂C

= a0 ⊗ a0
∂ I5
∂C

= a0 ⊗ Ca0 + a0 C ⊗ a0 (3.65)
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leading to a second Piola-Kirchhoff tensor for transverse isotropic materials:

T̂ = 2 ρ0

[(
∂ ψ

∂ I1
+ I1

∂ ψ

∂ I2

)
I − ∂ ψ

∂ I2
C + I3

∂ ψ

∂ I3
C−1

+
∂ ψ

∂ I4
a0 ⊗ a0 +

∂ ψ

∂ I5
(a0 ⊗ Ca0 + a0 C ⊗ a0)

]
(3.66)

Spencer [361] shows that the specific choice of the pseudo-invariants (3.64)
leaves the free energy unchanged for any change in the reference configuration
expressed by any proper orthogonal tensor Q as

ψ = ψ(C, a0 ⊗ a0) = ψ(QCQT ,Qa0 ⊗ a0 QT ) (3.67)

and, thus, guarantees objectivity.

Orthotropic Materials

If two orthogonal directions with individual elastic properties exist, in terms
of composites also called a material with two families of fibers, the material
is orthotropic in the reference configuration. The second preferred direction
of that material type shall be denoted in the reference configuration by g0,
where the orthogonality demands for a0 · g0 = 0. The now two field vector
products

a0 ⊗ a0 = A0 and g0 ⊗ g0 = G0 (3.68)

which are also called structural tensors, lead to two more pseudo-invariants

I6 = g0 · Cg0 and I7 = g0 · C2g0 (3.69)

The again expanded formulation for the second Piola-Kirchhoff tensor yields:

T̂ = 2 ρ0

[(
∂ ψ

∂ I1
+ I1

∂ ψ

∂ I2

)
I − ∂ ψ

∂ I2
C + I3

∂ ψ

∂ I3
C−1

+
∂ ψ

∂ I4
A0 +

∂ ψ

∂ I5
(a0 ⊗ Ca0 + a0 C ⊗ a0) +

∂ ψ

∂ I6
G0

+
∂ ψ

∂ I7
(g0 ⊗ Cg0 + g0 C ⊗ g0) +

1
2
∂ ψ

∂ I8
(a0 · g0) (a0 ⊗ g0 + g0 ⊗ a0)

]

(3.70)

Further derivations of even more complex relations can be found in liter-
ature. It would, however, lead to far in the context of this book to introduce
them also5.
5 For example, Holzapfel [194] expands the spectrum of anisotropic constitutive

equations to materials with two families of fibers that are not orthogonal to each
other, i.e. a0 · g0 �= 0. Again two pseudo invariants are needed for that class of
materials, introduced as I8 = (a0 · g0)a0 · Cg0 and I9 = (a0 · g0)

2. Furthermore
incompressible matrix materials in composites with two families of fibers are
investigated in [194].
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3.2.5 Some Examples of Hyperelastic Formulations

Simulation of rubber-like materials is a typical application of hyperelastic con-
stitutive material models. Fundamental introduction to rubber like material
behavior as well as often cited experimental data are found in Ogden [301],
Treloar [393], Treloar [394] and in Jones and Treloar [219].

Incompressible Formulations

Concerning the theoretical description of rubber behavior, there are both com-
pressible formulations as well as models assuming incompressible behavior.
The latter is characterized through:

J = λ1 λ2 λ3 = 1 (3.71)

Ogden and Valanis-Landel Models

A basic model for incompressible material behavior that is often found in
literature as well as in commercial codes was proposed by Ogden [299]. The
corresponding strain energy is formulated in a combination of n summands:

ψ =
n∑

i=1

μi

αi

{
λαi

1 + λαi
2 + λαi

3 − 3
}

(3.72)

representing a ground-state shear modulus by:

G =
1
2

n∑
i=1

μi αi (3.73)

Implementation in commercial codes usually limits the number n of appli-
cable parameters couples μi, αi in the Ogden model since sufficient accuracy
is achieved between n = 3 (see Holzapfel [194], p. 236, or Treloar [394]) and
n = 6 (as in LS-DYNA, Livermore Software Corporation, and Timmel et al.
[391]).

For an incompressible material the constraint condition (3.71) is fulfilled
through

λ3 = (λ1 λ2)
−1 (3.74)

leading to a modified formulation of the potential:

ψ̃ =
n∑

i=1

μi

αi

{
λαi

1 + λαi
2 + (λ1 λ2)

−αi − 3
}

(3.75)

Furthermore, compared to the compressible formulation (3.62), the corre-
sponding principal Cauchy stresses under incompressibility (3.74) are:
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σi = λi
∂ ψ̃

∂ λi
− p (3.76)

where the terms λi ∂ ψ̃ / ∂ λi, (i = 1, 2), for the Ogden model result in:

λ1
∂ ψ̃

∂ λ1
=

n∑
j=1

μj

{
λ

αj

1 − λ−αj

1 λ
−αj

2

}
(3.77)

and:

λ2
∂ ψ̃

∂ λ2
=

n∑
j=1

μj

{
λ

αj

2 − λ−αj

1 λ
−αj

2

}
(3.78)

In Ogden [301] an application of (3.75) is given that is well suited to in-
vestigate the validity of theoretical values calculated from constitutive laws
through comparison with biaxial experiments. Simulated was a load case that
was performed experimentally before by Jones and Treloar [219]: Rectangu-
lar sheets are exposed to biaxial deformation keeping one principal stretch
constant (λ2). The resulting data were principal Cauchy stress differences
(σ1 −σ2) depending on the varied principal stretch (λ1). According to (3.77),
(3.78) and (3.76) the principal Cauchy stress differences are calculated for the
incompressible Ogden model as:

σ1 − σ2 =
n∑

j=1

μj

{
λ

αj

1 − λαj

2

}
(3.79)

In Figure 3.3 some of the cited experimental data are compared to theo-
retical results with the Ogden, Mooney-Rivlin and neo-Hookean models using
parameters according to Table 3.1.

Table 3.1. Typical parameters for incompressible n = 3 Ogden models as given in
Ogden [301].

i μi αi

104 [N/mm2 ] –

1 0.69 1.3

2 0.01 4.0

3 -0.0122 -2.0

As illustrated in Figure 3.3, the shape of the principal Cauchy stress dif-
ferences graphs for the Ogden models does not change with varying values for
λ2. The same would be achieved if instead of the incompressible Ogden model
(3.75) a Valanis-Landel formulation6 was used:
6 Valanis and Landel [408] suggested in general a decomposition of the strain energy

into ψ = ω(λ1) + ω(λ2) + ω(λ3) .
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ψ =
3∑

j=1

ω(λj) (3.80)

with

ω(λj) =
n∑

i=1

μi

αi

{
λαi

j − 1
}

(3.81)

0
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−1
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−4

1 2

*
* * * *
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⊗
⊗

⊗
⊗

⊗
⊗

⊗
⊗⊗

⊗

⊗

⊗

σ1 − σ2

λ1

λ2 = 2.623

λ2 = 1.0

Fig. 3.3. Experimental data (∗: λ2 = 2.623, ⊗: λ2 = 1.0) by Jones and Treloar
[219] and theoretical results for biaxially loaded sheets of almost incompressible
material using the material data provided by Ogden [301] as shown in Table 3.1.
The principal Cauchy stress differences σ1−σ2 are calculated with equations (3.79),
(3.86) and (3.89) resulting from the Ogden (solid lines), Mooney-Rivlin (dashed
lines) and neo-Hookean (dotted lines) potentials, respectively.

Mooney-Rivlin and neo-Hookean Models

Basically, the Mooney-Rivlin potential represent sub-groups or reduced for-
mulations of the Ogden model which becomes evident if the Mooney-Rivlin
strain energy potential is expressed using n = 2 parameter couples (3.75) with
Ogden parameters α1 = 2 and α2 = −2. That leads to a potential of the form:
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ψ =
c1
α1

(λα1
1 + λα1

2 + λα1
3 − 3) +

c2
α2

(λα2
1 + λα2

2 + λα2
3 − 3)

=
c1
2
(
λ2

1 + λ2
2 + λ2

3 − 3
)
− c2

2
(
λ−2

1 + λ−2
2 + λ−2

3 − 3
)

=
c1
2

(I1 − 3) − c2
2

(I2 − 3) (3.82)

with the Mooney-Rivlin parameters c1 = 0.5μ1 and c2 = −0.5μ2 expressed
through Ogden parameters7:

ψ =
μ1

4
(
λ2

1 + λ2
2 + λ2

3 − 3
)

+
μ2

4
(
λ−2

1 + λ−2
2 + λ−2

3 − 3
)

(3.83)

The Mooney-Rivlin potential leads to a shear modulus expressed through
μ2 and μ2 by:

G = μ1 − μ2 (3.84)

With the incompressibility constraint (3.74) the modified Mooney-Rivlin
potential ψ̃ can be written using Ogden parameters as:

ψ̃ =
μ1

4
(
λ2

1 + λ2
2 + λ−2

1 λ−2
2 − 3

)
+
μ2

4
(
λ−2

1 + λ−2
2 + λ2

1 λ
2
2 − 3

)
(3.85)

leading to a principal Cauchy stress difference of:

σ1 − σ2 = λ1
∂ ψ̃

∂ λ1
− λ2

∂ ψ̃

∂ λ2

=
μ1

2
(
λ2

1 − λ2
2

)
− μ2

2
(
λ−2

1 + λ−2
2

)
(3.86)

The neo-Hookean potential reduces the number of Ogden parameter pairs
to a single one and is, thus, formulated as a n = 1 and α1 = 2 model:

ψ =
c1
2
(
λ2

1 + λ2
2 + λ2

3 − 3
)

=
μ1

4
(
λ2

1 + λ2
2 + λ2

3 − 3
)

=
c1
2

(I1 − 3) (3.87)

with a single parameter c1 = 0.5μ1 and a corresponding shear modulus

G = μ1 (3.88)

Incompressibility and the reduction to a single parameter couple leads to a
further simplification of the equation to calculate the principal Cauchy stress
differences:
7 At this point, a matter of confusion repeatedly found in literature ([194] as well

as [301]) should be noted: Denoting the Mooney-Rivlin potential as n = 2 Ogden
model with α1 = 2 and α2 = −2 necessarily leads to (3.82). Omitting the denom-
inators 2 and −2, respectively, neglects either the αi terms or half of the μi/2
terms. Anyway, it would always produce a factor two in the potential as well as
in derived terms. Note: the same is true for the neo-Hookean potential.
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σ1 − σ2 =
μ1

2
(
λ2

1 − λ2
2

)
(3.89)

Compared to the experimental data of Jones and Treloar [219] there is
also good agreement of neo-Hookean and Mooney-Rivlin models with respect
to the vertical shift of curves for varying λ2-values. However, both models
clearly show missing capabilities to predict the measured data the further λ1

varies from λ1 = λ2
8. From Figure 3.3 this becomes apparent in the interval

1.5 < λ1 < 3: while both models predict good to exact values around
λ1 = 2.623 in case of λ2 = 2.623, they tend to deviate more and more from
the experimental results for λ2 = 1.

Yeoh Potential for Incompressible Filled Rubber Materials

Significant nonlinearity of the shear modulus G with increasing deformation
observed in material filled with carbon black9 motivated the formulation of
an alternative potential. The shear modulus for incompressible materials:

G = 2
(
∂ ψ

∂ I1
+
∂ ψ

∂ I2

)
(3.90)

represented by models discussed so far, i.e. (3.73) for the Ogden, (3.84) for the
Mooney-Rivlin and (3.88) in case of the neo-Hookean model, is independent
on the deformation. Therefore, Yeoh [431] formulated a potential solely in
terms of the first invariant that is cubic in (I1 − 3):

ψ = c1 (I1 − 3) + c2 (I1 − 3)2 + c3 (I1 − 3)3 (3.91)

leading to a shear modulus of

G = 2c1 + 4c2(I1 − 3) + 6c3(I1 − 3)2 (3.92)

Compressible Formulations

To extend the incompressible models described above for application on com-
pressible materials, the free energy is decomposed into a dilatational and a
isochoric component. This is achieved using the modified left Cauchy-Green
tensor

B̃ = J−2/3 B = J−2/3 FFT (3.93)

to formulate the decomposition of the free energy as

ψ(B) = ψdil(J) + ψiso(B̃) (3.94)

In terms of the invariants of the modified left Cauchy-Green tensor (3.93) :

8 See also Ogden [301], p. 495
9 See for example Seki et al. [350].
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I1(B̃) = tr B̃ I2(B̃) =
1
2

[
(tr B̃)2 − tr B̃2

]
I3(B̃) = det B̃ = J (3.95)

the Helmholtz free energy can again be written as

ψ(B) = ψdil(J) + ψiso

(
I1(B̃), I2(B̃)

)
(3.96)

One option to describe the dilatational component ψdil(J) is applying the
material bulk modulus K to get:

ψdil(J) = K
[
0.5 (J2 − 1) − lnJ

]
(3.97)

Compressible Mooney-Rivlin Model

A compressible form of the Mooney-Rivlin model (3.82) can then be con-
structed by

ψ =
c1
2

(
I1(B̃) − 3

)
+
c2
2

(
I2(B̃) − 3

)
+ c3

(
J−1 − 1

)
+ c4

(
J0.5 − 1

)2
(3.98)

where

c3 =
c1
4

+
c2
2

c4 =
c1 (5 ν − 2) + c2 (11 ν − 5)

1 − 2 ν
(3.99)

Blatz-Ko Model

With the Blatz-Ko model another formulation of Helmholtz free energy for
compressible materials can be written in terms of the invariants (3.95) as:

ψ =
G

2

[
(I1(B̃ − 3) +

1 − 2ν
ν

(
J

−2ν
1−2ν − 1

)]
(3.100)

Further phenomenological formulations of constitutive equations for com-
pressible and incompressible materials can be found in Fu and Ogden [131],
Belytschko et al. [47] and Holzapfel [194]. Examples for modelling of rubber-
like materials under dynamic loading conditions using LS-DYNA have been
published by Timmel, Kaliske and Kolling [391].

Elastic Potentials Based on Statistical Mechanics

Statistical mechanics is an elegant way of linking fundamental physics ob-
served on a microscopic scale to macroscopic formulations, e.g. to consti-
tutive laws for materials. The models discussed in the previous paragraphs
for hyperelastic material behavior are all of phenomenological nature. There
is, however, a number of attempts and a whole sequence of publications on
modeling hyperelasticity, specifically the mechanical behavior of rubbery and
glassy polymers, with statistical mechanics10. In that framework, statistical
mechanics means formulating the macromolecular structure of elastomeric and
thermoplastic polymers with chain statistics.

10 To name only some key publications, the reader is referred to Kuhn [235], Wall
[414], Flory and Rehner [128], James and Guth [207], Treloar [394], Arruda and
Boyce [18], Anand [4], Anand and Gurtin [6] and Gearing [133].
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Chain Statistics to Model the Thermomechanics of Polymers

Basically, chain statistics describes an individual macromolecule as a chain of
N segments of identical length l where the links connect the segments under an
arbitrary angle. That is where the statistical component of the theory begins,
i.e. when the chain in its initial undeformed state is modeled as product of a
random walk of N steps. In the reference configuration the initial chain length
is described by

r0 =
√
N l (3.101)

In a chain with one end in the origin of a Cartesian coordinate system,
the position P (x, y, z, ) of the other end is described through a statistical
distribution. The probability p(x, y, z) of an infinitesimal rectangular block
d τ = dx, d y, d z around P (x, y, z, ), to contain the end point of the chain is
proportional to the number of segment-configurations leading into this block.
Initial solutions to describe the probability for the chain models, introduced
by Kuhn [234] as well as Guth and Mark [156], utilized Gaussian functions

p(x, y, z)dxdy dz =
b3

π3/2
e−b2(x2+y2+z2)dxdy dz (3.102)

with b2 = 3
2N l

2. An important drawback of these distributions is their lim-
itation to small chain stretches and thus total stretched chain lengths small
compared to the maximum length:

r << N l (3.103)

The distribution is further used to derive the configurational entropy of
a single chain as well as of a network of interconnected chains. Boltzmann
statistical mechanics describe the configurational entropy of a single chain as
proportional to the logarithm of the number of available configurations, where
all configurations are of equal probability for an unconfined chain. In contrast
to such an isolated chain, the cross-links of entangled, inter-connected chains
in a network, representing the structural polymer material that we want to
model, imply constraints. That means the motion of the ends of intervening
segments is restricted to a certain volume d τ leading to a configurational
entropy of a single chain of:

s = c− k b2 r2 (3.104)

with a constant parameter c and Boltzmann’s constant k. The change in total
entropy in a network of n deformed chains per unit volume is then:

ΔS =
∑

Δs = −1
2
nk

(
λ2

1 + λ2
2 + λ2

3 − 3
)

(3.105)

assuming an affine deformation of the moving chain end from x0, y0, z0 to
x, y, z with
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λi =
xi

x0
(3.106)

With the Gaussian statistics (3.102), the corresponding strain energy of the
deformed network yields:

W = −T dS =
1
2
nk T (I1 − 3) =

1
2
G (I1 − 3) (3.107)

with the first invariant of the left Cauchy-Green tensor I1 and the shear mod-
ulus G.

Since the major limitation (3.103) of the Gaussian theory is that the chain
must not approach its fully stretched length rL = N l, non-Gaussian chain
statistics were developed11 inventing modifications of the distribution. Kuhn
and Grün [236] derived a logarithmic probability distribution involving the
Langevin function allowing for a corrected representation of the limiting chain
extensibility.

The Langevin function is defined as

L(x) = coth(x) − 1/x (3.108)

An approximation of (3.108) is found in the series

〈L(x)〉 =
1
3
x− 1

45
x3 +

2
945

x5 − 1
4725

x7 + ... (3.109)

Accordingly, the inverse Langevin function can be approximated through
the series

〈L−1(x)〉 = 3x+
9
5
x3 +

297
175

x5 +
1539
875

x7 + ... (3.110)

With the Langevin statistics, the probability density (3.102) was replaced
by Kuhn and Grün through a logarithmic definition:

ln p(r) = c−N
(
r

N l
β + ln

β

sinhβ

)
(3.111)

Arruda-Boyce Eight-Chain Model

Following several other chain models, e.g. the four-chain tetrahedral model of
Flory and Rehner [128], Arruda and Boyce [18] introduced the representative
cubical volume of initial edge length a0 formed by eight chains connected
in the center (see Figure 3.4). With (3.101) the edge length in the so called
eight-chain-model described in terms of initial chain lengths by

a0 =
2√
3
r0 (3.112)

11 see Treloar [394] for detailed descriptions of both Gaussian and non-Gaussian
theories
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Macroscopic normal stretches of the representative element λ1, λ2, λ3 are re-
lated to the microscopical chain stretches via the root mean square:

λchain =
1√
3

√
λ2

1 + λ2
2 + λ2

3 (3.113)

With the length of the fully stretched chain rL = N l its maximum stretch is
λL = rL

r0
=

√
N .

Fig. 3.4. Eight chain model for rubber constitutive equations basing on chain statis-
tics (Arruda and Boyce [18]).

The sum of the entropies of the individual chains describes the total
entropy. The non-Gaussian probability distribution function (3.111) for the
length of a molecular chain allows for high chain extensions with end-to-end
distances of chain ends r close to the chain’s contour length L. After Kuhn
and Grün [236] the configurational entropy s of a stretched single chain of
current length r is

s = k

[
c−N

(
r

N l
β + ln

β

sinhβ

)]
(3.114)

with the parameter c, Boltzmann’s constant k and the inverse Langevin func-
tion β = L−1(r/Nl). The related Helmholtz free energy is described by

ψ = nk T N

(
r

N l
β + ln

β

sinhβ

)
− T c′ (3.115)
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with the additional parameter c′ and the chain density n.

In terms of the first invariant of the Cauchy-green tensor I1 and using the
first five elements of the inverse Langevin approximation, the Helmholtz free
energy for the Arruda-Boyce eight chain model can be expressed by:

ψ = G

[
1
2

(I1 − 3) +
1

20N
(
I21 − 9

)
+

11
1050N2

(
I31 − 27

)

+
19

7000N3

(
I41 − 81

)
+

519
673750N4

(
I51 − 243

)
+ ...

]
(3.116)

with the shear modulus G.

0
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1 2
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⊗
⊗

⊗

σ1 − σ2

[MPa]

λ1

λ2 = 1.984

Fig. 3.5. Principal Cauchy stress differences σ1 − σ2 under biaxial loads calcu-
lated from the Arruda-Boyce potential (3.116) with one, two and five terms in the
approximative inverse Langevin function. Comparison with experimental data (⊗:
λ2 = 1.984 ) by Jones and Treloar [219] for biaxially loaded sheets of nearly incom-
pressible rubber material using the material data given in Table 3.1.

Figure 3.5 illustrates the influence of the number of terms used in equa-
tion (3.116) to approximate the inverse Langevin function. It reflects the ap-
plication of the Arruda-Boyce potential with a chain density N = 26.5 to
describe the incompressible material investigated before in Figure 3.3 under
biaxial loads. With the incompressibility constraint λ3 = 1/(λ1 λ2) and, thus,
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the first invariant of the left Cauchy-Green tensor under incompressibility
Ĩ1 = λ2

1 + λ2
2 + (λ1 λ2)−2 yields a related formulation of the potential (3.116)

ψ̃ = p̃si(Ĩ1). The principal stresses are calculated according to (3.76) with:

σi = λi
∂ ψ̃

∂ λi
− p = λi

∂ ψ̃

∂ Ĩ1

∂ Ĩ1
∂ λi

− p (3.117)

where

∂ ψ̃

∂ Ĩ1
= G

[
1
2

+
Ĩ1

20N
+

33 Ĩ21
1050N2

+
76 Ĩ31

7000N3
+

2595 Ĩ41
673750N4

+ ...

]
(3.118)

and

∂ Ĩ1
∂ λ1

= 2
[
λ1 − (λ1 λ2)

−3
λ2

]

∂ Ĩ1
∂ λ2

= 2
[
λ2 − (λ1 λ2)

−3
λ1

]
(3.119)

Concerning the series approximation in (3.118), the calculated results show
convergence with two terms, already. Whereas the use of a single term, es-
sentially reflecting a neo-Hookean behavior, cannot reflect the cubic behavior
in λ1. This is achieved with at least two terms. Any further enhancement in
complexity yields only little improvement in the results for that load case.

Compared to the experimental data, the shape of the stress-strain curve
is well reproduced with two or more terms, where at least three terms are
needed to show the steep gradient around λ1 < 0.1. In general, the accuracy
of the model for that load case compared to the experimental data is lower
than what was achieved with the phenomenological Ogden model discussed in
Figure 3.3 but better than the Mooney-Rivlin or neo-Hookean results. Besides
that, it is superior to all other chain models (for comparison see [18]).

Anand’s Extension to Compressible Solids

The incompressible and isothermal eight-chain model discussed in the last
paragraph was generalized to compressible solids and thermal effects by Anand
[4]. Though the compressibility of rubber materials is usually not of interest
since the ratio in the typical values of shear and bulk moduli is usually in the
range of G

K ≈ 10−4, some specific applications demand for modeling the re-
lated influence. Examples are rubber O-rings and generally all highly confined
structures made from rubber.

Anand invented the application of a scalar effective distortional stretch:

λ̄∗ =
1√
3

√
V∗ V∗ =

1√
3

√
tr (U2) (3.120)
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using the distortional component V∗ of the stretch tensor V, defined by equa-
tion (2.57), to describe a related Helmholtz free energy ψ∗ = ψ∗ (λ̄∗, J, T )
and a stretch-dependent shear modulus μ = μ

(
λ̄∗, λL

)
. The resulting pres-

sure and temperature dependent constitutive equation in terms of Cauchy
stresses yields:

T = J−1 [μBp
0 + κ {lnJ − 3α (T − T0)} I] (3.121)

with temperature dependent bulk modulus κ = κ(T ) = κ0 + m (T − T0), a
constant coefficient of thermal expansion α and the deviatoric component of
the left Cauchy-Green tensor Bp

0 :

Bp
0 = Bp − 1

3
(trBp) I (3.122)

where Bp is the left Cauchy-Green tensor corresponding to the plastic defor-
mation gradient Fp:

Bp = Fp Fp (3.123)

Comparison of the model results with experimental data for incompress-
ible material behavior by Jones and Treloar [219] shows similar quality as the
eight-chain model. Comparison with experimental data on volumetric expan-
sion and compression as well as on thermal expansion of vulcanized natural
rubbers shows acceptable results, in case of large stretches and moderate vol-
ume changes very good agreement.

Further application of chain statistics and related models will be discussed
in section 3.3.7 concerned with inelastic material behavior of polymers includ-
ing softening, hardening and plastic anisotropy.

3.3 Constitutive Equations for Inelastic Deformations

Irreversible deformation of structures results from fundamental changes in
the micro-structure of the structural materials, e.g. dislocation movement,
growth and coalescence of micro-defects or disentanglement of polymer chains.
Other than elastic deformations, inelastic stress and strain states go along
with fundamental modifications of the initially unloaded material, albeit on
a molecular or crystalline scale. These variances in the material structure in
turn involve a variation of the material properties identified for the virgin
material. Prediction of stress-strain states under which these changes occur,
is an indispensable task of computational codes for application in numerical
simulation not only of crash and impact processes. Therefore, the continuum
thermo-mechanics of yield and failure need to be understood sufficiently well
to adequately choose from existing models. The following chapter shall give
an introduction to the basic terminology commonly used in the formulation
of both yield and failure criteria.
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3.3.1 Basic Terminology in Plasticity Theory

Plasticity theory provides methods to identify criteria for the initiation of
plastic yield as well as models to describe the subsequent flow behaviour in
terms of stress and strain increments. In order to determine under which stress
and strain conditions plastic yielding occurs, the material specific conditions
for inelastic, irreversible deformation need to be identified. For most materials
however, there is no precise physical threshold between pure elastic and begin-
ning plastic deformation. In fact, the co called yield criteria are conventions
upon which amount of permanent deformation is regarded as yield start. An
example for such a commonly used convention is the σY 02-threshold defining
beginning plastic flow in a uniaxial tension test as the stress-strain location for
which after total unloading εpl = 0.2 % plastic strain remain in the sample.
As illustrated in Figure 3.6, this threshold can be identified by a parallel shift
of the initial elastic slope in the one-dimensional stress strain curve. Though a
first, in the stress strain graph visible, deviation from linear elasticity occures
at point A, this convention defines point B as yield point with an initial yield
stress σ0

Y 02. Complexity in this seemingly simple identification of the plastic
threshold rises when the material is non-linear elastic, e.g. to be observed in
polymers, or when the material is of visco-elastic nature as well as whenever
dynamic material tests involve acceleration and wave effects that superimpose
the measured signals.

Also, Figure 3.6 shows a simplification in the so called perfectly plastic
behaviour which is sometimes applied when maximum expected strains are
close to the initial yield strain or when first occurrence of plastic zones shall
terminate the calculation. More realistic material behaviour changes the ini-
tial yield stress that was found in point B. When a material sample with
the illustrated behaviour was loaded to position C, then unloaded along the
shifted line of elasticity and reloaded again, a new yield stress would be found
in σC . In the one-dimensional case, this strain hardening or work hardening
called effect shifts the yield point and leads to either isotropic or kinematic
hardening. Both forms of hardening are sketched in Figure 3.7 where identical
absolute values for initial yield stresses under tension and compression are
assumed.

Before several selected yield conditions and flow rules can be introduced,
some basic terminologies to describe them need to be defined.

Planes and Surfaces in the Principal Stress Space

Since material models for computational structural dynamics need to be for-
mulated for three-dimensional applications, the related plasticity concepts
take shapes in the six-dimensional stress and strain spaces. For isotropic
materials the models can be formulated in a more plausible way in the
three-dimensional principal stress space. This geometrical representation was
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Fig. 3.6. Idealized linear perfectly plastic behaviour, realistic strain hardening and
definition of an 0.2 percent plastic strain threshold for initial plastic yield .

suggested by Haigh [157] and Westergaard [418] which is the reason why the
principal stress space is also called Haigh-Westergaard space. Its spatial diag-
onal

σ1 = σ2 = σ3 =
1
3
J1 (3.124)

depicts the states of pure hydrostatic stresses ( S1 = S2 = S3 = 0 ) and is
therefore called hydrostatic axis. Any plane that is normal to one of the four
spatial diagonals in the principal stress space is called octahedral plane. For
each of the eight families of octahedral planes we find

± σ1 ± σ2 ± σ3 =
√

3ξ (3.125)

where ξ is the distance between the plane and the origin of the stress space and
also called the first Haigh-Westergaard coordinate (see the next paragraph).
The normal and shear stresses on and in an octahedral plane are

σoct =
1
3

(σ1 + σ2 + σ3) =
1
3
I1 (3.126)

and

τoct =
1
3

√
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2 =

√
2
3
J2 (3.127)
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Fig. 3.7. Isotropic (A) and kinematic (B) strain hardening effect under uniaxial
cyclic loading and unloading to tension and compression.

The family of octahedral planes normal to the hydrostatic axis

σ1 + σ2 + σ3 =
√

3ξ (3.128)

are called deviatoric planes and the one deviatoric plane that contains the
origin ( ξ = 0 ) is called π-plane.

Haigh-Westergaard Coordinates

As already mentioned before, the radial distance of a deviatoric plane to the
origin of the principal stress space along the hydrostatic axis is defined with
the first Haigh-Westergaard coordinate ξ defined according to (3.125) as:

ξ =
1√
3

(3.129)

Illustrated in Figure 3.9, the second Haigh-Westergaard coordinate ρ leads
from the the end point P in the deviatoric plane defined by ξ to the border
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Fig. 3.8. Definitions of the hydrostatic axis, deviatoric planes, octahedral planes
and π-plane in the principal stress space.

of the yield surface in that plane. As a consequence from the definition of the
deviatoric planes (3.128), any stress vector pointing from the hydrostatic axis
to a position in the same deviatoric plane, e.g. vector P̄Q in Figure 3.9 (A),
can be represented by a deviator as:

P̄Q = (S1, S2, S3) (3.130)

Accordingly, the magnitude of coordinate ρ in a given plane is expressed
through the deviatoric stress components, the second invariant of the deviator
or the octahedral shear stress, respectively, as:

ρ =
√
S2

1 + S2
2 + S2

3 =
√

2 J2 =
√

3 τoct (3.131)

The remaining third coordinate denotes the angle θ under which ρ points to
the yield surface. Where the definition of the direction θ = 0◦ is such that it
coincides with the direction of the projected first principal stress axis σ′1 into
the deviatoric plane. Thus, the third Haigh-Westergaard coordinate can be
expressed through12 :

cos θ =
√

3
2

S1√
J2

(3.132)

or

cos 3 θ =
3
√

3
2

J3

J
3/2
2

(3.133)

12 For detailed geometrical derivations and further expressions for yield loci in the
principal stress space the reader may be referred to Chen and Han [86] as well as
Khan and Huang [223]
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Fig. 3.9. (A) Illustration of the Haigh-Westergaard coordinates ξ, ρ and θ in the
principal stress space and example meridian as intersecting line of a meridian plane
θ = const. with the yield surface. (B) Projections σ′

i of the principal stress axes
into the deviatoric plane with positions of the tensile meridian θ = 0◦, ρT , shear
meridian θ = 30◦, ρS and compressive meridian θ = 60◦, ρC .

Meridians

Planes perpendicular to the deviatoric planes and passing the hydrostatic
axis at angles θ = const. are called meridian planes. The intersecting line of
a meridian plane with a yield surface is called meridian. Magnitudes of the
coordinate ρ along a certain meridian, specifically under the angles θ = 0◦,
θ = 30◦ and θ = 60◦, offer important information on the yield behaviour.
That is due to the fact that the following stress conditions are found along
these meridians:

• Positions along the 0◦-meridian represent hydrostatic pressure states (de-
pending on the coordinate ξ) superimposed by uniaxial tensile stresses:
σ1 > σ2 = σ3 which for pure uniaxial tension becomes: σ2 = σ3 = 0.

• The 30◦-meridian represents hydrostatic pressure states superimposed by
pure shear: σ1 − σ2 = σ2 − σ3 with σ1 > σ2 > σ3

• and finally, uniaxial compression in the presence of hydrostatic pressure is
represented along the 60◦-meridian with σ1 = σ2 > σ3.

For isotropic materials, only the section between θ = 0◦ and θ = 60◦ needs
to be investigated experimentally since material symmetry expresses itself in
the symmetric shape of the residual section.
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With the Haigh-Westergaard coordinates (ξ, ρ, θ) principal stress space
related yield surfaces can be described. Of specific interest is the (ξ, ρ)-plane
when the positive rho-direction is associated with θ = 0◦ and the negative rho-
direction with θ = 60◦ since then the tensile and compressive yield behaviour
is illustrated in dependency to the superimposed hydrostatic pressure. An
example for graphical illustrations of that type is shown in Figure 3.11.

3.3.2 Selected Yield Criteria

In this section, mathematical tools to model irreversible plastic deformation
will be collected. For that purpose, yield functions will be used to identify be-
ginning plastic deformation. Subsequent stress and strain conditions described
by so called flow rules will be discussed in the next section.

In the general six-dimensional stress space a hypersurface describes the
entirety of all possible stress states corresponding to plastic yield. The yield
function F (σij) is defined to equal zero on the yield surface

F (σxx, σyy, σzz, σxy, σxz, σyz, ) = 0 (3.134)

and to be less than zero for elastic stress states:

F (σij) < 0 . (3.135)

More evidently, a surface in the three-dimensional principal stress space sepa-
rates elastic from plastic stress states for isotropic materials, describing yield
stress states by

F (σ1, σ2, σ3) = 0 (3.136)

Utilization of the Haigh-Westergaard coordinates leads to formulations of yield
conditions as

F (ξ, ρ, θ) = 0 (3.137)

Very common to the formulation of yield and fracture surfaces in the principal
stress space is also the use of the invariants of the stress tensor:

F (I1, I2, I3) = 0 (3.138)

Pressure Independent Isotropic Formulations

Early experimental investigation of metal plasticity, e.g. Hill [184] showed
that there is no pressure dependency and no purely pressure induced yielding
even under hydrostatic pressure in the kilobar regime13. The observation of
that plastic incompressibility leads to the reduced formulation of pressure
independent yield criteria through the second and third deviator invariants:
13 Bridgeman [67] tested at hydrostatic pressure of 25 [kbar]
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F (J2, J3) = 0 (3.139)

Two early developed criteria which are still found as standard models to date
are the pressure independent formulations after von Mises and Tresca, respec-
tively. The von Mises criterion14 [280] bases on the further assumption that
besides the independence on the hydrostatic pressure (3.139) also the third
invariant has no influence:

F (J2) = 0 (3.140)

Translated into Haigh-Westergaard coordinates, equation (3.140) means that
the resulting yield surface has equal radial loci over the angle θ and is therefore
a circle in the deviatoric plane and a circular cylinder in the principal stress
space. The resulting octahedral shear stress criterion is therefore:

J2 − κ2 = 0 (3.141)

where the radius of the cylinder is

r =
√

2κ (3.142)

and its projection into the two-dimensional plane stress surface σ1, σ2 forms
an ellipse:

σ2
1 − σ1 σ2 + σ2

2 = 3 κ2 (3.143)

Under one-dimensional stress conditions as present in a standard uniaxial
tension test, the limit stress σY is found to be

σY =
√

3κ (3.144)

whereas in a pure shear stress test, the parameter κ is identified directly in
the yield stress

τY = κ (3.145)

A combined axial tension and torsion test with a cylindrical material sample
delivers critical yield values

1
3
σ2 + τ2 = κ2 (3.146)

The other very famous criterion was proposed already 1864 by Tresca
[395] for granular and soil material. It differs from the von Mises criterion
with respect to the dependency on the third invariant. Formulated not as
octahedral shear stress criterion but as maximum shear stress model:

τmax = κ (3.147)

14 As Khan [223] points out, the so called von Mises criterion ”in fact was first
published by Huber [199], and there is evidence that even earlier, in 1856, Maxwell
came up with this criterion in a letter to Kelvin (Bell 1973)” [41].
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it shapes a hexagon in the deviator plane ( compare illustration in Figures 3.8
and 3.12) as well as in the plane stress state:

σ1 − σ2 = ±2 κ (3.148)

From a uniaxial stress test κ is determined through

κ =
σY

2
(3.149)

and from a shear test by
κ = τY (3.150)

In case of the Tresca criterion, a combined axial tension and torsion test shows
critical yield values at

1
4
σ2 + τ2 = κ2 (3.151)

Pressure Dependent Isotropic Formulations

Though for metals the influence of hydrostatic pressure on the yield locus can
be neglected, there are many materials , e.g. concrete, rock or other geological
materials, for which the yield criterion or the failure model must describe an
influence of that kind. Specifically some simple formulations for the simulation
of dynamic loading situations in concrete often use a so called tensile cutoff
which is a combination of either the von Mises or the Tresca criterion with
the Rankine maximum principal stress criterion. The latter forms three planes
perpendicular to the principal stress axes:

σ1 = σ0, σ2 = σ0, σ3 = σ0 (3.152)

represented by a triangle in the deviatoric plane (compare Figure 3.12) leading
to the surface √

2 ρcos θ + ξ −
√

3σ0 = 0 (3.153)

where σ0 is the critical stress to failure in any of the principal stress directions.

A generalized version of the Tresca criterion can be found in the Mohr-
Coulomb formulation which assumes, like the Tresca model, that the maxi-
mum shear stress is the decisive parameter for yielding or failure. It is based
on the Coulomb rule which considers a minimum amount of shear stress nec-
essary to allow for slip in the material, e.g. in soil material, that depends upon
the cohesion C and on the normal pressure σn:

τ = C − σn tanφ (3.154)

where φ represents the angle of internal friction15. A common depiction of the
cohesion and the friction angle uses the plane formed by an equivalent stress,
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Fig. 3.10. Coulomb type yield criterion depicted in the von Mises equivalent stress
- hydrostatic pressure plane with the cohesion parameter C and the friction angle
φ.

usually the von Mises stresses, and the hydrostatic pressure p. A schematic
example is given in Figure 3.10.

The mathematical description of the resulting hexagonal Mohr-Coulomb
surface in the principal stress space can be expressed through:

1
3
I1 sin φ+

√
J2 sin

(
θ +

π

3

)
+

√
J2

3
cos

(
θ +

π

3

)
sin φ− c cos φ = 0 (3.155)

or alternatively:
√

2 ξ sin φ+
√

3 ρ sin
(
θ +

π

3

)
+ρ cos

(
θ +

π

3

)
sin φ−

√
6c cos φ = 0 (3.156)

Knowing the yield stresses σT and σC from uniaxial tension and compres-
sion tests, respectively, the parameters c and φ can be derived as follows:

φ = sin−1 σC − σT

σC + σT
(3.157)

15 Detailed derivations and graphical explanations through Mohr’s circle are found
in textbooks on plasticity, e.g. Khan [223]
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c =
σT (1 + sinφ)

2 cosφ
(3.158)

Another straight forward way to model the pressure influence can be
achieved by adding a term to the von Mises criterion that depends on the
first stress tensor invariant. This leads to the Drucker-Prager model that can
be written as:

α I1 +
√
J2 − κ = 0 (3.159)

Formulated with the Haigh-Westergaard coordinates the criterion is written
as: √

6α ξ + ρ−
√

2κ = 0 (3.160)

With that modification the yield surface takes the shape of a circular cone as
illustrated in Figure 3.11. In a plane stress state σ3 = 0 the Drucker-Prager
surface forms an ellipse described by:

α (σ1 + σ2) +

√
1
3

(σ2
1 − σ1σ2 + σ2

2) − κ = 0 (3.161)

Again, two experiments are needed to derive the parameters α and κ. The
relation to the Mohr-Coulomb parameters is as follows:

α =
2 sinφ√

3 (3 ∓ sinφ)
(3.162)

κ =
6 c cosφ√

3 (3 ∓ sinφ)
(3.163)

where, in the denominator, the minus signs account for Drucker-Prager circu-
lar cone coincident with the outer apexes of the Mohr-Coulomb hexagon and
the plus signs represent coincidence with the inner apexes.

An often applied isotropic yield surface model that is quadratic in the
stress is:

σT Fσ + Bσ + F0 ≤ 0 (3.164)

where σ, F and B using a Voigt notation (3.35) can be written as:

σ =

⎡
⎢⎢⎢⎢⎢⎢⎣

σxx

σyy

σzz

σxy

σyz

σzx

⎤
⎥⎥⎥⎥⎥⎥⎦

F =

⎡
⎢⎢⎢⎢⎢⎢⎣

F11 F12 F12

F12 F11 F12

F12 F12 F11

F44

F44

F44

⎤
⎥⎥⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎢⎢⎣

F1

F1

F1

0
0

0

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.165)
To guarantee an equivalence of pure shear with a biaxial tension-compression
state,

F44 = 2 (F11 − F12) (3.166)
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Fig. 3.11. Pressure dependent yield surfaces after Drucker-Prager and Mohr-
Coulomb in the principal stress space with their corresponding tensile and com-
pressive meridians plotted in the ρ − ξ-planes.

must be required to the parameters. Using the invariants I1 and J2 (3.164)
can also be formulated as:

J2
2 +A0 +A1 I1 −A2 I

2
1 ≤ 0 (3.167)

where the coefficients Ai are identified by:

A0 = F0 A1 = 3F1 A2 = 9 (1 − F11) (3.168)

To determine these parameters, three material tests under uniaxial tension,
uniaxial compression and simple shear are needed, respectively. The correla-
tion between the the yield stress σt, σc and σs derived in the tests and the
coefficients is found in:

A0 = 3σ2
s A1 = 9σ2

s

σc − σt

σcσt
A2 = 9

σcσt − 3σ2
s

σcσt
(3.169)

Formulations to Model the Influence of Stress Triaxiality

The dependency of the surface of critical stresses on the third invariant and
thus on the angle θ can be an important aspect for materials with strongly
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different yield or failure thresholds under tensile and compressive stress states,
respectively. That is another reason why the Tresca criterion is often applied
to soil materials. A disadvantage of the Tresca as well as of the Mohr-Coulomb
models is, however, the non-continuous characteristic at angles which are mul-
tiples of 60◦, the edges of compressive meridians. For implementation in codes
a smooth continuous shape of the yield or failure surface avoids difficulties with
discontinuities in the return algorithms discussed later.

Fig. 3.12. Dependence of yield criteria on the third invariant illustrated in the
deviator plane.

An example three invariant criterion with a continuous surface is the Ot-
tosen four parameter model :

a J2 + λ
√
J2 + b I1 − 1 = 0 (3.170)

where the third invariant is expressed through the function λ:

λ =

⎧⎨
⎩
k1 cos

[
1
3 cos−1 (k2cos 3 θ)

]
for cos 3θ ≥ 0

k1 cos
[

π
3 − 1

3 cos−1 (k2cos 3 θ)
]

for cos 3θ < 0
(3.171)

with the material constants a, b, k1 and k2.
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Chen and Han [86] discuss the Ottosen model, find good correlation with
experimental data but the lambda expression somewhat ”quite involved”. Be-
sides other alternatives, they also point out the quality of the Willam-Warnke
five parameter model :

a+ a1ρT + a2ρ
2
T − I1

3
= 0 (3.172)

a+ b1ρC + b2ρ2C − I1
3

= 0 (3.173)

with the parameters a, a1,a2, b1 and b2.

Fig. 3.13. General shape of the pressure dependent yield surfaces as described with
the Willam-Warnke and Ottosen models, respectively, sketched in the principal
stress space with their corresponding tensile and compressive meridians plotted in
the ρ − ξ-planes.

Criteria for Anisotropic Behaviour

So far we discussed isotropic criteria for plastic flow or fracture. For materi-
als with anisotropic strength behaviour corresponding formulations of yield
surfaces F (σxx, σyy, σzz, σxy, σxz, σyz, ) = 0 exist. A quadratic formulation for
orthotropic materials was identified by Hill [183] as

F (σyy − σzz)
2 +G (σzz − σxx)2 +H (σxx − σyy)2 +Lσ2

yz +Mσ2
zx +Nσ2

xy = 1
(3.174)

where the material constants F , G, H, L, M and N are to be charac-
terized by three uniaxial tension tests along the three principal directions of
orthotropy together with three pure shear tests on the orthogonal planes of
anisotropy. The correlation between the test results and Hill’s material param-
eters is explicated in (6.56) where the model is further discussed to describe
failure mechanisms in fibre reinforced plastics. In the same chapter 6.3.1 ad-
ditional anisotropic formulations are presented.
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3.3.3 Flow Rules

Once a criterion for the initiation of plastic flow is fulfilled, the subsequent
paths of stress and strain in terms of inelastic deformation and the result-
ing changes in shape of the yield surface must be described. Only under the
idealization of assumed perfectly plastic behaviour (see Figure 3.6 ) the yield
surface does not change upon loading and unloading and the yield stress
stays constant. In reality either strain hardening (metals) or strain softening
(geological, or soil materials) or combinations of both forms (thermoplastic
polymers) are observed.

Isotropic Hardening

Isotropic hardening expands the initial yield surface f(σ) = 0 isotropically
and is described by

f(σ) − κ(α) = 0 (3.175)

where κ is a monotonically increasing function of the hardening parameter
α. That hardening parameter can either be described through the effective
plastic strain α = ε̄p or via the total plastic work α = Wp. The first form is
called the strain-hardening hypothesis, the second one is the work-hardening
hypothesis (see e.g. Khan and Huang [223] for details).

Kinematic Hardening

Under kinematic hardening a translation of the yield surface in the stress
space is understood where the shape and size of the surface remain constant.
The change from an initial yield surface f(σ) = 0 is described by the so called
back stress tensor σB that leads to subsequent yield surfaces after loading and
unloading:

f(σ − σB) = 0 (3.176)

A linear hardening rule, e.g. proposed by Prager [306], leads to an evolution
formulation for the back stress tensor through a constant parameter c:

dσB ij = cd εpij (3.177)

A nonlinear kinematic hardening rule has been suggested by Armstrong and
Frederick using the material parameters c1 and c2 and the equivalent plastic
strain ε̄ij :

dσB ij =
2
3
c1 d εpij − c2 σB ij d ε̄ij (3.178)

Linear kinematic hardening shifts the center of the yield surface up and down
on the same line for loading and unloading, respectively. Nonlinear kinematic
hardening of the type (3.178) shifts the surface on a nonlinear path for loading
and on a different, linear one, for unloading16.
16 See the derivation and graphical illustration in Wu [429], pp. 299 f
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Associated and Non-Associated Flow Rules

An important law that classifies materials, or better material behavior, for
the treatment by methods of classic plasticity theory is Drucker’s postulate.
It is not a physical or thermodynamical law but a condition for describing
plasticity with the related theory. The postulate, in its original formulation
involves quasi-cycles of load and demands for positive changes in plastic work
for any quasi-cycle. A more practicable formulation of the postulate demands
for a convex yield surface and normality of the flow rule, i.e. plastic strain
increments normal to the yield surface. Mathematically these two conditions
for stable material can be formulated by:

dσij d εpij > 0 (3.179)

and
d εp = dλ

∂ f

∂ σ
(3.180)

with a scalar function of proportionality dλ. If the yield surface is described
by a yield function f(σ, qi) = 0 with hardening parameters qi to distinguish
between elastic and plastic stress states then the derivative ∂ f

∂ σ describes the
surface normal on the yield surface. Thus, equation (3.180) demands that
plastic strain increments are of coinciding direction with the plastic stress in-
crements.

Plastic behavior that is described with the flow rule (3.180) is called asso-
ciated flow. If a function g(σ) is defined as plastic potential, then a flow rule
describing increments in plastic strain by:

d εp = dλ
∂ g

∂ σ
(3.181)

is called non-associated flow rule.

Consistency Condition

Basically, the yield function f is negative for elastic states. Furthermore, the
change of the Lagrange multiplier dλ is zero in the elastic regime since, only
then the yield surface remains constant. On the other hand, given a current
stress state to be plastic (f = 0), the further loading or unloading, and ac-
cordingly the hardening effects, are described through the conditions:

f = 0 d f = f(σ + dσ) =
∂ f

∂ σ
dσ = 0 (3.182)

for loading, and

f = 0 d f = f(σ + dσ) =
∂ f

∂ σ
dσ < 0 (3.183)
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for unloading. Both, loading and unloading, can be described through the so
called Kuhn-Tucker conditions:

dλ ≥ 0, f(σ) ≤ 0, dλ f(σ) = 0 (3.184)

The last condition in (3.184) is called consistency condition. It means that

• whenever plastic flow is happening (dλ > 0), the stress state must be
located on the yield surface (f(σ) ≡ 0) and,

• on the other hand, when the stress state is elastic (f(σ) < 0), then no
plastic flow can occur (dλ = 0)

and is used to determine the value of dλ. For an arbitrary flow rule and
hardening behavior described by f(σ, εp, qi) = 0, the increment in the yield
function is zero d f = 0 for an infinitesimal change from one plastic state to
another plastic state:

d f =
∂ f

∂ σij
dσij +

∂ f

∂ εpij
d εpij +

∂ f

∂ qi
d qi = 0 (3.185)

Using (3.180) we find

d f =
∂ f

∂ σij
dσij + dλ

∂ f

∂ εpij

∂ f

∂ σij
+
∂ f

∂ qi
d qi = 0 (3.186)

that leads to

dλ =
∂ f
∂ qi

d qi + ∂ f
∂ σij

dσij

− ∂ f
∂ σkl

∂ f
∂ εp

kl

(3.187)

3.3.4 Strain Rate Dependent Yield Criteria

Inelastic deformation behavior of many materials depends on the deformation
rate. For application to dynamic processes, e.g. impact or deep drawing of
metals, strain rate dependent formulations of yield criteria, as well as of other
mechanical properties, are of interest. Various formulations are implemented
in commercial codes with explicit time integration. An overview and critical
discussion of some typical models for strain rate dependent plasticity models
is given in the following.

Phenomenological Plasticity Models

Johnson-Cook Model

A typical phenomenological model is the Johnson-Cook [214] strain, strain
rate and temperature dependent yield model:
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σY =
(
σ0 +B ε̄np

) (
1 + C ln ˙̄ε∗p

)
(1 − T ∗m) (3.188)

with the equivalent plastic strain ε̄p, the equivalent plastic strain rate

˙̄ε∗p =
˙̄εp
ε̇0

(3.189)

normalized to ε̇0 = 1 s−1 and with the homologous temperate

T ∗ =
T − TA

TM − TA
(3.190)

where TA is the ambient or reference temperature and TM the melting tem-
perature. The five parameters σ0, B, n, C, m allow for a description of strain
hardening as well as strain rate and temperature dependency. The first three of
them can be derived from quasi-static tension tests at constant strain rate. The
strain rate parameter C is identified through dynamic tension tests at varying
strain rates, e.g. using servo-hydraulic facilities, drop towers, Hopkinson-Bars
or Taylor tests.

Since temperature influences in the course of dynamic characterization
tests are hard to separate from the rate effects, the temperature influence rep-
resented through the third term in the Jonson-Cook model is often omitted.
Measured stress-strain curves are accordingly fitted by the first two terms and
the influences of strain rate and temperature modeled without discrimination.

A critical point of discussion is the range of strain rates over which the
Johnson-Cook model is applicable17. The formulation (3.188) was originally
derived to account for experimental results from quasi-static to moderate dy-
namic strain rates measured with servo-hydraulic facilities, Hopkinson bars
and Taylor tests. Clearly the spectrum of available test types and results de-
fines the quality of the analytical fit and flyer plate tests results for strain
rates up to 106 s−1 were not used in the course of the model’s derivation.
Pronounced nonlinearities in the yield stress for strain rates of 105 s−1 and
beyond are, thus, always a problem for that model due to the logarithmic for-
mulation of the strain rate sensitivity. This becomes apparent with the data
given in Figure 3.14 where the Johnson-Cook model is apparently limited to
strain rates up to 104 s−1.

Based on these findings, Rohr [331] proposed a modified Johnson-Cook
model with an initial yield stress σ0( ˙̄εel) depending on the equivalent elastic,
not plastic, strain rate. In addition, the modified model allows for an improved
representation of measured temperature dependence of the yield stresses, ob-
served in the case of steel (35NiCrMoV109):
17 This topic is for example discussed in Meyers [276], Zukas et al. [436] and Rohr

[331]
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σY = σ0 (1 +A ln ˙̄εel) (1 − T ∗m1) +Bε̄nel

(
1 − T ∗m2(T )

)
(3.191)

where the initial yield stress for the investigated steel is found to be

σ0 = σ0( ˙̄εel) =
{

755[MPa] for ˙̄εel ≤ 2 · 103s−1

280[MPa] for ˙̄εel > 2 · 103s−1 (3.192)

with a parameter A also depending on ˙̄εel according to

A( ˙̄εel) =
{

0.015 for ˙̄εel ≤ 2 · 103s−1

0.27 for ˙̄εel > 2 · 103s−1 (3.193)

Constants B and n were identified to be:

B = 570 [MPa] n = 0.39 (3.194)

The temperature dependency is described by parameters m1 = 1.15 and:

m2(T ) =
{

0.8 for T ≤ 623 [K]
−0.0028T + 2.52 for T > 623 [K] (3.195)

, respectively.
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Fig. 3.14. Strain rate sensitivity in the yield stress of a 35NiCrMoV109 steel mod-
elled with Johnson-Cook (dashed line) and Zerilli-Armstrong (solid line) models
(Data courtesy of Rohr [331]).
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Steinberg-Cochran-Guinan Model

Another empirical yield model was introduced by Steinberg, Cochran and
Guinan [365] . It does not contain any strain rate dependency in its original
version. Instead it is formulated explicitly for metals at the high strain rate
regime of ε̇ ≥ 105 [s−1]:

σY = σY,0(εp)
G(p, T )
G0

(3.196)

using a pressure and temperature dependent shear modulus G(p, T ):

G(p, T ) = G0

{
1 +A

p

η1/3
−B(T − 300)

}
(3.197)

A =
1
G0

∂ G

∂ p
(3.198)

B =
1
G0

∂ G

∂ T
(3.199)

η =
V0

V
(3.200)

Later, a modified version was presented by Steinberg and Lund [366] contain-
ing a strain rate dependency according to:

σY = {σY,T (ε̇p)+} (3.201)

with the thermally activated yield stress σY,T implicitly defined through

ε̇p =
1

1
C1

exp
[

2 Uk

k T

(
1 − σY,T

σp

)2
]

+ C2
σY,T

(3.202)

with parameters C1 and C2 depending on the dislocation density, the Burgers
vector and the Debey frequency.

Physical Based Yield Models

Zerilli-Armstrong Formulation

Zerilli and Armstrong [434] continued the partly physical path of Steinberg
and Lund to propose a physically based model for Armco iron that considers
the specific differences in its plastic behavior depending on whether it is body-
centered cubic (bcc) or face centered cubic (fcc). Their model bases on the
dislocation motion and describes the yield stresses for bcc and fcc Armco iron,
respectively, by:
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σY,bcc = σG + C1 exp (−C3 T + C4 T ln ε̇) + C5 ε
n + k d−

1
2 (3.203)

and

σY,fcc = σG + C2

√
ε exp (−C3 T + C4 T ln ε̇) + k d−

1
2 (3.204)

with athermal, strain rate and temperature independent initial yield stress
σG and a set of parameters Ci describing the strain rate and temperature
dependent behavior.

3.3.5 Plasticity Effects at Shock Compression States

Dynamic compressive behavior of materials at strain rates in the regime of
106 [s−1] is typically testes with shock loading devices, e.g. the flyer plate
test to be discussed later. Results from that kind of material tests show an
elastic-plastic characteristic which is at least for metals surprising at first
glance. These tests are performed to characterize materials with respect to
their equation of state properties and, thus, describe hydrostatic compressive
behavior. Having that in mind, effects of plasticity appear strange at first,
since we are used to assume plastic incompressibility (3.139) for many mate-
rials.

The mentioned effect is, however, not in contradiction to our traditional
understanding. The reason is that the shock loading tests are performed in
a way that a uniaxial strain state is initiated in the specimen, say in the
xx−direction:

εxx �= 0 εyy = εzz = 0 (3.205)

On the other hand, the stress state in the sample is described by

σxx = (λ+ 2μ) εxx σyy = σzz = λ εxx (3.206)

Due to the uniaxial strain state, the yield stress σY can be described with
both the von Mises (3.140) and the Tresca model (3.147) through the related
strain state as:

σY = σHEL = 2μ εxx (3.207)

Its affiliation with shock loading conditions lead to the name Hugoniot elastic
limit for that yield stress.

The stress state (3.206), in turn, defines a hydrostatic pressure at the
position of the shock wave of:

p =
1
3

(σxx + σyy + σzz) =
(
λ+

2
3
μ

)
εxx (3.208)

With equations (3.207) and (3.208) the stress component in xx−, or shock-
direction, is defined as:
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Fig. 3.15. Schematic illustration of plasticity effects under shock loading situations
with a characteristic Hugoniot elastic limit.

σxx = p+
4
3
μ εxx = p+

2
3
σHEL (3.209)

Figure 3.15 illustrates the relations schematically. Further detailed intro-
duction to the nature of shock wave conditions and the meaning of Hugoniot
lines will be provided in chapter 4. Figure 3.16 gives an impression on how
precise shock load application can be uses to derive dynamic yield strength
data provided a related fast instrumentation is applied. The graphs show free
surface velocities measured by Rohr [331] on the rear side of 3 [mm] thick
35NiCrMoV109 steel samples. They were impacted by 1.5, 3 and 8 [mm]
thick flyer plates at velocities between 588 [m s−1] and 1027 [m s−1].

The Hugoniot elastic limit is characterized by the first velocity step in the
curves, denoted as Hugoniot elastic limit speed vHEL. The relation between
σHEL and vHEL is described with the longitudinal sound speed cL as:

σHEL =
1
2
ρ cL vHEL (3.210)

Since the Hugoniot elastic limit is a property related to a three-dimensional
stress state (3.208), another relation is needed to compare it to yield stresses
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Fig. 3.16. Measured free surface velocities in flyer plate tests with 35NiCrMoV109
steel samples of 3 [mm] thickness. Projectile plates were 1.5, 3 and 8 [mm] thick,
respectively. Impact velocities ranged from 588 [ms−1] to 1027 [ms−1]. (Reprinted
with permission from Rohr [331])

σY −1D under uniaxial stress states:

σY −1D =
1 − 2μ
1 − μ σHEL (3.211)

Table 3.2 reflects the strain rate dependency in the Hugoniot elastic limit
and the uniaxial yield stress derived according to (3.211) for the steel inves-
tigated by Rohr.

Measured data of Hugoniot elastic limits for many materials can be found
in literature. Excellent data are for example provided for Tungsten and Tan-
talum along with comparing data under quasi-isentropic loading conditions
by Chhabildas and Barker [89] and in Chhabildas and Asay [88].

3.3.6 Meso-Mechanical Calculation of Yield Loci

Experimental methods to characterize material behavior and to identify the
parameters needed in the mathematical formulations of constitutive laws are
sometimes limited. An example for such limitations is the measurement of
yield loci under complex loading conditions, e.g. hydrostatic tension or com-
binations of hydrostatic and arbitrary deviatoric stresses. Numerical simula-
tion can support in such situations, provided a sufficient basic knowledge of
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Table 3.2. Strain rate dependency of the Hugoniot elastic limit σHEL and the
related uniaxial yield stress σY in 35NiCrMoV109 steel measured by Rohr [331].

Impact velocity [ms−1] 588 713 908 918 1027

σHEL [MPa] 2089 2106 2193 2296 2406

σY [MPa] 1235 1245 1297 1358 1423

ε̇ 105 [s−1] 5.53 5.65 5.80 13.1 17.8

the investigated material is at hand. If for example the inelastic behavior of
a composite material is of interest and the individual material properties of
the components, e.g. matrix and fiber or aggregate, are sufficiently charac-
terized, then a meso-mechanical simulation of the composite material can be
performed to numerically identify composite properties.

(A) (B) (C)

Fig. 3.17. Derivation of a meso-mechanical discretization of aluminum foam sam-
ples utilizing results from X-ray tomography. (A): Slice data from X-Ray scans, (B):
Mapping of the scanned data into a 3D grid, (C): Local grid resolution in the chosen
model. (Reprinted with permission from Wicklein [420]).

An exemplary procedure of such a meso-mechanical simulation for the pur-
pose of characterizing the yield stress locus of aluminum foam under complex
stress states was performed by Wicklein [420]. The basic matrix material alu-
minum was characterized in terms of its elastic plastic and failure behavior.
Samples of the foam were investigated by X-ray tomography providing full
three dimensional information on the distribution and size of pores in foam
samples. These samples were then tested under not so complex loading condi-
tions, e.g. uniaxial compression, uniaxial tension or confined compression. The
same test conditions were applied as boundary conditions in meso-mechanical
simulations with the information from the X-ray scans for the discretization
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of the samples. Figure 3.17 illustrates the derivation of a meso-mechanical
discretization of foam samples utilizing results from X-ray scans. The results
of both the tests and the simulation were then used to compare and validate
the material model for the matrix material. With that validated model in turn
complex loading conditions were applied to further characterize the foam ma-
terial.

With the results from various meso-mechanical simulations a complex an-
alytical yield locus was derived. The relation between numerical results and
analytical fit is shown in Figure 3.18. Its shape in the principal stress space
along with the deformed shapes after strain hardening is illustrated in Figure
3.19.

Fig. 3.18. Results of the meso-mechanical simulation under tension, compression
and shear along with analytical fits to describe the yield locus. (Reprinted with
permission from Wicklein [420])

An application of the Wicklein model for simulations of foamed aluminum
under dynamic loading conditions is illustrated in Figure 3.20. A cylindri-
cal sample of the characterized aluminum foam material was impacted at 15
ms−1. Clearly, the continuum model assuming homogeneity of the material
cannot reflect localized processes originating from inhomogeneities in the real
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Fig. 3.19. Yield locus in its initial shape (A), after strain hardening (B), and after
failure with respect to tensile (C) and shear (D) loads. (Reprinted with permission
from Wicklein [420])

structure. However, the simulation using the numerically derived material
model is able to describe the crushing behavior of the material, as illustrated
by the force time graphs in Figure 3.21. Clearly, the overall behaviour in terms
the structure’s energy absorption as well as the force-time history at which it
takes place is well predicted.

3.3.7 Polymers - Nonlinear Elasticity, Initial Plastic Softening,
Visco-Plastic Hardening

There is a big variety of polymeric materials which are macromolecular con-
figurations of long, randomly twisted, possibly entangled and interconnected
chains. A material specific temperature, the so called glass transition temper-
ature, separates the so called glassy state, i.e. a solid phase, from the rubbery
which can be described as a viscous fluid type phase. With respect to the
molecular structure, three basic groups of polymers are distinguished18:

• Thermoplastics, consisting of long non-linked molecular chains arranged in
an amorphous, i.e randomly oriented, or partly directed manner. Depend-
ing on whether such distinct local zones of preferred molecular orientations
exist, the thermoplastics are called semi-crystalline or amorphous, respec-
tively.

18 For detailed introductions to he physics of polymers see for example Sperling
[362] or Strobl [377]
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Fig. 3.20. Comparison of experimental and numerical results for the crushing of a
cylindrical specimen made from the aluminum foam at 15 m s−1. As a consequence
of the homogenization in the model, loacal effects cannot be simulated. (Reprinted
with permission from Wicklein [420])

• Elastomers are rubber materials always showing amorphous structure.
Their typical wide meshed intermolecular covalent cross-links of the enable
a large nonlinear elasticity.

• Duromers display a even closer volumetric network of cross-links between
the molecular chains. That leads to higher stiffnesses and a much more
brittle behavior compared to thermoplastics and elastomers.

Depending on the type of their molecular structure, the mechanical prop-
erties of polymers range from rubber elasticity of elastomers in tempera-
ture regimes above the material dependent glass transition temperature TG

to hyperelastic ductile as well as brittle behavior of thermoplastics in the
glassy regime below TG. In the context of automobile applications of poly-
mers under crash-relevant loading conditions, amorphous and semi-crystalline
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Fig. 3.21. Comparison of the load histories measured and calculated for the crushing
process shown in Figure 3.20. (Reprinted with permission from Wicklein [420])

thermoplastics are the most common and important representatives of poly-
mers.

Some of the most often found representatives applied in automotive in-
terieur and exterieur are:

• Polycarbonate (PC)
• Acrylonitrile Butadiene Styrene (ABS)
• Polyamide (PA)
• Polypropylene (PP)
• Polyethylene (PE)
• Polyacetal (POM)

Whereas plastics in older cars until the late eighties were primarily used
for optical design purposes, the motivation for their nowadays adoption re-
sults from passive safety regulations, e.g. the US Federal Motor Vehicle Safety
Standard (FMVSS). In order to fulfil these standards, complex layered struc-
tures of polymer materials were developed to guarantee acceptable decelera-
tions during occupants’ impact against interior structures like pillars, headers,
roof, doors or panels (see Figure 3.22 for example definitions of some impact
zones). Certification experiments include impact tests with instrumented head
or knee dummies under well defined impact velocities and angles. Criterion for
the certification of structural components in the defined locations are charac-
teristic values derived from the measured deceleration-time curves.

In order to distinguish polymer behaviour from what is observed with
metals, the different sections of typical stress-strain-curves need new types of
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Fig. 3.22. Definition of impact zones for head impact tests (Reprint with permission
from Junginger [220]).

mathematical formulations. Since the micro-physics are so very different from
crystalline materials, a specific understanding of the processes at that scale
and its influence on the macro-phenomena is necessary.

As indicated before in the subsection on statistical mechanics based elastic
potentials 3.2.5, micro-mechanical models for polymers have a long tradition.
Significant progress in linking the statistical mechanics to continuum mechan-
ics towards a more physical, thermodynamically consistent description of the
elastic, inelastic and failure behavior of polymers was achieved over the last
twenty years as demonstrated with the publications of Arruda and Boyce [18],
Anand [4], Anand and Gurtin [6] and Gearing [133]. Still, these models have
barely found their way into application when crash and impact processes are
simulated. Specifically in the automobile crash environment, where ever new
kinds of polymers are used, a consistent description of the fabrication of plas-
tic parts, of their process induced mechanical properties and of the resulting
structural behavior demands for physical based models.

In the course of this section, a brief overview on the typical inelastic be-
havior of thermoplastic materials and on phenomenological as well as physical
based constitutive formulations will be given.
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Phenomenology of Inelastic Polymer Deformation

Strain Localization

Amorphous networks of molecular chains are the basic structure of polymers
which, in the case of semi-crystalline materials, also contain crystalline phases.
The network structure of polymers leads to the characteristic deformation be-
havior described in many textbooks, e.g. showing pronounced localization of
strain and distinct differences under tensile, compressive or shear loading.

The strain localization leads to very different results in stress-strain curves
depending on the size of the measurement zone. Figure 3.23 illustrates that
phenomenon observed in a PC-ABS material by measured true stress true
strain curves of a quasi-static uniaxial tension test comparing global defor-
mation based strain with the results of local optical strain measurement. The
global and local strain measurements involved the total free specimen length of
35 [mm] and a small frame observed optically of length 1.25 [mm], respectively.
Whereas the global technique delivers a dedicated softening phase during the
initial inelastic deformation and a maximum strain to failure of 36%, the local
measurement shows almost no softening and a maximum strain of 36%.

Fig. 3.23. Comparison of global (gauge length 35 [mm]) and local (gauge length
1.25 [mm]) true stress - true strain curves for a PC-ABS under quasi-static uniaxial
tension (Data from Junginger [220]).

Strain data as measured from the global and the local technique, respec-
tively, are illustrated in the graphical plots of Figure 3.24. Clearly, both the
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time-dependent evolution and the achieved total strains are remarkably dif-
ferent for the two methods. The total deformation process observed in that
test shows three distinct phases. In a first homogeneous elastic deformation
phase the global and local measurement cannot be distinguished from each
other. With the beginning strain localization, observable by the necking pro-
cess forming shoulders in the specimen, both local principal strains change in
slope whereas the global strain remains constant in slope. That second phase
of necking continues until the shoulders are drawn out o f the local measure-
ment window. From that moment on the slope of the local and global strain
in tensile direction are identical again.

Fig. 3.24. Influence of the gauge length on the measured true strain in uniaxial
tensile tests. Compared are local and global strains in tension direction (ε1). Ad-
ditional information is given on locally measured strain in perpendicular direction
(ε2). (Data from Junginger [220]).

Comparison of the strain rates observed in global or local strain measure-
ment techniques used for the tension test of Figure 3.23 shows an almost
constant global strain rate in the tensile direction ε̇1. The local strain rate,
both in longitudinal direction (ε̇1) and perpendicular to it (ε̇2), is varying over
the test duration. Moreover, the local tensile strain rate is bigger by an order
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of magnitude compared to the global one (see Figure 3.25).

Specifically these dependencies of the measured stress-strain and strain
rate curves on the gauge sizes point out the importance of either associat-
ing a measurement technique to the scale of discretizing elements used in
simulation, or of an understanding and modelling of the micro-mechanics of
polymers. Both, the phenomenological and the physical approach have to re-
flect the specific characteristics of that type of material.

Fig. 3.25. Influence of the gauge length on the measured strain rates in tensile
direction (ε̇1) and in perpendicular direction (ε̇2). (Data from Junginger [220]).

As can be seen from Figure 3.23, on the macroscopic level a sequence of
three, partly overlapping, phases in the stress-strain relation is taking place:

• In the first phase of uni-axial tension and compression tests, both amor-
phous and semi-crystalline polymers show a nonlinear reversible deforma-
tion behavior which in addition can also be rate dependent. Here, linear
elastic models are either only a course approximation or must be restricted
to a minimum of strain.
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• In a second phase, initial irreversible processes are taking place accompa-
nied by global strain softening macroscopically observed as strain localiza-
tion and related necking.

• A third and final phase is a visco-plastic irreversible deformation charac-
terized by strain hardening until finally failure occurs.

Strain Rate Sensitivity

In addition to the localization processes, a pronounced strain rate dependency
of the inelastic stress-strain behavior can be observed. Figure 3.26 illustrates
the strain rate dependent behavior under uniaxial tension measured for a
PC-ABS material.
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Fig. 3.26. Stress-strain curves for an amorphous polymer (PC-ABS) loaded at
cross-head speeds of 5 [mm/s] (dotted), 50 [mm/s] (dashed) and 500 [mm/s] (solid).

De Facto Strain Rates During Polymer Tensile Test

The strain rate sensitivity of many polymers combined with its sometimes
large strains to failure poses a particular challenge to the strain rate dependent
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Fig. 3.27. Strain rate dependent yield stresses under uniaxial tension for Bayblend
T65 at room temperature (solid line), −35◦C (dashed line) and 85◦C, respectively.

experimental characterization of polymers. For example, tensile tests at vary-
ing loading speeds up to failure strains around 100 percent cannot guarantee
a constant strain rate during the whole test duration. This arises from the fact
that the sample size changes by an order of magnitude during the loading time
which leads to a related change of the reference length for the strain measure.
Figure 3.28 gives an impression of the change in strain rates during tests at
constant deformation speed. The variations result partly from the mentioned
change in the specimen length. In addition the measured rates are influenced
by oscillations which are typical and not totally avoidable in dynamic material
tests.

In order to arrive at experimental data for a stress-strain relation at con-
stant strain rate σ = σ (ε, ε̇ = const.), both the current strain and strain rate
during the test needs to be measured. After tests at various loading speeds,
the measured data need to be mapped into a three dimensional stress, strain
and strain rate table. Connecting these stress-strain-strainrate lines by an in-
terpolation scheme provides a surface in that space which can then be used to
extract stress-strain curves at constant strain rate. The procedure is illustrated
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Fig. 3.28. De facto strain rates in tensile tests of an amorphous polymer with
constant deformation (crosshead) speed.

in Figure 3.29 showing the results from various tests and the construction of
related data by interpolation between the actually measured curves.

Anisotropy with Respect to Tension, Compression and Shear

Another direct consequence of the basic network structure on the molecular
scale is the typical difference in the stress-strain behavior of polymers under
tension, compression and shear loads. The characterization tests performed in
Junginger [220] reflect this dependency as illustrated in Figure 3.30 and point
out the need for polymer specific material models and adequate characteriza-
tion methods. To improve the strain measurement, an optical instrumentation
allowing for high-speed camera-based observation of deformations on the spec-
imen and derivation of strain measures was developed by Junginger.

Plastic Volume Dilatation

Craze formation, a polymer typical failure mechanism (see Figure 3.32), and
the related development of micro voids in amorphous polymers lead to a vol-
ume dilatation under irreversible deformation. That specific property of some
thermoplastics requires that the increase in volume is precisely measured and
that the related plasticity model reflects the phenomenon. Huberth et al. ap-
plied an optical strain measurement system to the top and side surfaces of a



3 Constitutive Equations 133

Stress [MPa]

10�2

10�1
1

101
102

103

0.2
0.4

0.6
0.8

300

200

100

0

Strain [-]

Strain Rate [s�1]

Fig. 3.29. Construction of stress-strain relations at constant strain rates through
interpolation between experimental results containing stress-strain data at non-
constant strain rates.

tension specimen as illustrated in Figure 3.31. With the double-view optical
instrumentation volume elements of the specimen can be observed during a
material test. Tracking of the volume elements over time enables the measure-
ment of volume increase as shown in the lower part of Figure 3.31. The results
for two individual tests of a PA-ABS material as published by Huberth et al.
[200] illustrate the reproducible character of the test set-up and of the effect
in the material. With an increase of about 60 % in volume for a 100 % lon-
gitudial strain in the tensile test, the significance of plastic volume dilatation
for the chosen material is evident.

Phenomenological Models

To account for the empirical experiences with mechanical properties of poly-
mers, some of which are shown in the last paragraph, various modifications
to existing material models have been developed. Motivated by the distinct
anisotropy regarding the elastic limit under tension and compression, exist-
ing plasticity formulations were modified. Common to most of these modified
plasticity models is that the yield surfaces is shifted towards the compressive
quadrant in a plane stress projection.
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Fig. 3.30. Influence of the amorphous structure on the macroscopic mechanical be-
havior in terms of stress-strain curves. Measured von Mises equivalent stress against
equivalent strain under uniaxial tension, uniaxial compression and pure shear loads
for an amorphous polymer (PC-ABS). (Reprint with permission from Junginger
[220]).

Pressure Modified von Mises Models

One example for a shift of the yield surface is the so called pressure-modified
von Mises model , originally proposed by Schleicher [346], and later formulated
by Raghava et al. [310] as yield surface depending on the first invariant of
the stress tensor I1, the second deviator invariant J2, the yield stress under
uniaxial compression C and the yield stress under uniaxial tension T :

f (I1, J2, C, T ) = J2 +
1
3

(C − T ) I1 −
1
3
CT = 0 (3.212)

For identical yield stresses under uniaxial tension and compression C = T ,
the model converges to the von Mises criterion.

A formulation that is implemented in mot commercial codes and that
is often used as basic model for polymer simulations is the Drucker-Prager
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Fig. 3.31. Top and side view on PA-ABS specimen instrumented with optical
strain measurement techniques to derive the plastic volume dilatation illustrated
in the graphs below (See Huberth et al. [200] for details). The solid and dashed
lines represent two individual tests on the same material type and, thus, the good
reproducibility of the phenomenon.

pressure dependent yield model (3.159):

α I1 +
√
J2 − κ = 0 (3.213)

Further examples for similar modes with yield surfaces shifted to the com-
pressive quadrant are found in Bardenheier [34], Troost and Schlimmer [396]
and in Caddell, Raghava and Atkins [75]. Models for polymer yielding under
uniaxial tension or compression with superimposed hydrostatic pressure were
proposed and discussed by Spitzig and Richmond [363] , Maers et al. [261],
Rabinowitz, Ward and Parry [308] and Sauer et al. [342].

Caddell and Woodliff [74] investigated plastic deformation induced forma-
tion of anisotropic yielding. Uniaxial tensile deformations to different states
of increasing plastic pre-deformation displayed a rotation of the yield locus in
the plane stress projection along with a shift to the tensile quadrant. These
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Fig. 3.32. Schematic yield loci in thermoplastics resulting from shear band and
craze formation. The yield locus representing craze formation is found to shift to-
wards the first quadrant for increasing pressure and decreasing temperature, respec-
tively.

observations lead to modifications of the Hill criterion (3.174). The same ap-
proach was taken by Stassi-D’Alia [364].

Stress Bias Criterion

Based on different processes at the molecular scale, thermoplastics show two
distinct forms of inelastic deformation mechanisms19 under tensile loads in
terms of shear band formation and craze formation, respectively. Shear bands
lead to inhomogeneous orientations under an angle of about 45◦ with respect
to the tension direction. In the case of craze formation, additional development
of lens shaped cavities leads to density inhomogeneities and to volume growth.

19 See Retting [319] or Sperling [362]
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Sternstein and Ongchin [372] and Sternstein and Myers [371] formulated a so
called stress bias criterionindexYield criteria!stress bias allowing the onset of
plastic flow through craze formation after

σbias = |σ1 − σ2| ≥ A+
B

I1
(3.214)

is fulfilled. The shear band formation, on the other hand, s described through
the octahedral shear stresses and the Coulomb rule 3.154

τoct = τ0 − μ p (3.215)

The resulting combination of two separate surfaces projected into the two-
dimensional stress plane is illustrated in Figure 3.32.

Visco-Elastic Models

A strain rate and temperature dependent visco-elastic model for the stress-
strain behavior of thermoplastics was suggested by G’Sell and Jonas[152] for-
mulating the yield stress by:

σY (ε, ε̇, T ) = K e
−a
T

(
1 − e−w ε

)
e(

γ
2 ε2) ε̇m (3.216)

An application of the G’Sell model implemented with an associated flow rule
was presented by Schang et al. [344].

Junginger Model

Junginger performed a complex test program on the PC-ABS Bayblend T65
including tensile, compressive and shear tests with optical strain measure-
ment. Positions on the stress strain curve under uniaxial tension, uniaxial
compression and shear at equal plastic strain values make up coulomb type
yield surfaces. In contrast to a standard Mohr-Coulomb type, the developed
model consists, of two individual branches in the σvM − p plane. The two
branches can be described by plastic strain dependent friction angles φT (εpl)
and φC(εpl) for the tensile and compressive direction, respectively. The cohe-
sion C(εpl) is derived from the shear test results, represented by squares � on
the p = 0 axis in Figure 3.33. With these data, the following formulation for
the yield loci was found:

f(σvM , p, φT , C, ε̄pl) = σvM−p tanφT (ε̄pl)−C(ε̄pl) = 0 for p ≤ 0 (3.217)

f(σvM , p, φC , C, ε̄pl) = σvM−p tanφC(ε̄pl)−C(ε̄pl) = 0 for p > 0 (3.218)

The proposed yield locus is not convex as can also be seen from the plane
stress illustration in Figure 3.34. With the tensile, compressive and shear tests
performed under varying loading velocities, Junginger established the yield
loci for the related strain rates according to the strain dependency illustrated
in Figure 3.33.
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Fig. 3.33. Equivalent stresses over hydrostatic pressures at varying plastic strain
under uniaxial tension (◦), uniaxial compression (�) and shear (�). Formation of
related strain dependent yield loci with non-convex shape. (Reprint with permission
from Junginger [220])

SAMP Model

A so called semi-analytical model for the simulation of polymers (SAMP)
was recently proposed by Kolling et al. [229]. The SAMP formulation reflects
the major complexities of polymers mentioned above providing a new stan-
dard for the simulation of thermoplastics under crash loads. In particular
the anisotropic yield behaviour under tensile, compressive and shear loads is
modelled using the quadratic yield surface in invariant form (3.167) :

J2
2 +A0 +A1 I1 −A2 I

2
1 ≤ 0 (3.219)

or by the alternative formulation which is linear in the second invariant:

J2 +A0 +A1 I1 −A2 I
2
1 ≤ 0 (3.220)
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Fig. 3.34. Illustration of the Junginger yield locus under plane stress conditions.
(Reprint with permission from Junginger [220])

Whereas the correlation between the parameters for the quadratic model is
given in (3.169), the parameters in the linear formulation (3.220) are obtained
from uniaxial tension, uniaxial compression and simple shear tests according
to:

A0 =
√

3σs A1 = 3
(
σt − σc

σt + σc
−
√

3σs
σt − σc

σt σc

)

A2 = 18

(
1

σt + σc
−

√
3σs

2σt σc

)
(3.221)

where σt, σc and σs represent the experimentally measured yield stresses in
the three types of tests.

The pressure dependent plastic potential, its strain rate dependency and
the damage controlled failure use tabulated input providing an interface to
directly use experimentally measured data.
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Micro-Physics of Inelastic Polymer Deformation

Microscopic Deformation Behavior

As found in the first paragraph of this section, inelastic deformation of poly-
mers can be totally different from the plasticity effects commonly known from
crystalline materials. Since polymer glasses often show volume change dur-
ing inelastic deformations, a plasticity model assuming plastic incompress-
ibility, as for example the von Mises type criteria, is not appropriate. The
corresponding mechanisms taking place on themicroscopic level during the
individual phases can be understood through investigations of the intra- and
inter-molecular processes and the behaviour of the neighbouring crystals.

On a microscopic scale, two types of physically distinct barriers are identi-
fied that need to be overcome in a glassy polymer before large strain inelastic
deformation can occur20:

• First, in a deformation phase prior to initial inelastic processes, inter-
molecular resistance against segment rotation must be exceeded. The in-
termolecular resistance represents a free energy barrier to the mobility of
the molecules.

• As a second phase, entropic resistance impedes deformation when molec-
ular alignment takes place changing the configurational entropy of the
material.

Boyce [63] picked up earlier work including Argon’s ”double-kink” model
[14] on the intermolecular resistance, to model the pressure dependent strain
softening after the onset of initial inelastic deformation using an initial value
of the athermal shear resistance and an evolution equation

Under isothermal conditions, the change in Helmholtz free energy with
respect to the two resistances can be formulated as:

Δψ = Δe1 +Δe2 + T Δs (3.222)

where e1 represents the intermolecular barrier and e2 the intra-molecular one,
e.g. due to bulky side-groups and energy barriers between different isomeric
states. With the second barrier overcome, an affine orientation is taking place
leading to permanent deformations. The fact that these permanent deforma-
tions can in turn be fully recovered from by heating above the glass transition
temperature TG, motivated to use statistical mechanics known from rubber
elasticity (Boyce et al. [64]). The idea was to model the entropic resistance
characterized through the stress state that is needed to avoid the relaxation
process to the initial deformation state if heated to a temperature T > TG.

20 See for example Haward and Thackray [171], Argon [14] or Boyce, Parks and
Argon [64]
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This stress state defines the components of the backstress tensor σB which
is, in that theory, uniquely related to the texture, i.e. the locked in plastic
stretches expressed through the plastic stretches Vp (see equation (2.55)) and
its principal values λp

i , respectively. For temperatures above TG the inter- and
intra-molecular energy terms in equation (3.222) vanish and the components
of the back stress tensor are calculated from:

σB
i = λp

i

∂ ψ

∂ λp
i

≈ −T λp
i

∂ Δs

∂ λp
i

(3.223)

Expression of the entropy change through the Langevin chain statistics
(3.108) allowing for descriptions of Δs up to the locking state, the principal
components of the backstress tensor are formulated in [64] as:

σB
i = G

√
N

3

⎡
⎣λp

i L
−1

(
λp

i√
N

)
− 1

3

3∑
j=1

λp
j L

−1

(
λp

j√
N

)⎤
⎦ (3.224)

Anand-Gurtin Elasto-Viscoplastic Model

Based on physical ideas developed in earlier works on the modeling of
rate dependent elastic-plastic deformations including deformation-induced
anisotropies in amorphous polymeric glasses21, Anand and Gurtin [6] pro-
vided a thermo-mechanically consistent extension to the framework of that
theory.

Fundamental characteristics of their model are:

• a Kröner-Lee decomposition (2.52) of the deformation gradient: F = Fe Fp

without prescription of a symmetric Fe leading to frame indifference under
all rotations in the reference and (independently) in the relaxed configu-
ration,

• Description of the initial plastic deformation phase through the formula-
tion of a local free volume by an internal state variable η,

• Incompressible flow rule formulation on base of the Clausius-Duhem in-
equality and a Fp-dependent Helmholtz potential leading to the back-stress
tensor.

Whereas the elastic part of free energy is described through

ψe = G |Ee
0|

2 +
1
2
K |trEe|2 (3.225)

with the elastic shear and bulk moduli G and K, the plastic part is discussed
by two alternatives. The first one uses a neo-Hookean form
21 See for example the publications of Haward and Thackray [171], Parks et al. [304],

Boyce et al. [64], Arruda and Boyce [18], Arruda and Boyce [19], Wu and van der
Giessen [430] and Gurtin [155].



142 Structures under Crash and Impact

ψpl = μ
3
2

{
(λp)2 − 1

}
(3.226)

leading to the constant back stress modulus μ. This formulation is assumed
to be valid for moderate plastic stretches λp < 0.35. For larger stretches, an
alternative model using the Langevin function L is proposed:

ψpl = μR λ
2
L

[(
λp

λL

)
x+ ln

( x

sinh x

)
−
(

1
λL

)
y − ln

(
y

sinh y

)]
(3.227)

where x = L−1
(

λp

λL

)
and y = L−1

(
1

λL

)
, using the inverse Langevin function

L−1, the so-called rubbery modulus μR and the network locking stretch λL.
This leads to a non-constant backstress modulus of:

μ = μR

(
λL

3λp

)
L−1

(
λp

λL

)
(3.228)

The flow rule is formulated through an evolution equation for the plastic
deformation gradient:

Ḟp = Dp Fp (3.229)

with the plastic stretch tensor

Dp = νp

(
Te

0 − μBp
0

2 τ̄

)
(3.230)

an equivalent plastic shear strain

νp = ν0

(
τ̄

s+ απ

)1/m

(3.231)

applying the parameters ν0, m, andα, and the equivalent plastic shear stress

τ̄ =
|Te

0 − μBp
0|√

2
, (3.232)

as well as the deviatoric component of the left Cauchy-Green tensor Bp
0 as

described before in equation (3.122).

With the backstress modulus (3.228), the evolution equation (3.229) and
the deviatoric plastic left Cauchy-Green tensor (3.122), the backstress tensor
is described by

σB = μBp
0 (3.233)

The entropy term in equation (3.231) is accumulated via the evolution
equation

ṡ = h0

(
1 − s

s̃(η)

)
νp (3.234)
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where the saturation value of s is described via the local free volume η by

s̃(η) = scv [1 − b (ηcv − η)] (3.235)

and the local free volume evolves through

η̇ = g0

(
s

scv
− 1

)
νp (3.236)

with the additional parameters h0, g0, scv, b and ηcv.

Implementation of this model in ABAQUS/Explicit provided a platform
to adjust the various parameters and allowed for a validation of the model
through comparison with experimental results on quasi-static tensile and com-
pressive tests of polycarbonate at atmospheric pressure and room tempera-
ture. Detailed derivations of the model and the mentioned comparisons with
tensile and compressive experimental data are given in Anand and Gurtin
[6]. An application of the model to micro-indentation problems was published
by Anand and Ames [5] showing reasonable agreement with the experimental
results on PMMA.
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Shock Waves and Related Equations of State

Information about loads applied to a structure is propagated through the
medium by waves and accordingly at the local speed of sound. In the case of
quasi-static loads, wave effects are not investigated since the loading duration
is long compared to the duration of multiple reflections throughout the struc-
ture. In addition, the resulting structural deformation and material state is
not influenced in a comparable way by single wave transitions. However, if the
induced waves take the shape and amplitude of so called shock waves or the
load speed is in the order of magnitude of the local sound speed, then wave
effects and their propagation through the structure needs to be resolved in
time and space.

In the course of this chapter the conditions for initiation and stable prop-
agation of shock waves will be deerived after a short introduction to general
wave propagation basics. Dispersion and the related concave nonlinearity of
equations of state wil be indentified as preconditions for shocks. Therefore,
nonlinear equations of state, their derivation from basically fluid dynamic con-
siderations and a collection of the most often used formulations will be given.
A critical discussion of the limitations of equations of state and in particular
their application to anisotropic materials concludes the chapter.

4.1 Elastic Wave Propagation in Solids

Waves in solids are basically perturbations in the velocity field propagating
through the continuum in different forms and at related different velocities.
The propagating perturbation leads to wave form specific motion of the par-
ticles. The most important wave forms in solids are:

• Longitudinal waves of compressive or tensile type which cause particle
deflections along the propagation direction. Since longitudinal waves are
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the fastest wave forms in solids they are also called primary waves. Its
wave propagation speed is usually denoted by cL

• The next fastest waves propagating at cS are the shear or secondary waves
causing particle motion perpendicular to the wave propagation.

• Along the surfaces of solids propagate so called Rayleigh waves setting
surface particles into elliptic motion.

• In structures of finite bending stiffness flexural waves propagate upon dy-
namic loading.

A mathematical description of wave propagation in solids can be estab-
lished via the momentum equation or equilibrium considerations. The latter
method will be applied next to find a relation that describes the motion of
waves involving the sound speed of the medium as well as displacements and
their spatial and time derivatives.

4.1.1 Wave Equation and Sound Speeds

To derive the one-dimensional wave equation, a planar wave situation as il-
lustrated in Figure 4.1 is assumed. Equally, a longitudinal wave in a slender
rod could be observed. Equilibrium on the front and rear side of a differential
element with dimensions dx an dy requires

(
σx +

∂ σx

∂ x
dx
)

dy − σx dy = ρdxdy
d2 ux

d t2
(4.1)

or
∂ σx

∂ x
= ρ

d2 ux

d t2
(4.2)

Application of a constitutive relation, e.g. Hooke’s law σx = E εx for the cho-
sen linear elastic solid, and a linear strain-displacement relation εx = ∂ ux/∂ x
, describes a one-dimensional wave by:

∂2 ux

∂ x2
=
ρ

E

d2 ux

d t2
(4.3)

The one-dimensional wave equation (4.3) can equally be expressed using
the longitudinal wave’s sound speed

cL =

√
E

ρ
(4.4)

as
∂2 ux

∂ x2
=

1
c2L

d2 ux

d t2
(4.5)

In the more general three-dimensional case, the additional components in
the stress strain relation lead to a primary sound speed of:
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Fig. 4.1. Differential element in a one-dimensional wave and related force terms.

cp =

√
K + 4/3G

ρ
(4.6)

and, thus, to the three-dimensional wave equation

∇u =
1
c2p

d2 ux

d t2
(4.7)

Sound speeds for the remaining wave types can be identified accordingly
for shear waves

cS =

√
G

ρ
(4.8)

and as so called bulk sound speed

cB =

√
K

ρ
(4.9)

for hydrostatic pressure waves in a perfect fluid with G = 0.

Anticipating a generalization to non-linear material behaviour, it should
be noted that then the constant elastic modulus E is replaced by the tangent
stiffness ∂ σ/∂ ε of the material at a specific loading state (σ, ε). For the
associated sound speed of a one-dimensional longitudinal wave the non-linear
case yields:
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cL =

√
1
ρ

∂ σx

∂ εx
(4.10)

which, in the case of fluids and the adiabatic relations for the change in internal
energy e with volume V at pressure p

de = −pdV (4.11)
ds = 0 (4.12)

turns into

c2 =
∂ p

∂ ρ

∣∣∣∣
s

=
∂ p

∂ ρ

∣∣∣∣
e

+
p

ρ2
∂ p

∂ e

∣∣∣∣
ρ

(4.13)

4.1.2 Solution to the One-Dimensional Wave Equation

For most technically relevant applications there are no closed form analyti-
cal solutions of the related wave equation due to the multi-dimensional space,
complex boundaries or nonlinearities. That is why numerical methods are used
to solve wave propagation related problems as we will see in chapter 5.

However, the comparably simple and analytically solvable case of a one-
dimensional wave in a linear-elastic medium is still of significant relevancy. In
the context of specimen definition and stress analyses for dynamic material
testing solutions these specific solutions are very useful as we will see in sec-
tion 7.4.1. It will allow us to evaluate velocities, strains and ultimately stresses
providing well defined experimental set-ups.

An analytical solution for the one-dimensional wave equation (4.5) in terms
of displacements u(x, t) was provided by d’Alembert. The so called d’Alembert
solution starts with a coordinate transformation from x, t to ζ, η in the form:

ζ = x− cLt η = x+ cLt (4.14)

Application of the chain rule yields for the first derivatives
∂ u(ζ, η)
∂ x

and

∂ u(ζ, η)
∂ t

:

∂ u(ζ, η)
∂ x

=
∂ u

∂ ζ

∂ ζ

∂ x
+
∂ u

∂ η

∂ η

∂ x
(4.15)

and
∂ u(ζ, η)
∂ t

=
∂ u

∂ ζ

∂ ζ

∂ t
+
∂ u

∂ η

∂ η

∂ t
= −c ∂ u

∂ ζ
+ c

∂ u

∂ η
(4.16)

The second derivatives turn out to be:

∂2 u(ζ, η)
∂ x2

=
∂2 u

∂ ζ2
+ 2

∂2 u

∂ ζ ∂ η
+
∂2 u

∂ η2
(4.17)
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and
∂2 u(ζ, η)
∂ t2

= c2L
∂2 u

∂ ζ2
− 2 c2L ,

∂2 u

∂ ζ ∂ η
+ c2L

∂2 u

∂ η2
(4.18)

Implementation in the wave equation (4.5) leads to its formulation in terms
of ζ and η:

∂2 u

∂ ζ2
+ 2

∂2 u

∂ ζ ∂ η
+
∂2 u

∂ η2
=
∂2 u

∂ ζ2
− 2

∂2 u

∂ ζ ∂ η
+
∂2 u

∂ η2
(4.19)

which is equivalent to
∂2 u

∂ ζ ∂ η
= 0 (4.20)

With the coordinate transformation (4.14) a form of the wave equation
results that can be solved much easier. Integration of (4.20) with respect to ζ
delivers:

∂ u

∂ η
= g(η) (4.21)

with an arbitrary function g(η). Secondly, integration with respect to η yields:

u(ζ, η) = F (ζ) +G(η) = F (x− cLt) +G(x+ cLt) (4.22)

where G(η) =
∫
g(η) dη. To complete the solution, equation (4.22) must be

specified by initial conditions

u(x, 0) = f(x)
∂ u(x, 0)
∂ x

= h(x) (4.23)

Thus, the solution function is a combination of two arbitrary functions
F (ζ) and G(η), for example F = sin (x − cLt) and F = sin (x + cLt). Phys-
ically, the two functions represent a left and a right running wave in the
one-dimensional bar.

With the d’Alembert solution (4.22) the resulting spatial derivative for a
strain measure ∂ u/∂ x as well as the velocity ∂ u/∂ t are:

∂ u

∂ x
=
∂ F (ζ)
∂ ζ

∂ ζ

∂ x
+
∂ G(η)
∂ η

∂ η

∂ x
=
∂ F (ζ)
∂ ζ

+
∂ G(η)
∂ η

(4.24)

and

∂ u

∂ t
=
∂ F (ζ)
∂ ζ

∂ ζ

∂ t
+
∂ G(η)
∂ η

∂ η

∂ t
= −cL

∂ F (ζ)
∂ ζ

+ cL
∂ G(η)
∂ η

(4.25)

If the left running wave F (ζ) is ignored, we find

∂ u

∂ x
=
∂ G(η)
∂ η

(4.26)
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and
∂ u

∂ t
= cL

∂ G(η)
∂ η

= cL
∂ u

∂ x
(4.27)

Equation (4.27) is the basic relation between spatial and time derivative
often used in the context of wave propagation analyses in bars. Specifically,
the stress at the wave position in a linear elastic bar is then found using
equation (4.27) and cL =

√
E
ρ :

σ = E ε = E
∂ u

∂ x
=
E

cL

∂ u

∂ t
= ρ cL

∂ u

∂ t
(4.28)

4.2 Shock Wave Formation

An important result of the last section is the dependency of wave speeds
on the adiabatic compression modulus ∂ p

∂ ρ

∣∣∣
s
. In other words, equation (4.13)

describes a pressure dependent propagation speed for the case of nonlinear
constitutive laws. First this resulting variable wave speed enables the forma-
tion of so called shock waves which are the topic of this section.

Characteristic properties of all shock waves are extremely short rise times
as well as high pressure, density and temperature amplitudes. Basically, shock
waves can arise as a consequence of both wave superposition and dispersion
effects:

• If the source of a pressure disturbance is moving at the speed of sound of
the surrounding medium or faster, superposition of the propagated distur-
bances and thus pressure waves leads to increased amplitudes and pressure
gradients.

• In case of nonlinear pressure-density relations the corresponding dispersion
effects lead to the formation of shock waves if faster wave components
overtake earlier induced waves of lower propagation speed.

Already in the late nineteenth century scientists like Christian Doppler and
Ernst Mach began to explain the physical nature of shock waves. Huygens’
principle of wave front construction lead the basics to Doppler’s1 theoreti-
cal study on the formation of head waves generated by moving disturbances.
Schlieren-optical techniques allowed for experimental visualization of shock
waves in air. It is the involved density gradient along the wave front that
invokes changes in the refraction index of the gas and, hence, enables the vi-
sualization of shocks. Therefore, sharp white lines mark the location of shock

1 Doppler C. A.: Über den Einfluß der Bewegung des Fortpflanzungsmittels auf
die Erscheinung der Äther-, Luft- und Wasserwellen, Abhandl. Königl. Böhm.
Gesellsch. Wiss. Prag 5 [V]: 293-306, (1848)
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waves in schlieren images. As shown in Fig. 4.2, one of the first schlieren pic-
tures of supersonic projectiles taken by Mach and Salcher [259], the head wave
forms a cone of approximately 80◦ originating from the tip of the projectile
which was accelerated to a velocity of about 530 [m/s]. The vertical white
lines are wires used to trigger the spark light source (compare Krehl [232] for
details).

Fig. 4.2. Schlieren image of a supersonic projectile and its corresponding head wave.
Ernst Mach archive, EMI, Freiburg

As mentioned before, the formation of the head wave cone results from
wave superposition, predicted first by Doppler [112], as envelope of all elemen-
tary disturbances. The moving projectile is the source of these disturbances.
If it moves at the speed of sound or faster, the superposition of wave fronts
leads to a shock cone2 with a characteristic angle α that is defined by

sinα =
c0
v

=
1

Ma
, (4.29)

2 The shock cone is often called Mach cone though Doppler predicted it 40 years
before Mach and Salcher took the first pictures. According to Krehl [232] Mach
even missed to cite Doppler though using the same explanation for the evolution
of the shock wave as Doppler did so many years earlier.
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where v is the speed of the projectile. The speed of sound in the surround-
ing un-shocked medium is denoted by c0. Ma is the so called Mach number
representing the ratio of the two velocities.

Fig. 4.3. Wave formations arising from moving disturbances as originally explained
by Doppler [112].

Shock wave research has developed a wide spectrum of experimental and
numerical methodologies to better understand and to predict shock wave ef-
fects. Figure 4.4 illustrates results of an experimental setup developed by
Neuwald [296] applying colour schlieren techniques to visualize not only the
position of shock waves in air but also the orientation of the density gradient
and, thus, the propagation direction.

A recent result of a combined experimental and numerical investigation of
shock waves and their influence on the trajectory of a spin stabilized projectile
is illustrated in Figure 4.5. Topic of the investigation was the effect of a small
charge detonated right on the surface of the projectile in order to shift its
trajectory in a controlled way. The complexity of that manoeuvre arises from
the spin, the necessity positioning the charge in order to guarantee a momen-
tum free transverse force and the interaction of stationary and in-stationary
shock waves. Where the first two aspects pose noteworthy problems to an
experimental investigation of that process, the latter sorts out many existing
numerical codes which are designated to solve either one of the wave types.
With the combined investigations, Klomfass and Warken [228] were able to
quantify the achievable transverse thrust as well as the flight instability which
arises from the interaction of the detonation driven shock wave with the head
wave and the related disturbance of the head wave.
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Fig. 4.4. Colour schlieren optical visualization of shock waves in a shock tube
reflected on a wedge. The related experimental setup was developed by Neuwald,
Ernst-Mach-Institute. See Neuwald and Reichenbach [296].

4.3 Shock Wave Propagation in Solids

4.3.1 Conditions for Shock Waves - Phenomenological Aspects

While in the framework of fluid-dynamics, a source moving inside a gaseous
medium was observed in the last section to cause a shock wave, obviously
another physical reason must be present in case of shock waves in condensed
matter. Experience shows that external dynamic compressive loads, initiated
e.g. by impact or detonation, can possibly cause very strong waves with ex-
tremely short rise times inside structures. As in the gas-dynamics example
discussed before, superposition of different wave components is responsible
for the steepening of the wave front. To be more precise, the corresponding
wave superposition takes place as a consequence of dispersion, an effect that
arises in media with nonlinear compressive behavior according to equation
(4.10). The consequences of nonlinearities in the constitutive laws with re-
spect to wave propagation will be discussed in some more details now.

Figure 4.6 gives a schematic example for a nonlinear elastic-plastic com-
pression curve. Under a given compression state p(V ) the corresponding ma-
terial has a specific sound speed that is proportional to the adiabatic compres-
sion modulus (∂p / ∂V ). In Figure 4.6 compression moduli are represented by
tangents at different locations in the graph. If we follow the pressure-volume
path for a rapid compression of that material from (p0 , V0 ) to (p3 , V3 ) we
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Fig. 4.5. Experimental and numerical investigation of maneuvering a spin stabi-
lized projectile by initiation of a charge located underneath the projectile surface
(Courtesy of Klomfass and Warken [228], Ernst-Mach-Institute).

find a smooth change in the propagation speed of the initiated pressure waves.
In other words, dispersion is enabled. In the initial elastic regime compressive
waves are propagated at the elastic wave speed

celastic = c0 = − 1
V 2

√
∂ p

∂ V

∣∣∣∣
0

(4.30)

As the load rises to higher pressures beyond the plastic threshold, the gra-
dient and thus the propagation speed decreases drastically. Enhancement of
pressure beyond the state of (p1 , V1 ) leads to a gradual increase of the mod-
ulus. From that turn around point onwards, pressure waves are initiated that
propagate faster than others before. Consequently, a superposition of slower
wave packages by faster ones with higher amplitude occurs. Ultimately, a ever
steeper wave profile and related shorter rise time evolves, as illustrated in
Figure 4.7.

In the light of these observations and with a mathematical description for
the slopes in the p− V diagram of Figure 4.6, conditions for the formation of
shock waves can be formulated as:
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∂ p

∂ V
< 0 and (4.31)

∂2 p

∂ V 2
> 0 (4.32)

In materials with an elastic-plastic compressive behavior according Fig-
ure 4.6, only loading conditions achieving pressures of p1 or more can lead to
shock waves. In gases and fluids, however, compression shocks can arise from
ambient pressures onwards since no regions with

(
∂2p / ∂V 2

)
≤ 0 exist.

Another necessary precondition for the shock formation is the mentioned
rapid loading. Imagine a quasi-static load application to a pressure level in-
dicated by p1 in Figure 4.6. Still, information about the applied load would
be transported by waves at the sound speed defined by dispersion effects, i.e.
depending on ∂ p

∂ V . But time delay for each pressure increment along a certain
equilibrium path would avoid the formation of a shock wave.

Only if the load application is fast enough, the wave fronts of the faster
packages keep up with the earlier wave fronts. The result is a steepened wave
front and shorter rise times to higher pressures. Often, the wave components
from the elastic regime are fast enough that a so called elastic precursor is
formed. It is, however, also possible that even the elastic precursor is over-
taken by very fast plastic waves. Whether or not this happens is only a matter
of the load application speed and the achieved maximum pressure level.

Under slow or quasi-static loading conditions, low pressure wave compo-
nents propagate into the loaded structure before faster waves are able to keep
up. However, in case of dynamic loading situations, as sketched in the left
graph of Figure 4.7, steep wave fronts arise. The right graph gives the pres-
sure contour at three different locations away from the load initiation point.
As the contour travels into the medium, the faster components overtake slower
ones according to their individual sound speed indicated in the middle graph.
At the time instant marked as t3 a shock wave is formed right behind the still
leading elastic precursor.

In a spatially one dimensional Lagrange diagram, the effect of shock for-
mation through wave interaction becomes evident. Individual wave fronts are
represented by lines. The higher the velocity of the wave the smaller is the
slope of the corresponding line. In the case of fast waves overtaking slower
ones, the location and time of a shock formation is found in the intersection
point of the respective lines. Fig. 4.8 gives an example where at a specific lo-
cation x0 waves of different propagation velocity are initiated. At t0 an elastic
wave starts to propagate and over time it is followed by waves of continuously
increasing speeds. At (xs , ts) those waves form a shock and - only typical for
strong shocks - an expansion fan. A shock wave resulting from two or more
superimposed waves propagates on with a velocity that is between the speeds
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Fig. 4.6. Nonlinear compression curve of a solid elastic-plastic material allowing
for dispersion driven shock waves.

Fig. 4.7. Shock wave formation due to dispersion.



4 Shock Waves and Related Equations of State 157

of the two individual waves and typically measured by the so called shock
Mach number as a multiple of the local sound speed. In gases, there is no
elastic-plastic transition in the compression curve. Therefore, the equation of
state does not allow for an elastic precursor. Thus, any shock wave in gases
propagates at a shock Mach number larger than one. In solid media this is
usually different as can be seen from the Fig. 4.6. The elastic precursor in the
example given in Fig. 4.7 will never be reached by the following shock wave.
A higher propagation speed of the shock and thus an increased amplitude of
the pressure pulse would be necessary to achieve this.

Fig. 4.8. Lagrange diagram representing the formation of a shock wave and a related
expansion fan.

4.3.2 Shock Front Dimensions

Often, shock waves are idealized as singularities with instantaneous pressure
rises and mathematical descriptions as Dirac pulses. In physical reality, how-
ever, also a shock front has a finite rise time, albeit a very short one. Already
1906 Prandtl [307] made an early attempt to quantify the thickness of shock
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fronts in single atom gases. His ideas were picked up by Oertel [303] who found
dependencies between the dimensions of the shock front thickness δ x and the
mean free path s̄ of the gas atoms ahead of the shock wave. For small shock
Mach numbers he found thicknesses of about 10 s̄, and less than 2 s̄ for high
shock Mach numbers. Thus, in gases typical shock front dimensions are found
between 10−7 [m] and 10−6 [m].

Shock rise times in various metals were investigated by Swegle and Grady
[380]. They related the rise times to the achieved Hugoniot pressure and found
dimensions of 0.01[μs] for shocks of about 10[GPa] and up to 0.1[μs] for weaker
shocks of around 2 [GPa]. Thus for metals, the material dependent properties
of shock front dimensions are in the order of magnitude of 10−5 [m] to 10−4

[m].

4.4 Thermo-Mechanics of Shock Waves

So far, conditions for the formation of shock waves have been explained in a
more intuitive way. Impact and detonation driven shock wave propagation has
motivated very sophisticated research work on the thermo-mechanics of shock
waves. Picking up earlier works by Riemann [327], Rankine [315], Hugoniot
[204] and Rayleigh [318], basic theories for arbitrary media and equations of
state have been formulated by von Neumann [294], Bethe [58] and Weyl [419].
These theories shall be picked up in this section to set a thermo-mechanical
basis for later models that will be used to predict material behavior under
shock loading.

4.4.1 Dispersion - Precondition for Shock Wave Evolution and
Stability

With the compression curves in the p − ρ or p − V plane we were able to
identify an intuitive criterion for shock wave formation. That criterion is the
convex nonlinearity in the compression curve causing dispersion and thus al-
lowing for the steepening in the wave shapes.

Obviously, the compression curve p(V ) alone can only cover an isothermal
part of the thermodynamic conditions that a solid material may undergo under
dynamic deformations. Therefore, criteria for the driving dispersion effect need
to be found with respect to the shape of state surfaces p(V, e). Whether, at
a given thermodynamic state, dispersion occurs or not, depends on the shape
of the state surfaces and thus on the equation of state describing it. A first
generalized thermodynamic description of conditions for a stable shock wave
propagation in media with an arbitrary equation of state was established
in 1942 by Hans Bethe [58]. Investigating the behavior of pressure, internal
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energy, volume and entropy for various classes of solid, liquid and gaseous
matter, Bethe established two conditions for the existence and one for the
stability of shock waves. The two sufficient criteria for its existence are:

∂2 p

∂ V 2

∣∣∣∣
S

> 0 (4.33)

and

Γ = V
∂ p

∂ e

∣∣∣∣
V

> −2 (4.34)

where Γ denotes the Grüneisen parameter that will discussed later.

The criterion for a shock wave to be stable against break-up, Bethe used
the inequality

∂ p

∂ V

∣∣∣∣
e

< 0 (4.35)

With respect to an isothermal case reflected in a compression curve, the
intuitively derived equations (4.31) and (4.32), are equivalent with conditions
(4.33) and (4.35). Bethe’s investigations were partly based on an earlier pub-
lication by Duhem [118], where the first condition (4.33) was already found
though there was no link formulated to equations of state by Duhem. Discus-
sions between von Neumann and Bethe lead to the fundamental theoretical
work of Bethe.

How do the conditions (4.33) - (4.35) relate to dispersion? There is a single
thermodynamic parameter G called fundamental derivative3 that describes the
link uniquely:

G = −1
2
V

∂3 e
∂ V 3

∣∣∣
S

∂2 e
∂ V 2

∣∣
S

= −1
2
V

∂2 p
∂ V 2

∣∣∣
S

∂ p
∂ V

∣∣∣
S

(4.36)

Using the sound speed c in the medium ahead of a shock wave defined by:

c2 = −V 2 ∂ p

∂ V

∣∣∣∣
S

(4.37)

the fundamental derivative

G =
V 3

2 c2
∂2 p

∂ V 2

∣∣∣∣
S

= 1 +
ρ

c

∂ c

∂ ρ

∣∣∣∣
S

(4.38)

quantifies more obviously the rate of change in sound speed with density as
well as the curvature of insentropes in the p−V plane and, thus, links the dis-
persion to the convex shape of the equation of state. The fundamental mean-
ing of the derivative (4.38) will become more apparent after the introduction
3 The fundamental derivative, also known as Duhem parameter was introduced by

Thompson [389]
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to some more basic thermodynamics of shock waves including the Rankine-
Hugoniot equations and Hugoniot curves in the following sub-sections and
non-linear equations of state that will be discussed in section 4.5. After these
introductions, the fundamental derivative will be picked up once more in sec-
tion 4.6 to investigate some characteristics of the equations derived before.

4.4.2 Thermodynamic Conditions upon Shock Wave Transit

Moving disturbances at supersonic velocities or dynamic compression of me-
dia with nonlinear compressive behavior according to (4.31) and (4.32) have
above been identified as origins of shock waves. The next important questions
are how a shock wave propagates and changes its shape in different media and
how it influences the state variables on its way through these media.

A well known experimental set up in fluid dynamics to investigate these
questions for shock waves in air is the so called shock tube. It consists of
a gas filled tube in which a high pressure region is separated from a low
pressure region by a diaphragm. Sudden opening of the diaphragm allows for
the formation of different waves and discontinuities:

• a pressure wave travelling into the low pressure volume. If the equation of
state of the gas satisfies the condition (4.32) a shock wave is formed by
the pressure wave.

• a release wave moving backwards into the high pressure zone
• and a contact front representing the boundary layer separating the gas vol-

umes originating out of the high pressure zone from the gas that originally
was in the low pressure zone.

The conditions at a certain time after opening the diaphragm are demon-
strated in Fig. 4.9 together with the evolution of the propagating discontinu-
ities represented by a Lagrange diagram.

Shock tubes are used to observe shock waves and their interaction with
structures of various shapes. Reflections of the waves at surfaces and specifi-
cally the so called irregular or Mach reflections became a branch of science of
their own but will not be discussed in this book. Interested readers will find
detailed information on shock tubes and related investigations in Oertel [303].

One may wander why an experiment used in fluid dynamics is investigated
in the course of deriving formulations for shock wave formation and propaga-
tion in solids, which is the topic of this section. The reason for this approach
is found in the fundamental sense of the process, called Riemann problem,
investigated in shock tubes: a moving discontinuity producing entropy in a
well defined initial-boundary-condition system. Its mathematical description
by hyperbolic conservation equations for mass, momentum and energy with an
additional equation of state provides the basic understanding of such processes
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Fig. 4.9. Discontinuities forming in a shock tube and related Lagrange diagram.

in any kind of matter, be it gaseous, liquid or solid.

Any investigation of shock wave effects, which is a key component of dy-
namic loading conditions, demands for a precise understanding and formu-
lation of its continuum and thermo-mechanics. Since that is exactly what is
investigated in the Riemann problem, we will next focus on the fundamental
components of this, basically fluid-dynamical, approach to find the needed
mathematical framework describing shock waves in solids.

4.4.3 Riemann Problem and Rankine-Hugoniot Equations

In order to quantify the change of state variables after the passage of a shock
wave, these variables are defined and evaluated before and behind the shock
front. The conservation equations, i.e. in their integral conservative version
(2.179), (2.187) and (2.206), are used to balance the conditions at both sides
of the shock and to derive a set of equations describing the change. That ap-
proach of investigating a plane shock wave as it arises in a shock tube is called
formulation of the shock tube problem or the Riemann problem. In Fig. 4.10
the Riemann problem is shown as a plane shock wave propagating through a
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cross sectional area of the size A. The interesting variables of state ahead and
behind the shock denote the pressures by p0, p1, the densities by ρ0, ρ1 and
specific integral energies by e0, e1. Also the sound speeds are denoted as c0
and c1 for the conditions ahead and behind the shock front, respectively. The
shock propagation velocity is denominated by vS . With these quantities and
according to (4.29) we have the following additional parameters to describe
the shock front:

Shock Mach number : Ma = vS/c0
Shock compression: η = ρ1/ρ0
Shock strength: y = p1/p0

Fig. 4.10. State variables defining the conditions ahead and behind a shock wave.

Basically, the relative velocity between the un-shocked medium and the
shock wave is equal to vS − v0. A common assumption for the Riemann prob-
lem is that the medium ahead of the shock is at rest (v0 = 0). We will take
use of this assumption later together with the postulates that the density and
pressure in that region are constant (p0 = const , ρ0 = const). For now, a
shock wave is regarded as an infinitesimally thin discontinuity or transition
zone leading to a sudden change in the state variables.

The conserved variables in a certain volume that is passed by a transient
shock wave during a time interval dt are expressed by the thermo-mechanic
state variables. To balance the conserved variables mass, momentum and en-
ergy over the transition zone, the respective conditions ahead of the shock
and behind it are set into the following relations:

Mass Conservation

During the time interval dt the volume covered by the transient shock can be
described by AvS dt and A (vS − v1) dt. Accordingly, the mass flowing into
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the transition zone is expressed by

ρ0A ( vS − v0) dt

and the same amount of mass, now described in terms of the post-shock
condition is

ρ1A ( vS − v1) dt

Therefore, conservation of mass demands that

ρ0A ( vS − v0) dt = ρ1A ( vS − v1) dt (4.39)

and under the assumption that v0 = 0 , we find

ρ0 vS = ρ1 ( vS − v1) (4.40)

Momentum Balance

During the same time interval dt, the mobilized mass accelerated to the ve-
locity v1 represents a change in the momentum of the covered volume. The
resulting rate of change of momentum is

ρ1A ( vS − v1) dt v1 − ρ0A ( vS − v0) dt v0

where the second term equals zero if v0 = 0. This leads to a formulation

ρ1A ( vS − v1) dt v1

which must be balanced by the impulse due the change of pressure forces:

( p1 − p0) Adt

Thus, to guarantee momentum conservation the two expressions must be
equal:

ρ1 ( vS − v1) v1 = p1 − p0 (4.41)

Using the mass conserving equation (4.40) to replace ρ1 yields:

ρ0 vS v1 = p1 − p0 (4.42)

Equation (4.42) can be understood as relation between the pressure jump
Δp = p1−p0 and the particle velocity v1 that are to be expected in a material
initially at rest and of density ρ0 upon a shock transition with velocity vS .
In other words, if ρ0 is known and the shock and particle speeds vS and v1
are measured, the change in pressure can easily be derived. Accordingly, the
product ρ0 vS describes the slope of the pressure jump upon shock transit
in a p − v1 diagram. This relation is used in the so called impedance-match
technique for experimental equation of state derivations (see section 7.4.2).
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Energy Conservation

The increase in specific internal and kinetic energy of the volume ahead of the
shock that passes through the transition zone can be written as

e1 ρ1 A ( vS − v1) dt − e0 ρ0 A ( vS − v0) dt

+
1
2
ρ1A ( vS − v1) dt v21 − 1

2
ρ0A ( vS − v0) dt v20

and the corresponding work done by the pressure change is

p1Av1 dt− p0Av0 dt

leading to the conservation of energy across the shock front for a volume
initially at rest (v0 = 0):

p1 v1 = e1 ρ1 ( vS − v1) − e0 ρ0 vS +
1
2
ρ1 ( vS − v1) v21 (4.43)

Using the mass conservation once again we find:

p1 v1 = ( e1 − e0) ρ0 vS +
1
2
ρ0 vS v

2
1 (4.44)

Equations (4.39),(4.41) and (4.43) are called Rankine Hugoniot Relations ,
named after the two mathematicians who independently applied them first4.

In the derived form, the Rankine Hugoniot relations are given in an Eule-
rian description with respect to the shock front. If they are transformed into
a frame of reference that moves with the shock front5, direct relations are
established between variables in the un-shocked and the post shock regime
without shock velocities. For that purpose, a velocity transformation needs to
be performed:

v0 ⇒ −vS and v1 ⇒ v1 − vS

to achieve the following set of equations, called the jump conditions of the
shock front:

ρ1 v1 = ρ0 v0 (4.45)
p1 + ρ1 v21 = p0 + ρ0 v20 (4.46)

e1 +
p1
ρ1

+
v21
2

= e0 +
p0
ρ0

+
v20
2

(4.47)

4 Both original publications of Rankine [315] and Hugoniot[203] are available in
Johnson J. and Cheret R. (eds): Classic Papers in Shock Compression Science,
Springer, New York, 1998

5 The resulting moving coordinates are also called shock fixed coordinates.
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Furthermore, a substitution of (4.45) and (4.46) into (4.47) delivers a version
of the energy equation that is free of any velocity terms. Hence, the resulting
Hugoniot equation is a relation between thermodynamic quantities only:

e1 − e0 =
1
2

(p1 + p0)
(

1
ρ0

− 1
ρ1

)
(4.48)

For the more general application of the Rankine Hugoniot relations in
numerical codes and for the further derivations in this book we will, however,
stay with the formulations found in (4.40), (4.42) and (4.44).

4.4.4 Hugoniot Curves and vS-v1 Relations

The Hugoniot equation (4.48) describes one specific curve in the state surface
of a material and represents the sum of all possible peak conditions achieved
when shock waves arise. That curve is called Hugoniot curve, Shock Hugoniot
or Shock adiabatic. It is not an equation of state, neither is it a path along
which shock waves arise. Figures 4.11 and 4.12 are plotted to illustrate the
differences: The sketched generic state surfaces shows solid, liquid, gaseous
and transition phases. The steep bold line represents the Hugoniot line of
the assumed material. Starting at a position A an isentrope leads to a com-
pressed condition B. From there, two differently strong transient shock waves
are assumed leading to the positions C and C, respectively. That process is
not following a line of consecutive states of thermodynamic equilibrium, as
an isentrope would. A shock compressed condition is assumed to be achieved
along a straight line in the p−V − e−space, called Rayleigh line. The relative
positions of a Rayleigh line, shock adiabatic and some equilibrium paths is
plotted in Fig. 4.13. The equilibrium path along the compressive isentrope
and the Rayleigh line are both leading to position (2) on the Hugoniot line.

Hence, for any possible shock transition, two characteristics concerning
the related change in the thermodynamic state are found:

• it always leads to a condition specified by a point on the material specific
Hugoniot Curve,

• the shock compression state is reached along a non equilibrium path, as-
sumed to be a straight line in the p− V plane called Rayleigh Line.

Thus, if the equation of state of a material is known, the Hugoniot curve
can be identified using the Rankine-Hugoniot equations (4.39) - (4.43).

On the other hand, if the equation of state shall be determined, the
Rankine-Hugoniot equations plus one additional relation between two of the
involved variables can be utilized to identify the EOS. The needed additional
equation to solve the Riemann problem can be found in a relation between
the velocity behind the shock wave v1 and the shock velocity vS . This vS − v1
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relation is of great importance for the shock wave characterization in solid
matter and, due to its contribution to formulate an equation of state, often
itself called EOS which is not correct. It should rather be called a Hugoniot
curve in the vS − v1 plane.

An experimental approach to characterize a vS − v1 relation can be per-
formed as follows:

• A flat sample of the investigated material is dynamically loaded by a planar
impact of another plate with known impact velocity. The experiment is
called flyer-plate-test (see chapter 7).

• A shock wave is initiated in both plates reaching the rear side of the
impacted plate after a certain amount of time.

• The shock velocity vS is measured from the time needed for the transi-
tion and the initiated particle velocity v1 (also indicated as vP ) from the
velocity of the impacted plate at the end of the acceleration process.

• Repeated experiments with varying impact velocities lead to a number of
vS-v1 couples.

• The measured data are used to define a relation

vS = vS (v1) (4.49)

between the shock velocity and particle velocity.
• Application of the Rankine-Hugoniot equations (4.39) - (4.43) for each

measured vS-v1 couple delivers one single point on the Shock Hugoniot,
each.

In section 4.5 we will see how the found way to identify a Shock Hugoniot
leads to the so called Shock Equation of State and thus how the Shock Hugo-
niot can be used as a baseline to formulate a specific nonlinear equation of
state of a material.

Basically, arbitrary formulations can be chosen to describe vS-v1 relations
(4.49). Often polynomials are used with

vS = c0 +
n∑

i=1

Si v
i
1 (4.50)

where the number of summands is usually limited to three for gases or porous
solids and to only a single one for most other solids, specifically for metals.
For the derivation of the parameters c0 and S in a linear formulation two
experiments yielding two vS-v1 couples are needed.

For an isotropic homogeneous material, the bulk sound speed cB is related
to the longitudinal and shear sound speeds cL and cS through

cB =

√
c2L − 4

3
c2S (4.51)
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Fig. 4.11. Pressure-volume diagram illustrating a shock compression from an isen-
tropically pre-compressed state (B) to a point (C) in the solid part of the Hugoniot
curve. The release isentrope related to (C) expands the material to a mixed liquid-
gaseous state.

For some of these isotropic materials, cB is in good correlation with c0 and,
consequently, a single experiment is sufficient to characterize the slope S in a
linear equation of the form

vS = c0 + S v1 (4.52)

However, for most materials the bulk sound speed differs too much from
the initial value vS(v1 = 0) to fit the residual curve in a linear approach6.

Metals are a typical representative of linear vS-v1 behavior. In chapter
7.4.2 experimental results are given for steel and copper as well as for porous
materials like concrete. The latter representing a highly nonlinear Hugoniot
characteristic.

Given a relation between shock and particle velocities exists, the Rankine-
Hugoniot equations can be solved. Hence, equations (4.40), (4.42) and (4.44)
can be reformulated to directly describe the conditions behind the shock wave.
6 A comprehensive overview on the vS-v1 relations for many elements, alloys, miner-

als and compounds, rocks, plastics, woods, liquids and high explosives is collected
in Marsh [267] and in Trunin [400].
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Fig. 4.12. Pressure-volume diagram illustrating a shock compression from an isen-
tropically pre-compressed state (B) to a point (C′) in the liquid-solid transition part
of the Hugoniot curve. The release isentrope related to (C) expands the material to
a gaseous state.

With a linear equation (4.52) and the mass conservation across the shock wave
(4.40) :

v1 = vS

(
1 − rho0

ρ1

)
= vS η (4.53)

the shock velocity can be written in terms of c0, S and η:

vS =
c0

1 − S η (4.54)

With (4.54), the density, pressure and specific internal energy in the
shocked state, which is also called Hugoniot state, can now be formulated
as:

ρ1 = ρ0
c0 + S v1

c0 + v1(S − 1)
(4.55)

p1 = p0 + ρ0 c20
η

(1 − S η)2 (4.56)

e1 = e0 +
η

ρ0
p1 −

η2

2
c20

(1 − S η)2 (4.57)

In the following chapter 4.5 the Hugoniot curve will be used as baseline in
connection with an assumption on equilibrium conditions on the state surface
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Fig. 4.13. Generic equation of state surface with different kinds of state changes.

off the Hugoniot. This approach will provide the possibility of formulating
a nonlinear equation of state capable of describing the thermodynamics of
dynamic deformation processes in a material including shock wave formation
and propagation. Thus, the found thermodynamic equations in the context of
shock wave transition are related to each other as illustrated in the following:

Rankine Hugoniot Equations + EOS ⇒ Hugoniot Curve

Rankine Hugoniot Equations + vS-v1 relation ⇒ Hugoniot Curve

Hugoniot Curve + Assumption (Grüneisen theory) ⇒ Nonlin. Shock EOS

4.4.5 Energy Dissipation upon Shock Wave Transition

The irreversible thermodynamic process of an almost instantaneous jump from
initial conditions at ambient or other equilibrium conditions to a Hugoniot
state enhances the entropy of the material that is passed by the shock wave.
The amount of energy dissipation can be calculated from the thermodynamic
paths taken by the process. Assuming a shock compression from an ambient
state p0, V0 to a Hugoniot pressure pH and a subsequent isentropic release to
the initial pressure p0 at an end volume V1 the process paths are represented
in the p− V plane as illustrated in Figure 4.14.
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Fig. 4.14. Shock compression along Rayleigh line, isentropic release path and dis-
sipated energy represented in the p − V plane.

Whereas the loading path to the Hugoniot state is described by a Raigh-
ley line, i.e. in the p − V plane a straight line of non-equilibrium states, the
isentropic release process follows a curved line in the p−V−plane. The energy
stored and released during shock compression (p0, V0) =⇒ (pH , VH) and isen-
tropic expansion (pH , VH) =⇒ (p0, V1), are marked as surfaces in Figure 4.14.
A measure for the residual amount of energy dissipated in the irreversible
process of a shock wave transition is the difference between the energy stored
during shock loading, i.e. the triangular surface, and the recovered energy
during isentropic release, represented by the shaded surface. The total dis-
sipated energy can be identified graphically through the surfaces marked in
the generic shock and release process of Figure 4.14. In that example, the end
state volume after release V1 is larger than the initial volume V0. Therefore,
the released energy equals the difference between the two surfaces shaded in
horizontal lines and in black, respectively.
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In hydrocodes, the state variable specific volume V is typically replaced
by the density (ρ = V −1). Thus, the thermodynamic processes are observed
in the p − ρ − e space. This has a consequence for the illustration of shock
compression processes along the Rayleigh line in the respective p− ρ plane:

Rayleigh lines are defined in the p − V plane as connecting straight lines
between an initial state p0, V0 and a related shocked Hugoniot state pH , VH

as
p(V ) = p0 +

pH − p0
VH − V0

(V − V0) (4.58)

with a constant negative slope of:

∂ p(V )
∂ V

=
pH − p0
VH − V0

= const. < 0 (4.59)

On the other hand, transformed into the p− ρ plane equation 4.58 becomes:

p(ρ) = p0 +
pH − p0

1/ρH − 1/ρ0

(
1
ρ
− 1
ρ0

)
= p0 + α

(
1
ρ
− 1
ρ0

)
(4.60)

with α a constant negative term. Thus, the straight line known from the p−V
plane is no longer straight since the slope is now:

∂ p(ρ)
∂ ρ

= α (−1)
1
ρ2
> 0 (4.61)

Figure 4.16 illustrates a specific Hugoniot state with subsequent release
path in the p− ρ plane for a specific aluminium material. The calculation of
release isentropes for the material illustrated in the graph will be discussed in
more detail in section 4.6.2.

4.5 Nonlinear Equations of State for Shock Waves

In chapter 4.3 the conditions for a stable shock wave formation were found
in equations (4.31) and (4.32) demanding for a concave pressure-volume be-
havior. That means for an equation of state, and thus for any mathematical
formulation in a numerical scheme expected to predict shock wave formation
and propagation, that it must be non-linear. A polynomial equation of state
was already formulated with equation (3.23).

In the following subsection, basic theories and assumptions from statis-
tical mechanics will briefly be collected to formulate a nonlinear EOS. Con-
sideration of the thermo-mechanics formulated for shock wave transition and
application of the found Hugoniot relations will then lead to a closed system
of equations able to describe the nonlinearity in shock wave transitions.
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4.5.1 Grüneisen Theory for Crystalline Oscillators

Theoretical works in solid state physics and statistical mechanics investigated
the macroscopic material behavior as a function of distance dependent inter-
atomic forces. To formulate an equation of state, a referential base line of
known pressure-energy-density conditions was used. Either theoretical ap-
proaches, like the calculation of energy at a 0 K isothermal, or experimentally
derived relations, e.g. the above discussed shock Hugoniot, were used to inden-
tify a so called ”cold curve” or the Hugoniot curve, respectively, as reference.
Conditions off that base line are calculated by the use of assumptions, one of
which is the theory described below.

An important parameter with specific meaning in both the aforementioned
statistical mechanics and thermodynamics is the so called Grüneisen parame-
ter Γ . Following Grüneisen’s theory7, a crystal is regarded on the atomic level
as a set of N quantized harmonic oscillators with a total of 3N normal modes
of oscillation. Neglecting the thermal excitation of electrons in that system,
the total specific internal energy e of the crystal is contributed by

• a volume dependent potential energy e0K(V ) of the atoms virtually at rest
in their center of oscillation

• and by vibration induced thermal energy eth.

The thermal energy component eth of the 3N oscillators in the crystal can
be calculated using the Planck’s constant � as:

eth =
3N∑
i=1

[
1
2

� νi +
� νi

e� νi/kT − 1

]
(4.62)

Thus , the total specific internal energy is:

e = e0K(V ) + eth = e0K(V ) +
3N∑
i=1

[
1
2

� νi +
� νi

e� νi/kT − 1

]
(4.63)

For the same system, the Helmholtz potential Ψ (2.263) is:

Ψ = e0K(V ) +
3N∑
i=1

1
2

� νi + kT

3N∑
i=1

ln
(
1 − e−�νi/kT

)
(4.64)

Pressure, expressed as derivative of Ψ with respect to volume at constant
temperature T , leads to:
7 For original and detailed derivations of the theory in German language the reader

may be referred to Grüneisen [148] and [149]). For detailed introductions to the
basics in statistical mechanics including the Grüneisen theory Slater’s ”Introduc-
tion to Chemical Physics” [359] may be recommended. A more compact deriva-
tion of the Mie-Grüneisen equation of state can be found in Rice et al. [320] and
similarly in Meyers [276]
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p(V, e) = − ∂ Ψ

∂ V

∣∣∣∣
T

= −∂ e0K(V )
∂ V

+
1
V

3N∑
i=1

γi

[
1
2

� νi +
� νi

e� νi/kT − 1

]
(4.65)

The dimensionless variables γi represent the relations between volumes V
and vibrational frequencies νi of oscillation modes i:

γi = −V
νi

∂ νi

V

∣∣∣∣
T

= −∂ ln νi

∂ ln V

∣∣∣∣
T

(4.66)

Grüneisen’s assumption was to define these terms as equal for all oscillators
i, a volume dependent variable that was later called Grüneisen parameter
Γ (V ):

Γ (V ) = −∂ ln ν
ln V

∣∣∣∣
T

(4.67)

Since Γ (V ) is equal for all oscillation modes, it can be used as factor outside
the summation in (4.65), leading to the following pressure expression:

p(V, e) = −∂ e0K(V )
∂ V

+
Γ (V )
V

3N∑
i=1

[
1
2

� νi +
� νi

e� νi/kT − 1

]
(4.68)

which, with (4.63), can be also expressed as:

p(V, e) = −∂ e0K(V )
∂ V

+
Γ (V )
V

eth = −∂ e0K(V )
∂ V

+
Γ (V )
V

(e−e0K(V )) (4.69)

The term −∂ e0K(V )
∂ V in (4.69) represents the pressure at 0 K and, thus, a

first version of an equation of state can be formulated as:

p(V, e) = p0K +
Γ (V )
V

(e− e0K(V )) (4.70)

4.5.2 Equations of State for High-Pressure and High-Energy
Regimes

The fundamental meaning of equation (4.70) together with a new formulation
for the Grüneisen parameter becomes obvious if we start with the integration
of the exact differential of pressure

d p =
(
∂ p

∂ V

)
e

dV +
(
∂ p

∂ e

)
V

de (4.71)

Starting at an arbitrary reference, e.g. a 0 K condition (e0K , V0K), the change
in pressure during an isochoric process (V = V0k) is:

p(V, e) − p(V0K , e0K) =
∫ V

V0K

(
∂ p

∂ V

)
e

dV +
∫ e

e0K

(
∂ p

∂ e

)
V

de (4.72)
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Integration of the first term in (4.72) yields no contribution for isochoric pro-
cesses: ∫ V

V0K

(
∂ p

∂ V

)
e

dV =
(
∂ p

∂ V

)
e

(V − V0K) = 0 (4.73)

whereas the second integrates to:
∫ e

e0K

(
∂ p

∂ e

)
V

de =
(
∂ p

∂ e

)
V

(e− e0K) (4.74)

Equation (4.72) can therefore be written as:

p(V, e) − p(V0K , e0K) =
(
∂ p

∂ e

)
V

(e− e0K) (4.75)

Comparing equation (4.75) with the equation of state (4.70) shows the iden-
tity:

Γ (V )
V

=
(
∂ p

∂ e

)
V

(4.76)

Mie-Grüneisen Shock EOS

Thus, with a known reference condition (e0, V0) and a known variable Γ (V ),
equation (4.70) can be used as an equation of state. And finally, application of
the Hugoniot curve as reference condition leads to the Mie-Grüneisen shock
equation of state:

p(V, e) = pH − Γ (V )
V

(e− eH) (4.77)

with pH and eH representing the Hugoniot state. Using a linear relation
vS = c0 + S v1 the Hugoniot pressure and energy can be formulated as de-
scribed before in equations (4.56) and (4.57) :

pH = p0 + ρ0 c20
η

(1 − S η)2 (4.78)

eH = e0 +
η

ρ0
pH − η2

2
c20

(1 − S η)2 (4.79)

with
η = 1 − ρ0

ρ
(4.80)

Hence, besides the Hugoniot condition that can be experimentally charac-
terized using vS − v1 data of the material, the Grüneisen Γ is needed as final
parameter to establish the equation of state. Some further thermodynamical
relations derived from (4.76) can be useful to identify data for the Grüneisen
parameter:
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Fig. 4.15. Construction of a nonlinear equation of state for shock propagation pro-
cesses basing on the Rankine-Hugoniot equations via flyer-plate data and Grüneisen
theory.

Γ = V
∂ p

∂ e

∣∣∣∣
V

=
V

cV

∂ p

∂ T

∣∣∣∣
V

= − V
cV

∂ p

∂ V

∣∣∣∣
T

∂ V

∂ T

∣∣∣∣
P

= − V
cP

∂ p

∂ V

∣∣∣∣
S

∂ V

∂ T

∣∣∣∣
P

(4.81)
with the specific heats at constant volume and pressure cV and cP , respec-
tively. In that context, Meyers [276] points out that the term 1

V
∂ V
∂ T

∣∣
P

is equal
to the volumetric thermal expansion 3α and that − 1

V
∂ V
∂ P

∣∣
T

represents the
isothermal compressibility K. Thus, Γ can be expressed by

Γ = V
3α
cV K

(4.82)

Further ways to calculate the Grüneisen constant were developed by Slater
[359] or Dugdale and MacDonald [117]. Detailed discussions on the related
theories are to be found in Rice et al. [320] and, more recently, including a
new own method in Nagayama et al. [289].

To estimate the accuracy and limitations oft the Mie-Grüneisen EOS
(4.77), it can alternatively be understood as isochoric extrapolation off the
shock Hugoniot formulated as Taylor series developed around the Hugoniot
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pressure:

p(V, e) = pH −
(
∂ p

∂ e

)
V

(e− eH) + ... ≈ pH − Γ

V
(e− eH) (4.83)

Equation (4.83) explains the assumption needed to establish the Mie-
Grüneisen EOS and thus helps to assess the quality and limitations of it.
Basically, it is a first order approximation of the state surface in the neigh-
bourhood of the measured Hugoniot curve along an isochoric path. Another
important limitation of the Mie-Grüneisen EOS is that it is not capable of
phase changes.

Polynomial Equation of State

Polynomial equations, as previously introduced with (3.23), are formulated
when nonlinear equations of state are needed. Referring to a line e = 0, a
polynomial EOS often used for shock wave simulations describes the pressure
as function of specific internal energy and density with:

p = K1μ+K2μ
2 +K3μ

3 + ( B0 +B1μ ) ρ0 e (4.84)

The cubic formulation in μ of equation (4.84) can be used as an alternative
way to describe the Hugoniot pressure pH . The related parameters Ki must
then be correlated with the Hugoniot parameters in order to approximate the
formulation of equation (4.78). For the same reference condition as in (4.77),
i.e. the Hugoniot curve defined by a linear vS-v1-relation as given in (4.52),
the parameters Ki of the polynomial EOS are identified as follows:

K1 = ρ0 c
2
0

K2 = ρ0 c
2
0 [1 + 2 (S − 1)]

K3 = ρ0 c
2
0

[
2 (S − 1) + 3 (S − 1)2

]
where K1 equals the bulk compressive modulus of the material.

Using the parameters B0 and B1, the second part of (4.84) reflects p −
ρ− e conditions off the reference curve. Its two-parameter formulation for the
behavior off the reference curve

1
ρ

∂ p

∂ e

∣∣∣∣
V

=
B0 +B1μ

1 + μ
(4.85)

allows to distinguish between the following cases of:

• Constant 1
ρ

∂ p
∂ e

∣∣∣
V

, with B0 = B1 .

• Constant ∂ p
∂ e

∣∣∣
V

, with B0 = 1
ρ0

∂ p
∂ e

∣∣∣
V

and B1 = 0
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• Linear density dependency in 1
ρ

∂ p
∂ e

∣∣∣
V

, with B0 �= B1 �= 0

If the polynomial formulation is to replace the Mie-Grüneisen formulation
(4.77), the combinations of B0 and B1 are accordingly used to specify the
density dependency of Γ :

• Γ = const. for B0 = B1 .
• Γ ρ = const. for B0 = 1

ρ0
Γ ρ and B1 = 0

• Linear dependency of Γ in ρ for B0 �= B1 �= 0

Note that though the parameters Ki may be adjusted to fit the Hugoniot
pressure pH , the reference curve in formulation (4.84) is e = 0 and not the
Hugoniot line with e = eH . If the Hugoniot shall be used as reference, the
polynomial formulation needs to be changed to:

p = K1μ+K2μ
2 +K3μ

3 + ( B0 +B1μ ) ρ0 (e− eH) (4.86)

Formulations for Expansion States

Expansion from Unloaded States

The whole theory for shock and polynomial type Mie-Grüneisen equations of
state discussed so far is related to compression states. Thus, the expansion
regime of negative hydrostatic pressures still needs a description. Since ap-
plication of equations (4.84) or (4.77) to expansion states is not covered by
the basic theory and leads to problems, e.g. in producing negative values for
the sound speed, other formulations need to be used. An often found expan-
sion formulation is the reduction of the polynomial form (4.84) to a linear or
quadratic expansion equation of state, i.e.:

p = K̃1μ+ B0 ρ0 e (4.87)

and
p = K̃1μ+ K̃2μ

2 + B0 ρ0 e (4.88)

of which the energy dependent term is sometimes omitted. For the expansion
parameter K̃i there is no relation to Hugoniot reted parameters as for the
compressive ones since shock Hugoniot data only make sense for compression
states. Therefore, identification of the expansion parameters is done by exper-
iments with tensile loading states. In the linear case the expansion parameter
is often set to the linear compressive value.

Isentropic Release from Hugoniot States

Processes where material is first shock loaded to a Hugoniot state pH , eH , ρH

and then released though an isentropic process were discussed regarding en-
ergy release in section 4.4.5. As mentioned in that context, the graphical
representation of shock compression and isentropic release is different in a
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p−ρ diagram compared to a p−V diagram where the Rayleigh line is known
as straight line. Figure 4.16 illustrates the conditions in a hydrocode-typical
p − ρ plane with calculated compression and release processes for aluminum
with material data according to Table 4.2.

In the following, the isentropic release path shall be calculated for a ma-
terial with a Mie-Grüneisen equation of state. If we assume an incremental
release, the related path for the release isentrope is defined through the isen-
tropic condition:

de = −pdV =
p

ρ2
dρ (4.89)

The start conditions is described by the density at the Hugoniot state
ρ(pH , eH). The subsequent values of p, ρ and e along the release isentrope
shall be calculated stepwise in density according to

ρi+1 = ρi −Δρ (4.90)

where the step-size Δρ is defined through the number of steps n as

Δρ =
ρ(pH , eH) − ρ0

n
(4.91)

The changes in energy de for each step defined by (4.89) can be approximated
by

Δei+1 ≈ 1
2

(
pi+1

ρ2i+1

+
pi

ρ2i

)
(ρi+1 − ρi) (4.92)

The values for pi+1 and ei+1 along the release path need to be calculated
iteratively since the pressure

pi+1 = p(ρi+1, ei+1) (4.93)

and the energy terms

ei+1 = ei +Δe(pi+1, ρi+1) (4.94)

are implicitly related to each other. An appropriate start value for the change
in energy can be chosen by an estimation

〈ei+1〉 = λ ei (4.95)

with a factor λ close to 1, e.g. 0.99.

The iteration can be performed in a loop calculating

pi+1 = pH + Γ ρi+1 (〈ei+1〉 − eH ) (4.96)

and
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ei+1 = ei +Δe (pi, pi+1, ρi, ρi+1) (4.97)

to give a normalized residual of

|δ e|
|ei+1|

=
|〈ei+1〉 − ei+1|

|ei+1|
(4.98)

With a selectable stopping criterion κ << 1, e.g. κ = 0.0001, the accuracy of
the iteration can be controlled if the loop is done until the normalized residual
fulfills

|δ e|
|ei+1|

< κ (4.99)

The total amount of energy set free along the release path is approximated
by summation over the increments Δei in each step:

erel =
n∑

i=1

Δei =
n∑

i=1

1
2

(
pi

ρ2i
+
pi−1

ρ2i−1

)
(ρi − ρi−1) (4.100)

Since the energy stored during shock compression is equivalent to the
related triangular surface in the p− V plane, it can be calculated as

eshock = −1
2

(pH − p0) (VH − V0) = −1
2

(pH − p0) (
1
ρH

− ρ0) (4.101)

leading to an energy difference that is stored in the shocked and released
material of:

estored = eshock − erel (4.102)

Figure 4.16 illustrates an example calculation of Rayleigh line and release
isentrope according to the described procedure. With the material data from
Table 4.2 and according to (4.100) and (4.101) the calculated process would
heat up the material by estored = 0.0328[Terg/g].

Treatment of Phase Changes

High pressures and temperatures, occurring for example in hypervelocity im-
pacts, can lead to phase changes of the involved materials. Aluminium, for
example, starts to melt at impact velocities around 7 [km/s] and to vaporize
at velocities above 11 [km/s]. To model the arising fragment clouds and, thus,
the impact on subsequent structural components properly, the phase changes
must treated by the nonlinear equation of state.
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Fig. 4.16. Shock compression along Rayleigh line and calculated isentropic release
path represented in the p − ρ plane along with Hugoniot pressure pH and energy
eH .

SESAME Tabular EOS

One option to describe phase changes in terms of an equation of state is the
use of tabular data. The SESAME equation of state (see [351] and Holian
[190]) developed at the Los Alamos National Laboratories provides tables for
the pressure-density relation and for the energy-density relation of several
materials. Since the look-up times of modern computers has become reason-
ably short, the application of tabular data for material models has lost the
drawback of delayed computational times. As a result, tabular relation like
the SESAME equation of state are now also implemented in commercial hy-
drocodes. As for analytical relations, the limitation in its application is of
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course defined by the range of densities and energies, the data are experimen-
tally derived for. Extrapolations beyond these limitations should be performed
carefully, though it is not always clear whether and where a specific code obeys
these limits.

Tillotson Equation of State

An analytical alternative to a tabular equation is the Tillotson equation of
state (Tillotson [390]) which spans a wide spectrum of validity ranging from
comparably low pressures, where it reflects the Mie-Grüneisen equation of
state, an to extremely low densities through approximation of the ideal gas
equation. Finally, going to extremely high pressures, the Tillotson equation of
state has still reasonable validity via convergence to the Thomas-Fermi equa-
tion8.

Specifically derived for hypervelocity impact simulations, the Tillotson
equation separates the EOS in to major regions:

• a compressed region where the internal energy e is less than the energy of
incipient vaporization

• and one for expanded states, where e exceeds the energy for complete
vaporization.

where the expansion states are described by three different equations.

For compressive states, the pressure is calculated from the following equa-
tion:

p1 = a ρ e+ b
ρ e

1 + e ρ2
0

e0 ρ2

+A
(
ρ

ρ0
− 1

)
+B

(
ρ

ρ0
− 1

)2

(4.103)

with the parameters a, b and A defined from Hugoniot experiments, B and
e0 adjusted to provide a best fit of the equation of state surface.

Expansion conditions with internal energies below the sublimation energy
are described by:

p2 = a ρ e+ b
ρ e

1 + e ρ2
0

e0 ρ2

+A
(
ρ

ρ0
− 1

)
(4.104)

The related expansion process do not lead to phase changes.

In cases where the expansion process leads to vaporization, i.e. energies
above the sublimation energy are reached, the pressure is calculated from:
8 See for more details Holian and Holian [192] as well as Anderson and Mullin [8]
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p3 = a ρ e+ b
ρ e e−α η

1 + e ρ2
0

e0 ρ2

+A
(
ρ

ρ0
− 1

)
eγ η e−α η2

(4.105)

where the material parameters α and γ are chosen to guarantee convergence
to the ideal gas equation.

Criterion for the choice of equation (4.105) is, however, not only the energy
to be above the sublimation energy es but also to above a threshold energy e′2
that is somewhere between the sublimation energy and vaporization energy
ev:

e′s = es + κev (4.106)

where the parameter κ is usually chosen to be around 0.209.

Finally, for expansion states with energies between the sublimation energy
es and e′s a fourth formulation is chosen interpolating between p3 and p2:

p4 =
p3 (e− es) + p2 (e′s − e)

e′s − e
(4.107)

To clarify which formulation is chosen for which compression and energy
state, Table 4.1 summarizes the respective conditions and equations.

Table 4.1. Tillotson EOS: Compression-energy states and related equations.

Compression Energy Equation #
ρ
ρ0

− 1 > 0 e p1(ρ, e) (4.103)

ρ
ρ0

− 1 < 0 e < es p2(ρ, e) (4.104)

ρ
ρ0

− 1 < 0 es < e < e′s p4(ρ, e) (4.105)

ρ
ρ0

− 1 < 0 e′s < e p3(ρ, e) (4.107)

As often stated in literature, the Tillotson equation of state is not able to
directly model melting and vaporization since changes in pressure and density
in two-phase regions cannot be described. However, the resulting thermody-
namic state after phase changes in the course of transient shock waves are well
represented. Holian and Burket [191] discuss the Tillotson EOS implemented
in a hydrocode. Their investigation of hypervelocity impacts of lead spheres
against bumper shield plates compares experimental results with simulations
calculated from Tillotson and SESAME equations. The theoretical results are
very close to each other in terms of calculated mass per unit area of the frag-
ment cloud. Both also deviate from the experimental results with respect to
9 see, e.g. Anderson and Mullin [8] for material data.
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the mass distribution. This was probably due to the discretization techniques
available at that time. More recent simulations of aluminium, steel and also
of lead hypervelocity impact, show much better results10.

Also mentioned in Holian and Burket [191] is another deficiency of the
Tillotson EOS concerns the calculation of release isentropes. When the re-
lease process crosses the sublimation point, an abrupt discontinuous jump is
calculated for the related pressure p(es, ρs). As an improvement of this obser-
vation Schonberg [348] proposed an adjustment via the pressure interpolation:

p5 = p3 −
(
p2|ρ=ρs

− p3|ρ=ρs

)
(4.108)

for densities ρ < ρs in the energy interval es < e < e′s. With that im-
proved EOS version Schonberg calculated release isentropes for expanding
fragment clouds after aluminum-aluminum impacts at velocities between 4
and 20 km/s. The aim was to calculate the proportionate distribution of solid,
liquid and vaporized material in the fragment cloud. The results achieved in
[348] are illustrated in Figure 4.17.
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Fig. 4.17. Distribution of solid (solid line), liquid (dashed line) and vaporized ma-
terial (dotted line) in fragment clouds after hypervelocity impact at various impact
velocities calculated with Tillotson EOS. Numerical results from Schonberg [348].

10 Comparable hypervelocity impact simulations are for example published in Mehra
and Chaturvedi [270] or Hiermaier et al. [178], where the latter includes applica-
tion of the Tillotson EOS.
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Equations of State for Porous Materials

There is a wide spectrum of materials with an inherent porosity which may
be either intentionally inserted or present to a certain unavoidable minimum
due to production reasons. Examples for deliberately produced porosity are
cellular materials used to provide thermal, acoustic or shock damping effects
with a particular structural stiffness at low specific weight. Others, e.g. poly-
mers, concrete or energetic materials, dispose of some level of porosity that is
not always desirable and needs to be reflected in material characterization.

Dynamic deformation behaviour of porous and granular materials is most
often investigated regarding two particular aspects:

• The energy dissipation effect of porous materials like polymeric and metal-
lic foams or concrete is one focus. Propagation of acoustic as well as shock
waves is damped through irreversible deformation of cells. Kinetic energy
of impact and crash processes, ranging from low velocity head impact to
hypervelocity impact of micro-meteoroids on space vehicle structures, is
transformed into plastic strain and failure. The porosity and the stiffness
of the matrix material determine the stress level at which the structure
deforms and, thus, for example the deceleration of an impacting body.

• Insensitivity as well as the detonation characteristics of plastic bonded
energetic materials is influenced by the porosity. Here, the shock velocities
and the strain localization due to the porous nature are of interest.

Energetic materials are not topic of this book. Readers interested in the dy-
namic deormation behaviour of explosives are for example referred to Davison
et al. [105].

Characteristic Deformation Phases in Porous Materials

The complexity in modelling porosity under shock loading conditions arises
from the unusual compaction behavior of porous materials including distinct
variations in the materials’ stiffnesses in three phases:

• Typically, a first deformation phase of porous materials can be described
as elastic compression of the matrix material. The stiffness is defined by
the properties of the matrix material.

• Depending on the type of the matrix material, it is followed by a second
phase of failure and collapse of pores which can occur as ductile plastic
deformation or as brittle fragmentation and includes stability aspects on
the scale of the pore wall dimensions. Characteristic for the macroscopic
aspect of this deformation stadium is very little stiffness and subsequent
deformation at a more or less constant stress level. Hyperelastic matrix
materials do not show this phase.

• A third and final deformation stadium, called compaction phase, is ob-
served when the pores are all compressed. The stiffness changes again
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drastically towards the matrix material’s elastic-plastic compressive prop-
erties.

Fig. 4.18. Schematic compression curve for a porous material illustrating initial
elastic deformation, pore compression and collapse finally leading to a fully com-
pacted state with the compressive behaviour of the matrix material.

If the sound speed in the matrix material is cM and cP is the sound speed
of the porous material, the bulk modulus KP of the porous material in the
first elastic compaction phase can be described via the sound speeds:

KP = ρ
d p
d ρ

= ρ c2P (4.109)

In the third phase, the bulk modulus corresponds to the bulk modulus of the
matrix material.

The transition between phase one and three can be described in terms of
the material properties of the matrix material using a porosity parameter α:

α =
ρM

ρ
=
V

VM
(4.110)

that relates the matrix and, thus, fully compacted density ρM to the current
density ρ of the porous material. Often, the inverse of α is used to relate the
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specific volume of the matrix material VM at zero pressure to the current
specific volume of the porous material. In the context of the following section
we will denote that alternative measure of porosity by φ:

φ =
VM

V
=

ρ

ρM
= α−1 (4.111)

The choice of φ over α was motivated through the use of specific volumes
and the preferred variation of φ between zero for a non-existing matrix, i.e. a
vacuum, and unity for a fully dense material. A preference that seems indeed
more convenient than the variation from infinity to unity.

With the porosity of the undeformed material αP = ρM/ρP the current
sound speed at an arbitrary compression state can be described through:

c = cP + (cM − cP )
(
α− αP

1 − αP

)
(4.112)

and, thus, the current stiffness of the partly compacted material accordingly.

Influence of Porosity on the Hugoniot State

A characteristic phenomenon observed when porous materials are shock
loaded is the convex shape of the vS − v1 curves and the related deflection of
the Hugoniot curve:

Porosity in solids leads to a typical decrease in the observed shock velocity
vS with increasing v1 for low particle velocities. It is the dispersive nature of
the propagated stress waves in the regime just above the compressive strength
of porous materials that leads to the observed phenomenon. At a certain v1
value the shock velocity shows a minimum and starts to rise again with con-
vergence to the slope of the solid materials vS − v1 characteristic. Riedel and
Kawai [325] investigated the phenomenon in mortar by experimental and nu-
merical means. Their proposed stess gauge instrumentation along with the
theoretical distinctions of stress waves proposed by Fowles and Williams [130]
seems to be a promissing methodolgy for a better understanding of shock
waves in inhomogeneous materials.

A porous material with very reproducible mechanical properties is achieved
when a matrix is filled with hollow spheres. As an example for that kind of cel-
lular material, epoxy resin filled with glass micro-spheres was investigated by
Weirick [416]. Figure 4.19 compares the findings of Weirick with the svS − v1
characteristic of mortar reported by Riedel [323]. Hugoniot pressures of the
micro-sphere filled epoxy material and of the eneretic material PBX-9407 as
listed in Marsh [267] ar given in Figure 4.20. The graphs reflect the aforemen-
tioned characteristics of shock loaded porous materials.
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Fig. 4.19. Shock-particle velocity results for Epoxy resin (dashed line) and Epoxy
filled to 42 volume percent with glass micro-balloons (�) both investigated by Weir-
ick [416] compared to mortar data (•) provided by Riedel [323].

Herrmann’s p− α Equation of State

Deformation behaviour of porous materials has long been a topic of scientific
investigations. First comprehensive description of shock loaded porous mate-
rials including a formulation for a related equation of state were derived more
than forty years ago. A first formulation of an EOS was proposed by Her-
rmann [175]. In order to relate the porous materials’ EOS to the one of the
solid matrix material, Herrmann invented a porosity and energy dependent
formulation, called p− α equation of state:

p = p(
V

α
, e) = p(φV, e) (4.113)

The distinction of (4.113) to other equations of state is the porosity in the
argument of the pressure function. Thus, any existing EOS can be used to
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Fig. 4.20. Hugoniot states for pure Epoxy resin (�, dotted), Epoxy filled to 42
volume percent with glass microspheres (�, solid) both Weirick [416]), and PBX-
9407 (•, dashed) according to data from Marsh [267].

replace the volume dependency by the V/α-dependency.

Equation (4.113) was adjusted by Carrol and Holt [80] to average the
pressure in the matrix material over the total porous volume:

p =
1
α
p(
V

α
, e) = φ p(φV, e) (4.114)

The porosity is now a thermodynamic state variable depending on pressure
and internal energy:

α = α(p, e) (4.115)

where the energy dependence is mostly not formulated explicitly due to the
lack of data. This gap is usually closed to a sufficient degree of accuracy
through an implicit energy dependence carried in the Hugoniot reference curve
referred to in the solid materials EOS. This approach is valid as long as no
additional energy source terms are in the porous material. Swegle [379] points
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out that an important advantage of (4.114) over (4.113) is that it avoids un-
physically larger bulk sound speeds in the porous material than in the matrix
material.

0

2.0

4.0

6.0

8.0

10.0

0 0.2 0.4

σ [GPa]

1 − ρ0
ρ

[−]

Fig. 4.21. Compression curve and two release paths for cement modelled via a p−α
equation of state (Data courtesy of Riedel [323]).

A possible description of the porosity parameter, amongst various other
formulations, was proposed by Butcher and Karnes [73] for porous iron:

α = 1 + (αp − 1)
(
pC − p
pC − pe

)n

(4.116)

with a parameter n set to n = 2 in [73]. The pressure at initial pore collapse
pe and pressure at the beginning of the compaction phase, denoted by pC ,
are further parameters to be defined experimentally. The implicit coupling of
pressure, volume, internal energy and porosity demands for an iterative solu-
tion of the equations in numerical implementations.

Menikoff-Kober Porous Equation of State

A thermodynamically consistent formulation of a complete equation of state
for porous materials was introduced by Menikoff and Kober [274] via a de-
composition of the Helmholtz potential into a contribution from the pure solid
material ψs and potential energy ψp associated with the porosity:
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ψ(V, T, φ) = ψs(φV, T ) + ψp(φ) (4.117)

where the porosity is here described via the solid volume fraction φ = VM/V =
ρ/ρM = α−1. Alternatively to (4.116), compaction laws for porous materials
can also be formulated using φ, a parameter pc denoting the pressure at full
compaction, i.e. closure of all pores, and an initial porosity 1 − φ0 :

φeq(pV ) = 1 − (1 − φ0) e
− pV −p0V0

pcV0 (4.118)

To find the porosity φeq of an equilibrium state, Menikoff and Kober min-
imize the free energy (4.117) to get:

pV − φeq
dψp

dφ
(φeq) = 0 (4.119)

which needs to be solved simultaneously with the equation for equilibrium
pressure peq that is defined according to (3.5) as:

peq(V, e) = −φeq
∂ ψ(Vs, es
∂ V

(4.120)

where Vs = φeqV and es = e − ψp(φeq) are the specific volume and internal
energy of the pure solid. Menikoff and Kober point out that equation (4.120)
equals the p − α equation, except for the thermodynamically requested dis-
tinction between specific internal energy e of the porous material and the one
of the solid matrix es.

Menikoff [273] uses the matrix material’s adiabatic exponent γs = ρs c
2
s /Ps

to describe the ratio of equilibrium and matrix sound speed as:

(
ceq

cs

)2

= 1 −
(
γs − 1
γs

)2
c2s

c2s + φ2
eq

d2ψp

dφ2 (φeq)
(4.121)

and, thus, to quantify the decrease in sound speed with increasing porosity.
Two further interesting quantities for porous materials formulated in [273] are
the Grüneisen parameter:

Γ =

⎛
⎝peq V + φ2

eq
d2ψp

dφ2

c2s + φ2
eq

d2ψp

dφ2

⎞
⎠ Γs (4.122)

and the related specific heat at constant volume:

CV =

⎛
⎝ φ2

eq
d2ψp

dφ2 + φeq
dψp

dφ

φ2
eq

d2ψp

dφ2 + c2s − Γ 2
s CV s Ts

⎞
⎠ Γs

Γ
CV s (4.123)
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Hayes Equation of State for the Matrix Material

An alternative potential formulation for a complete equation of state was
introduced by Hayes [169] and later applied for the description of shock waves
in porous high explosives by Sheffield et al. [355] . The matrix material, in
this case, is described by the Helmholtz potential:

ψ(V, T ) = e0 + p0 (VM − V ) − s0 T

+CV

[
(T − T0)

{
1 +

Γ

V
(VM − V )

}
+ T ln

T0

T

]

+
KT 0VM

N (N − 1)
[
φN−1 − (N − 1)

(
1 − φ−1

)
− 1

]
(4.124)

with a constant parameter N , an assumed constant CV and the isothermal
bulk modulus:

KT = K0 φ
N = − 1

V

∂ p

∂ V

∣∣∣∣
T

(4.125)

leading to expressions for the pressure

p(V, e) = p0 +
K0

N

[(
φN − 1

)
− Γ0

N − 1
(
φN−1 − 1

)
+ Γ0

(
1 − φ−1

)]

+
Γ0

VM

[
e− e0 + CV T0 Γ0

(
1 − φ−1

)
− p0 (VM − V )

]
(4.126)

and the temperature:

T (V, e) = T0 +
VM

CV Γ0

[
p(V, e) − p0 −

K0

N

(
φN − 1

)]
(4.127)

Along with example applications of the Hayes EOS to copper and a dis-
cussion of its limitation towards very high pressures p >> K0, Menikoff [273]
shows with regard to these formulations that the parameters N and K0 are
related to the coefficients c0 and S of a linear vS − v1 relation through:

K0 = ρ0
(
c20 − Γ 2

0 CV T0

)
(4.128)

and

N = 4S − 1 + (4S − Γ0)
(
Γ 2

0 CV T0

V0K0

)
(4.129)

The Hayes equation of state was for example used in combination with
Herrmann’s p− α model by Setchell and Taylor [352].

4.5.3 Nonlinear Equations of State for Anisotropic Materials

Anderson Model for Anisotropic Solids

According to the conditions for shock wave formation, formulated in (4.31)
and (4.32), the nonlinearity in the analytical description of an equation of state
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is necessary to calculate shock wave evolution and propagation with numerical
tools. The characteristic decomposition of the stress tensor σij = Sij − p δij
into a deviatoric and a hydrostatic fraction in hydrocodes provides a prag-
matic basis to incorporate appropriate descriptions of the hydrostatic pressure
p through a thermodynamic equation of state p = p(ρ, e).

However, this simple decomposition is only valid for isotropic materials.
Anisotropic elasticity is a form of material behavior where deviatoric strain
components produce contributions to hydrostatic pressure and volumetric de-
formation results in deviatoric stresses additive to hydrostatic stresses. There-
fore, total hydrostatic pressure must be re-described to account for deviatoric
strain contributions. With the decomposition of a total strain tensor according
to (2.59) the volumetric contribution for small strains can be written as:

εvol ≈ 1
3
εij δij (4.130)

and thus, the deviatoric component as

εdev
ij = εij −

1
3
εij δij (4.131)

The total hydrostatic pressure for linear elastic processes is then:

p = pel(εvol) + pdev(εdev
ij ) (4.132)

and, more general and more adequate for shock wave simulations, the nonlin-
ear equations of state version:

p = pEOS(εvol) + pdev(εdev
ij ) (4.133)

where pEOS can be any, e.g. one of the before discussed, kind of nonlinear
equations of state.

Anderson et al. [7] discussed this problem and provided a stepwise solu-
tion to be implemented in hydrocodes. Hiermaier et al. [181] implemented the
same theory into the commercial hydrocode AUTODYN for application on
hypervelocity impact simulations involving orthotropic composite materials.
The necessary steps to formulate an approximative description of deviatoric
stresses and hydrostatic pressure, including nonlinear equation of state terms,
for orthotropic materials are described in the following.

Linear Elastic Orthotropic Stress Increment

Cauchy elastic stress-strain behaviour in an orthotropic material is described
by equation (3.38). Accordingly, for a cyclic solution of dynamic processes the
following linear elastic stress increments δ σel

ij are calculated:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δ σxx

δ σyy

δ σzz

δ σyz

δ σxz

δ σxy

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

el

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

E11 E12 E13 0 0 0

E21 E22 E23 0 0 0

E31 E32 E33 0 0 0

0 0 0 2G23 0 0

0 0 0 0 2G13 0

0 0 0 0 0 2G12

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δ εxx + 1
3δ ε

vol

δ εyy + 1
3δ ε

vol

δ εzz + 1
3δ ε

vol

δ εyz

δ εxz

δ εxy

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.134)

Linear Elastic Pressure Increment

For the hydrostatic pressure increment, expressed as negative mean stress
p = −1/3(σxx +σyy +σzz), the elastic stress increments result in the following
expression:

δ pel = −1
9

(E11 + E22 + E33 + 2E12 + 2E23 + 2E31+) δ εvol

−1
3

(E11 + E21 + E31) δ ε11

−1
3

(E12 + E22 + E32) δ ε22

−1
3

(E13 + E23 + E33) δ ε33 (4.135)

where, the contribution from volumetric strain is found in the first line and
the ones from deviatoric strain components are represented by the second to
fourth line. As indicated by the superscript el, equation (4.135) can be seen
as linear elastic, volumetric stress, i.e. pressure, increment. Thus, to calculate
the linear elastic stress deviator increment, the result of (4.135) is subtracted
from the total stress increment (4.134):

δ Sel
ij = δ σij − δ pel (4.136)

Nonlinear Pressure Increment

On the other hand, equation (4.135) represents only pressure increments re-
sulting from linear elastic deformations. The nonlinear thermodynamic equa-
tion of state element needed for shock wave simulations is not yet part of
the theoretical approach. Its implementation can be performed following the
suggestion of Anderson et al. [7] by calculating the nonlinear pressure term
pEOS in (4.133) with a Mie-Grüneisen formulation. The corresponding pres-
sure increment for a stepwise solution between thermodynamic equilibrium
states at step n and n+ 1 is then:

δ n+1pEOS = pH(εvol) + Γ ρ (e− eH) − npEOS (4.137)



194 Structures under Crash and Impact

Fig. 4.22. Experimental and numerical results for the back-surface velocities in
flyer plate tests at three different impact velocities. The investigated material was
Kevlar epoxy resin composite.

Total Pressure Increment and Total Elastic Stress

Equations (4.135) and (4.137), yield an increment in total pressure for general
orthotropic materials as:

δ n+1p = δ n+1pEOS

−1
3

(E11 + E21 + E31) δ ε11

−1
3

(E12 + E22 + E32) δ ε22

−1
3

(E13 + E23 + E33) δ ε33 (4.138)

Application of (4.134), (4.136) and (4.138), leads to a resulting total elastic
stress tensor at step n+ 1 as:

n+1σij = nσij + δ Sel
ij − δ n+1p δij (4.139)

This formulation was applied for nonlinear shock compression of compos-
ites under hypervelocity impact by Hiermaier et al. [181] in the European
Space Agency (ESA) project called Advanced Material Models for Hyperve-
locity Impact Simulations (AMMHIS). The aim of the project with the cited
final report was to provide a numerical model supporting the design of the
space debris shield in the European module of the International Space Station
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Fig. 4.23. Fragment cloud propagation and deflections of the shield elements at
instants of time calculated with the AMMHIS material model implemented in AU-
TODYN (see Hiermaier et al. [181]).

ISS. The methodology was implemented in the commercial hydrocode AUTO-
DYN is as such available for users’ application. Simulation of flyer plate tests,
as well as of other tests in the course of material characterization, were per-
formed to validate the model and, thus to find its limitations. Figure 4.22
illustrates the comparison of flyer plate tests on Kevlar epoxy resin composite
material at three individual velocities with numerical simulation of the results
in terms back-surface velocities.

Validated by comparison of numerical results for the performed material
tests, the model was used to design shielding systems against space debris, so
called bumper or Whipple shields. Typically these shields are a combination
of several thin aluminum plates serving to break up incoming projectiles.
Modern versions are equipped with more advanced materials, such as fiber
reinforced polymers or ceramic fabrics. A current standard of these so called
stuffed whipple shields that is used in similar layouts both in the US and the
European modules of the International Space Station is consisting of

• an outer aluminium plate serving to disrupt the projectile via shock wave
loading into an expanding fragment cloud,
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• a combination of Nextel fabric and Kevlar epoxy resin composite material
(the latter only in the European modules) used to further decelerate and
disintegrate the impacting fragments

• and finally the module wall of which the integrity after hypervelocity im-
pact on the system is of vital interest for the space station and its crew.

To investigate the protective capabilities of structural designs with varying
materials and geometrical dimensions, the formulation described above was
used in the equation of state module of the AMMHIS material model. An
example result for the fragment cloud propagation and deflections of the shield
elements at two time steps is shown in Figure 4.23.

Limitations and Current Deficiencies

Application of the decomposition approach discussed above to hypervelocity
impact simulations showed clear improvements in terms of predicting impact
damage in shields and fragment clouds. Thus, structural responses in the di-
rect neighbourhood of the impact location are represented with predictive
quality.

For a further assessment of the model, three different impact conditions in-
volving aluminum, CFRP and sandwich-structure targets will be investigated
next. Figure 4.24 illustrates the geometrical dimensions of the spherical pro-
jectiles and the plate targets as well as the impact velocities. Instrumentation
with a Laser vibrometer allowed for experimental results including impact in-
duced vibrations of the structures measured in terms of normal velocities. As
illustrated in Figure 4.24, the assessment is performed by comparing impact
simulations of the orthotropic CFRP target material with an isotropic alu-
minum target as well as an aluminum-honeycomb stiffened CFRP sandwich
target.

Ryan [338] performed experimental and numerical investigation of the
CFRP impact as sketched in Figure 4.24-(B). For the numerical simulation
of the hypervelocity impact the orthotropic non-linear equation of state ma-
terial model, described in section 4.5.3, was used. Figure 4.25 illustrates the
numerical results for the hypervelocity impact at 4.9 [kms−1] on the 0.5 [mm]
thick CFRP target. The normal impact initiated shock waves running into the
plate, where the propagation speed was directionally dependent on the lam-
inate structure. Comparison with the experimental results in terms of Laser
vibrometer based velocity signals from the rear side of the CFRP target indi-
cates that the simulated propagation speeds are correct.

Although the simulations were able to reproduce directional-dependency
of the transient wave propagation, significant discrepancies are observed re-
garding key properties of the transient wave form. Both, amplitudes and wave
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Fig. 4.24. Initial conditions for three normal impact tests involving spherical pro-
jectiles and plate targets. A Laser vibrometer was used to measure the vibrational
velocities at specified positions remote to the impact location on the back-surfaces
of the targets.

lengths of the simulated vibration does not correlate with the experimental re-
sults. This discrepancy accounts for the longitudinal, shear and flexural waves.

Hence, Figure 4.26 documents the problems with currently existing ma-
terial models for shock waves in anisotropic solids. Actually, the problem
already starts with the assumptions taken in the framework of experimental
parameter derivation in characterization tests. For example, in the course of
flyer plate tests a normal stress in the specimen derived according to equation
(4.28) is assumed to represent hydrostatic pressure. For the investigation of
orthotropic materials this assumption should probably be dropped. At least
a quantitative analysis for each material seems to be necessary.

Although the local results in terms of impact damage and fragment clouds
can be called predictive11, the propagating waves cannot be simulated cor-
rectly.

11 For results concerning the local impact damage in the CFRP and CFRP AL-
honeycomb targets see also Ryan et al. [339].
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Fig. 4.25. Simulation of the anisotropic wave propagation in a 0.5 [mm] thick
CFRP-epoxy composite after a 4.9 [km s−1] hypervelocity impact of 0.8 [mm] alu-
minum sphere. The pictures show results from a quarter symmetric simulation with
the wave propagation at 3 [μs] (A), 11 [μs] (B) and 18 [μs] (C), respectively.
(Reprinted with permission from Ryan [338])

Additional simulation of hypervelocity impact on isotropic or quasi-isotro-
pic targets can help to rule out possible problem sources originating from
other code components. Thus, the basic applicability of the existing numer-
ical methods for an investigation of vibrational effects due to hypervelocity
impact can be investigated by target variation. Figure 4.27-A illustrates the
measured and calculated velocities for the aluminum-aluminum hypervelocity
impact. In this case, times of arrival, amplitudes and frequencies over a du-
ration of 30 microseconds is predictively calculated. The example shows that
impact induced vibrations in a structure can be simulated with hydrocodes.
The set-up which was very similar to the CFRP-impact in terms of impact
velocity, target size and measurement location (see Figure 4.24) was simulated
with the same code (AUTODYN) and originally performed as a first valida-
tion of explicit hydrocodes for that kind of application.

Finally, an impact experiment on a more complex target and the corre-
sponding simulation shall be discussed. As illustrated in Figure 4.24), the
sandwich target consists of CFRP face sheets at the front and rear side of
an aluminum honeycomb block. The CFRP material and the model used to
simulate it are identical to what was used for the pure CFRP target. As can
be seen from Figure 4.27-B, the now resulting amplitudes and times of ar-
rival are again very well predicted by the simulation though the frequency
in the flexural wave is under-estimated a bit. The problems in modelling the
anisotropic CFRP-response are now less prominent since the aluminum hon-
eycomb stiffens the overall structure in an isotropic way.
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Fig. 4.26. Experimental results (dotted line) and numerical simulation (solid line)
using AUTODYN for the velocity histories in a 0.5 [mm] thick CFRP-epoxy com-
posite after a 4.9 [km s−1] hypervelocity impact of an 0.8 [mm] aluminum sphere.
The velocities were measured with a Laser vibrometer at a position 50 [mm] away
from the impact locus (Reprinted with permission from Ryan [338]).

In the light of the last two examples explicit hydrocodes can be treated
as adequate tool to investigate hypervelocity impact induced shock wave and
vibration effects in large structures. The weak link in existing codes are iden-
tified to be related to anisotropic material modelling.

An improved simulation of shock wave effects in anisotropic materials in-
cluding the prediction of remote structural responses requires a more adequate
methodology for the shock wave physical assumptions both

• in the experimental parameter derivation
• and in the numerical equation of state formulation and stress tensor de-

composition.

A recent contribution towards an improved modelling of shock waves in
composite materials was published by Vignjevic et al. [410]. Two alterna-
tive decompositions of the stress tensor are proposed and implemented in
DYNA3D to simulate flyer plate tests performed on CFRP and reported ear-
lier by Vignjevic et al. [412]. A missing link in the comparison of experimental
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Fig. 4.27. Hypervelocity impact induced vibration of aluminum (A) and CFRP-
aluminum honeycomb targets (B). Impact conditions and geometries as introduced
in Figure 4.24. Velocities are measured by Laser vibrometer (dotted lines); numerical
simulations with AUTODYN provided the calculated velocity histories (solid lines)
at the same positions as in the experiments. (Reprinted with permission from Ryan
[338].)

and numerical results is the adjusted evaluation of stresses in the experiments.
With respect to these measured data in the flyer plate tests, there is still no
specific treatment developed referring to the anisotropic material.

Meso-Scale Simulations for EOS Derivations

To improve the existing limitations of equation of state formulations with re-
spect to anisotropic materials, an adequate description and measurement of
Hugoniot states in the anisotropic material is needed. A better understand-
ing of measured signals, e.g. resulting from flyer plate tests, can be achieved
through parallel numerical modelling of the tests on a meso-scale or even
micro-scale level. The meso-scale level includes modelling of components of a
composite by the standard continuum mechanical approaches possibly includ-
ing additional contact, adhesion and interaction descriptions for the interfaces
between the components. The micro-scale would concern the formulation of
molecular dynamics or atomistic descriptions of the involved materials, which
is topic of many research projects in Multi Scale Material Modelling12 .

12 Interested readers may be referred to introductory literature, e.g. Lu and Kaxiras
[254] or Attinger, Koumoutsakos [24]. The topic is also reflected in some confer-
ence proceedings on computational material science, for example Gumbsch [153],
Steinhauser and Thoma [368], Bulatov et al. [70], Lepinoux et al. [248] or Kirch-
ner, Kubin and Pontikis [226]. An application of molecular dynamics to derive
brittle failure models for impact loads is given in Steinhauser et al. [367]
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An example for the successful application of meso-scale modelling to de-
rive equation of state data for an inhomogeneous material, i.e. concrete, was
given by Riedel [323]. He investigated the components of concrete, cement
and aggregate stones, by standard methods of experimental material charac-
terization, specifically in terms of confined and unconfined compression tests
at quasi-static and dynamic strain rates as well as flyer-plate tests to derive
shock-particle velocity relations. Using the data of the components, Riedel
modelled the concrete by explicit discretization of cement and standardized
size distributions of aggregate stones. Figure 4.28 shows the discretized 3D
sample with a velocity boundary condition and propagating elastic and plas-
tic waves. The resulting calculated vS − vP relations are shown in Figure
4.29.

Fig. 4.28. Meso-scale modelled concrete sample loaded by a velocity boundary
condition to evoke elastic and plastic wave propagation. The calculated velocities
of the shock wave and of the accelerated material behind the shock wave allows to
derive Hugoniot states and, thus, a Mie-Grüneisen type equation of state. (Reprinted
with permission from Riedel [323])

Comparison to existing experimental data shows the excellent applica-
bility and value of meso-scale simulations of high dynamic material testing
methodologies. A similar approach, applied to shock wave propagation in or-
thotropic materials could deliver an improved understanding of the related
Hugoniot states and help provide a new formulation of an equation of state
for orthotropic materials.
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Fig. 4.29. Calculated vS-v1 relations for concrete compared to experimental results
documented in literature. ⊗ : Grady [139], ∗ : Grady [140], � : Kipp and Chhabildas
[225], � : Gregson [144]. (Reprinted with permission from Riedel [323])

The example calculation of vS − v1 relations shown above can be ob-
served a first step towards a substantial support from numerical simulation to
the determination of equations of state. Other approaches applying methods
of molecular dynamics and quantum chemistry have already been taken to
provide even deeper theoretical insight in the underlying physics. Successful
further examples for the theoretical derivation of equations of state are

• Greeff and Graf [143] for gold,
• Chisolm et al. [91] for aluminium including an investigating concerning

the admissibility of neglecting an-harmonic terms, an assumption leading
to the Grüneisen parameter Γ (4.67), in the derivation of shock Hugoniots
with the Grüneisen theory

• and investigations on the shock induced α− ω transition in titanium con-
ducted by Greeff, Trinkle and Albers [142]. Using equilibrium free energies
for both phases Hugoniot loci were calculated at excellent agreement with
experiments. In addition an anomaly assumed by McQueen et al. to be a
phase transition could be identified as erroneous interpretation and arti-
fact.
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4.6 Discussion of Nonlinear Equations of State for Shock
Waves

4.6.1 Summary of Shock Thermodynamics

With the formulations derived in the last sections we have a set of equa-
tions that allow for a mathematical treatment of the processes that take place
when solid matter is shock loaded. These formulations shall be summarized
here along with some suggestions on how to assess their applicability.

Rankine-Hugoniot Equations

Using the conservation for mass, momentum and energy, the conditions ahead
and behind a shock wave are related to each other. The resulting Rankine-
Hugoniot equations are:

ρ0 ( vS − v0) = ρ1 ( vS − v1) (4.140)

ρ1 ( vS − v1) v1 = p1 − p0 (4.141)

p1 v1 = e1 ρ1 ( vS − v1) − e0 ρ0 vS +
1
2
ρ1 ( vS − v1) v21 (4.142)

For a solution of equations (4.140) - (4.142) one more equation is needed.
Either an equation of state p(ρ, e) or a relation between shock and particle
velocity vS(v1) can be used.

Shock - Particle Velocity Relation

Polynomials of the basic form

vS = c0 +
n∑

i=1

Si v
i
1 (4.143)

are used to describe the vS −v1 relation. Shock behaviour of crystalline mate-
rials is well fitted with linear relations, polymers and porous solids and other
composite materials require a quadratic description.

Hugoniot State

With the Rankine-Hugoniot equations (4.140) - (4.142) in conjunction with a
vS − v1 relation (4.143) the sum of all thermodynamic states that a specific
material reaches under shock loading is described. In the state surface these
shock conditions form the Hugoniot curve. Using a linear vS − v1 relation

vS = c0 + S v1 (4.144)

the Hugoniot states are described by:
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ρ1 = ρ0
c0 + S v1

c0 + v1(S − 1)
(4.145)

p1 = p0 + ρ0 c20
η

(1 − S η)2 (4.146)

e1 = e0 +
η

ρ0
p1 −

η2

2
c20

(1 − S η)2 (4.147)

Complete Nonlinear Equations of State

According to the combination of first and second law in the Gibbs fundamental
equation for a reversible case

de = −pdV + T ds (4.148)

pressure and temperature are defined as

p(V, s) = − ∂ e

∂ V

∣∣∣∣
s

(4.149)

and

T (V, s) = − ∂ e

∂ s

∣∣∣∣
V

(4.150)

With the specific heat at constant pressure and volume:

Cp = T
∂ s

∂ T

∣∣∣∣
p

CV = T
∂ s

∂ T

∣∣∣∣
V

, (4.151)

the coefficient of thermal expansion

β =
1
V

∂ V

∂ T

∣∣∣∣
p

, (4.152)

and the isothermal and isotropic compressibilities

KT = − 1
V

∂ V

∂ p

∣∣∣∣
T

Ks = − 1
V

∂ V

∂ p

∣∣∣∣
s

(4.153)

a more convenient formulation for some second derivatives in equations of
state can be found13:

• For the Grüneisen parameter we find:

Γ = V
∂ p

∂ e

∣∣∣∣
V

= −V
T

∂2 e

∂ s ∂ V
=

β V

CV KT
(4.154)

13 See for details Davis [103] as well as Menikoff and Plohr [275]
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• the adiabatic exponent becomes:

γ =
V

p

∂2 e

∂ V 2

∣∣∣∣
s

=
1
pKs

(4.155)

• and the dimensionless specific heat:

g =
p V

T 2

∂2 e

∂ s2

∣∣∣∣
V

=
p V

CV T
(4.156)

The Fundamental Derivative

At the beginning of section 4.4 we already found the fundamental derivative

G =
V 3

2 c2
∂2 p

∂ V 2

∣∣∣∣
S

= 1 +
ρ

c

∂ c

∂ ρ

∣∣∣∣
S

(4.157)

to be the criterion required to an equation of state to allow for the existence
and stability of shock waves.

The sign of G determines the existence and stability of shock waves:

• Convex isentropes and, thus, shock waves associated with increasing en-
tropy, are only described by equations of states which strictly obey G > 0.
This is the case for all single-phase solids, ideal gases and liquids at normal
temperatures14.

• The limit case of straight isentropes is denoted by G = 0 is for instance
the case at the triple point.

• Bethe [58], Zel’dovich [432] and Thompson [389] identified finite areas in
van der Waals polytropic gas where the fundamental derivative becomes
negative.

• Some exceptional fluids generally show concave isentropes and, thus, have
the property of a negative G, such as heavy hydrocarbon, heavy fluoro-
carbons (PP10, PP11), aromatic carbons and syloxanes. These fluids are
called Bethe-Zel’dovich-Thompson or BZT fluids. As a consequence of that
anomaly, compressive shock waves become impossible whereas expansion
shocks can be initiated.

The Grüneisen Parameter

Further constraints to equations of state have been established that guarantee
the monotonicity of properties like the shock wave speed or entropy. Menikoff
and Plohr [275] as well as Henderson [172] collect three constraints to the
Grüneisen parameter Γ ensuring monotonicity of various properties, given
that G > 0:

14 See for example Henderson [172] for a detailed derivation of the theory, a com-
prehensive overview on applications as well as material data.
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• The strong constraint Γ ≤ p V
e guarantees monotonic decreasing specific

volume along a Hugoniot adiabate. Together with G > 0 the criterion for
a convex Hugoniot is fulfilled.

• Menikoff and Plohr [275] stated that with the adiabatic exponent γ, a
medium constraint Γ ≤ γ + 1

2
p V
e ensures that the specific internal energy

is monotonic increasing along a Hugoniot.
• Whereas the weak constraint Γ ≤ 2 γ indicates monotonically increasing

pressure and enthalpy with the Hugoniot. A constraint that is obeyed by
all known materials.

Schematic illustrations of Hugoniot curves in the p−V and p−v1 planes with
geometric shapes that would fulfill or violate the strong, medium and weak
constraints are given in Figure 4.30 (see Menikoff and Plohr [275] as well as
Henderson for original derivation and more details on these constraints).

Fig. 4.30. Schematic Hugoniot curves in the p − V and p − v1 planes representing
examples for fulfilled or violated constraints of the strong, medium or weak type
(Reprinted figure with permission from Menikoff and Plohr [275]. Copyright by the
American Physical Society: http://link.aps.org/abstract/RMP/v61/p75 ).
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Finally, Henderson and Menikoff [173] found that the first Bethe criterion
(4.33) together with the weak constraint indicates a Hugoniot that contains
unique shocks for any elevated pressure, and, that ”any pressure increasing
shock wave is entropy increasing”.

4.6.2 Influence of Nonlinear EOS Formulations on the Calculated
Sound Speed

Standard shock equations of state and various polynomial versions are imple-
mented in commercial as well as academic codes for shock wave simulation. To
distinguish and to identify the impact of choosing one formulation or param-
eter set over another one, the resulting pressure and specific internal energy
paths in the interesting range of density should be investigated. A reliable
measure for the limitations of a EOS formulation is the calculated sound
speed with changing density c(ρ). The sound speed is defined through:

c2 =
d p
d ρ

(4.158)

The total differential of p in terms of internal energy and density is

d p(ρ, e) =
∂p

∂ρ

∣∣∣∣
e

d ρ+
∂p

∂e

∣∣∣∣
ρ

d e (4.159)

For isentropic processes, the change in internal energy is described by

d e = −pdV =
p

ρ2
d ρ (4.160)

since the change in specific volume V = 1
ρ is written in terms of density as:

dV = − 1
ρ2

d ρ (4.161)

For the pressure differential we find:

d p(ρ, e) =
∂p

∂ρ

∣∣∣∣
e

d ρ+
p

ρ2
∂p

∂e

∣∣∣∣
ρ

d ρ (4.162)

and, thus, for the sound speed the term:

c2 =
d p
d ρ

=
∂p

∂ρ

∣∣∣∣
e

+
p

ρ2
∂p

∂e

∣∣∣∣
ρ

(4.163)

Unfortunately, in case of the Mie-Grüneisen and polynomial equations of
state, the values for p, e and c cannot be calculated analytically for a whole
path of expansion or compression since the terms for pressure and internal
energy are implicitly related to each other. To investigate such a path still
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outside a hydrocode, where additional factors of influence resulting from dis-
cretization et cetera would appear, an iterative solver for equations (4.96) and
(4.97) can be written in a few lines of code calculating these data.

In the following, results of an iterative solution will be given for aluminum.
The corresponding material data are listed in Table 4.2. The chosen system
of units in cm − g − μs is common to high pressure and shock compression
processes. In particular, the fact that it allows for descriptions of the relevant
pressure, energy and sound speed regimes all in the range of −101 to 101,
makes that system of units convenient for our purpose.

Table 4.2. Material Data for Aluminum in Units of cm − g − μs.

Parameter Symbol Value Unit

Reference Density ρ0 2.785 [g/cm3]

Shock Velocity at ρ0 c0 0.5328 [cm/μs]

Slope in Linear vS − v1 Relation S 1.338 [−]

Initial Grüneisen Gamma Γ0 2.03 [−]

Coefficients for Polynomial EOS K1 0.791 [Mbar]

under Compression K2 1.325 [Mbar]

K3 0.8058 [Mbar]

Coefficients for Polynomial EOS K̃1 0.791 [Mbar]

in Expansion K̃2 -0.025 [Mbar]

Coefficients Describing Energy B0 2.03 [Mbar]

Dependence in Polynomial EOS B1 2.03 [Mbar]

Polynomial Equations of State

Cubic Compression and Linear Expansion

As a first formulation, a non-linear polynomial equation of state with a cubic
density dependence in compression will be investigated. The energy relation
shall be modelled by a term constant in ρ using the equality B0 = B1 which
is equivalent to a constant derivative ∂ p/∂ e for the pressure-energy behavior
off the reference curve (e = 0). For comparison, in a Mie-Grüneisen EOS this
would be modeled by a constant Γ (V ) = Γ0. Thus, the compressive path in
this model is described by the formulation:
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p = K1μ+K2μ
2 +K3μ

3 + (B0 +B1 μ ) ρ0 e (4.164)

The expansion path (ρ < ρ0) shall be formulated by a linear pressure-density
relation:

p = K̃1μ+ B0 ρ0 e = K̃1μ+B0 ρ0 e . (4.165)

An iteratively calculated solution for the variation of pressure, Hugoniot-
pressure, specific internal energy, Hugoniot energy and sound speed along an
isentropic path in compression and expansion is shown in Figure 4.31.

As theory would expect, the calculated sound speed is not constant in the
linear p− ρ expansion regime due to the second term in (4.163). At densities
ρ < 1.76 the calculated sound speeds are negative and, therefore, in the cal-
culation set to zero. This density marks, thus, a limit of application for this
EOS formulation. Also calculated, but not used for the equation of state, are
the Hugoniot pressure and energy.

With a 1−S η term in the denominator, both the Hugoniot pressures and
energies have to face singularities with densities approaching

ρ =
S ρ0
S − 1

(4.166)

which is - in the case of the material data used here - an upper limitation of
the formulation at ρ = 11.025.

Cubic Compression and Quadratic Expansion

Having found negative sound speeds in the expansion states for densities ρ <
1.76, the second example will use a quadratic expansion description along with
a changed energy dependence by setting B1 = 0 and

B0 =
1
ρ0

∂ p

∂ e

∣∣∣∣
V

(4.167)

leading to the modified compression model

p = K1μ+K2μ
2 +K3μ

3 +B0 ρ0 e (4.168)

To describe the isentropic expansion regime the quadratic formulation of
the pressure-density relation given in (4.88) is now used. The results are shown
in the graphs of Figure 4.32.

Mie-Grüneisen Equations of State

Constant Grüneisen Γ and Energy Independent Expansion

Applying the shock equation of state (4.77), we first use a constant Grüneisen
parameter Γ to follow a most simple approach. The calculated internal en-
ergy and pressure values show, however, unphysical drops at density values of
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Fig. 4.31. Specific internal energy, pressure, Hugoniot states and sound speed for
an isotropic change of density in aluminum through e0 = 0 calculated from a poly-
nomial equation of state with linear and cubic density dependency in expansion and
compression, respectively, along with a pressure-energy relation that is constant in
ρ. The material data used for the calculations are given in Table 4.2.

ρ > 5.0 and ρ > 6.5, respectively, which is a consequence of using the constant
Grüneisen Γ along with the linear vS − v1 relation and the results from the
third term in the Hugoniot energy (4.79).

The calculated sound speed is constant in expansion since it is only de-
pending on the linear expansion pressure (see Figure 4.33).
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Fig. 4.32. Specific internal energy, pressure, Hugoniot states and sound speed for an
isotropic change of density in aluminum through e0 = 0 calculated from a polynomial
equation of state with quadratic and cubic density dependency in expansion and
compression, respectively, along with a linear pressure-energy relation. The material
data used for the calculations are given in Table 4.2.

Variable Grüneisen Γ and Energy Dependent Expansion

A variable Grüneisen parameter Γ = Γ0 ρ0/ρ is used in the final formulation.
This leads to a physical representation of the pressure and internal energy to-
wards high compressions. The calculated sound speed in compression shows a
smaller slope compared to the ones obtained with the constant Γ (see Figure
4.34 ).
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Fig. 4.33. Specific internal energy, pressure, Hugoniot states and sound speed for
an isotropic change of density in aluminum through e0 = 0 calculated from a Mie-
Grüneisen equation of state with a constant Γ = Γ0. The material data used for the
calculations are given in Table 4.2.

Furthermore, the expansion regime is now formulated with an energy de-
pendence of the sound speed in the last term of equation (4.163) according
to:

∂ p

∂ e

∣∣∣∣
p

= Γ ρ (4.169)

As a result, the sound speeds calculated in expansion show a similar thresh-
old as seen before in case of the polynomial EOS with linear expansion for-
mulation. This time the critical densities returning negative sound speed is
at ρ = 2.05. In many codes this energy dependence of the sound speed, in
expansion, is not used.
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Fig. 4.34. Specific internal energy, pressure, Hugoniot states and sound speed for
an isotropic change of density in aluminum through e0 = 0 calculated from a Mie-
Grüneisen equation of state with energy dependent sound speed in expansion and
a variable GrüneisenΓ = Γ0 ρ0/ρ. The material data used for the calculations are
given in Table 4.2.
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Hydrocodes

Numerical solutions for the time dependent formulations derived in the pre-
vious chapters are obtained via discretizations in time and space. A compi-
lation of the manifold ways to discretize the basic equations will be given in
the course of this chapter. Specifically for readers with background concerning
numerical methods for static solutions, both equilibrium and time dependent
formulations with their related solutions will be provided.

As mentioned in the introduction, particular emphasise is put on an ade-
quate choice of discretization techniques for a particular material state. Specif-
ically deformation processes can lead to fundamental changes in the properties
of materials. Therefore, adequate choice in this context can mean represen-
tation of failure, crack opening, multiple fragmentation and phase changes.
Examples for related processes and numerical solutions will be provided at
the end of the chapter.

5.1 Modelling of Dynamic Deformation Processes

Crash and impact processes are dominated by transient stress and strain
states. Typical duration for the related deformation processes to take place
range between milliseconds in impact scenarios and several seconds, e.g. for
an automotive structure to deform under crash loads. Depending on the am-
plitude of the wave effects, a more or less detailed representation of their
attenuation is necessary. Low amplitude acoustic waves and strain rates up to
several 102 [s−1] demand for the consideration of strain rate sensitivity in the
materials. The propagation of waves is the observable phenomenon leading
to acceleration of matter and, after several reflections, to a specific deforma-
tion state. Towards higher strain rates the evolution and propagation of shock
waves becomes relevant and a representation of nonlinear thermo-mechanical
compressive behavior in terms of equations of state, as discussed in the last
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chapter, needs to be required. A single wave may now cause failure in struc-
tural regions far remote to the position of load initiation.

The strain rate dependent finite deformation of structures is described by
the kinematic and constitutive equations discussed before. A solution of the
related partial differential equations with the aim of investigating dynamic de-
formation and energy dissipation needs to include a time resolved description
of the process including wave propagation effects. Thus, these equations are
to be solved and hence discretized both in space and time. Since analytical
or closed form solutions for the complex processes are not at hand, numerical
methods have been and are being developed to find approximative solutions.
Part of the approximation and core philosophy of numerical methods is the
so-called discretization of the governing equations, i.e. their selective solution
at a finite number of spatial locations and instants of time within the investi-
gated domain. From the particular solutions at discrete locations a subsequent
overall continuous solution is reconstructed.

Spatial discretizations of the basic equations may be achieved by various
kinds of finite methods to be described in the following chapters. Finite el-
ements (FEM), finite differences (FDM), finite volumes (FVM) or mesh-free
methods (MFM) are general categories of numerical methods developed to
several different sub-branches for specific applications each. Formulated in
Lagrangean or Eulerian kinematics the resulting individual methods are often
specifically derived for certain structural components or loading conditions.
Examples are finite elements which can be formulated as generally as a nu-
merical method can be or as specific as e.g. plate or shell elements for thin
walled structures with two-dimensional stress states.

Concerning time discretization, explicit and implicit schemes based on fi-
nite difference approximations exist to account for the time dependence of the
basic equations. Whereas the explicit formulations are of less computational
costs compared to implicit ones, their stability and precision is limited by the
time step size. Implicit methods are capable of larger time steps at the same
or higher accuracy and its precision can easily be controlled. However, for
most dynamic processes under crash or impact conditions an explicit integra-
tion scheme is still preferable since a resolution of wave propagation effects
demands for extremely short time steps in the order of micro- or nano-seconds
which is, thus, eliminating the advantage of implicit methods.

It is the aim of this chapter to give an introduction to the varying schemes
for spatial and time discretization, to distinguish their basic approaches and
the therefrom resulting advantages as well as limitations. An important aspect
derived from experience with the various methods and their application should
be emphasised in this book. That is the additional benefit which can be gained
from the combined application of different numerical methods. Be it in the case
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of parallel solutions in two or more physical domains, e.g. for the simulation
of fluid-structure-interaction processes where the different regimes should be
discretized by Eulerian and Lagrangean grids, respectively. Or maybe when
fundamental changes of physical properties, if not even of phases, occur in
materials while undergoing loading conditions typical for crash and impact
processes. In his area of influence, the author always supported and promoted
the combined use and adaptive change of discretizations, where ever useful.
Therefore, that idea will also be illustrated in the course of this chapter, and
specifically in section 5.9.

5.2 Components of a Hydrocode

Hydrocodes, also called wave-propagation-codes, are the typical class of nu-
merical tool for the simulation of crash and impact and at the same time not
linked to a specific kind of discretization. Developed in the early 1950’s to
simulate the physical effects of nuclear weapons, a fluid dynamic approach
solving the conservation equations for mass, momentum and energy was cho-
sen. Landmarks in hydrocode development have been set by the Los Alamos
National Laboratory (LANL) and the Lawrence Livermore National Labo-
ratory (LLNL). Nowadays available commercial codes for crash and impact
simulation all have at least parts of their roots in these codes. The primary
application at the time first hydrocodes were developed did not demand for
a constitutive equation of shear stresses nor for related failure criteria since
the prevailing hydrostatic pressures exceeded the shear strengths by orders
of magnitude. Only for later applications for detonation and impact induced
shock wave simulations in fluids and structures including structural defor-
mations, deviatoric stress components have been implemented. Over decades
models for more and more physical phenomena found implementation into
hydrocodes. Therefore, by the nature of their applications and their origins,
hydrocodes are also an ideal platform for coupled and adaptive discretizations.
Typical representatives of hydrocodes, to name but a few, are ABAQUS, AU-
TODYN, CTH, DYTRAN, EPIC, HEMP, HULL, LS-DYNA, OURANOS,
PAM-SHOCK and RADIOS.

Characteristic elements employed in a hydrocodes are:

• Solution of the conservation equations for mass, momentum and energy.

• Decoupled treatment of the stress tensor in terms of deviatoric and hydro-
static components.

• Formulation of a nonlinear equation of state accounting for shock wave
formation and propagation.
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• Constitutive equations for elastic and inelastic, rate-dependent material
behavior including damage, failure and post-failure behavior.

• Arbitrary spatial and explicit time integration.
• A numerical methodology to capture shock waves, e.g. artificial viscosity

or Godunov methods.

5.2.1 Marching Solutions in Time Steps

Marching solutions in time, i.e. stepping forward along the discrete instants in
time at which solutions are provided, solve the set of equations at each time
step in a specific order. Typically, solutions of the time dependent equation
in hydrocodes are organized in the following, or a similar, manner:

A Define the initial conditions for the whole system at a start time t = t0.
B Evaluate the maximum size for a stable time step, i.e. without loosing

information or over-predicting propagation speeds.
C Solve the set of discretized equations according to a procedure equal or

similar to what is illustrated in Figure 5.1.
D Use the results of C to provide new initial conditions for the next time

step and continue with B until a predefined end-time is reached.

Often cited publications related to hydrocodes and related solution strate-
gies are Wilkins [423], Wilkins [424], Noh [297] and Benson [53]

Before we actually start to collect spatial and time discretization tech-
niques, some general mathematical aspects of partial differential equations
concerning their resolvability with numerical tools together with the stability
of the solutions need to be addressed. The mathematical character of equa-
tions usually applied in computational fluid dynamics, structural dynamics
and thermo-mechanics will be discussed. This will lead to basic guidelines
to choose finite methods for the solution of the governing partial differential
equations in crash and impact simulations.

5.3 Classification of Partial Differential Equations

Linear and quasilinear partial differential equations describe a variety of physi-
cal processes. In the course of this evaluation, only linear second order partial
differential equations will be analysed. From a physical point of view, the
equations we are interested in describe

• either steady state, i.e. time independent situations with static equilibrium,
• or time dependent oscillations and related propagation of waves in fluids

and structures,
• or, again time dependent, propagation processes of certain properties in-

cluding their diffusion.
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Fig. 5.1. Consecutive solution of equations as to be solved at each discretizing
entity i within each time step .

Any partial differential equation has unique solutions in certain areas and non-
unique or no solution at all in others. A mathematical approach to identify
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and separate these areas from each other is the method of characteristics.
A characteristic represents a border line along which the domain of unique
solutions for the independent variables is limited. The meaning and use of
characteristics shall be explained with the following linear second order partial
differential equation:

a
∂2u

∂x2
+ 2b

∂2u

∂x∂y
+ c

∂2u

∂y2
= 0 (5.1)

First, the transformations

p =
∂u

∂x
q =

∂u

∂y
r =

∂2u

∂x2
s =

∂2u

∂x∂y
t =

∂2u

∂y2

shall be used to shape equation (5.1) into a system of first order equations:
⎡
⎣ a 2b c

dx dy 0
0 dx dy

⎤
⎦
⎡
⎣ rs
t

⎤
⎦ = [A] [u] =

⎡
⎣ 0

dp
dq

⎤
⎦ (5.2)

Unique solutions for the system (5.2) exist only if its characteristic equation,
represented by the determinant |A|, is non-zero:

|A| =

∣∣∣∣∣∣
a 2b c
dx dy 0
0 dx dy

∣∣∣∣∣∣ = ady2 − 2bdxdy + cdx2 �= 0 (5.3)

Characteristics, on the other hand, are defined as locations with non-unique
solutions, in other words with determinants |A| equal zero. Thus, character-
istics for which

|A| = ady2 − 2bdxdy + cdx2 = 0 (5.4)

assign the particular directions in the x − y−plane along which the partial
derivatives are non-unique. Devision by dx2:

|A| = a
dy2

dx2
− 2b

dy
dx

+ c = 0 (5.5)

leads to the wanted directions dy
dx as eigenvalues of |A|

dy
dx

=
2b±

√
4b2 − 4ac
2a

=
b±

√
b2 − ac
a

= 0 (5.6)
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Thus, the discriminant D = b2 − ac classifies the quality of the solution:

a) For b2 − ac > 0 the characteristics represent two real roots. Two charac-
teristics are running through each point x, y. Equation
(5.1) is then called hyperbolic .

b) For b2 − ac = 0 the two real roots coincide into a single real one and (5.1)
is called parabolic.

c) For b2 − ac < 0 there are no real roots. Equation (5.1) is now denoted as
elliptic.

Fig. 5.2. Physical interpretation of the real characteristics of hyperbolic equations:
connecting lines between points of constant amplitude of propagating waves.

A physical interpretation of the two real characteristics for hyperbolic
equations is shown in Fig. 5.2. Originating from an initiation point x0, t0
in a one dimensional description, two waves run into positive an negative
x-direction, respectively. In a three-dimensional representation of the wave
amplitude over the propagation direction x and time t, the characteristics are
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lines connecting propagating wave points of constant amplitude.

Each linear second order partial differential equation with constant coef-
ficients in two dimensions can be transformed into a normal form that allows
for assigning its type. Accordingly, the normal form or an elliptic equation is:

∂2u

∂η2
+
∂2u

∂ζ2
= f

(
u, η, ζ,

∂u

∂η
,
∂u

∂ζ

)
(5.7)

for a hyperbolic it is:

∂2u

∂t2
− ∂2u

∂η2
= g

(
u, η, t,

∂u

∂η
,
∂u

∂t

)
(5.8)

and for parabolic equations:

∂2u

∂η2
= h

(
u, η, t,

∂u

∂η
,
∂u

∂t

)
(5.9)

Elliptic equations

Steady state problems of mechanical equilibrium, electrostatics or static mag-
netic problems, are described by potential equations of the general three-
dimensional form:

�u =
∂2u(x, y, z)

∂x2
+
∂2u(x, y, z)

∂y2
+
∂2u(x, y, z)

∂z2
= a (5.10)

Performing the classification of partial differential equations illustrated before
shows that the potential equation (5.10) is of the elliptic type. The deflection
u of a cable or a rope under constant distributed load cold be described by an
equation of the type (5.10). In fluid dynamics u denotes a velocity potential.
For a = 0 in vacuum conditions (5.10) is also called Laplace equation; other-
wise, such as for a = 4πρ in the case of source terms of density ρ, it is referred
to as Poisson-equation.
To solve elliptic equations, boundary conditions of the so called Dirichlet or
of the Neumann type are needed along the boundaries ∂G of the investigated
domain G:

• Dirichlet boundary conditions, also called geometric conditions, describe
the value of u(x, y, z) along the domain boundary ∂G:

u(x, y)|∂G = α (5.11)

• Neumann or natural boundary conditions, on the other hand, define normal
components of the gradient of u(x, y, z, ):

∂u(x, y)
∂n

∣∣∣∣
∂G

= β (5.12)
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• and Robin boundaries as combination of Dirichlet and Neumann condi-
tions:

∂u(x, y)
∂n

∣∣∣∣
∂G

+ φ u(x, y)|∂G = γ (5.13)

Fig. 5.3. Domain G with boundary ∂G and boundary normals ni.

The resulting combination of an elliptic equation with Dirichlet, Neumann
or Robin boundary conditions is called boundary value problem of first, second
or third type. If the elliptic equation (5.10) is formulated for a problem in stat-
ics with deformations ui and terms ∂ui

∂xj
making up strain components, (5.11)

represents displacement boundary conditions whereas Neumann boundaries
(5.12) usually prescribe stress components normal to the boundary, e.g. as
σn = 0 for free surfaces.

An important aspect for the numerical solution of the discretized equations
is the so called area of influence. A perturbation, i.e. any event influencing
the dependent variable u inside the discretized domain G, affects a certain
limited or unlimited spatial region of its neighborhood. In the case of time
dependent processes, the affected region may additionally depend on a time
interval of influence. Steady state elliptic equations have no time dependence.
Initiated at an arbitrary location, the area of influence of a perturbation in an
elliptic problem is always identical with the whole domain. Thus, any change
in u at any position on G affects the entire system. This is illustrated for
a two-dimensional example by Fig. 5.4. The area of influence of a pertur-
bation originating from position C is hatched. It is identical with the entire
rectangular domain G defined by x1x2 and y1y2.
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Fig. 5.4. Area of influence of a perturbation at point C for an elliptic problem
defined in the domain G.

Hyperbolic equations

If the investigated process is in-stationary, the time dependence is covered by
additional terms. Containing second derivatives with respect to time, oscilla-
tion and wave propagation processes are of the hyperbolic type. Accordingly,
the wave equation yields:

�u− 1
c2
∂2u

∂t2
= 0 (5.14)

Equation (5.14) accounts for acoustic problems with the sound speed c and
electro-dynamic or optical problems with c representing the speed of light.
A specific one-dimensional version of equation (5.14) describes the motion of
a vibrating string:

∂2u

∂x2
− 1
c2
∂2u

∂t2
= 0 (5.15)

The propagation of characteristics of hyperbolic equations has already
been illustrated in Fig. 5.2. Right and left running characteristics are as-
signed with x− ct and x+ ct, respectively. Drumheller [116] derives in detail
the d’Alembert solution of the wave equation stating that any combination of
smooth twice continuously differentiable functions f(x+ ct) and g(x− ct) are
solutions of the wave equation (5.14):

u = f(x+ ct) + g(x− ct) (5.16)

In hyperbolic problems, a perturbation reaches neighbouring positions in
a certain distance Δx after a time interval which is defined by the propagation
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Fig. 5.5. Left and right running characteristics of a hyperbolic equation and area
influenced by disturbances originating from a point C.

speed c. Thus, the right and left running characteristics identify the area of in-
fluence. The graphical illustration of that trivial definition in Fig. 5.5 shows its
non-trivial impact on solution techniques: Within a time duration δt = t1− t0
an arbitrary point C in space can only be influenced by disturbances orig-
inating from neighbouring positions inside the spatial interval AB. Point C
itself, in turn, is able to influence positions hatched in Fig. 5.5. This relation
between propagation speed and resulting areas of influence has direct influ-
ence on both the stability and accuracy of finite methods introduced in later
sections: given initial conditions at t0, the limited areas of influence allow for
a step-by-step marching solution of the equations along the time axis t. Thus,
hyperbolic equations need initial conditions

u(t = 0) = u0 (5.17)

to be solved and a set of hyperbolic equations plus initial conditions on its
domain G is called initial value problems.

In fluid dynamics, the conservation equations (2.216) and (2.217), respec-
tively, are formulated for steady or unsteady, compressible or incompressible,
viscous or inviscid flow. The resulting governing equations are of different
type depending on whether the flow is subsonic or supersonic, as explained in
detail by Anderson in Wendt [417]. The unsteady inviscid compressible formu-
lations, however, are always of the hyperbolic type. Since they are identical
to the formulation used for the simulation of dynamic structural deformation,
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the stepwise marching solution in time can be applied for our specific problems
in computational structural dynamics.

Parabolic equations

An example for time dependent diffusive problems of the parabolic type is the
heat equation that describes the propagation of temperature through a three
dimensional space over time by:

τ �u− ∂u

∂t
= 0 (5.18)

where u denotes the temperature and the material dependent thermal diffu-
sivity τ (or temperature conductivity)

τ =
λ

cP ρ
(5.19)

consists of the heat conductivity λ, the mass density ρ and the specific heat
capacity at constant pressure cP . To solve parabolic equations, both initial
conditions of the type (5.17) and boundary conditions of either Dirichlet,
Neumann or Robin type are needed. Consequently, the problem type is called
initial boundary value problem of first, second or third type, respectively.

Fig. 5.6. Area of influence over time for a perturbation at point C in a spatially
one-dimensional parabolic problem defined in the domain G.

Transport of a contamination of concentration c in a flow environment
with the velocity u is another process described by a parabolic equation, the
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so called transport equation:

∂c

∂t
+ u ∇c = 0 (5.20)

If additional diffusion processes shall be modelled through a diffusion coeffi-
cient φ, the convection-diffusion-equation is used:

∂c

∂t
− φ �c+ u ∇c = 0 (5.21)

Since in usual applications of crash and impact simulation the propagation of
diffusive terms like heat or contamination is not regarded, parabolic equations
are of limited importance in that context and will not be investigated further
in the course of this book.

5.4 Discretization - The Basic Idea

A repeatedly used term in this chapter will be discretization. Its meaning in
the context of numerical approximation tools is that equations, formulated to
continuously describe a function or functional in space and time, is solved only
at certain discrete locations and instants of time. Consequently, the solution
or an approximation of it, is only known at a finite number of discretizing po-
sitions which, at the same time, are the nodes forming a grid that represents
the structural shape and the timely ladder along which stepwise solutions
are calculated. Thats where the names Finite Differences, Finite Elements or
generally Finite Methods come from. Some methods, like the Finite Differ-
ences, regard exclusively the nodes calculating functions or derivatives there.
The Finite Element Method, in contrast, provides solutions for field variables
inside the formed cells, here called elements, of the grid as well as solutions
for other variables at the nodes’ locations.

An introductory example to the fundamental idea of discretizing equations
may be given with the numerical integration of a function f(x) between two
points A and B. If the analytical solution of building the anti-derivative and
inserting the boundary values is not possible or too complex, a numerical
approximation can be found through the partitioning of the interesting domain
AB into a finite number of segments. In the example illustrated in Fig. 5.8,
two segments of length h are used with central points x1 and x2 at which the
functional values y1 and y2 are evaluated. The sum over the central values yi

in each segment multiplied by the distances h between the integrating nodes
i gives an approximate solution for the integral:

〈
∫ B

A

f(x) dx 〉 =
∑

i

f(xi)h (5.22)
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Fig. 5.7. Finite Element discretization of a car to simulate the structural deforma-
tions under offset crash.

Each segment could also be called cell or element. The individual products
f(xi)h are local integrals of f(x) in the corresponding cell and the sum (5.22)
delivers the solution for the whole domain AB.

Fig. 5.8. Approximation for the definite integral
∫ B

A
f(x)dx using a discretization

for the numerical integration.
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Depending on the kind of formulation chosen for the kinematics of an
investigated continuum (see chapter 2.1.1), two major branches of spatial dis-
cretizations can be identified. Application of material coordinates leads to a
body fixed grid, i.e. the discretizing nodes move according the calculated defor-
mations. Spatial coordinates, on the other hand, keep the nodes fixed in space
and observe any material motion or deformation as flux through the cell walls.
Mathematically, the existence of flux means additional convective terms in the
substantial derivative (2.63). Therefore, the numerical code gets more com-
plex and the computational time to solve the equations increase. Furthermore,
at the material side, information on loading history and related accumulation
variables are harder to track in Eulerian grids. Also, interfaces, boundaries and
complex geometries are easier to model with Lagrangean nodes. Finally, a ref-
erential discretization does only need to describe the actual domain, e.g. the
structure, whereas a spatial grid must be expanded to all potential positions
in space possibly occupied by the structure over the time of the calculation.
These are the disadvantages of Eulerian descriptions leading to a preference of
Lagrangean coordinates for structural codes. An advantage, on the other hand,
is found in the ability of Eulerian grids to describe large deformations without
getting into problems of grid entanglement that leads to severe problems in
Lagrangean schemes. Combinations of both basic ways of discretization are
more and more used to account for interaction problems, like fluid-structure-
interaction, where the best of both worlds is used to achieve an optimum total
solution.

5.5 Finite Difference Methods

A comparably simple tool for the numerical approximation of ordinary or
partial differential equations at discrete locations are the so called Finite Dif-
ference Schemes. And so is the basic idea which proposes to replace a dif-
ferential quotient by a difference quotient which in turn can be evaluated at
the discretizing positions. In combination with boundary conditions, an equa-
tion or a system of equations can be developed that allows for a derivation of
functional values and derivatives at these positions in a system.

Finite Differences for Ordinary Differential Equations

Differential quotients in ordinary differential equations represent the slope in a
functional relation between two variables. If we examine a differential quotient
dy
dx and discretize it in a similar way as illustrated before in Fig. 5.8 it can be
understood as the limit value

dy
dx

= lim
Δx→0

Δy

Δx
= lim

h→0

y(x+ h) − y(x)
h

(5.23)

A discretization like the one shown in Fig. 5.9 allows for three formulations of
first order difference quotients approximating the differential quotient (5.23):
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a) Forward differences

dy
dx

∣∣∣∣
i

≈ Δy

Δx

∣∣∣∣
i

=
yi+1 − yi

h
(5.24)

b) Backward differences

dy
dx

∣∣∣∣
i

≈ Δy

Δx

∣∣∣∣
i

=
yi − yi−1

h
(5.25)

c) Central differences

dy
dx

∣∣∣∣
i

≈ Δy

Δx

∣∣∣∣
i

=
yi+1 − yi−1

2h
(5.26)

Further derivatives can be approximated in an analogous manner, e.g. apply-
ing central differences to obtain the second derivative:

d2y

dx2

∣∣∣∣
i

≈ Δy

Δx

∣∣∣∣
i

=
Δ2y

Δx2

∣∣∣∣
i

=
yi+1−yi

h − yi−yi−1
h

h
(5.27)

Fig. 5.9. One-dimensional discretization to obtain difference quotients for approx-
imations of differential quotients.
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Finite Differences for Partial Differential Equations

The governing equations to describe dynamic deformations of structures,
e.g. the conservation equations derived from infinitesimal material elements
(2.182), (2.191) and (2.207), are partial differential equations. To obtain solu-
tions for these equations, finite difference schemes can be used to approximate
the partial derivatives. A two-dimensional discretizing grid, as for example
displayed in Fig. 5.10, shall be used to formulate the corresponding differ-
ence quotients. To approximate the value of a function ui+1,j(x, y) at a point
(i+ 1, j), a Taylor series shall be expanded for this variable about the neigh-
bouring point (i, j):

ui+1,j = ui,j +
∂u

∂x

∣∣∣∣
i,j

h+
∂2u

∂x2

∣∣∣∣
i,j

h2

2
+
∂3u

∂x3

∣∣∣∣
i,j

h3

6
+ ... (5.28)

Fig. 5.10. Discretizing grid points (i, j) in the two-dimensional x-y-plane with step
sizes h and k, respectively.

Given a convergence of the the step size h → 0, equation (5.28) is exact.
That would mean an infinite number of discretizing nodes. Since this is not
practically achievable, the Taylor series needs to be truncated after a certain
term. A truncation of terms with magnitudes hn+1 and higher order results in
an approximation of so called nth order accuracy. In case of equation (5.28)
a first order approximation would be
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ui+1,j = ui,j +
∂u

∂x

∣∣∣∣
i,j

h+O(h2) , (5.29)

where O(h2) indicates that contributions with h-terms of second and higher
order are truncated. Equation 5.29 can be rearranged to obtain an expression
for ∂u

∂x

∣∣
i,j

:
∂u

∂x

∣∣∣∣
i,j

=
ui+1,j − ui,j

h
−O(h) (5.30)

which, in turn, is a first order forward difference expression for the partial
derivative ∂u

∂x

∣∣
i,j

and, thus, equivalent to (5.24).
Expansion of a Taylor series at position (i − 1, j), instead, and again about
(i, j)

ui−1,j = ui,j +
∂u

∂x

∣∣∣∣
i,j

h+
∂2u

∂x2

∣∣∣∣
i,j

h2

2
+
∂3u

∂x3

∣∣∣∣
i,j

h3

6
+ ... (5.31)

leads to the first order backward difference formulation

∂u

∂x

∣∣∣∣
i,j

=
ui,j − ui−1,j

h
−O(h) (5.32)

A central difference formulation is achieved if the backward scheme 5.32 is
subtracted from the forward differences 5.30 to get:

∂u

∂x

∣∣∣∣
i,j

=
ui+1,j − ui−1,j

2h
−O(h2) . (5.33)

Compared to the first order forward and backward differences, the central
scheme 5.33 is of second order accuracy as indicated by the symbol O(h2). Of
the same order of accuracy in two dimensions is the following central second
difference approximation for a mixed derivative:

∂2u

∂x ∂y

∣∣∣∣
i,j

=
ui+1,j+1 + ui−1,j−1 − ui+1,j−1 − ui−1,j+1

4hk
−O(h2, k2) . (5.34)

More detailed introductions to the basics of FDM can be found with Anderson
[9], Hirsch [187], Mitchell [281] or Strikwerda [376].

5.5.1 Time Integration with Finite Difference Schemes

As we have seen so far, finite differences are a numerical method to solve par-
tial differential equations by the transformation of differential terms into dif-
ference quotients. The basic equations that we intend to solve contain deriva-
tives with respect to spatial coordinates and with respect to time, e.g. the
conservation equations for mass, momentum and energy (2.217) neglecting
source terms:
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∂u
∂t

+ ∇ψ = 0 (5.35)

Similar to the spatial discretization, though independent to the actual
choice of the numerical method in space, time can be discretized via finite
differences to solve non steady equations like (5.35). With initial conditions
defined on the whole spatial domain at time t0, a marching solution shall be
formulated with an arbitrary but finite number nt of solution steps in time.
Application of finite differences to the first term in (5.35) delivers particular
solutions at discrete times t0 + iΔt, where i = 1, 2, ..., nt is the number of
the time step. To distinguish discrete points in space from discrete times the
lower right index will be kept for spatial positions in the discretizing grid and
the upper right index will indicate the position in time. Thus, un+1

i,j,k identifies
the value of variable u(xi,j,k, t

n+1) at a spatial grid position i, j, k and at time
interval n+ 1.

First, we consider only the first term of (5.35):∂u
∂t . At cycle n, the forward

differences (5.30) with a time step size Δt yield

∂u

∂t

∣∣∣∣
n

i

=
un+1

i − un
i

Δt
−O(Δt) (5.36)

and with the isolated term un+1
i a solution for the next time step:

un+1
i = un

i +Δt
∂u

∂t

∣∣∣∣
n

i

+O(Δt) (5.37)

that demonstrates the explicit character of forward differences in the context
of time integration: all terms at the right hand side of (5.37) are known and,
thus, allow for a direct calculation of the new values in the next time step.
The situation is different if we use the backward differences (5.32) :

∂u

∂t

∣∣∣∣
n+1

i

=
un+1

i − un
i

Δt
−O(Δt) (5.38)

leading to

un+1
i = un

i +Δt
∂u

∂t

∣∣∣∣
n+1

i

+O(Δt) . (5.39)

The fact that now the time derivative at the right hand side is taken at time
step n + 1 makes equation (5.39) implicit, i.e. iterative methods are needed
to solve it. Consequences and limitations that result from choosing either the
explicit or the implicit solution will be discussed in chapter 5.5.2.

Since we are interested in a solution of the whole equation (5.35), a com-
bined solution for the time dependent and the spatial term is needed. Of
course, the already derives difference schemes can be used also for the spatial
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term. Various options for the actual formulation arise when a time step must
be assigned with the spatial terms. That choice has impact on the accuracy
of the approximation as well as on whether the total discretized is of explicit
or implicit character, as the following examples will show.

Single Step Schemes

To start with, finite difference formulations will be chosen that build differ-
ences between direct neighbours in both the spatial and the time discretiza-
tion. A first example is formulated with forward differences for the time and
backward differences for the space, i.e. one step schemes in both domains. For
a one-dimensional version of (5.35), that results in the so called Upwind or
Forward Euler method :

un+1
i − un

i

Δt
+O(Δt) +

ψn
i − ψn

i−1

Δx
+O(Δx) = 0 (5.40)

For the formulation of the spatial derivative in (5.40) all ψ-terms were taken
at time step n, i.e. the current ones which are all known. As shown before the
character of the scheme (5.40) is therefore explicit. For any explicit scheme,
Courant, Friedrichs and Lewy [98] have shown that it can only be stable if
the width of the time step Δt is limited by the ratio of maximum propagation
speeds of disturbances, i.e. in our context wave and material speeds, and the
minimum size of discretizing cells in space. For the maximum time step size
that is stable the Courant-Friedrichs-Lewy condition (CFL) means that

Δtmax ≤ ΔtCFL ∼ vmax

Δxmin
(5.41)

The meaning of the CFL condition will be illustrated in chapter 5.5.2.
For now we note that both high velocities (speeds of sound or motion) and
small discretizing cells in space result in small time steps and, thus, increase
the computational cost since the number of time steps needed to calculate a
particular conditions at a specific time increases.

To establish a marching solution in time, values of the dependent variables
at the new time step n + t must be calculated which is achieved from (5.40)
by isolating un+1

i :

un+1
i = un

i −Δtmax

ψn
i − ψn

i−1

Δx
(5.42)

If the ψ-terms in the Upwind scheme (5.40) are evaluated at the new time
step n+1 an implicit version of the Euler method is formulated, the so called
Backward Euler scheme:

un+1
i − un

i

Δt
+O(Δt) +

ψn+1
i − ψn+1

i−1

Δx
+O(Δx) = 0 (5.43)
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In the backward Euler scheme, three terms are contained that are to be
simultaneously solved for the next time step n + 1. To solve the resulting
system of equations an algorithm for tridiagonal matrices is needed.
In analogy to the explicit Upwind scheme (5.40) there exists an again explicit
Downwind scheme taking the opposite neighbor in space to formulate the
one-step spatial derivative, i.e. combining a forward difference scheme in time
with a forward scheme in space:

un+1
i − un

i

Δt
+O(Δt) +

ψn
i+1 − ψn

i

Δx
+O(Δx) = 0 . (5.44)

Since (5.44) is also explicit, the CFL condition (5.41) applies again when un+1
i

is to be calculated

un+1
i = un

i −Δtmax

ψn
i+1 − ψn

i

Δx
(5.45)

However, the downwind scheme (5.44) turns out to be unconditionally instable
(see e.g. Hirsch [187]). In other words no matter how short the time step is
chosen, it will always tend to become instable.

Multi Step Schemes

The same unconditional instability as in (5.44) would result if besides the
forward scheme in time a centered difference scheme was chosen for the spatial
component:

un+1
i − un

i

Δt
+O(Δt) +

ψn
i+1 − ψn

i−1

2Δx
+O(Δx2) = 0 . (5.46)

Equation (5.46) is considered here as multi-step scheme since it contains both
the right and the left neighbor in the centered spatial formulation. Its insta-
bility problem can be resolved if the spatial derivatives are calculated at the
new time step n+ 1:

un+1
i − un

i

Δt
+O(Δt) +

ψn+1
i+1 − ψn+1

i−1

2Δx
+O(Δx2) = 0 . (5.47)

leading to an implicit solution:

un+1
i = un

i −Δtmax

ψn+1
i+1 − ψn+1

i−1

2Δx
(5.48)

An alternative way to stabilize (5.46) is found if the centered differences for
the spatial derivative are also centered in time leading to the so called Crank-
Nicolson scheme:

un+1
i − un

i

Δt
−
ψn

i+1 − 2ψn
i + ψn

i−1 + ψn+1
i+1 − 2ψn+1

i + ψn+1
i−1

2Δx2
= 0 (5.49)

with its implicit solution:
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un+1
i = un

i +Δt
ψn

i+1 − 2ψn
i + ψn

i−1 + ψn+1
i+1 − 2ψn+1

i + ψn+1
i−1

2Δx2
. (5.50)

Both the formulation of equation (5.47) and the Crank-Nicolson scheme are
perfect examples on how influential the precise choice of locations in space
and time is concerning the accuracy and stability of approximations.

An often used multi-step method that consists of centered differences for
the time as well as centered differences for the space discretization is the Leap
frog scheme:

un+1
i − un−1

i

2Δt
+O(Δt2) +

ψn
i+1 − ψn

i−1

2Δx
+O(Δx2) = 0 . (5.51)

with the corresponding explicit solution:

un+1
i = un−1

i −Δtmax

ψn
i+1 − ψn

i−1

Δx
(5.52)

A more complex explicit solution can be found in the so called Lax-Wendroff
scheme also known as predictor-corrector scheme. The basic idea is to approx-
imate the Taylor series developed around u(x, t):

u(x, t+Δt) = u(x, t) +Δt
∂u

∂t
(x, t) +

Δt2

2
∂2u

∂t2
(x, t) +O(Δt3) (5.53)

using the investigated equation (5.35)

∂u
∂t

= −∇ψ (5.54)

for the time derivatives at the right hand side of (5.53):

u(x, t+Δt) = u(x, t) −Δt ∂ψ
∂x

(x, t) +
Δt2

2
∂2ψ

∂x2
(x, t) +O(Δt3) (5.55)

which are finally approximated by centered differences to:

un+1
i = un

i −Δt
ψn

i+1 − ψn
i−1

2Δx
+Δt2

ψn
i+1 − 2ψn

i + ψn
i−1

2 Δx2
+O(Δt2) +O(Δx2)

(5.56)
The name predictor-corrector scheme is used for that method since an alter-
native derivation takes the time and spatial derivatives at the half time steps
to identify a predictor :

û
n+1/2
i+1/2 =

1
2
(
ψn

i + ψn
i+1

)
−Δt

(
ψn

i+1 − ψn
i

2Δx

)
(5.57)

and a subsequent corrector step:

un+1
i = un

i −Δt

⎛
⎝ û

n+1/2
i+1/2 − ûn+1/2

i−1/2

Δx

⎞
⎠ (5.58)
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5.5.2 Explicit or Implicit Time Integration Schemes?

Basic aspects of both implicit an explicit schemes have become evident in the
course of the derivations in the last chapter. Accuracy as well as stability of
the resulting numerical integration depends on the choice of discretizing posi-
tions in time and space. The unconditional stability of implicit methods is an
advantage over the conditional stability of explicit ones. The CFL condition
(5.41) for stable schemes limits the time step length. That limit is directly
linked to the areas of influence discussed earlier to classify partial equations
in chapter 5.5.1.

Fig. 5.11. Illustration of the CFL condition and the relation to the regions of
influence.

Figure 5.11 illustrates that link: The scheme under consideration is one
dimensional in space. Solutions are of interest a location (C) at a future time
t + Δt by a spatial discretization that takes into regard the neighbors (A)
and (B). Right and left running characteristics originating at (A) and (B),
respectively, coincide at (C2), i.e. position of (C) at t+Δt2. With a given local
sound speed c, the CFL criterion defines Δt2 as maximum time step. For any
longer time steps, e.g. Δt3, spatial positions outside the interval ¯(A)(B) would
influence the solution at C3. These influences, however, would not be covered
by the spatial discretization and the numerical scheme would turn instable
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since the area of influence was underestimated in that case.

On the other hand, any time step shorter than Δt2 would overestimate the
area of influence. As evident also from Figure 5.11, a higher propagation speed
would be needed to influence position (C) from neighbor (A) and (B) with in
a time step as short as e.g. Δt1. That example illustrates a common problem
in the application of explicit methods for Lagrangean discretizations as usu-
ally applied in computational solid mechanics. Other than in Eulerian grids
for computational fluid dynamics, Lagrangean meshes typically contain cells
of different size. For the time step calculation according to the CFL criterion
the smallest discretizing cell in the grid defines the time step. That means that
there are always larger cells for which the zone of interest is overestimated.
Though the scheme remains stable under these conditions, the overestimation
of the zone of influence results in a systematic error and, thus, reduced accu-
racy.

The discussed example shows the major problem of explicit methods with
small cells sizes and specifically with large variations in size of cells with a
spatial grid for which an overall time step is calculated. A way of that dilemma
may be found in local time stepping methods, e.g. with so called local sub-
cycling. Proposed methods that use different time steps at different nodes are
for example reported in Belytschko et al. [50], Neal and Belytschko [292] or
Tamma and D’Costa [384]. Some of them still struggle with problems of mo-
mentum conservation at time step interfaces. Others with so called statistical
stability, i.e. narrow bands of stable time steps (see for example Daniel [101]
or Klisimski and Mostrom [227]).

However, many applications involving complex structures of multiple com-
ponents can only be discretized with reasonable total numbers of cells if the
cells vary in size. Specifically if local effects during a deformation process shall
be investigated by simulation, e.g. if local failure mechanisms are of interest,
selected zones need enhanced grid resolution. In order to achieve satisfying
accuracy with reasonable computation times more intelligent time integration
schemes are needed.

Alternatively, implicit methods are at hand which are unconditionally sta-
ble and, thus, allow for larger time steps. However, the necessary time reso-
lution to investigate wave propagation effects is usually the reason why that
advantage gets lost. Consequently, its enhanced computational efforts make
the implicit schemes less attractive for applications to dynamic problems in
computational solid mechanics.
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5.6 Finite Volume Method

5.6.1 Basic Concept of Finite Volume Methods

A common numerical methodology in computational fluid dynamics is the
finite volume method . Its particular applicability to shock waves in fluids
and, thus, for also fluid-structure interactions makes it attractive for dynamic
problems. As in the case of the aforementioned finite difference schemes, fi-
nite volume methods solve the basic partial differential equations as algebraic
equations. However, other than a standard finite difference scheme the con-
servative, i.e. integral, formulations of the conservation equations (2.216) are
solved.

Conservative Discretization

In its integral form, conservation of a quantity U in a domain Ω is described
by source terms Q and flux terms F as:∫

Ω

∂ U

∂ t
dΩ =

∫
Ω

Q dΩ −
∫

Ω

∇ · F dΩ (5.59)

This means that in the absence of source terms the conserved quantity U
is only depending on the gradient of the fluxes and, moreover, recalling the
divergence theorem: ∫

Ω

∇F dΩ =
∫

S

F · n dS (5.60)

only depending on the fluxes through the surface S of the domain.

Concerning the conservation equations in arbitrary sub-domains ωi of Ω,
the balance is formulated by the statement that fluxes in adjacent domains are
equal and of opposite sign. Thus, inside a control volume dicretize by cells, he
fluxes between the cells have to compensate each other in a way that the sum
of all sub-domain flux integrals equals the flux integral of the total domain:

∑
i

∫
ωi

∇ · F dωi =
∫

Ω

∇ · F dΩ (5.61)

A detailed discussion of discretizing either the non-conservative equations
or the conservative ones is given in Hirsch [187]. The exemplary discretizations
with central differences shows that non-conservative formulations produce in-
ternal source terms of unphysical nature. The quantity of these errors are
investigated by Taylor series expansions and found to be in the range of sec-
ond order influence. Thus, with respect to steady-state flow problems the error
can be neglected. In the case of transient problems, however, the perturba-
tions become a significant problem. Examples for numerical simulations of
shock wave effects with both non-conservative and conservative formulations
will be illustrated in section 5.10.
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Types of Control Volumes

There are various types and formulations of finite volume methods. Basically,
the investigated domain is subdevided into discretizing cells and nodes. On
that grid of cells, control volumes are defined. Using the known values of the
state variables at the node locations, the conservative balance equations are
formulated, where the nodes may be located at the cell corners or in their cen-
ters (see Figure 5.12). The shape of the cells, in two as in three dimensions,
can vary using an arbitrary number of edges.

Fig. 5.12. Various ways of finite volume discretizations (control volumes marked in
grey).

Some versions of how control volumes can be defined are illustrated in Fig-
ure 5.12. A cell-centered control volume is performed in Figure 5.12-(A). With
the same cell shape and resolution a corner-centered type of control volumes
can be implemented, as shown in Figure 5.12-(B). Also corner-centered, but
with triangular instead of rectangular cells is the option of Figure 5.12-(D).
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An overlapping cell-centered definition on base of hexagonal cells is imple-
mented in Figure 5.12-(C).

Approximation of Balance Equations

A finite volume approximation to conservation of a balanced specific quantity
u in a discretizing volume V

∫
V

∂ u

∂ t
dV +

∫
V

∇ · f dV =
∫

V

q dV (5.62)

is found after applying the divergence theorem to the flux term which yields
a flux formulation corresponding to surfaces between adjacent volumes :

∫
V

∇ · f dV =
∫

S

f · n dS (5.63)

Using the surface normals on the interfacial surfaces, the integral over all flux
terms in a control volume can be described by the sum of all fluxes through
the volume surfaces: ∫

V

∇ · f dV =
∑

k

fi · nk,isk,i (5.64)

where fi is the i-direction component of the flux in a volume Vk with evalua-
tion point xk (preferably the center of gravity). The resulting approximation
yields: ∫

V

∂ u

∂ t
dV +

∑
i

fi · nk,isk,i =
∫

V

q dV (5.65)

The configuration illustrated in Figure 5.13 represents a cell-centered for-
mulation with evaluation points xk in volumes Vk. A distinctive feature be-
tween finite volume methods is the particular formulation of the fluxes fi. In
order to guarantee a conservative scheme, the fluxes through a surface sk,i

from adjacent volumes need to be equal. Therefore, an averaging algorithm is
often applied which may either be found from:

f =
1
2

(f1 + f2) (5.66)

or from averaging the arguments:

f = f

(
1
2

(u1 + u2)
)

(5.67)

With an averaging of that type and the sum
∑

k fi ·nk,i sk,i in equation (5.64)
representing total flux through surface sk,i, a conservative discretization of
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Fig. 5.13. Finite volume discretization with volumes Vi, normal vectors nk,i, edge
lengths sk,i and nodes xi.

the fluxes is achieved.

A particular version of the finite volume methods that is capable of treating
the propagation of discontinuous perturbations in terms of shock waves is the
Godunov scheme [136] which performs the following solution steps:

• Assumption of piecewise constant or linear distribution of a solution in the
control volumes at a certain time instant. Depending on these assumptions,
a scheme of first, second or higher order results depending on whether the
distributions are piecewise constant, linear or quadratic, respectively.

• Evaluation of the state variables for the next time step through direct
formulation and solution of the Riemann problem across the interfacial
surfaces between adjacent volumes.

• Averaging of the state variables calculated from all neighbouring volumes
in the last step.

Hirsch [187] describes the originally presented version of the Godunov scheme
with piecewise constant distributions of the flux terms and exact solution of
the Riemann problem. In addition, approximative Riemann solvers are dis-
cussed, e.g. solvers introduced by Osher and Roe, and discussed with respect
to their applicability.

Results of an example application of a second order finite volume Godunov
scheme are illustrated in section 5.10. Detailed introductions to the theory of
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various finite volume schemes can be found in Hirsch [187] and [188], Toro
[392], van Kan and Segal [224] or Wendt [417].

5.7 Finite Element Method

The Finite Element Method (FEM) is probably the most commonly known
numerical discretization technique and the term FEM itself is often used as
a synonym for computer based simulation. Its wide spectrum of available el-
ement types and the sophisticated mathematical formulation and assessment
of these elements is unique amongst all existing descretization methodologies.
This is partly due to the matrix formulations of the equations and the re-
lated access of schematized computational methods to solve them. The early
development of the method started in the fifties with the presumably first ap-
plication of the method by Turner et al. [402] in 1956. Having experienced the
limitations of the direct stiffness method for the solution of boundary value
problems in beam structures, Turner et al. applied the Ritz method [329] to
a number of structural components, the later elements, to calculate flutter
induced deflections in delta-wing structures of Boing airplanes. Only later
Clough [93], one of the co-authors of Turner [402], invented the term finite
element method in 1960.

Its precise mathematical relation to the Ritz method, which was devel-
oped already at the turn of the nineteenth century, became clear first after its
initial development and several applications in civil and aeronautical engineer-
ing. That understanding of the finite element method as a generalized Ritz
method, applied to the finite number of elements instead of the total structure
as in the Ritz method, enhanced the capabilities of the method and provided
a more profound mathematical basis. It also allowed for a more elegant solu-
tion of any kind of equilibrium problems, be it of mechanical, electro-static or
steady-state fluid-dynamical kind.

With the application of the Galerkin method [132] the range of applica-
bility of the finite element method became again wider. The introduction of
further weak forms, e.g. the weighted residuals, opened the door to solutions
of non-equilibrium problems.

Today, numerous commercial and and non-commercial FE codes exist. To
name but a few commercial ones, ABAQUS, ADINA, ANSYS, LS-DYNA and
NASTRAN shall be mentioned here. At the same time manifold introductory
and in depth describing literature on finite elements has been written over
the last five decades. Examples are Bathe [37], Hughes [201], Zienkiewicz et
al. [435]. It would be far beyond the scope of this book to provide another
introduction to the details of the finite element method. However, the basic
concept shall be described briefly since that is the minimum of what is needed
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to assess the potential and the limitations of finite elements compared to the
other discretization techniques described in this chapter.

5.7.1 Solutions of the Euler-Lagrange Equation

In the course of section 2.3 we found that the Euler-Lagrange equation

∂ F

∂ y
− d

dx

(
∂ F

∂ y′

)
= 0 (5.68)

prescribes a criterion for solutions y that minimize the functional form

Π =
∫ x1

x0

F (x, y, y′) dx (5.69)

Relating this minimization task to a structural problem of static equilibrium,
the searched function y represents the deformation state u for which equilib-
rium is satisfied. With the example of a hanging beam we have seen a simple
version of formulating the Euler-Lagrange equation allowing for exact solu-
tions, which in not too complex systems can even be performed by hand.

In general, however, real applications involving more complex structural
elements than straight beams cannot be treated in a closed form solution of
that kind. Therefore approximations are needed some of which are briefly
mentioned in the following. These basic methodologies form the fundamental
theories for the different existing finite element formulations.

Ritz Method

A well known concept to solve boundary value problems of the type (2.218) in
its strong form was proposed at the beginning of the twentieth century by Ritz
[329]. According to the Ritz method an approximation for the deformation
state û(x) at equilibrium is formulated as

û(x) =
n∑
i

ai ϕi(x) (5.70)

with n known linear independent admissible trial functions ϕi and n unknown
trial parameters ai. The attribute admissible to the trial functions requires
that the geometric boundary conditions (2.219) are satisfied.

With the approximation (5.70) the variation of the functional form (2.150)
is now only depending on the unknown parameters ai. Accordingly, the min-
imization problem describing equilibrium reduces to
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∂ Π̄

∂ ai
=
∫ x1

x0

(
∂ F

∂ û(x)
∂ û(x)
∂ ai

+
∂ F

∂ û′(x)
∂ û′(x)
∂ ai

)
dx = 0 (5.71)

and with

û′(x) =
n∑
i

ai ϕ
′
i(x) (5.72)

we find the following system of n linear independent equations for n unknown
trial parameters ai:

∂ Π̄

∂ ai
=
∫ x1

x0

(
∂ F

∂ û(x)
ϕ(x) +

∂ F

∂ û′(x)
ϕ′

i(x)
)

dx = 0 (5.73)

Methods of Weighted Residuals

With the Ritz method the solution (5.73) of a minimization problem was
found via the formulation of the approximations (5.70) for the deformation
state û and through demanding for a stationary value of the approximated
functional Π̄. An approach that is restricted to minimization problems.

An alternative, more general, approach is the method of weighted residuals.
Instead of directly addressing the Euler-Lagrange equations, the variational
form (2.160) of the functional is approximated:

δ Π(u) =
∫

Ω

δ u

[
∂ F

∂ u
− d

dx

(
∂ F

∂ u′

)]
dx = 0 (5.74)

which can be written as:

δ Π(u) =
∫

Ω

δ u {L [u(x)] − f(x)} dx = 0 (5.75)

For the displacements u the basic approximation (5.70) known from the Ritz
approach is kept, yielding:

δ Π(û) =
∫

Ω

δ u {L [û(x)] − f(x)} dx = 0 (5.76)

The new aspect compared to the Ritz method is that now the discrepancy
between the approximate solution L [û(x)] and the right hand side f(x) is
investigated. That deviation is called residual, denoted by R. It compares the
difference in the integrand:

R (û) = L [û(x)] − f(x) = L

[
n∑
i

ai ϕi(x)

]
− f(x) (5.77)

In order to find a best approximation, i.e. a minimization of the residual, a
weak form (2.221) of the residual is formulated:
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∫
Ω

R (û) wi(x) dx = 0 (5.78)

demanding for the integrated residual to vanish on the domain Ω.

By the particular choice of the weighting functions wi(x) various types of
weighted residual methods are defined:

• Formulation (5.78) yields the Bubnow-Galerkin method:

∫
Ω

{
L

[
n∑
i

ai ϕi(x)

]
− f(x)

}
wi(x) dΩ = 0 (5.79)

• The Petrow-Galerkin method is characterized by choosing the identical
functions for the trial functions ϕ(x) and for the weighting functions w(x):

∫
Ω

{
L

[
n∑
i

ai ϕi(x)

]
− f(x)

}
ϕ(x) dΩ = 0 (5.80)

• If Dirac functions wi(x) = δ(x − xi) are used the collocation method is
formulated which reduces the residual to zero at the locations xi

• In case of the least squares method, the weighting functions are identified
as derivatives of the residual itself wx = ∂ R/∂ ai with respect to the
unknown trial parameters ai which yields:

∂

∂ ai

∫
Ω

R2(û) dΩ =
∂

∂ ai

∫
Ω

{
L

[
n∑
i

ai ϕi(x)

]
− f(x)

}2

dΩ

=
∫

Ω

R(û)L

[
n∑
i

ϕi(x)

]
dΩ = 0 (5.81)

The discussed solution techniques for the Euler-Lagrange equations can
be discretized with finite elements. Discretization means that the particular
solutions are formulated for a finite number of elements which, together, de-
scribe the total structure of interest. Application of these solution techniques
to elements with ne nodes will be topic of the following subsections.

5.7.2 Ritz Version of Finite Elements

A basic version of the finite element method, formulated as generalized Ritz
method, describes static equilibrium as variational problem. It provides a
solution in terms of a minimum in the governing functional, e.g. the Euler-
Lagrange equation of the particular structural element. In contrast to the
classical Ritz method however, not the total structure is the basis for the
Euler-Lagrange equation to be approximated, but a finite number of elements
forming the structure. A detail that makes a significant difference, since now
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it will be much easier to find many (a finite number of ) solutions for the
discretizing elements instead of finding one single solution valid for the whole
structure. The essential difference is

• the disintegration of an arbitrarily complex structure into many structural
elements, each of which has a well known mechanical behaviour,

• the subsequent determination of solutions for each individual element
• and, finally, the construction of an overall solution from the combination

of the elementary solutions.

In analogy to the Ritz method a variational problem δ Π = 0 is formulated
to describe equilibrium and the independent variables are approximated by
trial functions which. When applied to deformation in an element u with
nodal degrees of freedom ui, the trial functions are called shape functions.
Their application provides the benefit of utilizing the well known convergence
characteristics of the Ritz method1

In contrast to the Ritz method however, finite element solutions are con-
structed by formulating the governing equations and its approximations on
the element level first. For equilibrium problems this means that internal and
external energy terms are formulated for each element.

To describe the internal energy Πint of an element with volume V the
strain energy is formulated by:

Πint =
1
2

∫
σij εij dV =

1
2

∫
εij Eijkl εkl dV (5.82)

Depending on the chosen strain tensor, a particular strain-displacement rela-
tion

εij = bij uk

or
ε = bu (5.83)

is used to get

Πint =
1
2

∫
uT bT EbudV (5.84)

On the other hand, the external energy for an element with nN nodes
and nndf nodal degrees of freedom is expressed by the negative product of
all force components {j at all nodes of the element times the corresponding
nodal displacement components uj :

Πext = −
nN∗nndf∑

j=1

{j uj (5.85)

1 Convergence characteristics of the Ritz method are for example discussed in
Birkhoff et al. [60], Chatelin and Lemordant [85], Ciarlet et al. [92] or Mertins
[272].
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Using a nodal force vector Fi describing force vectors at node i and a cor-
responding nodal displacement vector ui, each of dimension nN ∗ nndf , the
external energy yields:

Πext = −Fi ui (5.86)

leading to a total potential energy of:

Π =
1
2

∫
uT bT EbudV −Fi ui (5.87)

Since the total potential energy (5.87) formulates the strains in terms of dis-
placements, the minimization problem is reduced to require

∂ Π

∂ u
= 0 (5.88)

Moreover, the displacements in an element are, according to the Ritz method,
approximated by the shape functions from the nodal displacements ui:

û(x) = ϕi(x)ui (5.89)

meaning that the total potential is now a direct function of the nodal dis-
placements:

Π(ui) =
1
2

∫
ui ϕ

T
i bT Ebϕi ui dV −Fi ui (5.90)

With the matrix of spatial derivatives B applied to the shape functions:

B = bϕ (5.91)

we find the following formulation:

Π(ui) =
1
2

∫
ui BT EBui dV −Fi ui (5.92)

Therefore, equilibrium is now described by the partial derivatives of the
total potential energy with respect to the unknown nodal displacemens ui:

∂ Π

∂ ui
=
∂ Π

∂ û
∂ û
∂ ui

=
∂ Π

∂ û
ϕi (5.93)

and thus for
∂ Π

∂ ui
=
∫

BT EBui dV −Fi = 0 (5.94)

With the invention of the term

K =
∫
ϕT

i bT Ebϕi dV =
∫

BT EBdV (5.95)

called stiffness matrix , equilibrium in the element is described by:
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Kui = Fi (5.96)

relating the nodal displacements to the respective forces via the stiffness ma-
trix.

For a solution of the finite element formulation for equilibrium (5.96) ac-
cording to the Ritz version, the following components are needed:

• Approximative descriptions of the displacement using shape functions
• A numerical integration scheme to derive the stiffness matrix (5.95)
• A solver for the resulting system of algebraic equations

These components shall be derived in the subsections 5.7.4 and 5.7.5, respec-
tively.

5.7.3 Finite Elements for Dynamic Problems

With the generalization of the finite element method that was introduced by
the various weak forms its applicability to non-equilibrium problems was in-
vented. In addition, Hamilton’s principle (2.244) applied to the equations of
motion (2.228) provides a formulation that allows for variational approaches to
solve eigenfrequency problems with finite element approximations. With up-
dated Lagrangean formulations solutions of the conservation equations with
finite elements are an alternative to finite difference or finite volume method-
ologies2. In the following, a discrete version of the updated Lagrangean version
of the momentum balance will be provided. This in turn is the basis of imple-
mentations in hydrocodes for investigations of dynamic deformation problems
including shock wave propagation with finite elements.

Discretized Weak Form of the Equation of Motion

To approximate the equation of motion, total and updated Lagrangean for-
mulations were introduced with equations (2.232) and (2.236), respectively.
The most convenient form used in explicit codes is the updated Lagrangean
version (2.236):

∫
Ω

ρ δ v
∂ v
∂ t

dΩ +
∫

Ω

∂ δ v
∂ x

σ dΩ −
∫

Ω

ρ δ vB dΩ −
∫

Ω

δ v (nσ) dΓ = 0

(5.97)
Since the virtual velocities δ v are stationary, they can by approximate by

the shape functions ϕi in the same way as the displacements:

δ v = δ vi ϕi (5.98)

2 Donea and Huerta [111] as well as Dick [107] are examples for applications of
Galerkin methods to computational fluid dynamics.
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Thus, a discrete version of the weak form (5.97) is obtained with the
formulation:∫

ρϕT
j ϕi dV

∂ vi

∂ t
+
∫
σ
∂ ϕi

∂ x
dV −

∫
ρϕi Bi dV −

∫
ϕinσ dV = 0 (5.99)

In brief we can write

M
∂ vi

∂ t
+ Πint − Πext = 0 (5.100)

where
M =

∫
ρ0 ϕ

T
j ϕi dV (5.101)

is the elements consistent mass matrix 3. Consistent means in this context that
M is achieved with the same shape functions as the stiffness matrix K. For
some applications, specifically in the context of explicit time integration4 it is
advantageous to apply a diagonal mass matrix. MD. A straight forward way
to establish the diagonal form, besides direct distribution of the total element
mass to nodes, is found in summing rows of the consistent matrix:

MD
ii =

∑
j

Mij (5.102)

The diagonal mass matrix (5.102) is also called lumped mass matrix. There
are several other ways to derive diagonal forms of the mass matrix. A good
overview can be found in Cook [96].

Equation (5.99) is often called the semi-discretized momentum equation5

since it is not yet discretized in time.

Discretized Hamilton Principle

For the solution of eigenfrequency problems the principle of least action was
derived with equation (2.244):
∫

Ω0

ρ0 δ u
∂2 u
∂ t2

dΩ0 +
∫

Ω0

δεT P ε dΩ0 −
∫

Ω0

ρ0δ uT B dΩ0 −
∫

Γ0

nP dΓ0 = 0

(5.103)
for which the related discrete version in an element of initial volume V0 can
be expressed as:

3 Consistent mass matrices were originally introduced by Archer [12] and [13].
4 Computing the accelerations a = F/M from the dynamic force vector F and a

diagonal mass matrix is by far more efficient than using a consistent mass matrix.
5 Belytschko et al. [47] give detailed derivations of the weak form momentum con-

servation in total and updated Lagrange formulations.
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∫
V0

ρ0 ϕ
T
j ϕi dV0

∂2 ui

∂ t2
+
∫

V0

BT EB dV0 ui−
∫

V0

ϕi Bi dV0−
∫

S0

ϕi fi dS0 = 0

(5.104)
With the already introduced terms for a mass matrix M, stiffness matrix K
and a total force vector Fi the discrete equation (5.104) can be written as:

M
∂2 ui

∂ t2
+ Kui = Fi (5.105)

If additional damping forces are to be considered, a velocity dependent term
is needed which is facilitated by a damping matrix D to yield:

M
∂2 ui

∂ t2
+ D

∂ ui

∂ t
+ Kui = Fi (5.106)

where a combination of weighted mass and stiffness components is often used
to describe Rayleigh type damping:

D = αM + β k (5.107)

where α and β are the scalar weighting terms.

5.7.4 Shape Functions

Requirements for Shape Functions

Shape functions for finite elements may be of exact nature, e.g. if they are
a solution of the Euler-Lagrange equation of the element. However, this is
only possible in the case of very simple formulations like in beam elements.
For more complex elements, for example shell elements, the shape functions
are an approximation of the deformation distribution over the element. Some
general properties need to be required for the shape functions in an element
which, for the sake of simplicity, shall for now be a one-dimensional element
of ne nodes with the local coordinates ξ ∈ [−1, 1] (see Figure 5.14):

• Shape functions ϕi(ξ) must be continuous functions on the domain ξ of
the element.

• For each node i of an element the shape function has to describe the unique
relation:

ϕi(ξ = ξj) =
{

1 for i = j
0 for i �= j

(5.108)

With (5.108) continuity of the shape functions across element domain
borders is satisfied.

• At each position in the element, the sum of all shape functions needs to
equal 1:

ne∑
i=1

ϕi ≡ 1 (5.109)

This requirement is often entitled as completeness requirement.
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Fig. 5.14. One-dimensional two-node element with global (x) and local (ξ) coordi-
nate system.

Simple Elements

As a consequence from the requirements (5.108) and (5.109), polynomial shape
functions are of order n− 1 along an element edge descretized by n nodes. In
other words, the displacements in a one-dimensional element, as illustrated in
Figure 5.14, with n = 2 nodes are described by two linear shape functions ϕi.
An arbitrary linear distribution of longitudinal displacement in the element

u(x) = a0 + a1x (5.110)

is accordingly approximated using the nodal degrees of freedom u1 and u2

with the linear combination of shape functions ϕ1 and ϕ2 by:

ũ(x) = ϕ1 u1 + ϕ2 u2 =
1
2

(1 − ξ) u1 +
1
2

(1 + ξ) u2 (5.111)

since the relation between local and global coordinates is expressed by:

x =
1
2

(1 + ξ) (5.112)

With the local coordinates ξ1 = −1 and ξ2 = 1 the found shape functions ϕi

can be generalized to the form:

ϕi(ξ) =
1
2

(1 + ξi ξ) (5.113)

Extension of the linear approximation to a quadratic one is achieved by a
third node, placed in the middle between the two edge nodes. The resulting
quadratic shape functions for the three nodes are:

ϕ =

⎡
⎣ϕ1

ϕ2

ϕ3

⎤
⎦ =

⎡
⎣

1
2 ξ (ξ − 1)

1 − ξ2
1
2 ξ (ξ + 1)

⎤
⎦ (5.114)

Deformations in two- and three-dimensional elements are approximated by
analogous shape functions. To give an impression of the related formulations,
shape functions for some elements are formulated next.

x1 x2

u1 u2

ξ = −1 ξ = 1
ξ

x
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Fig. 5.15. Linear (top) and quadratic (down) shape functions for a one-dimensional
element.

Isoparametric Elements

Straight edges of elements allow for a not too complex formulation of shape
functions, as we have seen in the one-dimensional case. Curvilinear edges in
two or three dimensions, however, make it much more complex to formu-
late proper functions. Moreover, a determination of shape functions for every
particular geometrical shape would make the finite element method way too
inefficient. To avoid this effort and to be able to use standard shape functions
and solution procedures for whole classes of element types, a transformation
of arbitrary element shapes to related standardized elements of unit dimen-
sions and shape was invented6. Thus, what is needed is a transformation of
the original nodal coordinates into a unit, or as illustrated in Figure 5.18, into
a bi-unit configuration.

We will now use the coordinates ξ, η for a unit element with straight edges,
as for example the triangular element in Figure 5.16 (B). The characteristic
nature of isoparametric elements is that the transformation between original
and unit configuration is described by the shape function. Thus, the shape of
6 Specifically the isoparametric transformation was introduced by Taig [383] and

by Irons [205]
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the unit element is described in terms of its original coordinates by the same
functions which are used to describe the distribution of the displacements.

Accordingly, in two dimensions the configuration of a ne-nodes element
is transformed between the global x = (x, y) coordinates and the so called
parent domain of ξ = (ξ, η) coordinates by:

x =
ne∑
i=1

xi ϕi(ξ) (5.115)

The shape functions in terms of ξ, η-coordinates are defined by the relations:

x(ξ, η) =
ne∑
i=1

ai ϕi

y(ξ, η) =
ne∑
i=1

bi ϕi (5.116)

where the necessary parameters ai and bi are to be identified through a con-
sistency condition for the transformation which demands that the nodal co-
ordinates xi and ξi in both configurations coincide at the respective nodes:

x(ξi, ηi) = xi

y(ξi, ηi) = yi (5.117)

In a unit or bi-unit isoparametric element this leads to a further requirement
to the shape functions in the parent domain:

ϕi(ξb) = δab (5.118)

This yields a definition equation for the parameters ai and bi and, after substi-
tution into (5.116), the shape functions ϕi(ξ, η). The procedure will become
apparent with the example of a linear triangular isoparametric element to be
discussed next.

Linear and Quadratic Triangles

To illustrate the coordinate transformation, an isoparametric version of a tri-
angular element with three nodes, illustrated in Figure 5.16 (A), shall be
developed. In that element, displacements are described by linear shape func-
tions:

u(x, y) = ϕT ui and v(x, y) = ϕT vi (5.119)

with the nodal displacements

ui =

⎡
⎣u1

u2

u3

⎤
⎦ and vi =

⎡
⎣ v1v2
v3

⎤
⎦ (5.120)
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Fig. 5.16. Linear triangular element with straight edges in its original (A) and
isoparametrically transformed (B) configurations.

and the shape functions ϕ̄i in the x, y domain

ϕ̄T (x, y) =
[
ϕ̄1 ϕ̄2 ϕ̄3

]
=
[
1 x y

]
(5.121)

To transform the element into the unit configuration, transformation
(5.115) is applied with the shape functions ϕ̄ in terms of ξ and η yielding
the linear coordinate transformation:

x = a1 + a2ξ + a3η (5.122)
y = b1 + b2ξ + b3η (5.123)

The parameters ai and bi are identified by the unity requirement (5.118)
and the coincidence requirement (5.117) of the nodal coordinates in both
systems. Together these conditions are formulated by:

⎡
⎣x1

x2

x3

⎤
⎦ =

⎡
⎣1 0 0

1 1 0
1 0 1

⎤
⎦
⎡
⎣a1

a2

a3

⎤
⎦

⎡
⎣ y1y2
y3

⎤
⎦ =

⎡
⎣1 0 0

1 1 0
1 0 1

⎤
⎦
⎡
⎣ b1b2
b3

⎤
⎦ (5.124)

xi = Aai

yi = Abi

With the matrix A the relation between the shape functions in the two
domains is determined as:
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ϕ(ξ, η) = A−T ϕ̄(ξ, η) (5.125)

leading to the corresponding linear shape functions in the unit element con-
figuration:

ϕ =

⎡
⎣1 − ξ − η

ξ
η

⎤
⎦ (5.126)

x
1

2

3

5

6

4 1 2

3

56

4

1.00.0
0.0

1.0

0.5

0.5

�x

y

1

2

3

5

6

4
x

1

2

3

5

6

4

�

1 2

3

56

4

1.00.0
0.0

1.0

0.5

0.5

�1 2

3

56

4

1.00.0
0.0

1.0

0.5

0.5

�

(A) (B)

Fig. 5.17. Quadratic triangular element with curvilinear edges in its original (A)
and isoparametrically transformed (B) configurations.

With intermediate nodes, located between the corner nodes of the tri-
angular element, a quadratic description of displacements in the element is
achieved. Since the strain field inside an element is calculated from relations
containing spatial derivatives of the displacement, a linear displacement dis-
tribution would yield a constant strain value in the element and, by invention
of a constitutive law, also constant stresses. Accordingly, a quadratic shape
allows to describe a linear distribution of strain and stress in an element. Ba-
sically it can be stated, that the higher the gradients in strain and stress in
a certain region of the discretized structure is, the more adequate is a higher
order shape function. However, since the computational effort is significantly
lower to solving the same equations for a linear compared to quadratic or
higher order formulations, it can be more efficient to apply a higher resolu-
tion in the discretization than to use higher order elements.

Nevertheless, we will of course discuss higher order elements. the first one
shall be the mentioned quadratic triangular element. For the configuration
illustrated in Figure 5.17 the following shape functions are found after appli-
cation of the same procedure that lead to the linear shape functions (5.126):
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ϕ =

⎡
⎢⎢⎢⎢⎢⎢⎣

ϕ1

ϕ2

ϕ3

ϕ4

ϕ5

ϕ6

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

(1 − ξ − η) (1 − 2ξ − 2η)
2ξ2 − ξ
2η2 − η

4 (1 − ξ − η) ξ
4 ξ η

4 η (1 − ξ − η)

⎤
⎥⎥⎥⎥⎥⎥⎦

(5.127)

Quadrilateral Elements

Figure 5.18 illustrates a quadratic quadrilateral element in the two domains
x, y and ξ, η. If the nodes 5, 6, 7, 8 and 9 are omitted the same nomencla-
ture can be used for its bilinear version. Moreover, omission of node 9 only
describes another quadratic element. Quadratic quadrilaterals with less than
nine nodes are called serendipity since it was perceived as sort of an unex-
pected gift to be able to formulate quadratic two-dimensional elements with
reduced effort.

Note that in contrast to the unit triangular that we discussed before, we
now have a so called bi-unit isoparametric coordinate system that is centered
in the middle of the element with coordinates ξ = ±1 and η = ±1 at the
corners of the element.
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Fig. 5.18. Quadratic quadrilateral element with curvi-linear edges in its original
(A) and isoparametrically transformed (B) configurations.

Before we derive shape functions for some quadrilaterals, a certain basic
kind of shape functions should be introduced, called Lagrange polynomials7.
The usual denomination for a Lagrange type polynomial shape function lri (ξ)
7 See for example Hughes [201]
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uses a lower index indicating the node number and an upper index denoting
the order of the polynomial. The general definition for a r−th order Lagrange
polynomial as shape function in a ne-node element at node i is:

lri (ξ) =

∏ne

α=1, α�=i (ξ − ξα)∏ne

α=1, α�=i (ξi − ξα)
(5.128)

With definition (5.128) linear Lagrange polynomials are:

l11(ξ) =
1
2

(1 − ξ) (5.129)

l12(ξ) =
1
2

(1 + ξ) (5.130)

whereas the quadratic polynomials at the three nodes along an element edge
are:

l21(ξ) =
1
2
ξ (ξ − 1) (5.131)

l22(ξ) =
(
1 − ξ2

)
(5.132)

l21(ξ) =
1
2
ξ (ξ + 1) (5.133)

Utilizing the linear Lagrange polynomials, a bilinear quadrilateral element
can be described as a two-dimensional extension of a linear beam element.
The combination of linear polynomials for the two directions yields:

ϕi(ξ, η) = l1j (ξ) l
1
k(η) (5.134)

where the combinations of indices j and k at each of the four nodes is defined
by:

Node 1 : j = 1 k = 1
Node 2 : j = 2 k = 1
Node 3 : j = 2 k = 2
Node 4 : j = 1 k = 2

The fully formulated shape functions are accordingly:

ϕ1(ξ, η) =
1
4

(1 − ξ) (1 − η)

ϕ2(ξ, η) =
1
4

(1 + ξ) (1 − η)

ϕ3(ξ, η) =
1
4

(1 + ξ) (1 + η)

ϕ4(ξ, η) =
1
4

(1 − ξ) (1 + η)
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On the other hand, a quadrilateral element with quadratic shape functions
and related nine nodes as shown in Figure 5.18 is able to describe curvilinear
edges. The Lagrange polynomials for the shape functions are encoded in the
same manner as before by (5.134) for linear quadrilaterals. The quadratic
scheme is:

ϕi(ξ, η) = l2j (ξ) l
2
k(η) (5.135)

with adjusted index relations:

Node 1 : j = 1 k = 1 Node 5 : j = 2 k = 1
Node 2 : j = 3 k = 1 Node 6 : j = 3 k = 2
Node 3 : j = 3 k = 3 Node 7 : j = 2 k = 3
Node 4 : j = 1 k = 3 Node 8 : j = 1 k = 2

Node 9 : j = 2 k = 2

Fig. 5.19. Quadratic shape functions for a nine-node quadrilateral element.

The shape functions for the nine node quadrilateral are illustrated in Fig-
ure 5.19. More information on serendipity elements with one or more nodes of
the quadratic nine-node Lagrange element omitted, as well as on the degener-
ation of quadrilaterals to become triangular elements is for example provided
in Hughes [201].
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Three-Dimensional Elements

As a simple example for three dimensional elements, the eight node hexahedral
tri-linear element, shall be mentioned. The isoparametric ξ, η, ζ-coordinate
system of the brick element is centered in the cube’s center. The shape func-
tions are:

ϕi(ξ, η, ζ) =
1
8

(1 + ξi ξ) (1 + ηi η) (1 + ζi ζ) (5.136)

An extension to quadratic formulations in the brick element takes 27 nodes
and is generated in the analogous way as seen for the quadratic quadrilateral.

5.7.5 Stiffness Matrices, Mass Matrices and Numerical Solution

Finite element solutions are developed via the formulation of discrete equa-
tions for elements, e.g. the equilibrium form in (5.94) or the semi-discrete
momentum conservation (5.99), and the subsequent combination of these to
equations describing the behaviour of the total structure. Before that recom-
bination can be performed, the involved element based stiffness and mass
matrices need to be evaluated.

The partial derivatives in the strain-displacement formulations (5.83) are
to be taken with respect to the global coordinates (x, y, z), whereas the ele-
ment coordinates and, thus, the displacements are available in the local system
(ξ, η, ζ). The same coordinate transformation in derivatives is needed to eval-
uate the size of the element volume dV .

Moreover, for the calculation of the integral terms in the consistent mass
matrix (5.101) as well as in the stiffness matrix (5.95) numerical integration
methods are needed. Therefore,

• an inverse Jacobian matrix (2.16) and, thus, its determinant is needed to
transform the local coordinates into global ones

• and a numerical integration scheme is needed to evaluate the matrix equa-
tions.

Jacobian Matrix and Resulting Stiffness Matrices

The general procedure shall be illustrated by the linear triangular element
(Figure 5.16-(B)) for which the shape functions were identified in (5.126) to
be:

ϕ =

⎡
⎣1 − ξ − η

ξ
η

⎤
⎦ (5.137)

In the given two-dimensional case, the Jacobian matrix J relating deriva-
tives with respect to local and global coordinates to each other is used:
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[
∂
∂ ξ
∂
∂ η

]
=
[ ∂

∂ x
∂
∂ y

] [
∂ x
∂ ξ

∂ y
∂ ξ

∂ x
∂ η

∂ y
∂ η

]
=
[ ∂

∂ x
∂
∂ y

]
J (5.138)

Its inverse describes the opposite transformation:

[ ∂
∂x
∂
∂y

]
= J−1

[
∂
∂ξ
∂
∂η

]
=

1
J

[
ẏ −y′
−ẋ x′

] [ ∂
∂ξ
∂
∂η

]
(5.139)

wherein
J = detJ = x′ ẏ − y′ ẋ (5.140)

is the Jacobian determinant , dots ˙( ) symbolize derivatives ∂
∂ ξ and apostro-

phes ( )′ denote ∂
∂ η , respectively.

For a linear strain tensor, the strain tensor components are expressed as

εxx =
∂ux

∂x
=

1
J

(ẏ u′x − y′ u̇x )

εyy =
∂uy

∂y
=

1
J

(
−ẋ u′y + x′ u̇y

)
(5.141)

εxy =
1
2

(
∂ux

∂y
+
∂uy

∂x

)
=

1
2J

(
−ẋ u′x + x′ u̇x ) +

1
2J

(ẏ u′y − y′ u̇y

)

The resulting strain-displacement relation is expressed by

b = [bx by] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∂ εxx

∂ ux

∂ εyy

∂ uy

1
2
∂ εxy

∂ ux

1
2
∂ εxy

∂ uy

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5.142)

In equation (5.141) the inverse Jacobian J is used to derive the global
derivatives. That necessary inversion is possible solely for a non-singular Ja-
cobian determinant J (5.140). That restriction has significant influence on the
admissible deformation states of an element. For example, internal angles of
180◦ or more are impossible.

Implementation of the strains (5.141) into (5.142) and application of the
shape functions leads to a description of the strain-displacement relation of:

B =
1
J

⎡
⎢⎣

ẏ ϕ′T − y′ ϕ̇T

−ẋ ϕ′T + x′ ϕ̇T

1
2
(
−ẋ ϕ′T + x′ ϕ̇T

) 1
2
(
ẏ ϕ′T − y′ ϕ̇T

)
⎤
⎥⎦ =

1
J

[Bx By] (5.143)
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With the abbreviations:

β1 = ẏ ϕ′ − y′ ϕ̇ β2 = −ẋ ϕ′ + x′ ϕ̇
β̄1 = ẏ ϕ′T − y′ ϕ̇T β̄2 = −ẋ ϕ′T + x′ ϕ̇T

we can write:

B =
1
J

⎡
⎣ β̄1

β̄2

β̄2 β̄1

⎤
⎦ (5.144)

Having applied the coordinate transformation to the derivatives, the stiff-
ness matrix for the linear triangle

K =
∫

BT EBdV (5.145)

can be formulated with the thickness of the triangle t and the differential
surface element

dxdy = J dξ dη (5.146)

through the relation:

K = t

1∫
ξ=0

1∫
η=0

1
J2

[
BT

x EBx BT
x EBy

sym. BT
y EBy

]
J dη dξ

= t

1∫
ξ=0

1∫
η=0

[
β1E11β̄1 + β2E33β̄2 β1E12β̄2 + β2E33β̄1

sym. β2E22β̄2 + β1E33β̄1

]
1
J

dη dξ

(5.147)

Numerical Integration

To solve equations (5.96) or (5.100) with the derived mass and stiffness ma-
trices, integrals of the general shape

I (Υ (ξ, η)) =
∫
ξ

∫
η

Υ (ξ, η)
1
J

dη dξ (5.148)

need to be calculated. Numerical integration methods are used to approximate
the integral terms. The basic concept of numerical integration is to replace
the integrand function Υ (ξ, η) by a polynomial evaluated at h locations. The
quality of the numerical integration scheme depends on the number of loca-
tions at which the polynomial is evaluated and on the order of the integrand
function. If a Gauss quadrature is applied, a polynomial of order 2h−1 is cal-
culated exactly with at least h integrating locations. In the two-dimensional
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case discussed before, a Gauss quadrature yields approximations as weighted
sums of function Υ (ξg, ηg) values:

∫
ξ

∫
η

Υ (ξ, η)
1
J

dη dξ ∼=
h∑

g=1

Υ (ξg, ηg)
1
J
wg (5.149)

using h locations (ξg, ηg) at which the functions values are calculated and mul-
tiplied by weighs wg. The locations and weighs for various types of topologies
are well documented in literature8. Data for a four-point Gauss integration in
triangular and in quadrilateral elements are illustrated in Figure 5.20.
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Fig. 5.20. Locations and weights for four-point Gaussian quadrature in triangular
and quadrilateral elements.

5.7.6 Shell Elements

With the continuum theory of thin shells an indispensable tool is available for
efficient calculation of the mechanics in thin walled structured. Technical ap-
plications of thin two-dimensional structural elements are manifold and range

8 See for example Bathe [37] or Stroud and Secrest [378].
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from automobile car bodies over fuselages and wings of airplanes to building
structures in civil engineering.

The dramatic reduction in computational effort through the application
of shell elements is achieved by the following factors:

• Shell elements model a two-dimensional plane stress configuration which
saves the out-of-plane nodes, the related degrees of freedom and, thus,
reduces the number of equations to be solved.

• With the through-thickness direction omitted in the calculation, the small-
est spatial dimension has no influence on the calculation of the time step.
This may lead to time step increases by an order of magnitude and thus
reduces the total number of cycles to be calculated until the final instant
of time which is of interest is achieved.

• A further gain in computational efficiency is provided through a reduced
integration using a single Gaussian point, albeit in three or more layers.

Along with these advantages, related drawbacks arise from the assump-
tions taken in the formulation of shell elements:

• Shell elements are only applicable to shell structures although their compu-
tational efficiency is tempting to expand the understanding of shell struc-
tures to quasi-shells which sometimes are not covered by the related kine-
matic assumptions.

• Stress wave transmission in through-thickness directions is not possible.
• Reduced integration leads to zero energy modes, i.e. deformation patterns

which are not associated with a strain energy. Additional numerical damp-
ing mechanisms (hourglass damping)

• Kinematic constraints lead to overestimated strain energies

The finite element formulation of shells can basically be derived through
formulating the weak form of the equilibrium or the momentum equation for
a shell. Since that approach is complex, specifically for nonlinear shells, a
simpler approach is usually followed for finite elements which imposes the
kinematic constraints on the shape functions of a continuum element.

Two basic branches of the thin shell theory are implemented in shell finite
elements. One is the Kirchhoff-Love type of shells for which the kinematics
assume that a normal to the mid-surface remains straight and normal under
deformation of the shell. This assumptions does not admit transverse shear
in the element, not even for non-constant moments where it should be non-
zero to guarantee equilibrium. The alternative theory, called Mindlin-Reissner
shell theory, assumes normals to the mid-surface to remain straight and, thus,
admit transverse shear. However, as a result of the Mindlin-Reissner formula-
tion, the transverse shear components are constant through the thickness of
the shell and thus also inconsistent with equilibrium since it should vanish at
the top and bottom surfaces. The resulting error in terms of overestimated
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Fig. 5.21. Shell element of thickness t with reduced integration at one Gaussian
integration point evaluated at five layers.

shear energy is often reduced by shear correction factors.

Whereas the Kirchhoff-Love shells are preferably applied to thin shells,
Mindlin-Reissner formulations are better suited for sandwich and composite
structures9.

An implementation that is available in most commercial and academic
codes is the shell element introduced by Hughes and Liu [202]. Even more at-
tractive, since more efficient, and most widely used is the Belytschko-Lin-Tsay
element [46]. Its enhanced efficiency originates from an optimized quadrature
that reduced the necessary mathematical operations for a reduced integrated
Hughes-Liu shell element from 4050 to 725 (Hallquist [158]). This was achieved
by the calculation of strain rates in a local coordinate system in two compo-
nents: the first is contribution from the mid-surface motion, the second is
element rotation. In a Mindlin-Reissner shell element with non-plane cross-
surfaces under shear deformation, the velocity at an arbitrary position in the

9 Belytschko et al. [47] give a detailed description of the continuum mechanics of
shell elements, of the various formulations and of the inconsistencies and idiosyn-
crasies of the theoretical basics. The latter is outlined in [47], Sec. 9.6.5.
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Fig. 5.22. Shell element under constant bending moment mxx and transverse shear
component σxz which should vanish for constant moments and be non-zero for a
moment that is not constant. In addition, it should vanish at the top and bottom
surfaces. However, σxz is constant in Mindlin-Reissner shells (leading to shear lock-
ing) and vanishes totally in Kirchhoff-Love shells.

shell with distance z to the mid-surface plane is described as sum of mid-plane
velocity vm and rotational velocity Θ:

v = vm − z ×Θ (5.150)

For the time derivative of the strain displacement relation, (5.150) yields the
strain rates:

ε̇ij =
1
2

(
∂ u̇i

∂ xj
+
∂ u̇j

∂ xi

)
+
z

2

(
∂ Θ̇i

∂ xj
+
∂ Θ̇j

∂ xi

)
(5.151)

A correct calculation of moments and membrane forces under elastic-
plastic loading conditions becomes possible if the integration at the single
Gaussian point is performed at multiple layers in the shell thickness direc-
tions. Hourglass damping methodologies for the Belytschko-Lin-Tsay element
were proposed by Flanagan and Belytschko [126] as well as by Engelmann
and Whirley [121] an implemented in many codes.

Another critical point with shell elements is their tendency to exhibit the
so called shear and membrane locking. Effectively these effects result in an
underestimation of displacement due to incorrect representations of specific
deformation states. In the case of shear locking, the normality constraint on
the mid-surface appears as a penalty term in the energy and becomes larger
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with decreasing shell thicknesses. Shear locking is lessened through reduced
integration. The membrane locking on the other hand, evolves from the in-
ability of shell elements to represent extensional modes of deformation. It is
of particular importance for the simulation of buckling effects. A method to
avoid shear and membrane locking is the assumption of strain states in an
element. A detailed discussion of shear and membrane locking as well as of
methods to circumvent it can be found in Belytschko et al. [47], Sec. 9.7. Basic
mathematical understanding of locking effects is provided in Arnold [16] as
well as by Babuška and Suri [29], [30].

5.7.7 Finite Element Methodologies for Discontinuities

Inherent to dynamic loading conditions are discontinuities of various kinds.
Shock waves are an example for discontinuities in the solution that needs
special treatment if the simulation shall predict its propagation, shape and
amplitude as precisely as possible. This topic will be discussed in section 5.10.

Crack Representation with Finite Elements

Another type of discontinuity arises when loading conditions lead to micro-
or macroscopic failure of the material associated with the evolution of shear
bands, pores or cracks. Shear bands are a deformation state which is charac-
terized by a very local strain discontinuity. A discontinuity in displacement is
present at a stress free crack tip or at a mode II or III crack opening. It goes
along with an infinity value of the associated strain (see Figure 5.23). Whereas
the first type is called weak discontinuity, the crack formation represents a so
called strong discontinuity.

Crack opening and propagation is a general problem in finite element so-
lutions since the evolving new surfaces with normal stress free boundary and
the additional crack opening displacement need special attention. The crack
opening displacement is sometimes modelled by a continuous smeared ele-
ment displacement (see Figure 5.24-(A)). An approach which, however, does
not account for the new free surface. If processes including the generation of
free surfaces, e.g. multiple fragmentation, are intended to be modelled with
smeared displacement solutions, a specific threshold strain is usually chosen
at which the affected element is taken out of the calculation. The free sur-
faces and the crack opening are then approximated by the neighbour elements.
However, realistic crack patterns are hardly represented by that approxima-
tion (see Figure 5.24-(B)). The crack tip is typically blunt to the degree of
the element size. On the same scale is the initial crack width modelled.

A better crack representation is achieved if an element separation is en-
forced through node split as illustrated in Figure 5.24-(C). The resulting crack
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Fig. 5.23. Weak (left) and strong right discontinuities in strain and displacement,
respectively.

tip is sharp but the exact positioning of the new nodes on the crack surface
can be complex. The complexity arises partly from the fact that contact al-
gorithms need to be initiated at these surfaces to allow for pressure contact
under reverse loading conditions. Moreover the crack pattern is depending on
the predefined element boundaries which allows a good representation of the
cracks only if they are aligned with the mesh.

To allow for arbitrary crack paths, a successive adaption of the grid, i.e.
an automatic mesh refinement, can be performed as the crack propagates.
Depending on related fracture mechanical models, the direction and velocity
of the crack propagation can be modelled by adjusted element boundaries
(Figure 5.24-(D)). The continuous re-meshing is of course an additional time
consuming computational effort. But the alternatives are either course or not
really less expensive. Remarkable achievements in two and three dimensional
crack modelling with automatic mesh refinement have been shown by the
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Fig. 5.24. Crack treatment with finite elements: (A) Smeared representation of
crack opening displacement, (B) Element elimination at certain strain threshold,
(C) Node split and generation of free surface for cracks aligned with the mesh, (D)
Grid adaption for explicit crack modelling and (E) Enriched elements for non-aligned
cracks using enrichment functions and nodes with additional degrees of freedom.

Ingraffea group, particularly published in Martha et al. [268] or in Carter
et al. [79]. The limitations of mesh refinement methods are reached under dy-
namic multiple fragmentation, specifically with multiple crack intersections.

EED and X-FEM – Enrichment of Elements by Discontinuous
Fields

More recent developments for finite element applications to crack propaga-
tion processes follow the idea of modelling cracks independent of the element
boundaries. In the case of Elements with Embedded Discontinuities (EED),
additional local degrees of freedom facilitate the crack representation. To de-
scribe the resulting equilibrium an additional condition is needed which is
found in the crack model. So called enrichment functions ΨEED are used to
modify the standard shape functions:

ΨEED = Ψ(x) − ϕ(x) (5.152)
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The resulting conditions to element geometries, specifically in three dimen-
sions and for multiple discontinuities, lead to complex handling of the method.
Otherwise the robustness and convergence of the methodology is lost (see
Jirásek, Belytschko [209]).

An alternative approach, called Extended Finite Element Method (X-
FEM), bases on the partition of unity method which was introduced by
Babuška and Melenk [28] and is capable of discontinuities of both the strong
and weak type. Belytschko and Black [42] introduced a X-FEM method for
curved cracks in two-dimensional problems by mapping the straight crack en-
riched field. An improved version, applicable to three-dimensional crack pat-
terns and long cracks, was introduced by Moës et al. [288] separately modelling
the crack faces away from the crack tip and the near tip zones. Basically, a
single crack is approximated with the finite element displacements and shape
functions by:

uh(x) =
nN∑
i=1

ui ϕi(x) +
nCD∑
i=1

ai ϕi(x)H(x)

︸ ︷︷ ︸
Crack Discontinuity

+
nT1∑
i=1

ϕi(x)

⎛
⎝ 4∑

j=1

bj
i,1 F

j
1 (x)

⎞
⎠

︸ ︷︷ ︸
First Crack Tip

+
nT2∑
i=1

ϕi(x)

⎛
⎝ 4∑

j=1

bj
i,2 F

j
2 (x)

⎞
⎠

︸ ︷︷ ︸
Second Crack Tip

(5.153)

where nN is the total number of nodes in the mesh, the nodal degrees of free-
dom for a specific node i are denoted by ui, the shape functions by ϕi. The
number of nodes along the crack discontinuity with shape functions intersect-
ing the crack but not containing either one of its tips, is here referred to as
nD. The additional degrees of freedom for associated with those nodes are
denoted by ai. The number of nodes with shape functions support containing
a crack tip is nT1 and nT2 for the first and second crack tip, respectively. The
related new degrees of freedom are bj

i,1 and bj
i,2.

The key aspect of the method is represented by

• the discontinuous function H(x) which is constant on each side of the
crack, e.g. −1 on the one and 1 on the other crack face

• and the near-tip functions F j
1 and F j

2 which are given in Moës et al. [288]
for a two-dimensional case with four node elements (j = 1, . . . , 4) by

{
F j

1 (x)
}

=
{√

r sin
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2

)
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)
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(
θ

2

)
sin(θ)

}

(5.154)
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An important further capability of the X-FEM approach was introduced
by Daux et al. [102] providing an extension to the three dimensional case
and to multiply branched as well as intersecting cracks. To many standard
applications of hydrocodes multiple fragmentation of structures is an inher-
ent processes. Therefore, this latter extension of the extended finite element
method is extremely valuable in the branch of impact and crash simulations.
In addition, the power of X-FEM was stretched by Chessa and Belytschko [87]
showing the applicability of the method to arbitrary discontinuities including
the Rankine-Hugoniot jump conditions. With that application X-FEM be-
came an alternative approach to the Godunov-type finite volume methods
as well as to the invention of artificial viscosities, both representing existing
standard solution techniques for shock wave propagation in fluids and solids.

The need for discretization methodologies with the capability of mod-
elling multiple fragmentation was one major motivation for the development
of meshfree methods which will be discussed in the next section.

5.8 Meshfree Methods

5.8.1 Motivation to Develop Meshfree Methods

Smooth particle hydrodynamics (SPH), a discretization methodology that
works without any grid or mesh in the sense that neighbouring nodes of an
initial configuration stay neighbours throughout the calculation, was origi-
nally developed for the simulation of astrophysical problems. The evolution,
motion and possible collision of interstellar gas clouds were typical applica-
tions of its early implementations. Why should one try to adopt a numerical
method designed for gas or particle dynamics to structural mechanics when
other methodologies like finite differences or finite elements are already estab-
lished over several decades? Why go for a new relatively unknown method,
after generations of engineers and mathematicians dedicated their professional
life to provide a sophisticated, stable and in its mathematical character well
known tool?

The reason was the limited capability of existing methods and the strongly
increasing complexity of them if these limitations shall be overcome. Finite
elements, for example, are in its genuine version not capable of fragmenta-
tion effects. Nevertheless it is not impossible to model cracks, e.g. with the
extended finite element method discussed before. However, the complexity of
the algorithm grows with the additional functionalities and therewith also the
tendency of the method to become less reliable. Increasing complexity goes
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along with increasing risk and decreasing robustness10.

Meshfree methods, on the other hand, were adapted to structural dynam-
ics by the pioneering work of Libersky and Petschek [251] when they imple-
mented constitutive equations into SPH. Its simplicity and at the same time
perfectly adequate qualities for large deformations possibly ranging to total
structural disintegration convinced many scientists and software developers
of the methods potential. Though it turned out soon that SPH carried along
inherent shortcomings of mathematical nature that required urgent examina-
tion, it was continuously further developed and improved.

The significantly increased effort in research work on particle methods also
facilitated developments towards totally new directions. With the Element-
Free-Galerkin (EFG) method Belytschko et al. [48] developed a particle
scheme that is not totally working without a grid and not capable of applica-
tions the original particle methods were focused on. But it provides a serious
alternative, even to extended finite element methods, for fracture mechanical
investigations under static loading conditions. Rabczuk and Belytschko [316]
presented the application of a total Lagrangean EFG formulation coupled
with finite elements that is able to predict multiple and intersecting cracks in
reinforced concrete slabs. The coupling concerned a representation of concrete
by EFG particles and a modelling of the steel rebars using finite elements.

It seems like, in the past, a certain kind of inertia lead to a relatedness in
the application of numerical tools towards one or another discretization tech-
nique. However, that kind of solidarity is neither reasonable nor useful when
a wide spectrum of deformations, material conditions and interactions of dif-
ferent kind shall be investigated by numerical methods. The tool that solves
the mathematical problem with the highest precision at comparably lowest
effort should always be preferred. And that accounts not only for the vari-
ous classes of problems in their initial configurations. Fundamental changes
in the physical consistency of materials during a deformation process require
not only for an equation of state that reflects the phase change. A discretiza-
tion that hardly describes evolving new free surfaces cannot be the tool of
choice for massive dynamic fragmentation processes. Similarly, large defor-
mation processes with strong dependence on a precise tracking of material
interfaces can hardly be simulated with Eulerian methods. The complexity
of Eulerian methods rises enormously if a related multi-material tracking in
individual cells is activated. And the resulting accuracy, at least in the case
of structural applications, does most often not justify the effort.

10 Inter-relations between complexity, risk and robustness of systems is for example
investigated in Marczyk, Deshpande [265]
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Fig. 5.25. Fragmentation of a 1.0 [cm] diameter Aluminum projectile after a 6.18
[km/s] hypervelocity impact on a 0.4 [cm] thick Aluminum plate. Experimental
picture (left) taken by Flash X-Ray instrumentation. Simulation using the 2D axis-
symmetric SPH version of AUTODYN.

Therefore, advanced application of numerical methods means right choice
for an adequate discretization technique. And advanced provision of methods
in a software package must mean that discretization methods can be combined
and adaptively changed during the simulation, when ever needed.

Reflecting the most challenging tasks in the simulation of dynamic pro-
cesses, two major sources of motivation can be identified in support of using
meshfree methods instead or in combination with grid-based approximation
methodologies:

• Simulation of fundamental disintegration processes in materials, i.e.
deformation processes involving multiple fragmentation and possibly phase
changes of solid materials to liquid or gaseous phases.

• Fluid-Structure-Interaction with complex and over time significantly
changing interfaces between the fluid and the structural domain.

A standard example for the first motivation, fundamental structural dis-
integration, is the whole spectrum of hypervelocity impact processes. After
perforation of a shielding plate, an impacting solid projectile is shattered by
shock wave effects in a way that it propagates on as a dusty cloud of frag-
ments. A typical expansion state of such a fragment cloud is illustrated in
Figure 5.25. Depending on the impact velocity, the projectile and target ma-
terials and the geometrical dimensions of the involved structures, the cloud
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can consist of solid, liquid, gaseous or mixed phase constituents. Deformation
states as for example the expanding fragment cloud illustrated in Figure 5.33
are far beyond the range of what can be covered with grid based Lagrangean
methods. Also, Eulerian methods fail for application due to their deficiencies
in keeping the loading history and material interfaces.

Topological changes of interfaces in fluid-structure-interaction simulations
are the second challenge and motivation named above to use meshfree meth-
ods. For example, when the structure undergoes failure processes in the
course of the interaction opening new free surfaces or ventings, the interaction
schemes often face problems. Again, the fragment cloud propagating into a
pressurized gas vessel represents an example for that problem type. A more
common situation is the simulation of airbag inflation where meshfree methods
like the Finite Pointset Method (FPM, Kuhnert [237]) are meanwhile imple-
mented in commercial codes. Besides existing approaches to model airbag de-
ployment using Arbitrary-Lagrangean-Eulerian (ALE) methods11 and specif-
ically used for inflation simulations12.

5.8.2 Evolution and Maturing of Meshfree Methods

Meshfree particle methods exist already for several decades, its continuum
mechanical branch since the early nineties. Other particle methods, which
were not really meshfree but served as a meso-scopic representation of small
particles in fluid flow, have been known before. The roots of these schemes go
back to Francis Harlow’s ( Harlow [162], Harlow [163], or Evans and Harlow
[122]) Particle in Cell (PIC) method.

Since its first introduction to solve continuum mechanical problems, par-
ticle methods were developed towards different directions. One basic deter-
mination can be made with respect to the type of approximation that is
implemented in the various meshfree methods:

• Early particle methods, like SPH, are based on kernel approximations,
with a so-called kernel function that is a weighting function as will be
explained later. In the case of these kernel approximation methods, the
implementation of the related weak form operation takes place directly
with the numerical integration of the function.

• Later developed field approximation methods, for example Element-Free-
Galerkin (EFG, Belytschko et al. [48]) or Meshless Local Petrov-Galerkin
Methods (MLPG, Atluri and Zhu [21], Atluri, Shen [22]), perform the weak
form operation in the course of creating the discrete equations.

11 An ALE application to airbag deployment simulations is for example found in
Marklund and Nilsson [266].

12 Michalke et al. [278] investigate FPM for the simulation of airbag inflation.
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Motivated by the need for a discretization technique for large deformation
and fragmentation problems, SPH was totally meshfree from the beginning.
After the identification of numerical problems inherent with the original SPH
methodology, e.g. its lack in stability and consistency which will be discussed
in the next subsection, the mentioned alternative particle methods with weak
form descriptions in the discrete equations were developed. As a consequence
of that change in philosophy, a background mesh was needed to perform the
integration. In the case of EFG it is a global mesh whereas MLPG needs local
background meshes for integration. Obviously, these new branches in particle
methods, invented by scientist with a profound background in the numerical
mathematics of finite elements, offer the stability and consistency that SPH
had not. On the other hand, the core intention of particle methods to describe
finite deformations including fragmentation was at least partly lost as well.
Moreover, the local conservation of linear and angular momentum could not
be satisfied any more, e.g. in the case of Moving Least Squares version of SPH
introduced by Dilts [108], [109].

Therefore, recent re-evaluations of SPH based on a solid mathematical
investigation as performed by Randles and Libersky [312], Monaghan [285],
Belytschko et al. [43] and Rabczuk et al. [316] were essential steps forward in
the development of SPH to becoming a mature, stable and consistent numer-
ical method.

Since the large deformation processes including fragmentation and phase
changes are the focal interest of this book, the particle method of choice to be
discussed further is SPH. This is not in disrespect to other particle methods
but due to the limited space that can be dedicated to finite methods in this
book. A description of the basic SPH solution strategy in its original version,
faced numerical problems and found remedies as well as currently existing
robust SPH versions shall be introduced next.

5.8.3 Smoothed Particle Hydrodynamics

Integral Representation of a Function and its Approximation

Having evolved from a probabilistic particle method in molecular dynamics13,
Smoothed Particle Hydrodynamics was introduced by Lucy [255] as well as
by Gingold and Monaghan [135] to solve the conservation equations for com-
pressible and viscous fluids in astrophysical applications. An early example for
the simulation of shock waves in fluids using SPH is Monaghan and Gingold
[286]. A logical extension of the method to solids required an implementation
of strength of materials. With the work of Libersky and Petschek [251] this

13 Molecular dynamics: Stillinger and Rahmann [374]; Statistical Physics: Binder
[59]
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important step was performed and application of SPH to dynamic finite de-
formations in solids became possible for the first time. An early example of
applying the SPH method to impact problems is found with Stellingwerf and
Wingate [369].

The development of the basic numerical method starts with the integral
representation of an arbitrary function u(x):

u(x) =
∫
Ω

u(x′) δ(x − x′) dx′ (5.155)

which is exact if u(x) is defined on the domain Ω and if the Dirac function
defined by:

δ(x − x′) =
{

1 for x = x′

0 for x �= x′ (5.156)

is used. Though it is exact, the integral expression (5.155) is not particu-
larly useful for continuum mechanical solutions. Therefore, an approximation
of the Dirac delta by an adequate continuous ”smoothing” function is used
to approximate equation (5.155). A possible estimation 〈u(x)〉 is found if a
weighting function14 W (x − x′) is used instead of the Dirac function:

u(x) =
∫
Ω

u(x′)W (x − x′) dx′ (5.157)

This approximation leads us to the ”smooth” character of Smoothed Particle
Hydrodynamics as we will see in the following.

Original SPH Kernel Approximation

SPH Kernel Estimate of Functions

In its original version, the discretized SPH estimation of a scalar function
〈u(xi)〉 at the location of a discrete particle i is performed by an Eulerian
approximation function W (r/h), which in the SPH context is usually called
kernel function. It weights the functional values at neighbouring particles j
which are located in a distance r = |xi − xj |. The support domain is defined
by a maximum distance 2h to which the kernel function is scaled. The scaling
r/h, for example, facilitates an approximate particle spacing of 1 particle per
h (see Figure 5.26 for illustration).

The SPH kernel estimate < u > is constructed by the integral:

14 Lucy [255] denoted the weighting function W as broadening function which de-
scribes the influence of u to a certain surrounding region.
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〈u(xi, t)〉 =
∫
Ω

u(xj , t)W (|xi − xj |/h) dxj (5.158)

If we identify mj/ρj as the differential volume dxj , we can formulate the
discrete version of (5.158) with the related summation:

〈ui〉 =
nN∑
j

uj W (|xi − xj |/h)
mj

ρj
(5.159)

The number nN of neighbour particles j building the support for the estima-
tions (5.159) and (5.165) is defined by the domain of influence of the kernel
function, i.e. by the smoothing length h. It can vary from particle to particle
and at each individual particle from time step to time step. We will drop this
upper limit of the summation in the following for convenience.

With the two-dimensional illustration of the kernel approximation in Fig-
ure 5.26 it becomes apparent that the nature of a particle method can be
described as overlapping patches. A characteristic that reminds of the Par-
tition of Unity (PU) method15. In fact, the close relation of many particle
and finite element approaches to the PU method as root has been shown for
example in Babuška et al. [27] or Atluri and Shen [20].

SPH Kernel Estimate of Derivatives

To derive an estimation for the spatial derivative of a function, the same
integral representation as for the function estimate (5.158) can be formulated
for the derivative ∇ · u(xi, t):

〈∇ · u(xi, t)〉 =
∫
Ω

∇ · u(xj , t)W (|xi − xj |/h) dxj (5.160)

Following the traditional SPH path of approximating the derivative16, the
integrand of (5.160) can be written as:

∇ · u(xj , t) W (|xi − xj |/h) =
∇ · [u(xj , t)W (|xi − xj |/h)] − u(xj , t) · ∇W (|xi − xj |/h)

(5.161)

which means for the approximation (5.160) after integration by parts that:

15 The partition of unity method was introduced by Babuška and Melenk [28] and
serves for constructing mathematical proof on nonlinear manifolds.

16 For example introduced as basis for general particle methods in hydrodynamics
by Monaghan [283].
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〈∇ · u(xi, t)〉 =
∫
Ω

∇ · [u(xj , t) W (|xi − xj |/h)] dxj

−
∫
Ω

u(xj , t) · ∇W (|xi − xj |/h) dxj

(5.162)

Applying the divergence theorem to the first integral, (5.162) can be refor-
mulated as a surface integral over the boundary S of the problem domain Ω
with a unit normal vector n to it:

〈∇ · u(xi, t)〉 =
∫
S

[u(xj , t) W (|xi − xj |/h)] n dS

−
∫
Ω

u(xj , t) · ∇W (|xi − xj |/h) dxj

(5.163)

Given that the support domain of the interpolating kernel is fully inside the
problem domain Ω, the surface integral in (5.163) vanishes and we can write:

〈∇ · u(xi, t)〉 = −
∫
Ω

u(xj , t) · ∇W (|xi − xj |/h) dxj (5.164)

Since the precondition for the validity of (5.164) is that problem boundaries
are not inside the kernel support, boundaries require specific treatment as we
will see later. The discretized form of the divergence (5.164) is estimated using
the summation:

〈∇ui〉 = −
∑

j

uj ∇W (|xi − xj |/h)
mj

ρj
(5.165)

Kernel Functions

Kernel Requirements

Basically, the approximating kernel function should satisfy the following re-
quirements:

• Compact support :

W (|xi − xj |/h) = 0 for |xi − xj | > 2h (5.166)

• Normality : ∫
W (|xi − xj |/h) dxj = 1 (5.167)
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Fig. 5.26. Kernel approximation for functions u(x, t) at a particle i using neigh-
bouring particles inside the 2 h support domain of the kernel function W (r/h).

• Symmetry : ∫
W (|xi − xj |/h) =

∫
W (|xj − xi|/h) (5.168)

• and Convergence against the Dirac function:

lim
h→0

W (|xi − xj |/h) = δ(xi − xj) (5.169)

Cubic B-Spline

Various different kernel functions have been proposed since Gingold and Mon-
aghan [135] proposed a Gaussian kernel while Lucy [255] preferred a third-
order polynomial in bell-shape, respectively. A comprehensive overview on
existing kernel functions and their properties is given in Liu and Liu [253].
The most often applied kernel estimate is probably the cubic B-spline, illus-
trated with its first and second derivative in Figure 5.30, which was proposed
by Monaghan and Lattanzio [287]:

W
( r
h

)
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

C

hν

{
1 − 3

2

( r
h

)2

+
3
4

( r
h

)3
}

if 0 � r

h
< 1

C

hν

(
2 − r

h

)3

if 1 � r

h
� 2

0 if
r

h
> 2

(5.170)

where the problem dimension is denoted by ν and C is a dimension dependent
constant:
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C =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

2
3

if ν = 1

10
7π

if ν = 2

1
π

if ν = 3

(5.171)

Compared to the former Gaussian kernels, the B-spline (5.170) has the
advantage of automatically satisfying compact support (5.166). In addition it
possesses a continuous second derivative. Liu and Liu [253] invented a new
quartic kernel function and reported good results in simulating the Riemann
problem applying it.

Smoothing Length

In the course of dynamic deformation processes as present in hypervelocity
impact, changes in density can be comparable to thous of gas dynamical pro-
cesses and, hence, reach order of magnitudes. The related change in inter
particle distances can lead to either extremely high numbers of neighbours
or to a complete loss of neighbours. To avoid such disadvantageous situa-
tions variable smoothing lengths are often used. A simple way of adjusting the
smoothing length is realized in coupling it to its density by:

h = h0

(
ρ0
ρ

) 1
ν

(5.172)

where density and smoothing length in the initial configuration are given by
ρ0 and h0, respectively. The dimension of the problem is denoted by ν.

Alternatively, Benz [54] suggested to relate the smoothing length to the
continuity equation via the divergence of the velocity vector. The time rate
of change of the smoothing length is then expressed as:

ḣ =
1
ν
h∇ · v (5.173)

which can be expressed by an SPH discretization:

ḣi =
1
ν
hi −

∑
j

vj ∇W (|xi − xj |/h)
mj

ρj
(5.174)

Some forms of implementing variable smoothing length into code have been
discussed in Hiermaier [176]. Common to all of these is the problem that
anisotropic particle displacements lead to either overly big numbers of neigh-
bours in one direction and related inaccurate approximations17. On the other
17 Unphysical dispersion effects due to inadequate smoothing lengths have been

investigated by Balsara [31] resulting in suggestions for optimal choices.
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Fig. 5.27. Anisotropic displacement of SPH particles: (A) Original particle distri-
bution. (B): Isotropic h-adjustment with support radii S1 (dotted) and S2 (dashed)
leading to inaccurate estimates and numerical failure, respectively. An adequate
anisotropic h-adjustment is illustrated by the S3 support (solid line).

hand, the anisotropic displacement can cause a loss of neighbours and the re-
lated numerical failure in another direction (see Figure 5.27 for illustration).

Since the very dedication of SPH is its application to massive and not nec-
essarily homogeneous deformations, an alternative basis for neighbour iden-
tification was needed. Libersky and Randles [250], [311] provided a method
that utilizes convex hull and interior hull techniques (Figure 5.28) to identify
nearest neighbours under arbitrary degrees of complexity regarding the defor-
mation status. The basic idea is to map the coordinates of particles j which
are candidate neighbours of particle i into a so called prime space by:

x′
j =

xij

xij · xij
(5.175)
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As a result of (5.175), the position of particle i is mapped to infinity and
infinity is mapped to the origin of the prime space. What is gained in terms
of neighbour search is that the out-most particles in prime space forming a
shell around all other particles can easily be identified as the neighbours of i.
Figure 5.28 illustrates the procedure with a two-dimensional example.

Fig. 5.28. Convex hull methodology to identify neighbours: (A) Original space with
possible neighbours around a particle i and selected neighbours j1-j4 determined by
a convex hull operation (B): (0 ⇒ ∞), (∞ ⇒ 0). (After Randles and Libersky [311]).

Symmetrization of the Kernel Estimate

Since the smoothing lengths of two interacting particles are not necessarily
identical, the symmetry requirement (5.168) cannot be guaranteed without
some kind of adjustment. That the requirement should be satisfied becomes
apparent when a particle j is within the support domain of another particle i
but not vice versa. In order to avoid that kind of violation of Newton’s third
law, various methods symmetrize the interactions between particles have been
proposed. Benz [54] suggested an arithmetic mean of the smoothing lengths
hi and hj :

hij =
hi + hj

2
(5.176)

Liu and Liu [253] mention also geometric means as well as the maximal or
minimal value as common smoothing lengths. Any of these symmetrizations
of the smoothing lengths is finally used to construct a mutually used kernel
function for particles i and j:
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Wij = W (|xj − xi|/hij) (5.177)

As the only existing alternative a arithmetic mean of the kernel function val-
ues W (|xj − xi|/hi) and W (|xj − xi|/hj) which was proposed by Hernquist
and Katz [174].

Fig. 5.29. Ghost particles employed to model a rigid boundary impacted by a
cylindrical rod. The virtual particles are located at each time step individually for
each particle reflecting all neighbours across the boundary.

Stability and Consistency Issues in SPH

Characteristic Properties of the SPH Approximation

It is essential for the understanding of the whole SPH methodology, as well as
of its capabilities and limitations, to realize the character of the approximation
(5.158):

• First of all, it is an approximation identical to FEM approximations but
not an interpolation between particles since in contrast to the finite ele-
ment shape functions the particle values are not identical to the approx-
imations, i.e. uj �= u(xj). As pointed out by Rabczuk et al. [316] this
property leads to problems at boundaries and will need special attention
for example provided in Dilts [110] or Belytschko et al. [44].
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• Secondly, the Eulerian kernel estimate using current coordinates leads to
a distortion of the stable domain and therewith to tensile instabilities as
shown by Belytschko et al. [43].

• Thirdly, boundaries are problematic in the derivative approximation as
well as in the function approximation. As long as boundary conditions,
e.g. normal stress free surface conditions, the first problem type can be
ignored. The second type of boundary problems results from the lack of
supporting particles and the therefore truncated integral.

Directly related to these characteristic properties of approximation (5.158)
are stability and consistency issues which turned out to be an inherent problem
to the original SPH methodology. For the following discussion of the SPH
stability problems, equations in index form will be used with the following
conventions:

• Directional indices of vectors and tensors will be represented by upper
Greek indices, e.g. the velocity component in α-direction is vα.

• Lower Latin indices will denote the particle identity number. Therefore,
the β-velocity at particle i is expressed by vβ

i .
• Double lower Latin indices represent the difference between values at two

particle.

Hence, the expression
σαβ

ij = σαβ
j − σαβ

i (5.178)

indicates the difference in a stress component between two particles j and i.

Completeness and Consistency

With the term completeness of nth order, the ability of an approximation to
reproduce polynomials of order n is understood. Accordingly, the requirements
for zeroth and first order completeness of a kernel approximation are:

∑
j

Wij = 1
∑

j

∇Wij = 0 (5.179)

and ∑
j

xj Wij = x (5.180)

respectively.

For an exact reproduction of partial differential equations of order n+1, a
completeness of order n must be required. Thus, the conservation equations,
being of second order, demand linear or first order completeness.

The continuous approximation (5.158) fails for linear completeness but
satisfies zeroth order completeness given a uniform particle distribution is
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provided and no boundaries are within th 2h support domain of a particle.
Even worse, the discrete version of the SPH approximation does not satisfy
zeroth order completeness on the boundary. This is due to the derivative term
(5.165) and holds even true for uniform particle distributions.

These fundamental deficiencies of the original approximation lead to sev-
eral improvement techniques in order to provide the needed first order com-
pleteness:

• Monaghan [284] suggested a symmetrization of the derivative approxima-
tion:

〈∇ · u(xi, t)〉 = −
∑

j

(uj − ui)∇Wij
mj

ρj
(5.181)

which bases on an assumption that is per se only valid for uniform particle
distributions and in the absence of boundaries. Still, the resulting mod-
ified approximation (5.181) provides zeroth order completeness even for
non-uniform particle spacings.

• Johnson and Beissel [213] introduced a normalization of the kernel ap-
proximation of a function which applied to density yields:

ρi =

∑
j

mj Wij

∑
j

mj

ρj
Wij

(5.182)

• Randles and Libersky [312] as well as Krongauz and Belytschko [233] for-
mulated a normalization for derivatives that yields exact representations
of the derivatives of constant and linear fields. Consequent application of
kernel correction and normalization turned out to yield identical solutions
as achieved with moving least squares (MLS) interpolants. The latter were
invented by Lancaster and Salkauskas [242] and applied to particle meth-
ods by Belytschko et al. [48] and Dilts [108]. It replaces the original SPH
approximation by

〈u(xi, t)〉 =
∑

j

uj Φj(xj) (5.183)

where
Φj(xj) = p(xj) T · A(xj)−1 p(xj)Wij (5.184)

A(xj) =
∑

j

pj pj Wij (5.185)

and an arbitrary given set of functions p. If pT = [1], then the MLS
interpolant Φ is equal to the Shepard18 functions:

18 Shepard [356].
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Φi(xi) =
Wij∑

j

Wij
(5.186)

Dilts [108] gives a detailed derivation of the MLS type SPH methodology.
Its equivalence in the case of a linear basis with corrected normalized SPH
is documented in Randles and Libersky [311] as well as in Randles et al.
[314]. Using the terminology σαβ

ij = σαβ
j − σαβ

j and rij = |xj − xi| as well
as a MLS weighting function

wij = −
m2

j

ρj

∇Wij

hj rij
(5.187)

the resulting kernel approximations for the divergence of the stress tensor
and the velocity gradient are:

〈
∂ σαβ

∂ xβ

〉
i

=

∑
j

σαβ
ij x

η
ij wij

∑
j

xζ
ij x

η
ij wij

(5.188)

and 〈
∂ vα

∂ xβ

〉
i

=

∑
j

vα
ij x

ζ
ij wij

∑
j

xζ
ij x

β
ij wij

(5.189)

, respectively.

• Vignjevic et al. [411] discussed the normalization with respect to preser-
vation of spatial isotropy and established respective conditions.

Instabilities

Swegle et al. [381] and [382] were the first to investigated a specific numer-
ical instability of SPH. The so called tensile instability manifests itself fist
by unphysical oscillations in internal energy of individual particles and subse-
quently by clumping of many particles that leads to structural disintegration.
In the course of a von Neumann stability analysis, Swegle, Hicks and Attaway
[382] showed that small perturbations in a particle can lead to these instabil-
ities not only under tension but also under compression. More precisely, the
condition for the numerical problem is a combination of particle separation,
kernel shape and sign of the stress tensor. Consequently, the found condition
for instable behavior was found to be:

W ′′ σ > 0 (5.190)

Condition (5.190) separates the kernel support as illustrated in Figure 5.30
σ in two zones I and II at |xj − xi| = 2/3h, the location of the minimum
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of the kernel’s first derivative. Under tensile stress states (σ > 0) instabilities
can arise from interactions with neighbours in zone II, whereas compressive
stress states are critical with particles in zone I. The resulting change in the
character of the basic partial differential equations amplifies perturbations in
the system.

W

x -xj i

W´

W´´

h 2h

Zone IIZone I

Fig. 5.30. Kernel function W (|xj −xi|) (5.170) with its first and second derivatives
and support zones I and II for which the instability criterion (5.190) predicts stable
or instable behavior depending on the sign of the stress tensor σ.

Mainly based on the stability analyses performed by Swegle et al. [382],
Belytschko et al. [43] as well as Belytschko and Xiao [49], the mathematical
reasons for instabilities using SPH turned out to be of twofold nature:

• first it is due to distortion of the material, which is equal to the so called
tensile instability

• and secondly it results from a rank deficiency of the discrete equations (see
Section 8 in Belytschko et al. [47] for rank deficiency details).

Various improvements of the SPH methods have been developed reflecting
the findings from the mentioned reviews. The most important ones are:
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Fig. 5.31. Simulation of a counter-clock-wise rotating elastic bar with rectangular
cross-section. Tensile instabilities in the original SPH methodology lead to virtual
fragmentation. Application of MLS instead of the kernel approximation stabilizes
the result partly as reported in Dilts [108] and Scheffer and Hiermaier [345] where
the Dilts methodology was implemented in the FE-SPH coupled code SOPHIA.

• An early attempt to resolve this still as ”tensile” denoted instability was
suggested Guenther, Hicks and Swegle [154] by the conservative smoothing
method. However, the related averaging of the approximations over neigh-
bouring particles resulted in diffusive solutions and did not really solve the
mathematical problem.

• A promising direction towards resolving the rank deficiency problem was
opened by Dyka and Ingel [119] when they started to develop a non-
collocation SPH version. What used to be a standard in finite element
methods, i.e. the evaluation of the momentum equation to derive veloci-
ties and the calculation of strains and hence stresses at Gauss integration
points, became now possible with particle methods. Necessarily, two types
of particles had to be invented. One set, the velocity points, at which ve-
locities are calculated from the stress divergence based on data coming
from the second set of particles, called stress points. At the stress points,
in turn, stresses are calculated from data gained at velocity points. Dyka
and Ingel’s first approach proofed to avoid the rank deficiency instability
but was of one-dimensional type. At that time, it seemed quite impossible
to expand the method to two and three dimensions due to limitations in
computational capacities and the efficiency of the overall method.



5 Hydrocodes 289

• However, Randles and Libersky [311], Dyka, Randles and Ingel [120] as
well as Vignjevic, Campbell and Libersky [411] successfully expanded the
method to higher dimensions. Hence, a remedy for the rank deficiency
caused instability was found. The Dual Particle Dynamics (DPD) called
method is based on exactly that philosophy and was introduced by Liber-
sky and Randles [252] as well as Randles et al. [314]. Still, the non-
collocation SPH method is leaving the tensile instability unresolved (see
Belytschko [43]).

• Rabczuk et al. [317] introduced the missing link to a stable particle meth-
ods: A total Lagrangean formulation of the kernel estimates allowed for
additional stabilization of the ”tensile” stability problem. The related total
Lagrangean kernel uses the material coordinates X:

Wij = W (|Xj − Xi|/h) (5.191)

Furthermore, a proper total Lagrangean SPH approximation uses finite
strain measures and a related stress measure for the constitutive law and
the conservation equations. An example for the resulting discrete formu-
lations following this approach are given below in 5.8.3.

Boundary Treatment

To avoid inaccuracies from boundary influences, Campbell [77] discussed an
inclusion of particular boundary terms into the approximation of derivatives
(5.165).

Ghost particles are a concept introduced by Libersky and Petschek to
model free surfaces. These virtual particles are located at the opposite side of
the boundary edge. In case of free surfaces they only represent a mirror which
reflects the velocity conditions of particles to the other side of a boundary.
Ghost particles are also used to represent rigid boundaries. Figure 5.29 illus-
trates the use of ghost particles to model a rigid wall impacted by a rod.

A more sophisticated treatment of boundary zones including the appli-
cation of ghost particles was introduced by Randles and Libersky [312]. It
bases on a strict one-per-h particle distribution. Contributions in the den-
sity approximation of boundary particles come from interior, boundary and
ghost particles, where the kernel summation for the boundary deficiency is
corrected by normalization similar to the normalization used for derivative
estimates. A boundary condition is applied to a field variable by assigning the
same boundary value of the variable to all ghost particles. Interpolation of a
constraint between specified boundary particle value and the calculated value
on the interior particle imposes the boundary condition. As Vignjevic et al.
[411] point out, the difficulties of the method are identified in defining the
surface normals at the vertices and communication of the boundary values of
a dependent variable from the boundary to interior particles.
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Stable SPH Discretization for Hydrocodes

With the particle based kernel approximations (5.159) and (5.165) the con-
tinuous integral representation of a function u and its derivative ∇·u, respec-
tively, were converted into discrete summations. As discussed in the foregoing
paragraphs, these original approximations lead to instability problems and
need to be corrected.

To avoid problems from both rank deficiencies and tensile instabilities, we
will use the following descriptions:

• Following Rabczuk et al. [317] a total Lagrangean kinematic formulation
with material coordinates X will be chosen. This implies the use of finite
Green-Lagrangean strains (2.43) and Green stain rates (2.81):

E(X, t) =
1
2
(
FT F − 1

)
Ė =

1
2

(
ḞT F + FT Ḟ

)
(5.192)

as well as the related nominal stresses (2.102):

P = (detF) F−1 σ (5.193)

• Secondly, the MLS approach derived in equation (5.183) now in total La-
grangean form is used which is equal to a corrected normalized SPH for-
mulation:

〈u(Xi, t)〉 =
∑

j

uj Ŵij (|Xj − Xi|/h) (5.194)

with the Shepard functions as MLS interpolant:

Ŵij =
Wij∑

j

mj

ρj
Wij

(5.195)

and its derivative:
∇Ŵij =

∇Wij∑
j

mj

ρj
Wij

(5.196)

With the total Lagrangean formulation of (5.187)

wij = −
m2

j

ρj

∇Ŵij

hj rij
(5.197)

the divergence of the nominal stresses ∇0 ·P and the material velocity gradient
Ḟαβ

i are approximated by:

〈
∂ Pαβ

∂ Xβ

〉
i

=

∑
j

Pαβ
ij Xη

ij wij

∑
j

Xζ
ij X

η
ij wij

(5.198)
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and
〈
Ḟαβ

i

〉
i
=
〈
∂ vα

∂ Xβ

〉
i

=

∑
j

vα
ij X

ζ
ij wij

∑
j

Xζ
ij X

β
ij wij

(5.199)

This allows us to approximate the conservation equations (ignoring body
forces B) for mass, momentum and energy in their total Lagrangean form
(2.226), (2.228) and (2.227):

ρ =
1
J
ρ0 (5.200)

v̇ =
1
ρ0

∇0 · P (5.201)

ė =
1
ρ0

PT : Ḟ (5.202)

by a particle discretization.

Mass Conservation

To calculate the current density, the Jacobian determinant J = det(F) is
needed. The involved deformation gradient F = ∇0 u + 1 is approximated
from the displacements ui by:

〈
Fαβ

i

〉
=

∑
j

uα
ij X

ζ
ij wij

∑
j

Xζ
ij X

β
ij wij

+ δαβ (5.203)

where the indices of the Kronnecker delta δαβ are kept in the lower position.

Momentum Conservation

Momentum conservation is approximated using the stress divergence (5.198):

〈v̇α
i 〉 =

1
ρ0

∑
j

Pαβ
ij Xη

ij wij

∑
j

Xζ
ij X

η
ij wij

(5.204)

Energy Conservation

With the MLS approximation of the material velocity gradient (5.199), total
Lagrangean energy conservation is approximated by:

〈ė〉 =
Pαβ

j

ρ0

∑
j

vα
ij X

ζ
ij wij

∑
j

Xζ
ij X

β
ij wij

(5.205)



292 Structures under Crash and Impact

Typical SPH Applications

Fragmentation of Brittle Materials

Ceramic materials under impact loads are a perfect example for brittle failure
processes that require highly flexible discretization if it shall be simulated. An
experimental set-up that is often used to investigate crack propagation speeds
in brittle materials is the so called edge-on impact test19 illustrated also in
Figure 7.21. The results in terms of pictures taken with 24 spark cameras are
an excellent basis for the validation of numerical simulation, specifically of
failure models.

The multiple fragmentation observed in a ceramic plate tested in the edge-
on impact experiment makes meshfree methods an attractive discretization
option. Although SPH seems to be the tool of choice for that kind of de-
formation, some specific adjustment is still to be made in order to allow for
the simulation of fine crack propagation and crack opening as illustrated in
Figure 5.32. Belytschko et al. [45] invented a visibility criterion that limits
the support of a particle in the neighbourhood of a crack to its free surface.
Hiermaier and Riedel [180] implemented the same in SOPHIA along with a
reduced interpolation length for failed particles and a local particle refine-
ment, i.e. location of additional, new particles. The applied statistical failure
model used for the simulation of impacted aluminum-oxide Al2O3 illustrated
in Figure 5.32 is explained in section 6.2.4.

Hypervelocity Impact on Space Vehicle Structures

In low earth orbits, i.e. at altitude of 250 to 400 km, impact of space debris
or micro-meteoroids on space ship structures typically happens in a velocity
regime of 3 to 20 km s−1. The use of Whipple shield technologies to pro-
tect the vehicles leads to massive fragmentation of the impacting objects as
well as of parts of the impacted structures. Experimental investigation of the
structural damage and the protective quality of the shield technologies is still
limited to velocities around 10 km s−1. A predictive numerical simulation of
the hypervelocity impact is of course reliant on a constitutive modelling in-
cluding material characterization at strain rates in the regime of 106 s1. Of
equal importance for a predictive simulation is an adequate discretization.
Starting with publications like Hayhurst and Clegg [170] and many more over
the last ten years particle methods, and specifically SPH, has proven to be
the methodology of choice for hypervelocity impact applications.

A comparably simple application of SPH to simulate hypervelocity impact
induced fragment clouds is shown in Figure 5.25. The normal impact situa-
tion evaluated there allows for a two-dimensional axisymmetric discretization.
19 Details to the experimental set-up and results derived with the edge-on impact

test can be found in Straßburger and Senf [375].
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Fig. 5.32. Multiple fragmentation in the course of an edge-on impact test on
aluminum-oxide Al2O3: (A) Picture taken with an ultrahigh speed Cranz-Schardin
camera (courtesy Straßburger and Senf [375]) and (B) Numerical simulation using
the SPH code SOPHIA (see Hiermaier and Riedel [180] for details).

Discretization is restricted to the half-circular projectile and the target plate.

Still of two dimensional spatial character, but far more complex in its
physical components is an impact on fluid filled vessels. Specifically when the
fluid inside the vessel is pressurized and a impact driven fragment cloud is to
propagate into this high pressure zone. The increase in complexity arises from
the need for a spatial discretization over a wide area filled with a medium of
far lower density and impedance.

An example for a pressurized vessel impacted by a spherical projectile
is given in Figure 5.33. Hiermaier and Schäfer [182] investigated the shape
and propagation speed of fragment clouds in high pressure containers usu-
ally attached to space vehicles. Two important aspects of fragment clouds in
pressurized vessels can be observed from Figure 5.33:

• After an initial phase similar to the formation of fragment clouds in vac-
uum, an unusual formation of a spiky shape happens. The reason is that
the friction induced deceleration of the individual particles depends on
their kinetic energy and thus on the fragment mass. Smaller fragments are
therefore decelerated much faster than bigger ones. This leads to the found
spiky shape of the fragment cloud.
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Fig. 5.33. Fragment clouds propagating into high pressure gas as observed in hy-
pervelocity impact experiments (left column) and predicted by numerical simulation
with Smooth Particle Hydrodynamics solver implemented in AUTODYN (right col-
umn) at 5, 15, , 25 and 35 [μs]. For details see Hiermaier and Schäfer [182].



5 Hydrocodes 295

• In the gaseous atmosphere around the fragment cloud, shock waves are ini-
tiated due to the high fragment velocities. These shocks propagate radially
outward and may influence the structural behaviour of the pressure vessel.
In the case of liquid fluid filled containers, the same effect is observed and
called hydraulic ram. Numerical investigations on hydraulic ram effects
are typically engaged with the problem of how to discretize the coupled
fluid-structural problem.

Comparison of the experimental and numerical results provided in Figure
5.33 shows the potential of SPH discretizations for that kind of fluid-structure
interaction.

5.9 Coupling and Adaptive Change of Discretizations

The high degree of specification in the various methods of numerical dis-
cretization allows for a both efficient and adequate discretization of individ-
ual loading conditions as well as material status. Structures undergoing large
deformations and multiple fragmentation demand for an adequate represen-
tation in terms of discretization. The most complex and detailed material
model looses its potential if the elementation is unable to account for the for-
mation of new free surfaces or the partial loss in load carrying capabilities.
Fluid-structure interaction, one of the most challenging processes for numer-
ical simulation, by its multi-disciplinary nature, can neither be adequately
described by pure Lagrangean methods nor by exclusively Eulerian ones.

Therefore, combinations of discretization methods as well as transitions
from one method to another one upon criteria like failure or phase changes
are reasonable. Adaptivity of finite methods was introduced to improve the
accuracy of an approximation by error estimates and related changes in terms
of mesh densities or shape functions. New ways of adaptivity include transi-
tions from finite elements to meshfree particles in order to take account for
basic changes in the state of the discretized material.

5.9.1 Meshfree - Finite Element Coupling

Coupling Classes

Combined application of different types of discretization requires a channel of
communication and a definition of which information is to be communicated
with which implications on the mutual sides. Basically, three types of coupling
between meshfree methods and grid based finite element methods exist:

i) Master Slave coupling, which is more a contact algorithm then a coupling.
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ii) Transition elements with boundary nodes that are at the same time SPH
particles.

iii) Hybrid coupling with an extension of the kernel approximation by compo-
nents from nodes inside the kernel support. Nodal force components are
derived from contributions in the SPH summations of coupling particles.

iv) Adaptive coupling that can start with a certain initial discretization but
also convert parts of the discretization into a more adequate one upon
certain criteria. These criteria include situations where no failure in the
material sense has occurred. Therefore, the partly changed discretization
needs to be able to also represent an intact structure. That includes the
ability to carry tensile and shear stresses across the evolved interface.

Master -Slave Algorithm

(e.g. Attaway et al., 1993)

Gap

FM1

FS

FM2

Transition elements

(e.g. Johnson, 1994)

2h

2h

2h

2h

F F F= +FE SPH 	 � 	v v SPH

boundary nodes

are particles

(A) (B)

Fig. 5.34. Master slave (A) and transition element (B) coupling for combined SPH-
FE discretizations. (Reprint with permission from Sauer [341])

The potential, but also the complexity rises with options i) - iv). An exam-
ple for option i) was introduced in Attaway, Heinstein and Swegle [23]. As in
many contact formulations for elements, the type i) coupling uses a gap space
that defines the separation size between master and slave entities, in our case
particles and elements. Figure 5.34 (A) illustrates a situation where a particle
penetrating the gap space is repelled by a directed force FS . Balancing the
gap force nodal forces are applied to the surrounding element nodes.

Johnson [212] and Johnson et al. [218] proposed the use of transition ele-
ments with boundary nodes in the element regime that are at the same time
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particles. Figure 5.34 (B) shows the kernel supports of an original particle and
of an element boundary particle. The deformation rates of boundary surface
particles are calculated from all particles in its support but without nodal
contribution from pure nodes. Forces, on the other hand, are calculated from
both neighbour particles and transition elements.

Sauer Hybrid Coupling

Sauer [341] introduced a so called hybrid coupling and compared existing
schemes of coupling meshfree methods with finite elements quantitatively. By
the term hybrid the mixed contributions in evaluating the discrete balance
laws is understood. If a particle has element nodes in its kernel support, then
the element properties in terms of velocity and stress are used to calculate
additional contributions to the standard meshfree formulations.

Sauer derived the new coupling method as a first step towards the ability
of adaptively coupled particles and elements. An adaptive change means the
change of discretization upon certain criteria, like for example element distor-
tion, damage or failure.

mesh boundary

sum of forces from

interaction with

elements 
FIP->Partikel

particle

2h

element with integration

points

nodal reaction forces

node with interaction

Fig. 5.35. Hybrid coupling as introduced by Sauer [341] uses variable properties at
neighbouring elements and nodes to estimate the discrete SPH approximations of
the balance laws. (Reprint with permission from Sauer [341])

The assessment of coupling methods provided by Sauer is performed with
respect to the transmission quality of variables across a coupling interface.
Investigated variables were
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• velocities
• pressure
• momentum
• and energy.

The listed variables were calculated along the longitudinal direction of a bar
to which a velocity boundary condition was applied on one side. The model
was to one half discretized by finite elements and to the other side by SPH
particles. Criterion for the quality of the coupling technique is the ratio of
transmitted to reflected quantities in the variables as the transient waves
cross the coupling interface. The more reflections occur, the more noise and
artificial diffusion is registered in the system. As a result, the master-slave
coupling was found to be inadequate for an adaptively changing discretiza-
tion since did not represent tensile nor shear stresses.

Comparison of transition-element and hybrid coupling showed superior-
ity of the latter due to improved momentum transmission with drastically
reduced reflections. Additional quality in the hybrid method is gained if the
particle resolution in the changed regime is variable. Details of the coupling
assessment and the hybrid methodology are found in Sauer [341].

Examples of Application

Crack Propagation Under Quasi-Static Loading

Rabczuk and Belytschko [316] used a FE-EFG coupled discretization to model
reinforced concrete slabs under quasi-static loading conditions up to failure.
With the rebars modelled by finite element beam elements and the concrete
using their Element-Free-Galerkin scheme, often faced problems in pure fi-
nite element solutions could successfully be overcome. The achieved degree
in predicting the evolution and and propagation of multiple cracks including
manifold intersections of cracks is an obvious proof of the potential in the
applied coupling of numerical methods.

Fundamental Deformation Processes

A very unusual result of an impact test and at the same time a true challenge
for numerical simulation was found in Rohr [331]. Originally, the impact ex-
periments were designed to validate a material model for a 35NiCrMoV109
steel that covered the whole strain rate regime from quasi-static to rates of
106 [s−1]. The tests consisted of impact experiments with penetrators and
targets made from the same material. Cylindrical long rods with a length of
150 [mm] and a diameter of 7.5 [mm] were machined to serve as projectiles.
The target was designed as semi-infinite, i.e. of much larger depth then what
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the projectile could penetrate at the given impact velocity of 1977 [ms−1].
Flash X-ray instrumentation of the impact experiments revealed an inter-
esting and surprising effect: the penetrator returned back out of the target
after almost full penetration. As documented by high speed video and post-
experiment investigations, the usual erosion process at the tip of the pene-
trator happened in way that the whole penetrator was flipped inside out. A
process that could only happen due to a significant increase in the yield stress
since the final deformation state consisted of a contiguous unbroken cylindri-
cal hull. The inner surface of that cylinder was the outer surface of the former
penetrator rod.

The challenge for the numerical simulation is twofold:

• The material model had to represent a wide range of strain rates in mate-
rial with strongly rate dependent properties.

• The observed deformation process showed massive displacements without
total disintegration of the structure.

Fig. 5.36. Penetration process with L = 150 [mm], D = 7.5 [mm] 35NiCrMoV109
steel penetrator impacting a semi-infinite target at 1977 [ms−1]. Experimental (A)
and numerical (B) results showing an inside-out transformation of the penetrator
and subsequent reverse motion at a velocity of −180 [ms−1] (experimental result) or
−165 [ms−1] as calculated with AUTODYN. (Reprint with permission from Rohr
[331])
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Rohr choose a SPH discretization for the penetrator and finite differ-
ences for the target structure. The meshfree method was necessary since grid-
based methods were not able to model the inside-out shape transformation
of the penetrator. To describe the strain rate dependent plasticity, Rohr used
his modified Johnson-Cook model (3.191) with the parameters given also in
section 3.3.4. A Mie-Grüneisen shock equation of state (4.77) employing a
quadratic vS − v1 relation:

vS = 4622 + 1.35 v1 − 0.0007 v21 (5.206)

was used. Finally, a stress-triaxiality dependent Johnson-Cook model (6.30)
described the failure surface using the following parameters:

D1 = 0.48 D2 = 5 D3 = −3.7 D4 = 0

D5 =
{

0.0 for T ≤ 623 [K]
5.5 for T > 623 [K] (5.207)

The surprising experimental result is shown in Figure 5.36 (A) along with
the solution calculated with the code AUTODYN, Figure 5.36 (B). As can
be seen from the Flash X-ray picture, the penetrator is on his way out of the
target visible at the right end of the picture with the impact shaped crater
lips. The simulation result illustrates a moment briefly after the turn around
point with a penetrator just about to move back out. Comparison of the
experimental and numerical result for the crater depth shows 85 [mm] and
82 [mm], respectively. To measure the residual velocity of the penetrator, two
pictures were taken at defined time instants. This revealed a residual velocity
of −180 [ms−1], where the negative sign indicates the reverse flight direction
with respect to the impact velocity. On the other hand, the numerical sim-
ulation predicted a very similar value of −165 [ms−1]. In Rohr [331] more
detailed results of the experiments can be found including cross sections of
the penetration crater and pictures of the shape transformed projectile.

Fragmentation During Blast-Structure-Interaction

Blast-structure interaction on its own is a challenge for simulation since the
two regimes of fluid dynamic and structural dynamic solutions need to be
coupled in way that the coupling contains constraints for the respective other
regime. Complexity rises if the structure is not only deformable but also likely
to fail and to possibly break up into fragments. An application including
brittle failure in structural components under blast loading was investigated
by Hiermaier, Könke and Thoma [177] as feasibility study. Simulated was a
blast wave in air interacting with a two-story building structure. The two-
dimensional model contained a SPH based fluid solution for the air outside
and inside the building, a finite difference discretization of the wall structures
and a finite element shell representation of the windows. The applied coupling
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in AUTODYN utilized a master-slave type interaction between particles and
elements similar to what was proposed by Attaway et al. [23] and Johnson
[212].

Fig. 5.37. Coupled FE-FD-SPH AUTODYN simulation of a blast-structure inter-
action involving fragmentation of glass windows.

Since window fragmentation is a major threat for people inside a build-
ing under blast loading, both the failure of the windows and the expected
fragment sizes and velocities are of vital interest in a related numerical simu-
lation. The described discretization was chosen to allow for a break-up of the
window glass without loosing the interaction methodology. This is usually a
problem if the standard Euler-Lagrange couplings are chosen instead. Here,
the freedom of grids in particle methods provides a real alternative. At the
same time a pure SPH discretization would miss the benefits of shell elements
with respect to the achievable time step sizes. Several particle layers across
the glass thickness direction would have drastically decreased the time steps.

Figure 5.37 (A) illustrates the position of the contact front, i.e. the in-
terface between the expanding high pressure air and the initially unloaded
ambient air, in front of the building. At that time, the blast wave has already
hit the structure and shattered the windows. The exact position of window
fragments originating from the lower window are shown in part (B) of Figure
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5.37. Both the interfaces between fragments and air, as well as between origi-
nally outside air and originally inside air of the building are well recognizable.

Delamination of Composites under Crush Load

Composite failure can have many forms and mechanisms. Section 6.3 will in-
troduce that variety to some extent. Crushing composite structures are an
example for energy absorption processes in automotive crash. From experi-
mental results it can be seen that failed fragments and specifically their in-
teraction with neighbouring structures may influence the total deformation
behaviour. Therefore, crushing composite structures are a good example for
the application for an adaptive change in discretization. A SOPHIA imple-
mentation of Sauer’s [341] hybrid coupling and related adaptive change from
finite elements to particles was presented in Hiermaier et al. [179]. An example
application was the vertical crushing of CFRP coupon specimen as illustrated
in Figure 5.38. Delamination was modelled by element separation including
the formation of new free contact surfaces. Failed or overly distorted elements
were transformed into SPH particles to preserve the total structural mass in-
cluding all fragments. A three-dimensional version of the same problem with
a specific CFRP material model developed by Peter [305] will be given in the
course of section 6.3.

Fig. 5.38. Two-dimensional simulation of the vertical crushing of a carbon fibre
reinforced plaastic coupon specimen. Depending on failure and distortion criteria,
element separation and adaptive change of finite elements into SPH particles is
performed. (For the related experimental set-up and a 3D simulation see Figures
6.15 and 6.16, respectively.)
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Hypervelocity Impact on Sandwich Structures

Examples for the simulation of fragment clouds resulting from hyperveloc-
ity impact on thin protective Whipple shields were already given with the
two calculations illustrated in Figures 5.25 and 5.33. A simulation of a more
complex structure under hypervelocity impact is shown in Figure 5.39. The
illustrated shielding system is a sandwich structure consisting of an aluminum
honeycomb structure between two carbon fibre reinforced (CFRP) face sheets.
Hypervelocity impact occurred, in the view of Figure 5.39, top down hitting
the outer face sheet first. The resulting fragment clouds penetrates the hon-
eycomb structure parallel to the foil planes. Due to its radial extension the
fragment cloud perforates the honeycomb structure also radially.

The combination of impact induced fragmentation and thin walled struc-
tures behind the impacted face sheets makes a coupled discretization ex-
tremely desirable. Riedel et al. [324] applied the SPH-FE coupling of AU-
TODYN to discretize the aluminum projectile and the central impact zone of
the outer CFRP face with SPH particles. This allowed for the simulation of
fragment cloud. The outer zone of the impacted CFRP face sheet as well as the
rear face sheet were modelled with eight node finite elements. The thin walled
aluminum honeycomb structure was discretized by shell elements. With the
coupling methodologies available in the code a representation of momentum
transfer of the fragmented projectile and CFRP structure onto the honeycomb
core became possible.

5.9.2 Coupling of Static and Dynamic Solvers

Sometimes it is desirable to formulate initial boundary value problems to cal-
culate the initial conditions for a dynamic problem. Impact or blast loads on
pre-stressed structures are a typical situation for a coupled approach of that
type. Similarly, static solutions of a previously impact loaded structure can
be of interest to predict the residual load carrying capability of a structure.
In that case, an initial value problem would be formulated and solved to com-
pute the initial and boundary conditions for the subsequent static solution.
Some codes already provide capabilities of that type. Examples are ADINA,
AUTODYN, LS-DYNA and PAM-Crash.

5.10 Shock Wave Simulation with Hydrocodes

A major field of application for hydrocodes is the simulation of shock waves in
fluids and solids. With a decoupled evaluation of deviatoric and hydrostatic
stresses along with the formulation of nonlinear equations of state the evolu-
tion and propagation of shock waves can be described mathematically. The
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Fig. 5.39. Honeycomb structure between two CFRP face sheets impacted top down
by a 3 [mm] diameter sphere at 4.49 km s−1. The AUTODYN simulation was per-
formed using SPH particles coupled with both volume and shell elements for the
face and honeycomb structure. (Reprint with permission from EMI report I-75/03)

quasi-discontinuous character of shock waves, however, makes the related nu-
merical simulation at discrete positions in space and time a non-trivial task.
Typical mesh densities in most real applications do not allow for a spatial res-
olution that could actually resolve typical shock wave dimensions of 10−5 [m]
in solid metals to 10−7 [m] in gases. A course discretization smeares the shock
out and produces less steep pressure jumps over longer rise times. Moreover,
numerical schemes be it finite differences, elements or particle methods tend
to predict unphysical oscillations right behind the shock jump. Therefore, to
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simulate shock waves with a reasonable spatial resolution specific adjustments
in the schemes need to be made.

Two very common numerical treatments for shock waves are

• Godunov methods, a particular version of finite volumes that solves the
Riemann problem over the volume boundaries (see section 5.6 for a brief
introduction and links to further literature.)

• and secondly, the so called artificial viscosity which is used to damp the
post-peak oscillations.

Applications of both options to model shock waves will be briefly discussed
in the following. First, the basics of artificial viscosity will be introduced and fi-
nally used to compare shock propagation in solids using varying discretization
and artificial viscosity. Then, the simulation of a shock loaded rigid structure
due to a blast wave will be compared with experimental results. And finally
an example for a full fluid-structure coupled blast simulation will be demon-
strated.

5.10.1 Artificial Viscosity

More or less strong pressure oscillations right behind a shock front are a well
know problem in all numerical schemes that do not explicitly solve the Rie-
mann problem as the Godunov method does. To describe the problem and the
effect of artificial viscosity, a one-dimensional case of shock wave propagation
shall be discussed.

Unphysical Oscillations Upon Shock Wave Formation

As illustrated in Figure 5.40, a bar of 1 [cm] length shall be loaded at his left
end by a triangular pressure boundary condition. The load shall be applied
over a duration of 1 [μ s] with its peak pressure of 0.1 [M bar] at 0.2 [μ s].
A one-dimensional finite difference discretization with an element length of
2 10−4 [cm] is used to resolve the physical dimensions of a shock wave over
several elements.

Figure 5.40 also shows the formation of a shock wave in the one-dimensional
simulation. The pressure and velocity distributions in the bar are illustrated at
two instants of time: the first at t1 = 0.66 [μ s] and the second at t2 = 1.5 [μ s].
At t1 the induced pressure wave already has a steep front but the shock wave
has not yet formed. At t2 the situation is different. Now a shock wave is prop-
agating from left to right. At the same time, the peak pressure is followed by
an unphysical oscillation. The influence of grid resolution is shown in Figure
5.41. A modified element size of 2 10−3 [cm], i.e. ten times larger elements,
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Fig. 5.40. Pressure loaded bar and calculated pressure and velocity distributions
at t1 = 0.66 [μ s] (left two curves) and t2 = 1.5 [μ s] (right two curves), respectively.

results in a less steeper, step-wise pressure rise to the same peak pressure and
very similar amplitudes in the subsequent oscillations. The oscillation is what
methods like artificial viscosity shall change.

Though the name artificial viscosity sounds like an unphysical term is
introduced to the method, there is a physical explanation for the idea. The
conservation equations as well as the equation of state or constitutive equa-
tions do not reflect the dissipative aspects of shock waves. There is however
always a certain amount of kinetic energy transformed into heat. The stronger
the shock the more. Accordingly, a viscous pressure term is calculated from
velocity gradients and added to the equation of motion and energy conserva-
tion.

Formulation of Artificial Viscosity

About ten years before the invention of the Godunov method, von Neumann
and Richtmyer [295] proposed the use of an additional pressure term in order
to damp these oscillations. From the Hugoniot equations (4.45) to (4.47) the
pressure behind the shock can be derived as:
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Fig. 5.41. Pressure and velocity distributions using element sizes of 2 10−4 [cm]
and 2 10−3 [cm], respectively.

p1 = p0 +
ρ0

ρ1
ρ0

− 1
(v1 − v0)2 − ρ0 v0 (v1 − v0) (5.208)

containing a quadratic and a linear term in the velocity difference (v1 − v0). In
its original form, the von Neumann and Richtmyer viscosity was a nonlinear,
quadratic term in the velocity difference Δv between two discretizing nodes:

qnl = αρ (Δv)2 (5.209)

with a parameter α of dimension unity and a condition defining that qnl

should only be non-zero for compressive situations. Its primary task was to
avoid zone inversion problems in shock simulations by smearing out the shock
over a few cells or nodes20. Though with the nonlinear form (5.209) modelling
of strong shocks was facilitated, it still produced the mentioned oscillations
behind the shock. Therefore, Landshoff [245] invented a linear term

qlin = β ρ c0 |Δv| (5.210)

20 An illustrative example of grid distortion due to strong shocks simulations without
artificial viscosity is demonstrated in Wilkins [425].
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with the sound speed c0 was added. Thus, a methodology was found to spread
the shock over a few cells and to damp the oscillations. A basic form of artificial
viscosity q, applicable to both fluids and solids, that contains the quadratic
and the linear velocity difference term is then:

q = αρ (v1 − v0)2 + β ρ c0 (v1 − v0) (5.211)

where the parameters α and β define the degree of dissipation that is added to
the system. The linear term, controlled by β, dissipates the noisy oscillations,
whereas the α controlled quadratic contribution smeares out the shock front
over a few discretizing nodes. Hence, a reduced oscillation is traded in against
a less sharp shock front.

An implementation of the artificial viscosity term q into the conservation
equations can be performed by adding q as a pressure term. Hence, the total
stress tensor becomes:

σij = Sij − P δij − q δij (5.212)

Artificial Viscosity in Finite Difference Schemes

Applied to a finite difference scheme21, the artificial viscosity is calculated
at nodes using a volumetric strain rate ε̇v instead of the velocity difference
(v1 − v0) to get the nodal viscosity:

qi = αρ ε̇2v + β ρ c0 |ε̇v| (5.213)

Figure 5.42 gives an impression of both the reduced oscillations and the re-
duced steepness of the shock front if an artificial viscosity is used with α = 1.0
and β = 0.2 for the afore discussed bar problem. Apparently, the simulation
with the lower spatial resolution is stronger affected by the artificial viscosity
whereas in the high resolution case a pressure signal with reasonable rise time
and eliminated oscillation results.

A detailed investigation of artificial viscosity formulations for multi-dimen-
sional shock wave computations is for example provided in Caramana et al.
[78] as well as in Wilkins [425].

Artificial Viscosity for SPH

Monaghan and Gingold [286] introduced an artificial viscosity for SPH. The
so called bond viscosity is expressed as:

qij = CQ ρi μ
2
ij + CL ρi ci |μij | (5.214)

for negative relative velocities μij < 0, where

21 See for example Walsh [415].
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Fig. 5.42. Pressure and velocity distributions using element sizes of 2 10−4 [cm]
and 2 10−3 [cm], respectively, and an artificial viscosity according to (5.211) with
parameters α = 1.0 and β = 0.2.

μij =
hij v

α
ij x

α
ij

r2ij + ε0 h2
ij

(5.215)

with the particle distance rij = √xij and a small number ε0, usually set to
a value around ε0 = 0.01, that avoids singularities of μij for small particle
distances. Double lower indices denote differences in values between two par-
ticles and upper indices denote directional components, both according to the
SPH index formalism introduced in 5.8.

Balsara [31] points out deficiencies of (5.214) in the case of shear stresses
as well as shear flows. To improve the particle viscosity term, Balsara suggests
a correction factor to the relative velocities μij :

fi =
|∇ · vi|

|∇ · vi| + |∇ × vi| + ε1 ci/hij
(5.216)

where ε1 = 0.0001 keeps the denominator positive for small velocity gradients
|∇ · vi| or rotation rates |∇ × vi|.
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Libersky and Randles [250] investigated the application of artificial vis-
cosity in SPH and suggest the use of a directional viscosity, also called tensor
viscosity term. Their tensorial viscosity formulations for the quadratic shock
smearing term qαβ

2i and for the linear noise reducing qαβ
1i , respectively, are:

qαβ
2i = a2

ρi

∑
j

vα
ij v

β
ij w2ij

∑
j

w2ij
(5.217)

and

qαβ
1i = a1

ρi ci
∑
j

(
nβ

ij v
α
ij + nα

ij v
β
ij

)
w1ij

∑
j

w1ij
(5.218)

with dimensionless coefficients a1 and a2, sound speed at a particle ci, a unit
vector

nα
ij =

xα
ij

|xij |
(5.219)

and a weight function of unity w1ij = 1 for the linear term, and a weight
function for the quadratic term that allows viscosity only for positive relative
velocities between particles, i.e. approaching particles with xα

ij v
α
ij < 0 :

w2ij =

⎧⎨
⎩

0 for xα
ijv

α
ij � 0

(xα
ijvα

ij)
4

(xβ
ijxβ

ij)
2 for xα

ijv
α
ij < 0

(5.220)

Randles et al. [313] specifically report excellent results using this particle
viscosity applied to strong shock problems. Provided examples include the
Noh problem, where a cold ideal gas moves radially inward at unit speed, as
well as the Taylor anvil test, a symmetric cylindrical rod impact simulated for
Copper.

5.10.2 Air Blast Effects on Structures

As a first step towards solutions for blast-structure-interactions, the blast
propagation in the fluid needs to be predicted. A coupling of fluid and struc-
tural discretization facilitates the interaction in terms of a pressure boundary
for the structure and a velocity boundary for the fluid. In the case of mod-
erate structural deformation the modelling of the interaction process can be
performed as a split task where a blast simulation with rigid structures pre-
dicts the pressure loads over the whole loading time. In a second step, the
calculated pressure history is used in a pure structural simulation to calculate
the resulting deformations.
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For large deformations, possibly including fragmentation, this first ap-
proach is not adequate and a fully coupled simulation is needed. An example
that used coupling of meshfree particles, finite differences and finite elements
to simulate window failure under blast load was given in the last section.

Blast Interaction with Rigid Walls

Fig. 5.43. Small scale blast wall experiment performed by Rice and Neuwald [321]
with a 0.347 [g] Nitropenta charge in front of a blast wall. The ground between
blast wall and building as well as the building front were instrumented with pressure
gauges.

An example for the application of a Godunov scheme, here restricted to
calculating pressures on a rigid structure, shall be given now. The example
is intended to illustrate the quality in the simulation of blast waves with Go-
dunov solvers.

To investigate the effectiveness of blast walls in front of buildings, Rice
and Neuwald [321] performed small scale detonation tests and numerical sim-
ulation. The basic set-up is shown in Figure 5.43: A 0.374 [g] Nitropenta load
was initiated. The blast propagation across the blast wall towards the build-
ing front was investigated by five pressure gauges. Figure 5.44 shows schlieren
pictures from a 24-spark camera instrumentation at times 27, 67, 107 and 247
[μs] after initiation.

Rice and Neuwald performed two- and three-dimensional numerical simu-
lations with the SHARC code. A comparison of numerical and experimental
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Fig. 5.44. Schlieren-optical pictures of the blast propagation at 27, 67, 107 and 247
[μs] after initiation.

results, illustrated in Figure 5.44, with respect to pressure and impulse histo-
ries at gauge 5 shows excellent agreement.

Blast Interaction with Deformable Structures

Deformable structures subject to blast effects are in many ways a real chal-
lenge for numerical simulation. Both, the fluid dynamical and the structural
dynamics regime need to be modelled carefully to cover all relevant effects. In
addition, the interaction process requires a specific code module. An example
for calculating both regimes with individual codes coupled via a technique
that is usually applied for parallel solutions on multi-processors computers is
given next. The codes used were the Godunov solver APOLLO for the fluid
domain and SOPHIA for the deformable structure part.

Figure 5.46 outlines the investigated situation where a shock tube is used
to generate a plane shock wave that hits a deformable structure, in this case
a simple pin made from aluminum. Instrumented with a 24-spark camera, the
wave propagation and deformation process could be observed experimentally.
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Fig. 5.45. Pressure and impulse histories at gauge 5 (Figure 5.43) as recorded in the
experiment and calculated with SHARC-2D. (Reprint with permission from EMI,
Annual Report 1998. For details see also Rice and Neuwald [321].)

Fig. 5.46. Shock tube with a 1 [mm] aluminum pin.

Figure 5.47 compares the shock reflections and the growing deformation in
the shock loaded pin as observed in experiment and numerical simulation.
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Fig. 5.47. Shock wave reflections and pin deformation as observed by Schlieren
optics and numerical simulation with the EMI codes APOLLO and SOPHIA in a
coupled mode.



6

Failure Models for Dynamic Loading
Conditions

Failure, is an ultimate condition at which structures or materials loose the
ability to carry loads, has become a broad field of theories and application
in material science. The spectrum covers classic elastic and plastic fracture
mechanics1 for ductile and brittle materials under static, creep, fatigue and
dynamic loading conditions observing individual or multiple cracks. In brit-
tle materials, e.g. glasses or ceramics, failure under tensile loading typically
occurs at strain state magnitudes of much less than one percent. In contrast,
ductile materials show several tens (ductile metals) up to hundreds (polymers)
of percent in plastic strain upon failing. Nucleation, coalescence and growth
of voids in the materials are the driving mechanisms of large plastic strain in
ductile failure.

Similar to plastic flow, failure thresholds may for some materials be rate
dependent and for others not. Ultimate strain to failure can vary extremely.
Ductile behaviour at quasi-static loads can turn into brittle failure at elevated
rates (metals) and vice versa (concrete). A basic publication on nucleation
and growth as well as rate dependent fracture mechanics in solids is written
by Curran, Seaman and Shockey [100]. Experimental methods to investigate
the high dynamic fracture mechanisms including spallation under shock load-
ing and modes to describe them in codes are collected in Antoun et al. [10].

Fracture mechanics, formulated in the elastic-plastic regime, describes the
local discontinuous propagation of cracks upon given crack shapes and load-
ing conditions. Continuous formulations of initial versus damage induced de-
graded strengths of materials are utilized when the discretization of individ-
ual crack formations shall be avoided for the sake efficiency of solving prob-
lems involving multiple fragmentation. Nevertheless, continuous descriptions

1 Historically, Griffith [146], Irwin [206] and Orowan [302] can be called the initia-
tors of fracture mechanics. Standard textbooks on the topic are Gross and Seelig
[147] or Broek [68]
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of failure need to reflect the whole complexity of the related micro-mechanical
processes, albeit at the comparably course resolution of a chosen macroscopic
discretization, e.g. when energy dissipation under crash and impact shall be
predicted. Therefore, the predictive capability of a material model including
failure components is always a function of both the constitutive description
and the quality of the discretization.

A chosen constitutive formulation may call for additional efforts on the
discretization side. A typical example is the continuum damage approach lead-
ing to strain-softening. Strain softening leads to a change in the type of the
governing equations, i.e a loss in ellipticity for quasi-static and a loss in hyper-
bolicity in dynamic problems. The result is a strong mesh dependency and an
infinite number of solutions. In that case, additional methods like non-local
or gradient formulations are needed to make physically meaningful solutions
possible.

Multiple fragmentation, on the other hand, is a phenomenon that, once
described by constitutive equations, demands for an adequate type of repre-
sentation in the numerical discretization. A finite element discretized structure
fragmenting under dynamic loads demands for additional functionalities like
the discussed X-FEM method, grid opening or even transition to alternative
discretizations, e.g. mesh-free methods. The more important local failure ef-
fects are for the overall energy dissipation behaviour of a structure, the higher
the effort that must be taken in terms of formulating micro-mechanical influ-
ences on the constitutive model as well as in terms of its discretization.

Still, pure micro-mechanical descriptions as well as scale bridging so called
multi-scale material models may be out of range for industrial applicability.
However, the fast development in computational speed and available tech-
niques in parallel processing along with advanced methods in adaptive dis-
cretizations of time and space are the basis for future refined descriptions
of material behaviour including failure for standard industrial applications.
Therefore, it is worthwhile directing more focus on replacing macroscopic em-
pirical models by profound micro-mechanical based or on microscopic scale
formulated relations.

In the course of this chapter, some failure characteristics of different kind
will be explained through representative materials. After reviewing some mod-
els for dynamic failure in isotropic materials often used for metals, more com-
plex failure mechanisms in polymer matrix fiber composites will be discussed.
To reflect the evolution of failure and the related changes in mechanical prop-
erties before failure, the concept of continuum damage mechanics will be in-
troduced first.



6 Failure Models for Dynamic Loading Conditions 317

6.1 Continuum Damage Mechanics

Continuum damage approaches describe the degradation in strength of a ma-
terial by the observation and modelling of microscopic effects. In contrast to
empirical failure descriptions where macroscopic observations of failure initi-
ation upon specific stress-strain states are modelled, damage mechanics ac-
count for the initial existence, deformation induced nucleation, growth and
coalescence of micro-cracks or voids at grain boundaries, between crystals or
components of composites. Individual cracks and crack tip motion through
intact material are modelled within the micro-mechanical branch of fracture
mechanics called discrete damage mechanics. Application of fracture theories
on a microscopic scale allows for investigations of the mechanism at a high
spatial resolution. A phenomenological approach to characterize the overall
structural behaviour due to failure mechanisms is performed by the so called
continuum damage mechanics. Here, in contrast, empirical findings define a
set of internal state variables - as introduced in section 2.6.3) - in order to
formulate and solve equations of irreversible thermodynamics. Of course, the
precise location and distribution of micro-defects can be described by statisti-
cal methods. Continuum damage mechanics, however, tries to avoid statistics.
Introductions to continuum damage mechanics and in depth discussions of the
related theories are collected in Krajcinovic [231], Lemaitre [247] and in Allix
and Hild [1]. A consistent framework on elastoplasticity coupled with damage
is provided by Hansen and Schreyer [160].

6.1.1 Effective Stress and Strain Equivalence Concepts

Along with the formation of micro-cracks the macroscopic load carrying sur-
face in a structure is reduced gradually. At the same time, there is a more
or less gradual reduction of stiffness and or strength after damage initiation
instead of a sudden loss of structural integrity. The idea originally formulated
for creep processes by Kachanov and Rabotnov introduces a scalar damage
variable d to describe material degradation. Kachanov [221] picked out a Rep-
resentative Volume Element (RVE) from a damaged body. In that RVE, he
considered an intersecting plane of total cross sectional area S and a damaged
sub-area covered by internal voids Sd. The surface damage scalar d is then
defined as ratio between the damaged and the total area:

d =
Sd

S
(6.1)

Rabotnov’s [309] effective stress concept relates the uni-axial tensile stress
through the change of an effective area to the damage scalar:

σ̃ =
σ

1 − d (6.2)
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Fig. 6.1. Distribution of damaged area of total size Sd in cross section of size S in
a representative volume loaded by a force F .

Following the idea of a surface damage scalar, a quantification of the damage
parameter is achieved by

• either a micro-mechanics based modelling of the micro-voids including a
calculation of the resulting effective stress-strain relations and the effective
strength state or

• an approach that allows for direct or indirect experimental measurment of
the amount of damage.

The various damage mechanisms under conditions of real application make a
micro-analysis complex and computationally expensive. Specifically a whole
spectrum of possible stress and strain states needs to be regarded. There-
fore, a way of measuring damage is often preferred. Again, large variations in
the size and distribution of micro-cracks make a direct method of counting
the void area in a specific surface and accumulating the respective surface
contributions almost impossible. With the strain equivalence principle and
a related assignment of damage to strain softening and changes in stiffness,
respectively, Lemaitre [246] proposed non-destructive indirect measurements
of damage scalars. The first step of this method contains the assumption of
a strain equivalence, i.e. the hypothesis that components of a strain tensor in
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a homogeneously damaged material state can be calculated the same way as
for a virgin, undamaged material. The strain calculation is then facilitated by
the effective stress σ̃ noted in equation (6.2) :

ε =
σ̃

E
=

σ

E(1 − d) (6.3)

Fig. 6.2. Model representation of strain softening by (A) pure elasto-plasticity or
(B) damage accumulation.

Hence, an indirect non-destructive way to characterize damage becomes
possible by cyclic loading and unloading of specimen in material tests at well
defined stress and strain states. Changes of elastic moduli, e.g. a reduction of
the Young’s modulus from E in the undamaged state to Ẽ = E(1 − d) after
deformation induced damage initiation, are then a possible measure for the
accumulated damage d:

d = 1 − Ẽ

E
(6.4)

Figure 6.2 (B) illustrates how damage accumulation and the related stiffness
degradation can cause strain softening. Whereas an elasto-plastic behaviour
shown in Figure 6.2 (A) leads to plastic strain components at constant elastic
behaviour, the pure damage accumulation model changes the elastic modulus
but implies no irreversible strain components. Realistic material behaviour is
to be expected somewhere in between these two models, as for instance as-
sumed in Figure 6.3.
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Alternative approaches to measure damage are by observing the variations
in wave propagation speeds, micro-hardnesses or the reduced strength under
strain softening. The reader may be referred to Lemaitre [247] to find exam-
ples on the application of standard tension tests as well as ultrasonic wave
propagation tests or experiments to evaluate the damage-induced variation of
micro-hardness in order to derive further measures for a damage scalar

The strain state at which damage evolution initiates may be described by
an equivalent strain value ε̄i and the ultimate strain state at rupture of the
material can be denoted by ε̄u. The amount of deformation and, thus, the
critical accumulated equivalent strain under damage ε̄c = ε̄u − ε̄i rupture of
the material occurs varies between ε̄c ≈ 0 for brittle materials and very high
values for ductile ones.

A rather simple approximation to calculate a damage scalar in numerical
simulation is therefore to track the accumulated effective strain ε̄, to relate the
damage parameter to it as d = d(ε̄) and to describe the degradation in elastic
moduli or strength accordingly. Depending on how the equivalent strain is
calculated from the strain components, that approach describes a certain evo-
lution of damage in the strain space and forms a critical surface to rupture.
Application of a scalar measure to describe damage assumes isotropic damage
behaviour.

6.1.2 Degradation and Damage Accumulation Functions

Elastic Degradation

Progressive degradation of the material stiffness under cyclic loading and un-
loading conditions, illustrated for example in Figure 6.3, starts when the load
amplitudes exceed certain thresholds in the stress or strain space. The sub-
sequent material response typically shows both a reduced elastic moduli and
irreversible plastic strain components. To quantify the latter effect is the task
of plasticity models. A simple concept to describe degradation was given in
the last paragraph with the ”(1− d)”-factor and the related effective Young’s
modulus Ẽ. To meet the realistic material behaviour as close as possible, a
combined degradation, damage and plasticity model is needed.

Changing material stiffness can be represented by a rank-four secant stiff-
ness tensor Eijkl in the stress space through:

σij = Eijkl εkl (6.5)

As long as the loading conditions remain in the elastic regime, there is no
change in the stiffness tensor, thus dEijkl = 0 . With the definition of a loading
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Fig. 6.3. Schematic combination of plasticity and damage induced strain softening
under cyclic loading and unloading.

surface F (σ) beginning degradation can be identified in analogy to plasticity
models by a condition F = 0. Under this condition, the secant stiffness tensor
changes (dF �= 0) and strain increments dε can be decomposed into an elastic
part dεel and a degrading excess strain increment dεdg:

dεij = dεel
ij + dεdg

ij (6.6)

giving a related stress increment

dσij = Eijkl

(
dεel

ij + dεdg
ij

)
(6.7)

In section 2.6.5 we identified damage as an internal state variable with
a strain energy density release rate Y as conjugate thermodynamic tension.
Therefore, the Helmholtz free energy Ψ of a damaged element is formulated
first in order to derive a damage evolution model that is consistent with ther-
modynamics.

For elastic isothermal deformation processes the specific Helmholtz free
energy given by equation (2.286) reduces to:

ψ =
1

2 ρ
εij E

el
ijkl (1 − d) εkl (6.8)
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leading to the strain energy density release rate Y

Y = −ρ ∂ψ
∂d

=
1
2
εijE

el
ijklεkl . (6.9)

With the maximum value of Y over the load history τ ≤ t at time t

Ỹ (t) = max
τ≤t

(√
Yij(τ)

)
(6.10)

and an experimentally derived critical value Y c, the accumulated damage can
be described as:

d =
Y (t)
Y c

(6.11)

An often found description of damage accumulation is directly related to
increments in the equivalent plastic strain Δ ε̄pl normalized to the equivalent
plastic strain to failure ε̄pl

f :

d =
∑
Δ ε̄pl

ε̄pl
f

(6.12)

6.2 Isotropic Failure Models

As pointed out in the introduction to this chapter, it cannot be the intention
of this book to provide the reader with a complete failure theory but with a
selection of models relevant to dynamic deformation processes and their im-
plementation in hydrocodes.

6.2.1 Maximum Stress or Strain Criteria

Since failure is a threshold above which materials loose their ability to carry
loads, stress or strain criteria are used to quantify these thresholds. As in
the case of plasticity the criteria are identified by surfaces in the stress or
strain space. The most simple failure models are maximum stress or maximum
strain criteria. A maximum stress model, for example, compares the current
components of the stress tensor σij with experimental results for ultimate
stresses to failure under tension, compression or shear:

max

{∣∣∣∣ σxx

XT,C

∣∣∣∣ ,
∣∣∣∣ σyy

YT,C

∣∣∣∣ ,
∣∣∣∣ σzz

ZT,C

∣∣∣∣ ,
∣∣∣∣σxy

Sxy

∣∣∣∣ ,
∣∣∣∣σxz

Sxz

∣∣∣∣ ,
∣∣∣∣σyz

Syz

∣∣∣∣ ,
}

= 1 (6.13)

The comparison of individual stress components σij with its related ul-
timate values does not regard effects from combined loading conditions. A
straight forward approach to compare a multi-axial stress state with ultimate
stresses derived from material tests under uni-axial stress is the use of equiv-
alent stresses. An equivalent stress is a scalar derived from the components of
the stress tensor according to a specific hypothesis. Common hypotheses and
related equivalent stresses expressed in terms of principal stresses are:
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• Maximum Principal Stress Criterion

σ̄P = σ1 (6.14)

• Maximum Shear Stress Criterion

σ̄S =
1
2

(σ3 − σ1) (6.15)

• Maximum Distortional Strain Energy Criterion, also called von Mises
equivalent stress

σ̄ =
1√
2

√
(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2 (6.16)

In the same way as for the stresses, measures for equivalent strains can be
defined. Using the von Mises equivalent strain scalar

ε̄ =
1√
2

√
(ε1 − ε2)2 + (ε2 − ε3)2 + (ε3 − ε1)2 (6.17)

various empirical models containing a equivalent strain to failure ε̄f have been
proposed. Examples are:

• a constant Equivalent Strain criterion:

ε̄ = ε̄f (6.18)

• the Cockcroft-Latham [94] maximum principal stress model:

ε̄f∫
0

σ1

σ̄
dε̄ = CCL (6.19)

• the Brozzo et al. [69] hydrostatic pressure dependent model:

ε̄f∫
0

2σ1

3 (σ1 + p)
dε̄ = CB (6.20)

• or, finally, also using hydrostatic pressure, the LeRoy et al. [249] model
developed to describe ductile fracture based on void nucleation and growth:

ε̄f∫
0

(σ1 + p) dε̄ = CLR (6.21)
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An inherent problem to all models mentioned so far is the instantaneous
failure of an element at the moment of satisfying an individual criterion. A
model that takes into regard a spatial dimension in terms of a critical fracture
zone was proposed by Wilkins et al. [427]. According to the so called DC −RC

criterion failure occurs when the integral term DC reaches a critical value over
the fracture zone RC :

DC =

ε̄f∫
0

1

(1 + a p)λ
(2 −A)μ dε̄ (6.22)

6.2.2 Gurson Micro-mechanical Model for Ductile Fracture

A very popular model based on a micro-mechanical instead of purely phe-
nomenological theory is the Gurson criterion. Its modified version by Needle-
man and Tvergaard [293] is implemented in several commercial and academic
codes. The micro-mechanical aspect of the Gurson model describes the time
rate of change of the void volume fraction f by the concept of nucleation and
growth according to:

ḟ = (1 − f) ε̇pl
V +A ε̇pl

M (6.23)

where ε̇pl
V is the volumetric plastic strain rate and ε̇pl

M denotes the equivalent
plastic strain rate of the matrix material. The nine non-independent damage
parameters εN , sN , q1, q2, q3, f0, fn, fc and ff need to be characterized, e.g.
from tension tests with smooth and notched specimens, in order to calculate
the factor A in (6.23):

A =
fn

sN
√

2π
exp

⎡
⎣−1

2

(
εpl

M − εN
sN

)2
⎤
⎦ (6.24)

This leads to an effective void volume fraction ν described by:

ν(f) =

{
f for f < fc

fc + 1/q1−fc

ff−fc
(f − fc) for f > fc

(6.25)

and hence to the Gurson failure surface

σ̄2

σ2
Y

+ 2 q1 ν cosh
(

3 q2 p
2σY

)
− 1 − (q1 ν)

2 = 0 (6.26)

with the actual yield stress of the matrix material σY . Tvergaard [403] and
[404] identified the dimensionless parameters q1 = 1.5, q2 = 1.0 and q3 = 2.25
based in investigations of a void under general loading conditions.

A detailed discussions of the Gurson model in the context of strain rate
and temperature dependent materials was published by Hao and Brocks [161].
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Recent examples for numerical studies of failure processes using the Gurson
model for an aluminum motor carrier and for a high strength steel B-column,
both under crash loads, can be found in Feucht et al. [125]. Ockewitz and Sun
[298] successfully used the Gurson model for extruded aluminum profiles and
aluminum cast alloy.

6.2.3 Phenomenological Stress Triaxiality Dependent Failure
Models

An often used scalar parameter representing the amount of multi-axiality of
the stress state is the so called stress triaxility

σ̃ = σm/σ̄ = −p/σ̄ (6.27)

which is the ratio of the hydrostatic or mean stress σm to the von Mises equiv-
alent stress σ̄. Models depending on σ̃ are described next.

The relevancy of stress triaxiality for failure initiation has been often inves-
tigated. A recent example is Hopperstad et al. [197] investigating the influence
of stress triaxiality at varying strain rates for Weldox 460 E steel. A Split-
Hopkinson tension bar was used to test axisymmetric notched specimens with
initial notch radii R0 of 0.4, 0.8 and 2.0 [mm]. The initial specimen radius
in the center of the notch was a0 = 1.5 [mm]. Optical strain measurement
was used for precise evaluation of true-stress true-strain data including ob-
servation of the current strain rates ranging between 10−1 [s−1] and 104 [s−1].

Being aware of some reported problems with the Bridgman analysis to
calculate the initial stress triaxiality2:

σ̃0 =
1
3

+ ln
(

1 +
a0

2R0

)
(6.28)

numerical analyses were performed in a second study published by Børvik et
al. [61]. The combination of experimental and numerical results allowed for a
much more accurate determination of the actual stress triaxiality as well as
of the related failure locus.

Bao [32] found that the second term in equation (6.28) should be multiplied
by

√
2 for a better correlation.

2 Specifically mentioned in Hopperstad et al. [197] are the findings of Alves and
Jones [3].
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Rice-Tracey Model

Investigating the ductile void enlargement under triaxial stress states Rice
and Tracey [322] found the stress triaxiality σ̃ as a key model parameter:

ε̄f∫
0

exp
(

3
2
σ̃

)
dε̄ = CRT (6.29)

Johnson-Cook Model

An often implemented and used failure model postulating that a critical equiv-
alent fracture strain ε̄f is a function of the stress triaxiality σ̃ was published
by Johnson and Cook [215]. Following an earlier approach by Hancock and
Mackenzie [159], the equivalent strain to failure ε̄f is modeled as decreasing
with increasing hydrostatic tension σm. The postulated criterion for the failure
strain is described via five materal constants D1-D5 as:

ε̄f = (D1 +D2 exp(D3 σ̃))
(
1 +D4 ln ε̇∗pl

)
(1 +D5 T

∗) (6.30)

with the homologous temperature

T ∗ =
T − TA

TM − TA
(6.31)

where TA is the ambient or reference temperature and TM the melting temper-
ature. With the second and third terms in (6.30) a strain rate and temperature
dependency of the failure strain is accounted for. As in the strain rate and
temperature dependent yield model (3.188), the equivalent plastic strain rate
is normalized to ε̇0 = 1 s−1:

˙̄ε∗p =
˙̄εp
ε̇0

(6.32)

In order to account for a path dependency, the accumulation of a damage
scalar with the increments in equivalent plastic strain Δεpl according to

D =
∑ Δεpl

ε̄f
(6.33)

is performed. The failure criterion (6.30) is first activated when D = 1.0.

CrachFEM Model

A criterion specifically developed for thin sheets and extrusions that distin-
guishes between two distinctive ductile fracture mechanisms, i.e. the ductile
void growth/coalescence and shear failure, is the so called CrachFEM model.
It was introduced by Gese et al. [134] and Hooputra et al. [195]. Separate
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stress triaxiality dependent descriptions of the equivalent strains to failure
under the two types of mechanisms are:

ε̄duct
f = d0 exp (−3 c σ̃) + d1 exp (3 c σ̃) (6.34)

and
ε̄shear

f = d2 exp (−f θ) + d3 exp (f θ) (6.35)

where c, d0, d1, d2, d3 an f are material constants. The so called shear fracture
parameter θ is defined as:

θ =
σ̄

τmax
(1 − 3 ks σ̃) (6.36)

with an additional material parameter ks and the maximum shear stress τmax.
The actual strain criterion to failure εf under a given stress state is identified
in the CrachFEM model as the smaller value of either (6.34) or (6.35):

εf = min
(
ε̄duct

f , ε̄shear
f

)
(6.37)

Bao-Wierzbicki Model

Bao and Wierzbicki [33] performed an extensive experimental campaign to
investigate the stress triaxiality dependent failure behaviour of aluminum Al
2024-T351. The 15 individual types of material tests ranged from uni-axial
compression tests between cone-shaped platens3 over shear tests with various
specimen shapes to uniaxial tension tests with straight and notched cylindrical
specimens. From the collection of data illustrated in Figure 6.4 it is apparent
that monotonically decreasing models cannot fit the whole range of failure
strains. Therefore, Bao and Wierzbicki [33] developed a combined model that
separately covers the regime of compressive-shear loads −1/3 < σ̃ < 0, a
transition regime of tensile-shear states 0 ≤ σ̃ < 1/3 and the third regime of
uniaxial to multiaxial tensile stresses 1/3 ≤ σ̃. The resulting model including
the parameters derived in the model calibration is:

ε̄f (σ̃) =

⎧⎪⎪⎨
⎪⎪⎩

∞ σ̃ � 1
3

0.1225
(
σ̃ + 1

3

)−0.46 − 1
3 < σ̃ � 0

1.9 σ̃2 − 0.18 σ̃ + 0.21 0 < σ̃ � 0.4
0.0846 + 1.0694 exp (−2.7149 σ̃) 0.4 < σ̃

(6.38)

where an important aspect is also the cut-off value σ̃ = −1/3, i.e. uni-axial
compression, for the failure mechanisms. Figure 6.4 illustrates the derived
model along with two sets of data for the Johnson-Cook model fitting either
the first or the third regime.

3 Cone shaped loading devices are used to avoid the barrel effect (see for example
Siebel, Pomp [358]).
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Fig. 6.4. Stress triaxiality σ̃ dependent failure locus for aluminum Al-2024-T351
as experimentally evaluated by Bao and Wierzbicki (�: Tension Tests, �: Shear-
Tension, ∗ : Shear, �: Compression). Approximations represent: Johnson-Cook
model (6.30) with D1 = −0.07, D2 = 1.02, D3 = −1.62 (dotted line) and with
D1 = 0.13, D2 = 0.13, D3 = −1.5 (dashed line). Bao-Wierzbicki model (6.38) (solid
line).

Xue-Wierzbicki Model

Recently Wierzbicki and Xue proposed a more general version of (6.38) includ-
ing the influence of the third invariant of the stress deviator J3 in combination
with stress triaxiality. Using a so called deviatoric state parameter ξ:

ξ =
27
2
J3

σ̄3
(6.39)

the postulated model for the yield locus is:

ε̄f (σ̃, ξ) = C1 e
−C2σ̃ −

(
C1 e

−C2σ̃ − C3 e
−C4σ̃−

) (
1 − ξ 1

n

)n

(6.40)

0.2

0.4

0.6

0 0.2 0.4 0.6 0.8 1.0−0.2−0.4

*

ε̄f

σ̃



6 Failure Models for Dynamic Loading Conditions 329

with parameters C1 to C4 and a hardening exponent n.

A critical assessment of seven different fracture models was performed by
Wierzbicki et al. [421] including calibration of all models for aluminum Al
2024-T351. The study covers the constant equivalent strain criterion (6.18),
a fracture forming limit diagram model, a maximum shear stress criterion
(6.15), an isothermal constant strain rate version of the Johnson-Cook model
(6.30), the Xue-Wierzbicki model (6.39), the Cockcroft-Latham model (6.19)
as well as the CrachFEM (6.37) and Wilkins models (6.22). The comparative
study was performed under the assumption of plane stress. Comparing the
results of all modes used in the course of the evaluation, the maximum shear
stress criterion was found as the best model since it not only predicts correctly
the experimental results but is also the one with the minimum amount of
calibration effort. A comparable quality in the results were achieved using
the physically based CrachFEM model and the Xue-Wierzbicki model. The
Wilkins as well as the Johnson-Cook models are either predictive in the low
or in the high stress triaxiality regime, but not in both. The same applies in
even more narrow bands of σ̃ for the forming limit and constant equivalent
strain criteria.

6.2.4 Brittle Failure

Typical dynamic problems with brittle materials involved are glasses, concrete
or ceramic materials under impact. However, also materials which are showing
ductile behaviour under moderate loading dynamics, may fail in a quasi-brittle
manner as will be shown by the failure mode called spallation. From the variety
of existing constitutive models to describe brittle failure of materials under
impact loads, only two examples will be briefly mentioned in the present
section. The first one is a phenomenological model and the second one a
statistical model for brittle failure, respectively.

Johnson-Holmquist Phenomenological Brittle Failure Model

Johnson and Holmquist [216] introduced a brittle failure model that found im-
plementation in many hydrocodes. Its main features are pressure dependent
damage, strength and fracture. After some concerns about the first version,
gradual softening and a more thorough description of parameter derivation
were published as an improved version in [217].

Accumulation of damage to provide gradual softening with increasing plas-
tic strain is modelled via the equivalent plastic strain Δ ε̄pl and the equivalent
plastic strain to failure ε̄pl

f at constant pressure by:

d =
∑
Δ ε̄pl

ε̄pl
f

(6.41)
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where ε̄pl
f is calculated as:

ε̄pl
f = D1 (p∗ + p∗min)D2 (6.42)

with the constant parameters D1 and D2 as well as a pressure p∗ and a
minimum tensile hydrostatic pressure p∗min to failure, both normalized to the
Hugoniot elastic limit σHEL (see section 3.3.5):

p∗ =
p

σHEL
p∗min =

pmin

σHEL
(6.43)

Hence, under constant pressure and subjected to plastic strain increments,
damage begins to accumulate.

Using the damage scalar (6.41), softening of the material is described by
a change in the normalized equivalent stress σ∗ = σ/σHEL according to:

σ∗ = σ∗0 − d
(
σ0∗ − σ∗f

)
(6.44)

where σ0∗ and σf∗ are the normalized intact equivalent stress and the nor-
malized equivalent stress to failure, respectively, defined by:

σ∗0 = A (p∗ + p∗min)N (1 + C ln ε̇∗) (6.45)

and
σ∗f = B (p∗)M (1 + C ln ε̇∗) (6.46)

with the normalized strain rate ε̇∗ = ε̇/ε̇0 and ε̇0 = 1.0 [s−1].
Thus, equations (6.45) and (6.45) describe the failure surfaces for the intact
and failed material, respectively. The actual failure surface after a loading his-
tory containing plastic strain increments is smoothly changed by the damage
variable and described by (6.44).

With the softening (6.44) internal energy is dissipated. To account for this
dissipation in the energy conservation, a pressure change Δp was suggested
in Johnson and Holmquist [217]. Using a polynomial equation of state (4.84),
they suggest a pressure change in a time step t→ t+Δt of:

Δpt+Δ t = −K1 μt+Δ t +
√

(K1μt+Δ t +Δpt)
2 + 2β K1Δe (6.47)

where Δe = et+Δ t−et is the change in elastic internal energy evaluated from
the von Mises equivalent stresses σ̄ and the elastic shear modulus G by

e =
σ̄

6G
(6.48)
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SPHSF - Statistical Failure Models

Statistical models for brittle materials usually describe a certain random dis-
tribution of flaws in material per unit volume. Evolution equations describe
the growth and coalescence of these flaws and the associated local damage. The
damage state, in turn is used again to degrade material strength in terms of
both deviatoric and hydrostatic stress components. Meshfree methods turned
out to be a useful discretization since the evolving macroscopic cracks can be
represented in a robust and comparably simple way.

A statistical failure model for brittle materials was described by Benz and
Asphaug [55] and used with SPH by the same authors in [56]. A fundamen-
tally modified version of the Benz-Asphaug model was developed by Mandell,
Wingate and Swegle [264] and implemented in the SPHINX SPH code4. The
model was applied to impact and penetration simulations in ceramic targets.
Hiermaier and Riedel implemented the same model into SOPHIA to predict
fracture patterns in various ceramic materials subjected to the edge-on im-
pact test. This modified version, by the authors Mandell et al. [264] called
smooth particle hydrodynamics statistical fracture (SPHSF) model shall be
introduced here.

Its most important difference to the original Benz-Asphaug model is that
SPHSF starts with a Poisson distribution of flaws whereas the former assumes
the flaws as randomly assigned to particles. With the Poisson distribution, a
number of Nf flaws in the neighbourhood of the average, empirical number
of flaws per volume Na is assigned to each particle according to:

P (Nf = N) =
N

Nf
a

Nf !
exp(−Na) (6.49)

Each flaw is related to a critical stress σm representing its strength. In
other words, a flaw activates damage as soon as the stress in its particle
exceeds the critical value σm. A Weibull distribution defines the strength of
each particle according to:

P (σ) = 1 − exp
[
− V
V0

(
σ − σu

σo

)m]
(6.50)

where m, σu and σo are material parameter, V describes the volume of the
sample and V0 is the average sample size per flaw.

Thus, with growing cracks in a volume discretized by a particle i, damage
starts to accumulate. The time rate of change in the related damage scalar D
is defined using the number of flaws in the particle ni, the crack propagation

4 See Wingate and Stellingwerf [428]



332 Structures under Crash and Impact

speed cg and the characteristic length rs (usually set equal to the cube root
of the particle volume) as:

dD
d t

=
(
ni
cg
rs

)3

(6.51)

For the crack propagation speed Mandell et al. [264] recommend a value of
0.4 times the material’s bulk sound speed. From edge-on impact tests it is
possible to measure the impact velocity dependent crack speeds. An example
is given in Figure 7.22 of section 7.4.3.

6.2.5 Spallation Modelling

The failure mode called spallation can happen for example under high or hy-
pervelocity impact. An illustrative example of spallation is shown in Figure
6.5 where the impact of a 10 [mm] aluminum sphere into a massive aluminum
target at an impact velocity of 7.0 [km s−1] evoked a strong shock wave. Prop-
agated to the edges of the target, the shock was reflected at the free surface
boundaries as rarefaction wave with extremely short rise times and high ampli-
tude. Rarefaction waves resulting from reflected shock waves may represent
a hydrostatic tension that is strong enough to instantaneously rupture the
material. This was the case along the failure line at the bottom of the target
shown in Figure 6.5.

The spallation strength is often modelled with a very simple criterion
which is a minimum hydrostatic tension value pmin. Elements, cells or particles
fulfilling the criterion

p ≤ pmin (6.52)

fail with pmin negative pressure.

Numerical simulation of the hypervelocity impact into the massive target
of Figure 6.5 shows the evolution of the spall plane through wave superposi-
tion. As illustrated in Figure 6.6, the impact induces a spherical compressive
wave travelling into the target. At the same time a compressive wave prop-
agates into the projectile and is reflected at the rear end of it. The reflected
rarefaction waves from the projectile and the rear end of the target follow
the compressive wave. After reflection of the compressive wave at the target
bottom the resulting rarefaction wave hits the second first rarefaction wave.
Superposition of both waves leads to a negative hydrostatic pressure of 6 to 9
[GPa] in an interaction zone parallel to the bottom surface. This is the locus
of hydrodynamic tensile failure, called spallation.

To predict the both the spallation locus and the subsequent local crack
opening and related deformation the pmin-criterion (6.52) was used in combi-
nation with an element erosion criterion that eliminates hydrodynamic tensile
failed cells. Even the chosen course discretization delivers a good prediction
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Fig. 6.5. Impact crater and spallation zone in an aluminum target impacted by a
10 mm aluminum sphere. Originally, the target was a massiv cylinder of dimensions
180 [mm] in diameter and 75 [mm] in length. After the impact test the target was
cut to the illustrated cubic shape.

of the spall plane and the crater shape. Other than in the experiment close
observation of the simulated spall plane reveals a smaller second plane sepa-
rated by a single line of cells (see Figure 6.7).

More complex than the mathematical criterion is the experimental proce-
dure to determine the spallation strength of a material. A reliable method to
derive pmin is the flyer plate test (See section 7.4.2). From the free surface
velocity measured by VISAR-technique in the plane strain wave experiment,
spall signals and the related stress state can be precisely derived.

A detailed investigation of flyer plate specimens impacted at different ve-
locities and with varying flyers to achieve loads below and beyond spall frac-
ture shows that spallation can also be described by void nucleation, growth
and coalescence models. Curran, Seaman and Shockey ([100], [99], [349], [357])
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Fig. 6.6. Numerical simulation (AUTODYN) of the hypervelocity impact scenario
illustrated in Figure 6.5. Superposition of rarefaction waves leads to the spallation
effect. The illustrated instants of the impact process represent pressure distributions
at (A):10.0, (B):12.5, (C):13.5 and (D):15.0 [μs], respectively.

Fig. 6.7. Deformation state of the impacted aluminum target after 500 [μs].
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provided pioneering work in the field of void growth measurement and mod-
elling. A derivation of the basic equations used for the brittle fracture model
BFRACT, as well as detailed investigations on the spallation effect can be
found in Antoun et al. [10]. Meyers [276] gives a detailed introduction to the
phenomenology and modelling of spallation as well as to dynamic fracture in
general.

6.3 Failure Models for Composites

Inhomogeneity of materials poses additional complexity to the derivation of
constitutive models. Distribution, size and orientation of filling material in
the matrix of a composite influence the overall behaviour. Matrix and filling
reinforcement may have independent failure mechanisms and thresholds. In
addition, bonding limits between the individual components along their inter-
faces represent new failure criteria under various loading conditions. Damage
initiation and propagation may therefore completely differ from comparable
homogeneous materials.

In order to characterize composite failure on the level of continuum models,
the micro mechanics of failure in the individual components and along their
interfaces needs to be understood. Damage in composite materials usually
occurs in various ways and influences the stress-strain history of composite
structures. Experimental techniques need to be identified to measure that
influence of damage development on the ”elastic” deformation under cyclic
loading, on the changes in the composite stiffness and finally on the manifold
failure thresholds.

As mentioned above, there are several principal locations and mechanisms
in a composite material where failure occurs under various loading conditions.
A typical deformed state of a box beam made from carbon fiber reinforced
polymer (CFRP) material after axial crushing in a drop tower experiment is
shown in Fig.6.8. Concerning the material failure locus in laminated compos-
ites, one can distinguish between failure

• in the matrix,
• in the fibers,
• between the matrix and the fibers and
• between lamina.

Whereas the first three are intra-laminar failure mechanisms, the latter is
an inter-laminar one, called delamination. At the respective loci, failure oc-
curs differently under various loading conditions. The predominance of tensile,
compressive or shear stresses as well as the stress-triaxiality or, in case of de-
lamination, the crack opening mode can initiate different failure phenomena
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Fig. 6.8. Carbon fiber reinforced box beam after longitudinal crushing in a drop
tower experiment.

as well as varying strain rates an temperatures. Finally, the failure mode oc-
curs in a brittle manner or gradually by accumulation of a damage state in the
material. An experimental setup to observe various failure mechanism under
compression is the so called coupon test. Fig.6.9 shows a coupon specimen
made from carbon fiber reinforced polymer material before, during after the
test. The drop weight induced crushing of the sample leads to different failure
mechanisms depending on the orientation of the fibers relative to the crushing
direction and the laminate setup.

All the mentioned aspects need to be addressed by a mathematical ma-
terial model in order to simulate the structural behaviour including energy
absorption of composite structures. Currently available failure descriptions
are formulated

• either as macroscopic empirical models
• or as meso-scale continuum damage formulations referring to micro-mecha-

nical observations
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Fig. 6.9. CFRP coupon specimen (A) before, (B) during and (C) after crush loading
in a drop tower test.

• or, finally, as atomistic and molecular dynamics models.

Though both the empirical and the meso-scale attempts are formulated
for applications on a homogeneous macroscopic level, empirical models usu-
ally observe failure processes as seen in the force-displacement-curves of tests
with large scale samples. Micro-mechanically based formulations, on the other
hand, identify the processes leading to rupture on microscopical scales to es-
tablish thermo-mechanical relations describing them. Of course, these models
also need parameters which are again derived from macroscopic tests.

In the course of the following sections on composite failure, the nomencla-
ture for fiber orientations and vectors will follow the coordinate system given
for an elementary ply in Fig. 6.10.

6.3.1 Analytical Models for Intra-Laminar Failure

Uncoupled Maximum Stress or Strain Criteria

Existing models in formerly available numerical codes and limited experimen-
tal capabilities defined the character and limitations of the first failure models
for composite lamina. As in the case of metals, they were formulated as max-
imum stress or maximum strain criteria for a homogeneous model represent-
ing average properties of the components in an actually much more complex
composite material. Thus, in the case of a maximum stress criterion, the six
independent components of the stress tensor σij are individually compared
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Fig. 6.10. Elementary ply coordinates.

to corresponding critical values defining failure. Taking into account different
thresholds for the normal stress components under tension and compression,
respectively, nine equations define a corresponding maximum stress failure
model:

max

{∣∣∣∣ σ11

XT,C

∣∣∣∣ ,
∣∣∣∣ σ22

YT,C

∣∣∣∣ ,
∣∣∣∣ σ33

ZT,C

∣∣∣∣ ,
∣∣∣∣σ12

S12

∣∣∣∣ ,
∣∣∣∣σ13

S13

∣∣∣∣ ,
∣∣∣∣σ23

S23

∣∣∣∣ ,
}

= 1 (6.53)

where the material dependent thresholds XT , YT , ZT , XC , YC and ZC are
derived from uni-axial tests in the 1-, 2- or 3-direction under tension and
compression, respectively. The remaining threshold values Sij are accordingly
defined by shear tests. Basically, maximum strain models can be formulated
accordingly. However, concerning the derivation of the critical strain values it
is important to note that uni-axial stress tests imply shear strain components
in combination with the normal strains.

Another mathematical formulation for the model described in (6.53) is the
simplest version of the so called polynomial criteria:

(σ11 −XT )(σ11 −XC)(σ22 − YT )(σ22 − YC)(σ33 − ZT )(σ33 − ZC)
(σ12 − S12)(σ13 − S13)(σ23 − S23) = 0 (6.54)

Given a precise measurement of the limit values and a mature code imple-
mentation, a maximum stress or strain criterion will reproduce the material
tests performed for parameter identification and similar loading conditions in
other structures very well. General loading conditions, specifically in the case
of crash and impact situations, will, however, include multi-axial stress states
reducing the predictive capabilities of models with non-interacting stress func-
tions dramatically.
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Smooth quadratic failure criteria

Hill criterion

A first model that allows to describe failure with interactive stress components
was introduced by Hill [183]. The proposed polynomial model was originally
developed to describe anisotropic yielding of metals. Formulated as generalized
von Mises criterion it was first applied to the orthotropic behaviour of sheet
metals. As already shown in equation (3.174), the Hill criterion assumes a
quadratic relation between the stress components and does not distinguish
between tension and compression:

F (σ22 − σ33)
2 +G (σ33 − σ11)

2 +H (σ11 − σ22)
2 + Lσ2

23 +Mσ2
31 +Nσ2

12 = 1
(6.55)

To identify the six anisotropy parameters F,G,H,L,M and N critical stresses
X,Y,Z and Sij according to (6.53) need to be derived from uni-axial ten-
sion or compression tests and from shear tests. The correlation between these
individual yield stresses and the Hill parameters is given by:

2L = 1
S2

23
G+H = 1

X2

2M = 1
S2

31
H + F = 1

Y 2

2N = 1
S2

12
F +G = 1

Z2

2F = 1
Y 2 + 1

Z2 − 1
X2

2G = 1
Z2 + 1

X2 − 1
Y 2

2H = 1
X2 + 1

Y 2 − 1
Z2

(6.56)

Azzi-Tsai-Hill model

Its anisotropic character with coupled stress components was the main reason
for Hill’s yield criterion to become the baseline of a series of failure criteria
for composites. Azzi and Tsai [26] assumed transverse isotropic behaviour in
unidirectional fiber composites. Tensile and compressive loading conditions
are still treated equally in the resulting Azzi-Tsai-Hill model :
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(
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= 1
(6.57)
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Hoffman’s version of the Azzi-Tsai model

To overcome that deficiency, Hoffman [189] proposed a slight modification
to achieve an orthotropic formulation with separate regard to tensile and
compressive failure stresses:
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(6.58)

Tsai-Wu tensor polynomial

A further improvement aiming at the ability to cover not only orthotropic
failure aspects but arbitrary anisotropies was achieved through the so called
general tensor polynomial type of models. With a symmetric strength tensor
F its most general form was described by Gol’denblat and Kopnov [137]. A
simplified quadratic version is represented by the Tsai-Wu model. As Hashin
[164] already emphasised, the quadratic form of describing a failure surface
instead of cubic or higher order polynomials has no physical reason. It is fit-
ting the experimental results by far better than linear approaches and is, thus,
pure empirical finding.

Using the tensors Fα and Fαβ the Tsai-Wu fully anisotropic model takes
the form:

Fασα + Fαβσασβ = 1 α, β = 1, ..., 6 (6.59)

with
σ1 = σ11 σ2 = σ22 σ3 = σ33

σ4 = σ23 σ5 = σ13 σ6 = σ12

which in the expanded three dimensional form yields:

F1σ11 + F2σ22 + F3σ33

+F11σ
2
11 + 2F12σ11σ22 + 2F13σ11σ33 + 2F14σ11σ23 + 2F15σ11σ13 + 2F16σ11σ12

+F22σ
2
22 + 2F23σ22σ33 + 2F24σ22σ23 + 2F25σ22σ13 + 2F26σ22σ12

+F33σ
2
33 + 2F34σ33σ23 + 2F35σ33σ13 + 2F36σ33σ12

+F44σ
2
23 + 2F45σ23σ13 + 2F46σ23σ12

+F55σ
2
13 + 2F56σ13σ12

+F66σ
2
12 = 1

(6.60)
Reduced to a plane stress state in the ply plane of a laminate, the Tsai-Wu
model takes the following form:
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F1σ11 + F2σ22 + F3σ33

+ F11σ
2
11 + 2F12σ11σ22 + F22σ

2
22 + F66σ

2
12 = 1 (6.61)

In this way, the anisotropic tensile and compressive behaviour along the prin-
cipal directions is modeled through the linear terms with Fα. To complete the
description of the failure surface in the stress space, the quadratic terms are
adjusted via Fαβ . An experimental characterization of the strength tensors’
components Fi and Fik can be realized by tensile, compressive, shear and bi-
axial tests. In case of an orthotropic lamina, the measured limit values XT,C ,
YT,C and Sij are used to identify the needed parameter:

F1 = 1
XT

− 1
XC

F11 = 1
XT XC

F2 = 1
YT

− 1
YC

F22 = 1
YT YC

F6 = 0 F66 = 1
S2

12

(6.62)

To determine the coupling parameter F12, one option is to perform a biaxial
test under equal stresses in 0◦- and 90◦-directions. Alternatively, a simpler
approximate characterization can be achieved through a tensile test along the
45◦-direction. In the first case, the biaxial test performed until rupture at a
measured stress to failure value of σbiax,fail delivers together with the above
introduced uni-axial values XT,C and YT,C :

F12 = 1
2σ2

biax,fail

{
1 −

(
1

XT
− 1

XC
+ 1

YT
− 1

YC

)
σbiax,fail

+
(

1
XT XC

+ 1
YT YC

)
σ2

biax,fail

} (6.63)

Applying a tension test along the 45◦-direction until failure at σ45,fail, the
interaction parameter F12 is found as:

F12 = 2
σ2
45,fail

{
1 −

(
1

XT
− 1

XC
+ 1

YT
− 1

YC

)
σ45,fail

2

−
(

1
XT XC

+ 1
YT YC

)
σ2
45,fail

4

} (6.64)

There is an extensive literature summarizing and discussing Hill type fail-
ure criteria and its various extensions. Examples are Berthelot [57], Vinson
and Sierakowski [413] or Burk [71].

Direct Mode Criteria

A common feature to all the so far mentioned models is that failure of a
composite does not distinguish between the composite’s constituents. A fiber
composite with transversely isotropic behaviour in the elastic regime does
not necessarily follow a smooth Tsai-Wu failure surface (6.61) as a similarly
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transverse isotropic hexagonal crystal would. Individual failure of the compo-
nents and the interfaces between them often necessitate to make changes in
the model. Moreover, the definition of the interaction parameter F12 in (6.63)
and (6.64) contains an implicit dependence of the biaxial tensile failure on
uni-axial compressive failure parameters XC and YC . Obviously, there is no
physical foundation for such an assumption.

Hashin’s principal failure modes

Hashin [164] addressed these problems and formulated a model with sepa-
rate failure modes for matrix and fiber material under tensile, compressive
and shear loads, respectively. Separating failure along the 0◦- and the 90◦-
direction by the use of fiber and matrix criteria prevents from the application
of an ambiguous F12-term as needed in the Tsai-Wu model (6.61). In that con-
text, Hashin also makes reference to the work of Narayanaswami and Adelman
[291] where, on the basis of numerical investigations, an assumption F12 = 0
was estimated to cause errors of less than 10%.

The separation into principal mode failure types lead to a piecewise smooth
surface in the Hashin model instead of a smooth failure surface. The following
components for principal modes of failure characterize the Hashin model :
Fiber tensile failure:

σ2
11

X2
T

+
σ2

12 + σ2
31

S2
12

= 1 (6.65)

for which Hashin optionally offers to neglect the influence of shear components
and, thus, replacing (6.65) by the maximum normal stress criterion:

σ11 = XT (6.66)

Fiber compressive failure:
σ11 = XC (6.67)

Matrix tensile failure:

(σ22 + σ33)
2

Y 2
T

+
σ2

12 + σ2
13

S2
12

+
σ2

23 − σ22σ33

S2
23

= 1 (6.68)

Matrix compressive failure:
(
Y 2

C

4S2
12

− 1
)
σ22 + σ33

YC
+

(σ22 + σ33)
2

4S2
23

+
σ2

12 + σ2
13

S2
12

+
σ2

23 − σ22σ33

S2
23

= 1 (6.69)

Explicit formulation of mode specific failure, as introduced by the Hashin
model, also opens the possibility of observing the sequence of different failure
mechanisms in structures during complex loading situations. Therefore, after
initiation of one specific mode, additional ones can be distinguished as they
successively follow and, thus, a structural design to avoid one or another mode
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or an optimization task in the context of energy dissipation can be performed
by the help of corresponding models.

Another modification of the Tsai-Wu model, also intended to predict the
precises failure modes in fiber reinforced structures under transient loading
conditions, was suggested by Maier [262] and applied by Thoma et al. [388].
The failure modes of fibers in tension and compression as well as matrix
material under tension, compression and shear in and between the lamina
planes were taken into account. The Tsai-Wu approach was kept unchanged
for the matrix components, whereas for the fiber failure a maximum stress
formulation was chosen. Given a loading state fulfilling the failure criterion,
each of the related stress components σij was compared to its critical value
σij,c and the actual failure mode identified as the one with the highest ratio of

∣∣∣∣ σij

σij,c

∣∣∣∣ (6.70)

The resulting model allows for discrimination of nine different modes and is
comparably easy to supply by material parameters.

Chang-Chang failure and degradation model

Having achieved a modeling complexity that allows for separation of individ-
ual modes, a next issue is to describe the post-failure behaviour. Identification
of a specific stress- and strain-condition in time that is leading to local failure
automatically rises questions on how the affected area looses strength over the
loading process. Is it an instantaneous way of reducing all strength compo-
nents to zero, e.g. total disintegration and possible phase changes of material
under hyper-velocity impact? Or is it only partial failure, e.g. with the tensile
strength diminished whereas compressive load my still be carried? Is the re-
duction of one or all strength components a function of ongoing deformation
and can it be modeled via energy release functions similarly as in fracture
mechanics?

To answer these questions, Chang and co-workers ([83], [81],[82] investi-
gated notched laminated composites pin-loaded to tension and specifically the
damage progression due to the related stress concentrations. To model fiber
and matrix tensile failure, they used a quadratic stress formulation similar
to the respective components in the Hashin model, i.e. equations (6.65) and
(6.68). Instead of shear stresses and shear strengths Chang and Chang inte-
grate strain energy and take into account nonlinear shear stress - shear strain
relations, e.g. a cubic approach with the new material parameter α:

ε12 =
1

2G12
σ12 + ασ3

12 (6.71)
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With the ultimate shear strain at failure ε12,c the Chang-Chang failure model
is then written as:
Fiber tensile failure:

σ2
11

X2
T

+

∫ ε12

0
σ12dε12∫ ε12,c

0
σ12dε12

= 1 (6.72)

Matrix tensile failure:

σ2
22

Y 2
T

+

∫ ε12

0
σ12dε12∫ ε12,c

0
σ12dε12

= 1 (6.73)

Assuming a linear elastic behaviour, i.e. α = 0, the two tensile components of
the Chang-Chang model reduce to:

σ2
11

X2
T

+
σ2

12

S2
12

= 1 (6.74)

and
σ2

22

Y 2
T

+
σ2

12

S2
12

= 1 , (6.75)

respectively.

Concerning a post-failure behaviour, Chang and Chang suggested a prop-
erty degradation model which, depending on the failure mode, describes the
change in elastic properties once failure has occurred. Consequently, within
the Chang-Chang degradation model elastic properties of a failed material
are reduced differently, depending on the type of failure. In case of matrix
cracking, the in-plane stiffnesses are set to zero except for the fiber direction.
For fiber failure, it is postulated that both the longitudinal modulus E11 and
the shear modulus G11 are reduced according to a Weibull distribution with
the size of the predicted damage area as a parameter (see [82] for details).
Strength degradation and continuum damage models to describe that effect
will be the topic of the following chapter 6.3.2.

6.3.2 Continuum Damage Based Intra-Laminar Failure Models

Ladeveze-Le Dantec – Damage Kinematics

A model that on the ground of micro-mechanical observations accounts for ma-
trix micro-cracking, fiber-matrix debonding and fiber breakage in transverse
direction was originally developed by Ladeveze and co-workers. Following ear-
lier publications, Ladeveze and Le Dantec [241] follow the approach of formu-
lating failure through damage mechanics on the elementary ply scale. Assum-
ing a two-dimensional plane stress condition in the ply plane, inter-laminar
stresses are not accounted for and thus, in the original version, delamination is
not addressed by this model. Later, the fiber longitudinal damage was added
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in a very similar way as shown in Greve and Pickett [145]. The same authors
present a further extension to three-dimensional loading conditions in order
to model the important influence of delamination effects on energy absorption
under impact and crash loads. Figure 6.10 shows the addressed ply plane with
its coordinate system and fiber orientation along the 1-axis. To define vari-
able directions in that plane, e.g. for material testing, the fiber longitudinal
direction is identified with the 0◦-direction and the 2-axis with 90◦.

Within the framework of the modified Ladeveze type damage kinemat-
ics for an elementary ply, three damage scalars d11, d22 and d12, constant
in through-ply-thickness direction, are assumed to be accumulated over the
loading history. With these scalars, stiffness reductions in the 0◦-, 90◦- and
45◦-direction are formulated, respectively. In the longitudinal and transverse
(0◦, 90◦) direction, fiber damage is described; the 45◦-component represents
in plane shear failure with fiber-matrix debonding.
Given an arbitrary damage state causing stiffness reduction, the damage de-
pendent elastic relations are

εe11 = σ11
E0

11(1−d11)
− ν0

12
E0

11
σ22

εe22 = 〈σ22〉+
E0

22(1−d22)
+ 〈σ22〉−

E0
22

− ν0
12

E0
11
σ11

εe12 = σ12
2G0

12(1−d12)

(6.76)

where E0
ij and G0

12 are initial undamaged elastic moduli. Variables in 〈〉+ and
〈〉− brackets indicate

〈a〉+ =
{
a if a ≥ 0
0 otherwise

〈a〉− =
{
a if a ≤ 0
0 otherwise

Such a separation of positive and negative contributions allows for modelling
closing effects of transverse micro-cracks under compressive loads.
With equations [6.76], the corresponding strain energy eD of damaged material
can be formulated as

eD =
1
2

[
σ2

11

E0
11(1 − d11)

− 2ν0
12

E0
11

σ11σ22 +
〈σ22〉2+

E0
22(1 − d22)

+
〈σ22〉2−
E0

22

+
σ2

12

2G0
12(1 − d12)

]

(6.77)

Damage accumulation model

Ongoing damage in a loaded composite material is caused by various micro-
cracks as mentioned before and goes along with stiffness reductions in the
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corresponding loading directions, called degradation. As suggested before with
equation (6.4) for isotropic damage scalars, also the components of a non-
isotropic damage tensor dij can be observed as ratio between the current
release modulus after a certain history of cyclic loads and the initial modulus,
e.g. in case of the shear modulus G12,i at a specific cycle i:

d12,i = 1 − G12,i

G0
12

(6.78)

Cyclic loading and unloading tests on the material can be performed to derive
a relation between predefined strain conditions and resulting damage values
according to (6.78). The damage energy release rate is calculated as accumu-
lating function Yij(t) over time:

Y11 = ∂eD

∂d11

∣∣∣
σ̄,d22,d12

= 1
2

σ2
11

E0
11(1−d11)2

Y22 = ∂eD

∂d22

∣∣∣
σ̄,d11,d12

= 1
2

〈σ22〉2+
E0

22(1−d22)2

Y12 = ∂eD

∂d12

∣∣∣
σ̄,d11,d22

= 1
2

σ2
12

G0
12(1−d12)2

(6.79)

Then, the square root of the maximum values of Yij(t) at an individual time
τ preceding the current time t are taken :

Y ij(t) = max
τ≤t

(√
Yij(τ)

)
(6.80)

to accumulate the damage energy release rates Y ij which, in a linear function,
deliver the current damage scalar according to:

dij =
〈Y ij(t) − Y 0

ij〉+
Y c

ij

(6.81)

Material dependent damage controlling parameters in that procedure are
Y 0

ij and Y c
ij . Ladeveze and LeDantec [241] validated this linear approach for

unidirectional lamina. However, Johnson [210] found poor correlation with
experimental results in the case of fabric reinforced composites and, therefore,
proposed a nonlinear relation in the shear damage accumulation by ln (Y 12(t))
which in the above used notation yields:

d12 =
〈lnY 12(t) − lnY 0

12〉+
Y c

12

(6.82)

Damage associated inelastic strain

Damage processes enable both elastic and inelastic deformation. To quantify
the inelastic part of the strain tensor for unloading processes, a plasticity
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Fig. 6.11. Typical results for step cycle tests with CFRP

model accounting for damage induced irreversible deformation is needed. As-
suming that in the ply layer only transverse strain ε22,p and shear strain
components ε12,p contribute to plastic strain (ε11,p = 0) a plasticity model
with isotropic hardening was formulated in [241]. In that model, the elastic
domain function f is established:

f =

√
2σ2

12

(1 − d12)2
+ a2

〈σ22〉2+
(1 − d22)2

+ 〈σ22〉2− − σH(ε̂p) (6.83)

with the hardening function

σH(ε̂p) = σ0
Y + βε̂mp (6.84)

and three material constants a2, β and m. The accumulated effective plastic
strain ε̂p is integrated from the plastic shear strain ε12,p according to

ε̂p =
∫ ε12,p

0

2(1 − d)dε (6.85)

The model found various applications, validations and modifications. Con-
cerning the plasticity model, Johnson et al. [211] neglect the transverse stress
and strain components in addition to the longitudinal components.
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6.3.3 Delamination models

Generally, delamination may occur under different modes of loading and un-
der combinations of them, so called mixed mode delamination. In analogy
to classic fracture mechanics, the three orthogonal modes of delamination of
composite materials, as illustrated in 6.12, are called

• Mode I for crack opening normal to the inter laminar surface
• Mode II and Mode III for shear loading in the inter laminar surface along

the crack opening direction and normal to it, respectively.

Fig. 6.12. Crack opening patterns in fracture mechanics typically defined as (A)
mode I, (B) mode II and (C) mode III.

Examples for an experimental set-up to test composite specimens in mode-
I and mixed mode-I and mode-II are illustrated in Figures 6.13 and 6.14.

Brewer-Lagace – Equivalent Strain Based Damage

In the stress space, the Brewer-Lagace delamination model uses an empirical
criterion for the initiation of failure which is similar to the direct mode criteria
discussed in chapter 6.3.1. Using the critical inter-laminar tensile stress to
failure, i.e. the failure stress in the normal direction to the lamina ZT , and
the related critical intra-laminar shear stress S13 and S23 the criterion is
formulated as: (

σ33,T

ZT

)2

+
(
σ13

S13

)2

+
(
σ23

S23

)2

= 1 (6.86)

The intended damage evolution based on the Brewer-Lagace criterion uses
the equivalent strain formulations. Therefore, the criterion (6.86) must be
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Fig. 6.13. Set-up of a double cantilever beam test. (Reprint with permission from
Peter [305])

Fig. 6.14. Setup of an adjustable DCB designed by Peter [305] for variable appli-
cation to mode I and II as well as mixed modes tests.

transformed to the strain space. To get there, Hörmann [193] re-arranged the
criterion to

σ2
33,T + σ13

Z2
T

S2
13

σ13 + σ23
Z2

T

S2
23

σ23 = Z2
T (6.87)

which, in tensorial form, can also be written as
√
σ̃T Pσ̃ − ZT = 0 (6.88)

using the stress tensor of damaged material, i.e. the effective stresses σ̃:
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σ̃ = (1 − d)σ (6.89)

and the coupling tensor Pijkl, a fourth order tensor which in Voigt notation
writes:

P = diag
{

0 0 1 0 Z2
T

S2
23

Z2
T

S2
13

}
(6.90)

The coupling tensor is the key element for a transformation of the stress
criterion into the strain space. For example the following equivalent strain
measure can be introduced:

ε̄ =
1
E33

√
εT EelT P Eel ε (6.91)

For a solution that is marching in time, the effective strain ε̄ can be calculated
at each time step. A tracking variable γ can be used to denote the maximum
equivalent strain over time from the start of the calculation at t = 0 until a
current time t = τ :

γ = max
0<t≤τ

{ε̄(t)} (6.92)

To accumulate the damage scalar over the loading history, Hörmann [193]
suggests to use a modified power law in the following equivalent strain based
formulation:

d =

⎧⎪⎨
⎪⎩

0 for γ < γi

1 −
(

γi

γ

)β (
γu−γ
γu−γi

)α

for γi ≤ γ < γu

1 for γu ≤ γ
(6.93)

where the initial equivalent strain γi is related to the critical stress to failure:

γi =
ZT

C33
= ε33,i (6.94)

and γu denotes the ultimate effective strain when the critical value of fracture
toughness Gc is reached:

γu = γi −
2Gc

ZThPZ
(6.95)

where hPZ is the thickness of the process zone between the lamina.

6.3.4 Discretization Aspects of Composite Failure

For the simulation of laminated composite materials under crash and impact
loading both the inter- and the intra-laminar failure represent non-negligible
contributions to the energy absorption process. Standard approaches are usu-
ally developed for two-dimensional shell element discretizations with restric-
tion to model plane stress conditions. Basically these discretizations are not
capable of inter-laminar effects. Greve and Pickett [145] solve that dilemma us-
ing tied shell elements as mechanical constraints to represent the three dimen-
sional effects. Another approach was presented by Peter [305] who modeled
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Fig. 6.15. Set-up of the coupon test and typical failure patterns of a uni-directional
laminate sample during the dynamic test.

the individual lamina by three-dimensional elements - a solution that is com-
putationally much more expensive. Applications of volume elements demand
for new strategies in the time and space discretization like local sub-cycling
and adaptive methods. But the achievable results in terms of predictive qual-
ity regarding the failure processes in composites are convincing.

Representative results of the simulations performed by Peter [305] are the
3D coupon crush illustrated in Figure 6.16 and the axial crushing of a quarter
box-beam made from the same CFRP material shown in Figure 6.17. Applying
his combined failure and discretization model to box beams with varying
corner radii demonstrated the predictive capabilities of the Peter model.
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Fig. 6.16. SOPHIA simulation of the deformation and failure mechanisms in the
dynamically crushed coupon sample applying the model developed by Peter [305].

Fig. 6.17. High speed video image of a crushing quarter box and related simulation.
(Reprint with permission from Peter [305])



7

Aspects of Advanced Dynamic Material
Testing

7.1 Objectivity of Material Parameter Derivation

Predictive numerical simulation of any structural deformation process requires
objective constitutive equations including parameters that are derived objec-
tively for the material. Objective, in this context, means that the parameters
are valid for the whole spectrum of loading conditions covered by the mate-
rial model. This includes its applicability to arbitrary domains or geometries
without restriction to specific structures. Experimental parameter derivation
providing that kind of data can be called material test. The objectivity crite-
rion to the parameters distinguishes the material test from a structural test
used for verification or validation purposes.

A constitutive law is expected to describe a unique relation between
stresses and strains valid for a specific material and independent from re-
strictions like structural geometries or boundary conditions. Therefore, the
material specific parameters of the model need to be derived under conditions
with well defined states of stress and strain. That means that the prevailing
non-zero stress and strain components under a given loading situation in a
chosen specimen shape need to be well known. When the dimensions actually
measured are for example forces and deflections, the precise cross-sectional
dimensions, relative lengths and cross-sectional distributions of forces need to
be known throughout the testing time interval.

Material behaviour under dynamic loading conditions involves the strain
rate dependency of material properties and, hence, experiments characteriz-
ing that influence. Therefore, in dynamic material tests also the actual strain
rate needs to be known during the whole measurement period.

An additional, mostly non-negligible effect results from temperature changes.
Constitutive equations including the option to describe temperature effects
are given in the previous chapters. However, the actual separation of strain
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rate and temperature influences is often also a non-trivial challenge. There-
fore, temperature effects are often measured implicitly and the results used
in isothermal models. For applications of the material at significantly vary-
ing ambient temperatures, this means that the tests are to be performed at
various ambient temperatures in order to then use the results for isothermal
simulations at the individual temperatures.

Thus, in order to guarantee an objective derivation of strain rate dependent
material parameters, a material test must at least provide:

• well defined states of stress and strain in the measurement of the specimen
• well known actual strain rates in the specimen
• both over the whole measurement duration.

Otherwise, the test cannot be called a material test. If material parameters
are derived from tests that do not obey the requirements, the resulting ma-
terial model is very likely to reproduce the process measured in this test but
not to predict deformation processes in generalized configurations of structural
shapes and loading conditions.

With increasing complexity of a test set-up the precise conditions of stress
and strain may not always be easy to determine. A closely coupled numerical
simulation of the material test can then be very useful.

In the course of this chapter a selection of set-ups and instrumentations
for material tests at various strain rates will be given. This selection can of
course not reflect all existing techniques that have been derived for the man-
ifold classes of materials and loading conditions. Instead some representative
methods in the regimes of low, moderate and high dynamic strain rates will
be introduced along with recent developments in terms of instrumentation.
The low dynamics are considered to be around ε̇ = 102 [s−1], the moderate
regime covers ε̇ < 104 [s−1] and the high dynamic strain rates are related to
shock wave propagation processes with strain rates up to ε̇ ≤ 107 [s−1].

7.2 Material Characterization in the Low Dynamic
Regime

Material characterization in the strain rate regime up to few hundred s1 is
typically performed to supply modelling tasks engaged with crash or other
accidental load case simulation. Common to these tasks is the need to inves-
tigate maximum loads and energy absorption characteristics of related struc-
tures. Concerning the material model it means that the stress-strain relations
are known until ultimate loads, i.e. failure, including post-failure behavior.
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Material characterization ranging from elastic over plastic to failure behav-
ior poses significant additional problems and challenges to the experimental
procedures and set-ups. One of them is to provide a measurement technique
that allows for the measurement of the related large strains which may range
to several hundred percent at. At the same time, the actual strain rate at
the measuring locus needs to be observed and correlated with the stress and
strain evaluation.

Implications of large strain failure characterization in the lower strain rate
regime will be covered by the examples of uniaxial tension tests of thermo-
plastic materials and by the measurement of shear failure in general.

7.2.1 Uniaxial Tension to Failure with Optical Strain Measurement

For low dynamic strain rates the most common facilities are servo-hydraulic
systems and drop-weight towers. Both types allow for tensile, compressive and
shear loading. With increasing strain rates the influence of wave propagation
effects resulting from the load application become more and more dominant.
To keep the noise component in the measured signals as little as possible,
eigen-frequency analyses of the set-up and related filter techniques are used.
Standard instrumentations are force, strain and acceleration gauges.

Investigations of materials showing large strain values to failure, e.g. ther-
moplastics with 100 % failure strain or more, encouraged the development of
new strain measurement techniques. Standard strain gauge instrumentation
is limited in maximum strains around 20 %. Application of strain gauges us-
ing adhesives can significantly influence the material behaviour. Specifically
in the case of many polymer materials. In addition, dynamic deformation of
the specimen can lead to partial or total loss of contact between gauge and
specimen surface.

These were the reasons why early investigations of failure in thermoplas-
tic materials used a so called Longitudinal Velocity Differential Transformer
(LVDT) technique, i.e. the machine signal to derive the strain from the mo-
tion of the clamping system. The resulting strain, however, is a measure of the
global strain over the total specimen length. As already illustrated in section
3.3.7, Figure 3.23, many thermoplastic materials show a distinct strain local-
ization that cannot be investigated by LVDT means. The simulation results
shown in Figure 7.1 illustrate the difference in the strain measures that would
result from either a global LVDT or a local strain measurement.

Fortunately, the rapid improvement of high speed cameras in terms of
resolution quality and speed allowed for the observation of dynamic deforma-
tions with satisfying precision. Greyscale correlation of tracked markers on the
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Fig. 7.1. Strain distribution for a uniaxially tensile loaded thermoplastic specimen
showing strain localization in the necking zone. Global strain measures refer to a
LVDT method with an measuring length of 35 [mm] whereas the local values refer
to an initial length of 1 [mm]. Junginger [220] performed the simulations to show the
necessity of a local, in his case optical, strain measuring technique. (Reprint with
permission from Junginger [220])

specimen and the related derivation of deformation gradients for each picture
taken over the deformation time enables the measurement of strain by optical
means.

An early application of optical strain measurement technologies was pre-
sented by G’Sell et al. [150] and [151]. Junginger [220] describes the derivation
of the two-dimensional strain tensor and its distribution on a specimen surface.

With Figures 3.24 and 3.25 the influence of the gauge length on the re-
sulting strain and strain rate measures, respectively, were shown. Three rep-
resentative frames of the optical measurement used for the derivation of local
data are shown in Figure 7.2.

7.2.2 Shear Failure Characterization

Arcan Specimen - The Basic Problem

A well established method to characterize elastic material behavior under
shear loads is the application of butterfly shaped specimens in universal test-
ing facilities. The apparatus was developed by Arcan et al. [11] to test fiber
reinforced materials under a uniform state of plane-stress. Its validity and
usefulness has been proven in its application to many materials.
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Fig. 7.2. Three significant instances in the uniaxial tension of localizing materials as
observed with high speed cameras by Junginger [220]: 1) Initial homogeneous strain
distribution, 2) Necking starts accompanied by strain localization and 3) Cold draw-
ing phase with the necks stretching out. Tracking of individual pixel combinations
on the specimen surface by means of grey-scale correlation provides displacement
vectors, displacement gradients and, from these, the strain measure. (Reprint with
permission from Junginger [220])

Usually application of the clamped version (see Figure 7.3) ignores mea-
surement of the horizontal forces FH . Mohr and Doyoyo [282] analyzed the
set-up by experimental and numerical means and found significant importance
for the horizontal force component to be measured. Application of the modi-
fied set-up enabled the identification of a corrected biaxial failure surface for
a honeycomb material. Doyoyo and Wierzbicki [115] applied the modified Ar-
can test for the failure characterization of ductile and brittle aluminum foams.

A critical point in the application of the Arcan set-up arises, however,
when the elastic and early plastic regime is left. Large deformation of the
specimen leads to shear stresses in the central specimen zone more and more
super-imposed by tensile stresses. Initially, the tensile stresses are restricted
to zones reaching from the clamping boundaries to the free surfaces above
and below the central area. With increasing deformation these tensile zones
expand towards the central, for the measurement relevant zone. Moreover,
as indicated in Figure 7.4, failure initiation does not occur first in the shear
loading area, which would be in the middle of the narrow specimen center,
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Fig. 7.3. Basic set-up of the test proposed by Arcan et al. [11] to investigate ma-
terials under uniform plane-stress conditions. Left: Moment-free clamping. Right:
Fixed clamping.

but rather in the meanwhile totally tensile zone above.

For the characterization of the investigated material the observed stress
states together with failure initiation means that the measured maximum
stress does not identify failure under shear stress loading. Therefore, alterna-
tive configurations need to be used if shear failure shall be characterized.

Biaxially Combined Compression-Tension

An alternative that, based on the above results, was proposed by Jansen [208]
is a combined compression-tension biaxial loading. A cross-shaped specimen
compressively loaded in one direction and subjected to tensile loads in the
perpendicular direction provides with a perfect shear stress state in the cen-
ter of the specimen. An illustrative simulation of the actual stress state in
the biaxially loaded cross-shaped sample is given in Figure 7.5 along with the
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Fig. 7.4. Shear stress states in an Arcan specimen calculated by numerical simula-
tion (A) and failure initiation in the tensile free surface boundary zone as observed
experimentally (B) for a cast aluminum sample. (Reprint with permission from
Jansen [208])

experimental proof that failure actually starts in the middle of the specimen.
Hence, the chosen set-up is valid to characterize shear failure.

A drawback of the cross-shaped sample is the stability problem associated
with the compressive direction. The compressive arms need to be long enough
to allow for shear loading up to failure. At the same time its length is limited
by stability thresholds. The latter depend on the stiffness of the investigated
material as well as on the thickness of the sample and, of course, the actual
shear strain failure magnitude. For materials with high failure strains under
shear load, the needed specimen dimensions are likely to be to large compared
to the stability limit.

Tension-Torsion Cylinders

As a second alternative, a cylindrical specimen under mixed torsion and ten-
sion should be mentioned. If a tube sample can be fabricated from the material
of interest, combinations of torsion and tension loads to the tube allow for a
wide range of stress biaxiality. The reason for its limited application is prob-
ably related to the not always guaranteed precision or even general feasibility
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Fig. 7.5. Cross-shaped specimen under combined tensile-compressive load as inves-
tigated by numerical simulation (top row) and in the experiment (second row) with
a light grey area indicating the simulated quarter of the symmetric geometry. Vec-
tors in the simulation result represent principal stress directions indicating the pure
shear stress state in the center. Illustrated are an intact state (A), failure initiation
taken place in center (B) and crack growth towards the corner (C). (Reprint with
permission from Jansen [208])

in the specimen production.

7.3 Material Tests at Moderate Dynamic Strain Rates

7.3.1 Hopkinson-Bar Facilities

A classical facility to test materials in the strain rate regime between a few
hundred and several 103 [s−1] is the Split Hopkinson bar (SHB). Originally
developed by Hopkinson [196] as a single bar facility the second bar was
added by Kolsky [230] leading to the Split Hopkinson Pressure Bar (SHPB),
or now also called Kolsky bar. Meanwhile, there are various modes to operate
Hopkinson-Kolsky bars including compressive, tensile and torsional loading
to specimens. Comprehensive introductions and discussions can for example
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Fig. 7.6. Strain rate regimes for some classes of application and typical testing
facilities to characterize the related material behavior.

be found in Follansbee [129] or Gray [141].

The basic principle of the compressive Split Hopkinson Pressure Bar
(SHPB) is to position a specimen between two bars, an incident and an trans-
mitter bar (see Figure 7.7). Impacting the incident bar with a striker intro-
duces an acoustic wave propagating towards the specimen. At the interface be-
tween incident bar and specimen, the acoustic wave is partly transmitted into
the specimen and partly reflected back into the incident bar. The transmitted
component travels through the specimen. At the interface to the transmitter
bar again a partly transmission and reflection takes place. An elastic wave of
finally transmitted intensity travels into the transmitter bar. The derivation
of stress-strain relations from the set-up uses strain signals measured on the
incident bar and on the transmitter bar, respectively.

From the above description it is clear that the quality of the signal mea-
sured in the transmitter bar depends on the percentage of the transmitted
wave intensities. From energy conservation it can be derived that the amount
of transmitted wave energy WT is described using the acoustic impedances
Zi = ρi ci of the materials according to

WT =
4Z2 Z1

(Z2 + Z1)
2 (7.1)

For the case of two materials with differences in their acoustic impedances
by orders of magnitude, equation (7.1) means that the transmitted signal is
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Fig. 7.7. Set-up of a classical Split-Hopkinson Pressure Bar.

very weak compared to the initial signal. In other words, a specimen mate-
rial of low acoustic impedance as e.g. rubber or weak foam materials between
metal bars leads to signals with a very weak signal to noise ratio.

Meenken [269] investigated the limitations of the SHPB with respect to
the signal to noise ratio and calculated the transmitted portions for some
combinations of media. Figure 7.8 illustrates these results. Clearly, specimen
media like rubber materials or weak foams offer extremely low signal to noise
ratios if metal bars in a SHPB are used. On the other hand, application
of lower impedance bar materials like PMMA results in additional problems
caused by dispersion effects. Application is only possible if a related a re-
evaluation of the measured strain signals accounting for the dispersion effects
is performed1.

7.3.2 Direct-Impact Test for Low-Impedance Materials

For extremely low impedance materials like weak foams even PMMA bars rep-
resent an inappropriate impedance mismatch. The application of weak foams
in automotive seats puts significant importance on their dynamic deformation
behavior up to compression states of 80 to 90 percent. Both, the extremely
low impedance and the needed large compression states rule out Hopkinson
bars for the related characterization task.

An experimental set-up that attacks both weaknesses of the classical SHPB
applied to weak foams was proposed by Meenken [269] via a direct impact
facility. As illustrated in Figure 7.9 the specimen is loaded directly by the
striker’s impact rather than by wave transmission. Application of a piezoelec-
tric polymer called polyvenylidenfluorid (PVDF) in thin stress gauge foils2

attached to the interfacial surfaces delivers a clear and smooth signal for the
1 Examples for the application of polymer bars are Sawas et al. [343] and Sogabe

et al. [360]
2 The piezoelectric nature of polyvenylidenfluorid (PVDF) was known since the

late sixties (Kawai [222]). Bauer and Graham [38] were the first to successfully
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Fig. 7.8. Transmitted acoustic intensities at interfaces between two media. (Reprint
with permission from Meenken [269])

Fig. 7.9. Set-up of the direct impact facility as proposed by Meenken [269] with
PVDF thin foil stress gauges and high speed camera instrumentation for stress and
strain measurement, respectively.
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stress measurement. The related compressive strain evolution is derived from
optical instrumentation with high speed cameras. Figure 7.9 illustrates the
set-up of the direct impact facility. An example application of the direct im-
pact facility to derive stress-strain relations for Confor-Blue foam at average
strain rates between 160 and 1115 [s−1] as reported by Meenken is illustrated
in Figure 7.10.

Two stress-strain curves were evaluated at each experiment. One by the
stress-gauge applied to the striker, the second derived from the stress-gauge
mounted at the transmitter bar. Comparing the two signals allows for an esti-
mate of whether a homogeneous stress distribution is present in the specimen.
Meenken [269] investigated the known problem of stress equilibration taken
place through several wave reverberations.

Fig. 7.10. Stress-strain curves measured with the instrumented direct impact facil-
ity for Confor-Blue foam at average strain rates of 160 [s−1], 340 [s−1] and 1115 [s−1].
Front (solid lines) and rear gauge (dashed lines) signals are mostly overlapping. For
comparison a result from a drop weight tower test at 250 [s−1] is added. (Reprint
with permission from Meenken [269])

use the effect for stress measurement with the then so called PVDF-sensors. See
also Bauer [39].
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7.4 Material Characterization at Extreme Strain Rates

Shock wave loaded materials undergo extremely high strain rates due to the
particular short rise times of shock pulses. Starting from impacts with a few
hundred meters per second, the spectrum of application ranges over blast
loaded structures to hypervelocity impact and contact detonations. To simu-
late the exposure of structures to such extreme dynamic conditions, experi-
mental facilities are required that reproduce the related processes in terms of
strain rates. And since it shall be material tests, as elaborated above, these
tests have to be performed under well defined stress and strain states.

As representative experiments for that strain rate domain the Taylor anvil
and the flyer plate test shall be briefly introduced next.

7.4.1 Taylor Anvil-Test

The Classical Procedure - A Validation Test

Interested in characterizing the plastic behaviour of metal materials under
impact loads Taylor [385] developed a post-impact evaluation for cylindrical
specimen to serve as material test.

In its classical version, the Taylor anvil test means that a cylindrical rod of
initial length L0 and initial diameter D0 is accelerated by an arbitrary device.
Normal impact of the rod onto a rigid wall at an impact velocity vp leads
to a compressed length L1 along with a plastic deformation zone covering a
certain length Lpl measured along the axis of symmetry from the tip of the
rod. Measured from the rear end of the rod, there is a zone of length Lel

where only elastic deformations occurred. The dimensions of purely elastic
and plastic zones, respectively, are usually determined by hardness measure-
ment. Alternatively to the never perfectly rigid wall, a symmetric impact of
two identical rods, one of which is at rest, can be performed.

From these dimensions in the initial and by the impact plastically deformed
configurations, Taylor suggested a relation for the yield stress according to:

σT
Y =

(L0 − Lpl) ρ v2
p

2 (L0 − L1) ln (L0/Lpl)
(7.2)

with the materials mass density ρ.

Part of the derivation that leads to equation (7.2) are the assumptions of
constant propagation speed of the plastic front and uniform motion the rear
rod end. Both of these assumptions must however be doubted as for example
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Fig. 7.11. Taylor anvil test: Set-up and dimensions for the classical derivation of
yield stresses.

shown by Kuscher [239]. Moreover, as indicated in Figure 7.11, the plastic
front is also mostly not a plane normal surface but rather of a curved or con-
ical shape. Therefore the precise determination of Lpl and Lel would always
be a problem.

To overcome these problems Wilkins and Guinan [426] improved the yield
stress determination implementing the variable propagation speed of the plas-
tic front. Their yield stress formulation is:

σWG
Y =

ρ v2
p

2 ln L0−Lpl

L1−Lpl

(7.3)

which is still suffering from the difficult determination of the precise extension
of the plastic deformation zone.

Taylor tests allow for large deformations and strain rates up to ε̇ =
105 [s−1]. However, in addition to the uncertainties mentioned above, the ac-
tual local strain rate during the yield process cannot be determined precisely.

Thus, in the light of these circumstances the Taylor test in its classical
set-up and with the yield stress determinations proposed by Taylor [386] or
Wilkins and Guinan [426] must be seen as a validation rather than a material
test. Still, the usefulness of the Taylor test is out of doubt. It clearly ranges
beyond the characterization of plasticity related properties. A representative
application was published by Chapman et al. [84] with a Taylor test based
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investigation of void nucleation under shock loading.

VISAR Instrumented Inverse Taylor Material Test

Rohr introduced a methodology that allows for a determination of stress,
strain and current strain rate in a Taylor experiment that is modified with
respect to its instrumentation. Its central component is the measurement of
the free surface velocity at the rod’s rear end by a Velocity Interferometer
for Any Reflector (VISAR). The VISAR technique was originally developed
by Barker and Hollenbach [35]. Introductions to the VISAR technology and
remarks to its historical evolution are found in Arnold [17] and Barker [36],
respectively.

Gun Barrel Velocity Pins

Projectile

Specimen

VISAR

Sabot

Fig. 7.12. Modified Taylor impact test as proposed by Rohr [331]. To allow for a
VISAR instrumentation of the rear free surface of the rod, the ”wall” is accelerated
and impacted against the rod which is initially at rest.

With the set up illustrated in Figure 7.12, the wave propagations and re-
flections in the rod can be observed by VISAR in terms of velocity jumps.
The free surface velocity measurement is enabled by an inverse impact where
the rod is initially at rest and hit by the ”rigid wall”. A similar set-up was
used by Rosenberg et al. [336] and later also by Rosenberg and Bless [335] to
determine dynamic yield strengths in materials with manganin stress gauge
instrumentation.

An example for the signals observed by Rohr is illustrated in Figure 7.13
(B). Typical for this set-up is the step-wise increasing free surface velocity due
to repeated wave reflections. Part (A) of the same Figure explains the prop-
agation of elastic waves due to the impact as well as reflections of the wave
at the rear end. Each interaction with the free surface causes a reflection as
rarefaction wave along with one step of acceleration.
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Fig. 7.13. Wave propagation and reverberation (A) as well as evolution of the free
surface velocity (B) in an impacted Taylor rod.

Plastic deformation occurs along the propagation of a plastic wave front
running behind the elastic wave. This plastic front in turn is an interface of
changing material parameters (sound speed and density), and thus of acous-
tic impedance. Therefore, the elastic wave which is on its return path from
the rear end is again reflected partly at the plastic front. The resulting run
times of the elastic wave until its next arrival at the free surface allows for the
detection of the exact position of the plastic front during the experiment.

Hence, a correlation between location of the plastic front, of the local
strain rate at that position and of the yield stress is enabled. With the VISAR
information on the velocity history, the yield stress is then evaluated as current
stress at the location of the plastic front according to equation (4.28):

σY = cLρvp =
1
2
cL ρ vfs (7.4)
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using the longitudinal sound speed cL and the particle velocity vp where the
latter can be expressed by the free surface velocity as vp = 0.5 vfs assuming
a total reflection at the free surface.

7.4.2 Flyer-Plate Experiments

Acceleration Techniques and Wave Effects

Characterization of material behavior under shock wave loading was originally
focused on the determination of Hugoniot curves in order to derive equations
of state for extreme conditions in terms of pressure and density. Impact tests
with related high impact velocities to initiate waves of plane strain are an ex-
perimental challenge. Two flat plates impacting each other in a planar mode
produce the needed plane waves. Early experiments were performed by shock
wave accelerated plates. The needed well defined plane shock waves were orig-
inally initiated by explosives and specific wave shapers.

Gun Barrel Velocity Pins

Flyer Plate

VISAR

Sabot

Flyer
Sabot PMMA

Backing

Manganin Gauges

Fig. 7.14. Set-up of flyer-plate tests with sabot launched flyers impacting a plate
that is instrumented by either VISAR or manganin stress gauges.

Alternative accelerators propel the plates by powder, gas or light-gas guns
as well as by pulsed lasers (see for example Antoun et al. [10]) or nuclear
devices as for example reported by Trunin [400]. Most advanced systems for
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plate impacts in terms of achievable impact velocities use magnetic accelera-
tors as for example the Z-device at Sandia3.

The impact induced plane shock waves are used in the so called flyer-plate
or planar-plate impact test to load the investigated material at strain rates
of 106 to 107 s−1. Similar to the procedure in the inverse Taylor test, a sabot
launched projectile is used to impact the specimen (see Figure 7.14). Both
specimen and projectile, or plate and flyer, are planar discs that need to be
impacted in a planar mode in order to trigger plane strain waves at the in-
terface. These waves travel into flyer and plate and are reflected at the free
surfaces.

Acceleration of the plate goes along with the shock wave propagation.
The particle velocity v1 associated with the shock can be observed at the free
surface where it leads to a velocity jump of

vfs = 2 v1 (7.5)

This relation is an approximation. Actually, the free surface velocity vfs equals
the sum of the particle velocities due to shock wave vS and reflected rarefac-
tion wave vR. Since the shock wave reflection on a free surface with almost
infinite impedance difference leads to a rarefaction wave speed of vR ≈ vS

and, thus, to the approximation (7.5).

Multiple reflections of the shock and rarefaction waves lead to the stepwise
acceleration of the plate as indicated in the lower right diagram of Figure 7.15.

The particular usefulness of equation (7.5) is found in its application to
relate measured free surface velocities to shock velocities and hence, to derive
vS-v1 relation for equations of state. Figure 7.16 shows examples of vS - v1
relations derived from flyer-plate tests for two steel alloys and for copper, re-
spectively.

Impedance Match Method

Knowing the material properties of one plate enables the derivation of Hugo-
niot data for the other one by the so called impedance match method , see
e.g. Rinehart [328], Zel’dovich [433] or Rice et al. [320]. With the impedance
match method, the construction of a Hugoniot curve is performed in the p-v1
plane as follows:

3 See for example Chhabildas and Knudson [90].
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Fig. 7.15. Wave propagation in flyer and plate due to the impact at vimp. Reflections
at the rear free surface of the plate lead to the step-wise acceleration indicated the
lower right diagram.

• Consider a material A for which the shock Hugoniot curve is known. In
the p-v1 plane this Hugoniot shall be represented by pA(v1) as indicated
in Figure 7.17.

• The reflected Hugoniots pR
A represent material A being impacted at three

particular impact velocities that would lead to particle velocities va
1 , vb

1

and vc
1.

• Consider next a planar plate experiment a with impact velocity v1a : mate-
rial A is impacted by a plate made from material B with unknown Hugoniot
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Fig. 7.16. Experimental results for two steel alloys and copper with resulting linear
vS - v1 relations. (Reprint with permission from Nahme [290])

by known initial density ρ0. The impact velocity leads to a shock state in
both materials. In material B the pressure jump at the interface can be
derived from equation (4.42) as

pa
1 = ρ0 vS v1 (7.6)

Pressure equilibrium at both surfaces means that the Hugoniots of both
materials intersect at p = pa

1 . This pressure value can be derived graphi-
cally using the slope of the Rayleigh line in material B ρ0 vS as indicated
in Figure 7.17. Thus, the intersection point (1) is identified to be the first
known point on the Hugoniot of material B.

• Further points of the Hugoniot can be derived with additional impact tests
at varying impact velocities, e.g. v1b and v1c as illustrated in Figure 7.17.

Dynamic Yield Stresses and Spallation Pressures

Advanced instrumentation techniques enable more detailed investigations of
material behavior in the strain rate regime beyond 105 s−1. Hugoniot elastic
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limits (dynamic yield stresses) and spall failure criteria are important if struc-
tural response to complex loading conditions shall be investigated.

Two major types of instrumentation used for the flyer-plate test are the
VISAR technique and manganin stress gauges. Whereas the VISAR option
uses the free surface velocities at the rear side of the plate to derive stresses
under the plane strain assumption, the manganin gauges4 directly measure
stresses on the front and rear sides of the plate. The latter instrumentation
was used for flyer plate tests by Rosenberg et al. [337] as well as Rosenberg
and Bless [335]. Early applications of stress gauges for uni-axial stress loaded
long rods were published by Rosenberg et al. [336]. A dual instrumentation of
flyer-plate tests with both VISAR and manganin stress gauges was reported

4 Manganin gauges were first used by Bridgeman [66] for stress measurement.
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by Bourne et al. [62].

Both methods are only applicable along with the describing theory as long
as a plane strain state is present. At the same time as the plane waves travel
back and forth through flyer and plate, rarefaction waves move inwards from
the radial surfaces of the discs. Thus, the valid test duration is limited by
the time the rarefaction waves need to interfere with the plane wave at the
measurement locus. Thus, measurement of free surface velocities or stresses is
performed in the center of the plate to gain the maximum measurement time.

A free surface velocity signal measured for 35NiCrMoV109 steel in a 918
m s−1 flyer plate test is illustrated in Figure 7.18. At 0.2 [μs] the first elastic
wave arrives at the free surface leading to a velocity jump measured to be to
vHEL. Accordingly, the related particle velocity equals half the measured free
surface velocity:

v1 =
1
2
vHEL (7.7)

which, with equation (3.210) and the elastic longitudinal sound speed cL, leads
to the Hugoniot elastic limit:

σHEL =
1
2
ρ0 cL vHEL (7.8)

The failure type spallation was mentioned already in section 6.2.5. In flyer
plate tests reflected shock waves can lead to rarefaction waves that are strong
enough to excess the limit of hydrostatic tensile failure. Figure 7.19 shows the
cross-sections of two flyer plate specimen that were impacted to initial and
extended spall failure, respectively. The reflected shock waves in the plate is a
wave of uniaxial tensile strain. Superimposed by the rarefaction wave coming
from the back of the flyer results in a strong tensile stress. The shock wave
typical short rise times lead to a sharp plane of failure as can be seen in Figure
7.19.

Thus, spallation in the flyer plate test leads to the formation of a new
free surface inside the plate. The remaining shock and rarefaction waves are
reflected from that opening spall plane and lead to a characteristic signal in
the measurement of the free surface velocity. As indicated in Figure 7.18, the
process of building the spall plane leads to a deceleration of the free surface
velocity from vmax to vmax − Δvsp. When the first wave reflected from the
spall plane arrives at the free surface, a new velocity jump occurs. With this
re-rising signal of the free surface velocity the duration τ for the spall forma-
tion can be measured. The velocity difference Δvfs is called velocity pullback .
Using this velocity difference the stress just before spalling and, thus, the
stress criterion for the related failure mechanism.

A first approach to calculate the spall stress σsp would be:
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Fig. 7.18. Free surface velocity measured for 35NiCrMoV109 steel in a flyer plate
test with a flyer velocity of 918 m s−1. (Reprint with permission from Rohr [331])

σsp,0 =
1
2
ρ0 cLΔvsp (7.9)

However, at the time when spallation occurs in the plate, an elastic-plastic
pre-deformation has taken place already. To account for the related effects
Stepanov [370] suggested to correct the prevailing sound speed by:

σsp,c = ρ0
cL cB
cL + cB

Δvsp (7.10)

Moreover, an additional correction term is needed to account for the finite
thickness of the spall plate. Romanchenko and Stepanov [334] suggested the
correcting stress term

Δσ =
1
2
∂ σ

∂ t
hs

(
1
cB

− 1
cL

)
(7.11)

to arrive at:
σsp,C = ρ0

cL cB
cL + cB

Δvsp +Δσ (7.12)

Since the definition of the time derivative of the stress ∂ σ/∂ t poses ad-
ditional complexity to the spall strength derivation, various approximations
were derived5. A reasonable adjustment for finite spall plate thicknesses seems
to be achieved by the following stress correction:
5 See Antoun et al. [10] for a detailed discussion of the correction.
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Fig. 7.19. Cross sections of two steel plates loaded at impact velocities of 384
[m s−1] and 735 [m s−1] leading to initial (left) and extended formation of spall
planes (right), respectively. (Courtesy of Hartwig Nahme, Ernst-Mach-Institute).

Δσ =
hs

τ

(
1
cB

− 1
cL

)
σsp,c (7.13)

and thus the spallation strength:

σsp,C = ρ0
cL cB
cL + cB

Δvsp (1 +Δσ) (7.14)

With the measured free surface velocities from five individual flyer plate
tests illustrated in Figure 3.16 and using equation (7.14) Rohr [331] derived an
average corrected spall strength for 35NiCrMoV109 steel of σsp,C = 3.8 [GPa].

The influence of different heat treatment on the high dynamic behaviour
of steel becomes evident from the measured data for nitrided steel indicated
in Figure 7.20. At first glance the difference in the Hugoniot elastic limit is
observed. Evaluation of the spall strengths using equation (7.14) delivers val-
ues of 5.97[GPa] and 6.52 [GPa] for the 384 [m s−1] and 735 [m s−1] impact
tests, respectively.

Flyer plate tests are performed in various configurations of flyer, speci-
mens and backing plates. Specific choice of material impedances for the par-
ticular components lead to different wave propagation characteristics. High
impedance backing of flyer and plate, for example, lead to a continuous reflec-
tion of compressive waves and thus to very high shock pressures. The stress
reverberation method was suggested by Lysne et al. [258]. Applications can be
found in Riedel et al. [324] as well as [326].
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Fig. 7.20. Measured free surface for the two differently tempered steel plates illus-
trated in Figure 7.19. Loaded at impact velocities of 384 [m s−1] and 735 [m s−1] they
show significantly different Hugoniot elastic limits and spall strengths. (Courtesy of
Hartwig Nahme, Ernst-Mach-Institute).

7.4.3 Edge-On Impact Test

In the previous chapters the so called edge-on impact test was repeatedly men-
tioned. Although it is not a material test in the above defined sense for the
derivation of stress-strain relations, it can be called material test for deriving
crack propagation speeds in brittle materials. Its basic set-up as introduced
by Straßburger and Senf [375] is indicated in Figure 7.21. A blunt projectile
is accelerated and shot against the plane edge of a material sample. Adequate
choice of impact velocity and planar impact enable the initiation of a failure
wave in the brittle material.

Observation of the failure wave propagation by high speed cameras en-
ables the identification of its propagation speed. Figure 7.22 illustrates crack
propagation velocities in Al2O3 ceramic for various impact velocities.
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Fig. 7.21. Set-up and example picture of the edge-on-impact test for crack prop-
agation in brittle materials as introduced by Straßburger and Senf [375]. (Reprint
with permission from EMI Annual Report 1997)
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Fig. 7.22. Crack propagation velocities in Al2O3 ceramic for various impact veloc-
ities measured in edge-on impact tests by Straßburger and Senf [375]. (Reprint with
permission from EMI Annual Report 1997)

0

3000

6000

9000

12000

0 250 500 750 1000
vimp [ms−1]

cg [ms−1]



 

 

 

 

 



References

1. Allix O, Hild F (eds.) (2002) Continuum Damage Mechanics of Materials and
Structures. Elsevier, Amsterdam.

2. Allix O, Ladeveze P, Corigliano A (1995) Damage Analysis of Interlaminar
Fracture Specimens. Composite Structures 31: 61–74

3. Alves M, Jones N (1999) Influence of Hydrostatic Stress on Failure of Ax-
isymmetric Notched Specimens. Journal of Mechanics and Physics of Solids
47: 643–667

4. Anand L (1996) A Constitutive Model for Compressible Elastomeric Solids.
Computational Mechanics 18: 339–355

5. Anand L, Ames N M (2006) On Modeling the Micro-Indentation Response of
an Amorphous Polymer. International Journal of Plasticity 22: 1123–1170

6. Anand L, Gurtin M E (2003) A Theory of Amorphous Solids Undergoing Large
Deformations, With Application to Polymeric Glasses. International Journal
of Solids and Structures 40: 1465–1487

7. Anderson Jr. C E, Cox P A, Johnson G R, Maudlin P J (1994) A Consti-
tutive Formulation for Anisotropic Materials Suitable for Wave Propagation
Computer program-II Journal of Computational Mechanics 15: 201–223

8. Anderson Jr. C E, Mullin S A (1988) Hypervelocity Impact Phenomenology:
Some Aspects of Debris Cloud Dynamics. In: Amman W J , Liu W K, Studer J
A, Zimmermann T (eds.) Impact: Effects of Fast Transient Loadings. Balkema,
Rotterdam.

9. Anderson J D (1995) Computational Fluid Dynamics. McGraw-Hill, New-
York, London.

10. Antoun T, Seaman L, Curran D R, Kanel G, Razorenov S V, Utkin A V (2002)
Spall Fracture. Springer, New York.

11. Arcan M, Hashin Z, Voloshin A (1978) A Method to Produce Uniform Plane-
Stress States With Application to Fiber-Reinforced Materials. Experimental
Mechanics 18:141–146

12. Archer J S (1963) Consistent mass matrix for distributed mass systems. Pro-
ceedings of the American Society of Civil Engineering, Journal of the Struc-
tural Division 89: 161–178.

13. Archer J S (1965) Consistent mass matrix formulation for structural analysis
using finite element techniques. Journal of the American Institute of Aeronau-
tics and Astronautics, 3: 1910–1918.



382 References

14. Argon A S (1973) A Theory for the Low-Temperature Plastic Deformation of
Glassy Polymers. Philosophical Magazine 28: 839–865

15. Armstrong P J, Frederick C O (1966) A Mathematical Representation of the
Multiaxial Bauschinger Effect. G.E.G.B. Report RD/B/N 741, Berceley Nu-
clear Laboratories.

16. Arnold D N (1981) Discretization by Finite Elements of a Model Parameter
Dependent Problem. Numerische Mathematik 37: 405–421

17. Arnold W (1991) Dynamisches Werkstoffverhalten von Armco-Eisen bei
Stoßwellenbelastung. Doctoral Thesis, Technical University Munich.

18. Arruda E M, Boyce M C (1993) A Three-Dimensional Constitutive Model
for the Large Stretch Behavior of Rubber Elastic Materials. Journal of the
Mechanics and Physics of Solids 41: 389–412

19. Arruda E M, Boyce M C (1993) Evolution of plastic anisotropy in amorphous
polymers during finite straining. International Journal of Plasticity 9: 697–720

20. Atluri S N, Shen S (2002) The Meshless Local Petrov-Galerkin Method. Tech
Science Press.

21. Atluri S N, Zhu T (1998) A New Meshless Local Petrov-Galerkin (MLPG)
Approach in Computational Mechanics. Computational Mechanics 22: 117–
127

22. Atluri S N, Shen S P (2002) The Meshless Local Petrov-Galerkin (MLPG)
Method. Tech Science Pree, USA

23. Attaway S W, Heinstein M W, Swegle J W (1994) Coupling of Smooth Particle
Hydrodynamics with the Finite Element Method. Nuclear Engineering and
Design 150: 199–205

24. Attinger S, Koumoutsakos P (eds) (2004) Multiscale Modelling and Simula-
tion - Lecture Notes in Computational Science and Engineering, 39. Springer
Verlag, Berlin.

25. Auld B A (1973) Acoustic Fields and Waves in Solids. Volume 1. John Wiley
& Sons Inc, New York.

26. Azzi V D, Tsai S W (1965) Anisotropic Strength of Composites. Journal of
Experimental Mechanics 5: 283–288
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193. Hörmann M (2002) Nichtlineare Versagensanalyse von Faserverbundwerkstof-
fen. Doctoral Thesis, Universität Stuttgart, Institut für Baustatik, ISBN 3-
00-010896-3

194. Holzapfel G A (2000) Nonlinear Solid Mechanics. John Wiley & Sons Ltd,
Chichester.

195. Hooputra H, Gese H, Dell H, Werner H (2004) A Comprehensive Failure Model
for Crashworthiness Simulation of Aluminum Extrusions. International Jour-
nal of Crashworthiness 9: 449–463

196. Hopkinson B (1914) A Method of Measuring the Pressure Produced in the
Detonation of High Explosives or by the Impact of Bullets. Philosophical
Transactions of the Royal Society of London A 213: 437

197. Hopperstad O S, Børvik T, Langseth M, Labibes K, Albertini C (2003) On the
Influence of Stress Triaxiality and Strain Rate on the Behaviour of a Structural
Steel. Part I. Experiments. European Journal of Mechanics A/Solids 22: 1–13

198. Horie Y (ed) (2007) Shock Wave Science and Technology Reference Library,
Vol. 2, Solids I. Springer, Berlin, Heidelberg.

199. Huber M T (1904) Czasopismo Techniczne, Lemberg, Austria, 22: 181.
200. Huberth F, Gerster T, Guth S, Hiermaier S (2006) Kunststoffe

in der Crashsimulation: Eine Betrachtung aus experimenteller Sicht
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stoffprüfung 2006, Stahlinstitut VDEh, Bad Neuenahr, Germany.

201. Hughes T J R (1987) Finite Element Method - Linear Static and Dynamic
Finite Element Analysis. Prentice-Hall, Englewood Cliffs.

202. Hughes T J R, Liu W K (1981) Nonlinear Finite Element Analysis of Shells.
Part I: Three dimensional Shells. Computational Methods in Applied Me-
chanic and Engineering 26: 331–362

203. Hugoniot P H (1887) On the Propagation of Motion in Bodies and in Perfect
Gases in Particular. Journal de l’Ecole Polytechnique 57: 3–97

204. Hugoniot P H (1889) Sur la propagation du mouvement dans les corps et plus
specialement dans les gaz parfaits. Journal de l’Ecole Polytechnique 57 e(3)
and 58 e(1).



392 References

205. Irons B M (1966) Engineering Application of Numerical Integration in Stiffness
Method. Journal of the American Institute of Aeronautics and Astronautics
14: 2035–2037

206. Irwin G R (1949) Fracture Dynamics. In: Fracturing of Metals, ASM: 147–166
207. James H M, Guth E (1943) Theory of elastic properties of rubber. Journal of

Chemical Physics 11: 455–481
208. Jansen J (2007) Ein Werkstoffmodell für eine Aluminium Druckgusslegierung

unter statischen und dynamischen Beanspruchungen. Doctoral Thesis, Fraun-
hofer Institute for High Speed Dynamics, Ernst-Mach-Institute, Issue 13 of the
series Thoma K, Hiermaier S (eds), ε̇ - Forschungsergebnisse aus der Kurzzeit-
dynamik. ISBN: 978-3-8167-7382-5.
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339. Ryan S, Schäfer F, Riedel W (2006) Numerical Simulation of Hypervelocity
Impact on CFRP/Al HC SP Spacecraft Structures Causing Penetration and
Fragment Ejection. International Journal of Impact Engineering 33: 703–712
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Grüneisen theory 172
Gurson model 324

Haigh-Westergaard coordinate 101
Haigh-Westergaard space 100
Hamilton’s principle 60, 249

discrete 250
Hamiltonian descriptions 56
Head wave 151
Helmholtz free energy 64
Herrmann p − α EOS 187
Hill criterion 339
Hooke’s law 77
Hopkinson bar 360
Hugoniot curve 165
Hugoniot elastic limit (HEL) 118, 374
Hugoniot equation 165
Hugoniot state 169
Hydrocodes

components 217
marching solution 218

Hydrodynamic tensile failure 332
Hydrostat 39
Hydrostatic axis 100
Hyperelasticity 83

anisotropic 85
Blatz-Ko 92

compressible 91
compressible Mooney-Rivlin 92
incompressible 87
isotropic 84
Mooney-Rivlin 89
neo-Hookean 90
Ogden 87
orthotropic 86
transverse isotropic 85
Valanis-Landel 88
Yeoh 91

Hypervelocity impact 292, 303

Impedance match method 370
Inverse impact experiment 367
Isoparametric elements 253
Isotropic elasticity 82
Isotropic hyperelasticity 84

Jacobian determinant 16, 261
Johnson-Cook failure model 326

Kelvin notation 79
Kernel approximation 276
Kernel function

requirements 278
Kinematic 9
Kirchhoff stress tensor 36
Kolsky bar 360

Lagrange diagram 155, 160
Lagrangean description 12
Langevin function 94, 141
Lax-Wendroff scheme 236
Leap frog scheme 236
Longitudinal wave 145
Low impedance materials 362

Mach cone 151
Mach number 152
Mass conservation 51
Material characterization

extreme dynamic regime 365
low dynamic regime 354
low impedance materials 362
moderate dynamic regime 360
shear 356

Material test
requirements 354



408 Index

Meridian plane 103
Meshfree methods 271
Method of weighted residuals 245
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Rotation tensor 17

Schlieren photography 150

Second law of thermodynamics 62
Secondary wave 146
Shape functions

requirements 251
Shear failure 358

biaxial compression-tension test 358
combined tension-torsion test 359

Shear wave 146
Shell elements 264
Shock adiabatic 165
Shock cone 151
Shock fixed coordinates 164
Shock Hugoniot 165
Shock Mach number 157
Shock tube 160
Shock velocity

vs − v1-relations 166
Shock wave

conditions for its formation 154
existence 159
formation 154
rise times 157
shock fixed coordinates 164
stability 158

Smooth particle hydrodynamics (SPH)
271

boundary treatment 289
completeness 284
conservative smoothing 288
dual particle dynamics 289
ghost particles 289
instabilities 286
kernel approximation 276
kernel functions 278
non-collocational 288
normalized 285
smoothing length 280
total Lagrangean 289

Smoothing length 280
Sound speed

bulk 147
longitudinal 146
nonlinear 147
primary 146
shear 147

Spallation 332
Spatial description 12
Spin tensor 29
State surfaces 158
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State variables 61
Statistical failure models 331
Statistical mechanics 92
Stiffness matrix 248, 262
Strain

engineering 19
logarithmic 19
natural 19
true 19

Strain localization 127, 355
Strain measurement techniques 355

global 355
local 355
LVDT 355
optical 356

Strain rate tensor 29
finite Almansi 31
finite Green 31
infinitesimal Eulerian 30
infinitesimal Lagrangean 29
Oldroyd 31

Strain tensor
decomposition 24
finite Doyle-Ericksen 22
finite Euler-Almansi 22
finite Finger 22
finite Green-Lagrangean 21
finite Piola 22
infinitesimal Eulerian 21
infinitesimal Lagrangean 21

Stress gauge 362
Stress rate 38

Cauchy 37
Green-Naghdi 38
Jaumann-Zaremba 38
objective 38
Truesdell 38

Stress reverberation 376
Stress tensor 34

Cauchy 35
decomposition 39
deviatoric 39
first Piola-Kirchhoff 36
hydrostatic 39
index convention 35
invariants 39
Kirchhoff 36
nominal 36
second Piola-Kirchhoff 36

spherical 39
weighted Cauchy 36

Stress vector 34
Stretch tensor 17
Substantial derivative 27
Surface traction 34

Taylor anvil test
classical set-up 365
VISAR instrumented 367
Wilkins-Guinan evaluation 366

Thermodynamic conjugate forces 69
Thermodynamic potentials 64
Thermodynamic process

irreversible 63
reversible 63

Thermoplastics 123
Anand-Gurtin elasto-viscoplastic

model 141
Junginger model 137
local strain measurement 127
plastic volume dilatation 133
SAMP model 138
strain rate sensitivity 130

Tillotson EOS 181
Time derivative 26

Lie 27
material 27
spatial 26
substantial 27

Time integration
explicit and implicit 237

Transverse isotropic elasticity 81
Tsai-Wu model 340

Valanis-Landel model 88
Velocity field

Eulerian 28
instantaneous 28
material 28

Velocity gradient
material 28
spatial 28

Velocity pullback 374
Voigt notation 79
vs − v1-relations 166, 203

Wave equation
analytical solution 148
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one-dimensional 146
three-dimensional 147

Wave propagation codes 217
Waves

flexural 146
longitudinal 145
primary 146
Rayleigh 146
secondary 146
shear 146

Weak form 57
of the momentum balance 58

Yeoh model 91
Yield criteria 104

Drucker-Prager 108
Hill quadratic orthotropic 111

Johnson-Cook 114

Junginger model 137

Mohr-Coulomb 106

octahedral shear stress 105

Ottosen three invariant 110

pressure modified von Mises 134

quadratic 108

Rankine 106

Steinberg-Cochran-Guinan 117

strain rate dependent 114

stress triaxiality dependent 110

three invariant 110

Tresca 105

von Mises-Huber 105, 110

Willam-Warnke three invariant 111

Zerilli-Armstrong 117
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