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Preface 

Nanotechnology is design, fabrication and application of nanostructures 
or nanomaterials, and the fundamental understanding of the relationships 
between physical properties or phenomena and material dimensions. 
Nanotechnology deals with materials or structures in nanometer scales, 
typically ranging from subnanometers to several hundred nanometers. 
One nanometer is 1 0-3 micrometer or meter. Nanotechnology is a 
new field or a new scientific domain. Similar to quantum mechanics, on 
nanometer scale, materials or structures may possess new physical prop- 
erties or exhibit new physical phenomena. Some of these properties are 
already known. For example, band gaps of semiconductors can be tuned 
by varying material dimension. There may be many more unique physical 
properties not known to us yet. These new physical properties or phe- 
nomena will not only satisfy everlasting human curiosity, but also prom- 
ise new advancement in technology. For example, ultra-strong ultra-light 
multifunctional materials may be made from hierarchical nanostructures. 
Nanotechnology also promises the possibility of creating nanostructures 
of metastable phases with non-conventional properties including super- 
conductivity and magnetism. Yet another very important aspect of nan- 
otechnology is the miniaturization of current and new instruments, 
sensors and machines that will greatly impact the world we live in. 
Examples of possible miniaturization are: computers with infinitely great 
power that compute algorithms to mimic human brains, biosensors that 
warn us at the early stage of the onset of disease and preferably at the 
molecular level and target specific drugs that automatically attack the dis- 
eased cells on site, nanorobots that can repair internal damage and remove 
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vi Preface 

chemical toxins in human bodies, and nanoscaled electronics that con- 
stantly monitor our local environment. 

Nanotechnology has an extremely broad range of potential applications 
from nanoscale electronics and optics, to nanobiological systems and 
nanomedicine, to new materials, and therefore it requires formation of and 
contribution from multidisciplinary teams of physicists, chemists, materi- 
als scientists, engineers, molecular biologists, pharmacologists and others 
to work together on (i) synthesis and processing of nanomaterials and 
nanostructures, (ii) understanding the physical properties related to the 
nanometer scale, (iii) design and fabrication of nano-devices or devices 
with nanomaterials as building blocks, and (iv) design and construction of 
novel tools for characterization of nanostructures and nanomaterials. 

Synthesis and processing of nanomaterials and nanostructures are the 
essential aspect of nanotechnology. Studies on new physical properties and 
applications of nanomaterials and nanostructures are possible only when 
nanostructured materials are made available with desired size, morphology, 
crystal and microstructure and chemical composition. Work on the fabri- 
cation and processing of nanomaterials and nanostructures started long 
time ago, far earlier than nanotechnology emerged as a new scientific field. 
Such research has been drastically intensified in the last decade, resulting 
in overwhelming literatures in many journals across different disciplines. 
The research on nanotechnology is evolving and expanding very rapidly. 
That makes it impossible for a book of this volume to cover all the aspects 
of the field. The readers will readily find that this book has been focused 
primarily on inorganic materials. However, efforts were made to include 
the relevant organic materials such as self-assembled monolayers and 
Langmuir-Blodgett films. Of course, in the synthesis and processing of 
nanomaterials, organic materials often play an indispensable role, such as 
surfactants in the synthesis of ordered mesoporous materials, and capping 
polymers in the synthesis of monodispersed nanoparticles. The aim of this 
book is to summarize the fundamentals and established techniques of syn- 
thesis and processing of nanomaterials and nanostructures so as to provide 
readers a systematic and coherent picture about synthesis and processing 
of nanomaterials. In addition, the last two chapters of the book have been 
devoted to characterization, properties and applications of nanomaterials 
and nanostructures. This book would serve as a general introduction to 
people just entering the field, and also for experts seeking for information 
in other subfields. This is not a handbook with quick recipes for synthesis 
and processing of nanomaterials; it has been the intention of the author that 
this book is to be a tutorial and not a comprehensive review. Therefore, this 
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book is well suited as a textbook for upper-level undergraduate, graduate 
and professional short courses. 

The contents benefit greatly from the interaction between the author 
and colleagues or students. Most of the subjects covered in this book have 
been taught as a short course in 2002 SPIE annual meeting and a regular 
graduate course at the University of Washington. The precious feedback 
from the students who attended the classes have been incorporated into 
this book. I am grateful in particular to Mary Shang who took care of the 
figures and went through all the details to clarify many points in the pres- 
entation. I am also indebted to Ying Wang and Steven Limmer who got all 
the copyright permission and helped in preparing some of the figures. Our 
department chair, Prof. Raj Bordia, is acknowledged for having graciously 
reduced my department committee work. Editors, Mr. Stanford Chong and 
Ms. Lakshmi Narayanan at World Scientific Publishing and Imperial 
College Press are acknowledged for initiating and editing the book, 
respectively. The writing of this book started coincidently with the birth of 
my son, Doran, and finished when he turned a year old. It has been excit- 
ing to see both the little boy and the manuscript grow at the same time. 
This book would not have been possible without the dedication of my 
mother-in-law, who left Hong Kong to come to the States to take care of 
our son. My wife, Yuk Lan Li, deserves special thanks for her support and 
understanding. 

Guozhong Cao 
Seattle, WA 

August 2003 
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Chapter 1 

1.1. Introduction 

Nanotechnology deals with small structures or small-sized materials. The 
typical dimension spans from subnanometer to several hundred nano- 
meters. A nanometer (nm) is one billionth of a meter, or lop9 m. Figure 1.1 
gives a partial list of zero-dimensional nanostructures with their typical 
ranges of dimensions. ',* One nanometer is approximately the length 
equivalent to 10 hydrogen or 5 silicon atoms aligned in a line. Small fea- 
tures permit more fhctionality in a given space, but nanotechnology is 
not only a simple continuation of miniaturization from micron meter scale 
down to nanometer scale. Materials in the micrometer scale mostly exhibit 
physical properties the same as that of bulk form; however, materials in 
the nanometer scale may exhibit physical properties distinctively different 
from that of bulk. Materials in this size range exhibit some remarkable 
specific properties; a transition from atoms or molecules to bulk form 
takes place in this size range. For example, crystals in the nanometer scale 
have a low melting point (the difference can be as large as 1000°C) and 
reduced lattice constants, since the number of surface atoms or ions 
becomes a significant fraction of the total number of atoms or ions and 
the surface energy plays a significant role in the thermal stability. Crystal 
structures stable at elevated temperatures are stable at much lower 
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Fig. 1.1. Examples of zero-dimensional nanostructures or nanomaterials with their typical 
ranges of dimension. 

temperatures in nanometer sizes, so ferroelectrics and ferromagnetics may 
lose their ferroelectricity and ferromagnetism when the materials are 
shrunk to the nanometer scale. Bulk semiconductors become insulators 
when the characteristic dimension is sufficiently small (in a couple of 
nanometers). Although bulk gold does not exhibit catalytic properties, Au 
nanocrystal demonstrates to be an excellent low temperature catalyst. 

Currently there are a lot of different opinions about what exactly is 
nanotechnology. For example, some people consider the study of 
microstructures of materials using electron microscopy and the growth and 
characterization of thin films as nanotechnology. Other people consider a 
bottom-up approach in materials synthesis and fabrication, such as self- 
assembly or biomineralization to form hierarchical structures like abalone 
shell, is nanotechnology. Drug delivery, e.g. by putting drugs inside carbon 
nanotubes, is considered as nanotechnology. Micro-electromechanical 
systems (MEMS) and lab-on-a-chip are considered as nanotechnology. 
More futuristic or science fiction-like opinions are that nanotechnology 
means something very ambitious and startlingly new, such as miniature 
submarines in the bloodstream, smart self-replication nanorobots monitor- 
ing our body, space elevators made of nanotubes and the colonization of 
space. There are many other definitions that people working in nano- 
technology use to define the field. These definitions are true to certain 
specific research fields, but none of them covers the f i l l  spectrum of 
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nanotechnology. The many diverse definitions of nanotechnology reflect 
the fact that nanotechnology covers a broad spectrum of research field and 
requires true interdisciplinary and multidisciplinary efforts. 

In general, nanotechnology can be understood as a technology of design, 
fabrication and applications of nanostructures and nanomaterials. 
Nanotechnology also includes fundamental understanding of physical prop- 
erties and phenomena of nanomaterials and nanostructures. Study on fun- 
damental relationships between physical properties and phenomena 
and material dimensions in the nanometer scale, is also referred to as 
nanoscience. In the United States, nanotechnology has been defined as being 
“concerned with materials and systems whose structures and components 
exhibit novel and significantly improved physical, chemical and biological 
properties, phenomena and processes due to their nanoscale size”.3 

In order to explore novel physical properties and phenomena and real- 
ize potential applications of nanostructures and nanomaterials, the ability 
to fabricate and process nanomaterials and nanostructures is the first cor- 
ner stone in nanotechnology. Nanostructured materials are those with at 
least one dimension falling in nanometer scale, and include nanoparticles 
(including quantum dots, when exhibiting quantum effects), nanorods and 
nanowires, thin films, and bulk materials made of nanoscale building 
blocks or consisting of nanoscale structures. Many technologies have been 
explored to fabricate nanostructures and nanomaterials. These technical 
approaches can be grouped in several ways. One way is to group them 
according to the growth media: 

(1) Vapor phase growth, including laser reaction pyrolysis for nanoparticle 
synthesis and atomic layer deposition (ALD) for thin film deposition. 

(2) Liquid phase growth, including colloidal processing for the formation 
of nanoparticles and self assembly of monolayers. 

(3) Solid phase formation, including phase segregation to make metallic 
particles in glass matrix and two-photon induced polymerization for 
the fabrication of three-dimensional photonic crystals. 

(4) Hybrid growth, including vapor-liquid-solid (VLS) growth of 
nanowires. 

Another way is to group the techniques according to the form of products: 

(1) Nanoparticles by means of colloidal processing, flame combustion 
and phase segregation. 

(2) Nanorods or nanowires by template-based electroplating, solution- 
liquid-solid growth (SLS), and spontaneous anisotropic growth. 

(3) Thin films by molecular beam epitaxy (MBE) and atomic layer 
deposition (ALD). 
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(4) Nanostructured bulk materials, for example, photonic bandgap crystals 

There are many other ways to group different fabrication and processing 
techniques such as top-down and bottom-up approaches, spontaneous and 
forced processes. Top-down is in general an extension of lithography. The 
concept and practice of a bottom-up approach in material science and 
chemistry are not new either. Synthesis of large polymer molecules is a 
typical bottom-up approach, in which individual building blocks 
(monomers) are assembled to a large molecule or polymerized into bulk 
material. Crystal growth is another bottom-up approach, where growth 
species either atoms, or ions or molecules orderly assemble into desired 
crystal structure on the growth surface. 

by self-assembly of nanosized particles. 

1.2. Emergence of Nanotechnology 

Nanotechnology is new, but research on nanometer scale is not new at all. 
The study of biological systems and the engineering of many materials 
such as colloidal dispersions, metallic quantum dots, and catalysts have 
been in the nanometer regime for centuries. For example, the Chinese are 
known to use Au nanoparticles as an inorganic dye to introduce red color 
into their ceramic porcelains more than thousand years a g ~ . ~ ~ ~  Use of col- 
loidal gold has a long history, though a comprehensive study on the prepa- 
ration and properties of colloidal gold was first published in the middle of 
the 19th century.6 Colloidal dispersion of gold prepared by Faraday in 
1857,7 was stable for almost a century before being destroyed during 
World War II.6 Medical applications of colloidal gold present another 
example. Colloidal gold was, and is still, used for treatment of arthritis. 
A number of diseases were diagnosed by the interaction of colloidal gold 
with spinal fluids obtained from the patient.* What has changed recently 
is an explosion in our ability to image, engineer and manipulate systems 
in the nanometer scale. What is really new about nanotechnology is the 
combination of our ability to see and manipulate matter on the nanoscale 
and our understanding of atomic scale interactions. 

Although study on materials in the nanometer scale can be traced back 
for centuries, the current fever of nanotechnology is at least partly driven 
by the ever shrinking of devices in the semiconductor industry and 
supported by the availability of characterization and manipulation tech- 
niques at the nanometer level. The continued decrease in device dimen- 
sions has followed the well-known Moore’s law predicted in 1965 and 
illustrated in Fig. l L 9  The figure shows that the dimension of a device 
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Fig. 1.2. “Moore’s Law” plot of transistor size versus year. The trend line illustrates the 
fact that the transistor size has decreased by a factor of 2 every 18 months since 1950. 

halves approximately every eighteen months and today’s transistors have 
well fallen in the nanometer range. Figure 1.3 shows the original centi- 
meter scale contact transistor made by Bardeen, Brattain, and Shockley on 
23 December 1947 at AT&T Bell Lab.’O Figure 1.4 shows an electronic 
device that is based on a single Au nanoparticle bridging two molecular 
monolayers for electrical studies.’’ Many scientists are currently working 
on molecular and nanoscaled electronics, which are constructed using 
single molecules or molecular mono layer^.'^-'^ Although the current 
devices operate far below fundamental limits imposed by thermodynam- 
ics and quantum  mechanic^,'^ a number of challenges in transistor design 
have already arisen from materials limitations and device physics.’6 For 
example, the off-currents in a metal-oxide semiconductor field-effect 
transistor (MOSFET) increase exponentially with device scaling. Power 
dissipation and overheating of chips have also become a serious issue in 
further reduction of device sizes. The continued size shrinkage of transis- 
tors will sooner or later meet with the limitations of the materials’ funda- 
mentals. For example, the widening of the band gap of semiconductors 
occurs when the size of the materials reaches de Broglie’s wavelength. 

Miniaturization is not necessarily limited to semiconductor-based elec- 
tronics, though simple miniaturization already brings us significant 
excitement. l7 Promising applications of nanotechnology in the practice of 
medicine, often referred to as nanomedicine, have attracted a lot of atten- 
tion and have become a fast growing field. One of the attractive applica- 
tions in nanomedicine is the creation of nanoscale devices for improved 
therapy and diagnostics. Such nanoscale devices are known as nanorobots 
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Fig. 1.3. The original contact transistor made by Bardeen, Brattain, and Shockley on 
December 23, 1947 at AT&T Bell Lab. [M. Riordan and L. Hoddeson, Crystal Fire, 
W.W. Norton and Company, New York, 1997.1 

or more simply as nanobots.I8 These nanobots have the potential to serve 
as vehicles for delivery of therapeutic agents, detectors or guardians 
against early disease and perhaps repair of metabolic or genetic defects. 
Studies in nanotechnology are not limited to miniaturization of devices. 
Materials in nanometer scale may exhibit unique physical properties and 
have been explored for various applications. For example, gold nanoparti- 
cles have found many potential applications using surface chemistry and 
its uniform size. Au nanoparticles can function as carrier vehicles to 
accommodate multiple functionalities through attaching various func- 
tional organic molecules or bio-components. l 9  Bandgap engineered quan- 
tum devices, such as lasers and heterojunction bipolar transistors, have 
been developed with unusual electronic transport and optical effects.20 
The discovery of synthetic materials, such as carbon fullerenes,21 carbon 
nanotubes,22 and ordered mesoporous materials,23 has further fueled the 
research in nanotechnology and nanomaterials. 
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Fig. 1.4. (a) Field emission SEM image of an Au lead-structure before the nanocrystals are 
introduced. The light gray region is formed by the angle evaporation, and is - 1 Onm thick. 
The darker region is from a normal angle evaporation and is -70nm thick. (b) Schematic 
cross-section of nanocrystals bound via a bifunctional linker molecule to the leads. 
Transport between the leads occurs through the mottled nanocrystal bridging the gap. 
[D.L. Klein, P.L. McEuen, J.E. Bowen Katari, R. Roth, and A.P. Alivisatos, Appf. Phyx. Lett. 
68, 2574 (1 996).] 

The invention and development of scanning tunneling microscopy 
(STM) in the early 1 9 8 0 ~ ~ ~  and subsequently other scanning probe 
microscopy (SPM) such as atomic force microscopy (AFM),25 have 
opened up new possibilities for the characterization, measurement and 
manipulation of nanostructures and nanomaterials. Combining with other 
well-developed characterization and measurement techniques such as 
transmission electron microscopy (TEM), it is possible to study and 
manipulate the nanostructures and nanomaterials to a great detail and 
often down to the atomic level. Nanotechnology is already all around us if 
you know where to look.26 This technology is not new, it is the combina- 
tion of existing technologies and our new found ability to observe and 
manipulate at the atomic scale, this makes nanotechnology so compelling 
from scientific, business and political viewpoints. 

1.3. Bottom-Up and Top-Down Approaches 

Obviously there are two approaches to the synthesis of nanomaterials and 
the fabrication of nanostructures: top-down and bottom-up. Attrition or 
milling is a typical top-down method in making nanoparticles, whereas 
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the colloidal dispersion is a good example of bottom-up approach in the 
synthesis of nanoparticles. Lithography may be considered as a hybrid 
approach, since the growth of thin films is bottom-up whereas etching is 
top-down, while nanolithography and nanomanipulation are commonly a 
bottom-up approach. Both approaches play very important roles in mod- 
ern industry and most likely in nanotechnology as well. There are advan- 
tages and disadvantages in both approaches. 

Among others, the biggest problem with top-down approach is the 
imperfection of the surface structure. It is well known that the conventional 
top-down techniques such as lithography can cause significant crystallo- 
graphic damage to the processed and additional defects may be 
introduced even during the etching steps.28 For example, nanowires made 
by lithography is not smooth and may contain a lot of impurities and struc- 
tural defects on surface. Such imperfections would have a significant 
impact on physical properties and surface chemistry of nanostructures 
and nanomaterials, since the surface over volume ratio in nanostructures 
and nanomaterials is very large. The surface imperfection would result in 
a reduced conductivity due to inelastic surface scattering, which in turn 
would lead to the generation of excessive heat and thus impose extra chal- 
lenges to the device design and fabrication. Regardless of the surface 
imperfections and other defects that top-down approaches may introduce, 
they will continue to play an important role in the synthesis and fabrication 
of nanostructures and nanomaterials. 

Bottom-up approach is often emphasized in nanotechnology literature, 
though bottom-up is nothing new in materials synthesis. Typical material 
synthesis is to build atom by atom on a very large scale, and has been in 
industrial use for over a century. Examples include the production of salt 
and nitrate in chemical industry, the growth of single crystals and deposi- 
tion of films in electronic industry. For most materials, there is no differ- 
ence in physical properties of materials regardless of the synthesis routes, 
provided that chemical composition, crystallinity, and microstructure of 
the material in question are identical. Of course, different synthesis and 
processing approaches often result in appreciable differences in chemical 
composition, crystallinity, and microstructure of the material due to kinetic 
reasons. Consequently, the material exhibits different physical properties. 

Bottom-up approach refers to the build-up of a material from the 
bottom: atom-by-atom, molecule-by-molecule, or cluster-by-cluster. In 
organic chemistry andlor polymer science, we know polymers are synthe- 
sized by connecting individual monomers together. In crystal growth, 
growth species, such as atoms, ions and molecules, after impinging onto 
the growth surface, assemble into crystal structure one after another. 
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Although the bottom-up approach is nothing new, it plays an important 
role in the fabrication and processing of nanostructures and nanomateri- 
als. There are several reasons for this. When structures fall into a nanome- 
ter scale, there is little choice for a top-down approach. All the tools we 
have possessed are too big to deal with such tiny subjects. 

Bottom-up approach also promises a better chance to obtain nano- 
structures with less defects, more homogeneous chemical composition, 
and better short and long range ordering. This is because the bottom-up 
approach is driven mainly by the reduction of Gibbs free energy, so that 
nanostructures and nanomaterials such produced are in a state closer to a 
thermodynamic equilibrium state. On the contrary, top-down approach 
most likely introduces internal stress, in addition to surface defects and 
contaminations. 

Figure 1.5 shows a miniature bull fabricated by a technique called two- 
photon polyrnerizati~n~~ whereas Fig. 1.6 shows a “molecular person”, 
consisting of 14 carbon monoxide molecules arranged on a metal surface 
fabricated and imaged by STM.30 These two figures show what the cur- 
rent technology or nanotechnology is capable of, and new capabilities are 

Fig. 1.5. Miniature bulls were fabricated by two-photon polymerization. A titanium 
sapphire laser operating in mode-lock at 76 MHz and 780nm with a 150-femtosecond 
pulse width was used as an exposure source. The laser was focused by an objective lens of 
high numerical aperture (- 1.4). ( a x )  Bull sculpture produced by raster scanning; the 
process took 180 min. (d-f) The surface of the bull was defined by two-photon absorption 
(TPA; that is, surface-profile scanning) and was then solidified internally by illumination 
under a mercury lamp, reducing the TPA-scanning time to 13 min. Scale bars, 2 km. 
[K. Kawata, H.B. Sun, T. Tanaka, and K. Takada, Nature 412,697 (2001).] 
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Fig. 1.6. A molecular person consisting of 14 carbon monoxide molecules arranged on a 
metal surface fabricated and imaged by scanning tunneling microscopy. [P. Zeppenfeld & 
D.M. Eigler, New Scientist 129,20 (23 February 1991), and http://www.almaden.ibm.com/ 
vis/stm/atomo. html] 

being developed and the existing techniques are being further improved 
pushing the current limit to a smaller size. 

1.4. Challenges in Nanotechnology 

Although many of the hndamentals have long been established in differ- 
ent fields such as in physics, chemistry, materials science and device sci- 
ence and technology, and research on nanotechnology is based on these 
established fundamentals and technologies, researchers in the field face 
many new challenges that are unique to nanostructures and nanomaterials. 
Challenges in nanotechnology include the integration of nanostructures 
and nanomaterials into or with macroscopic systems that can interface 
with people. 

Challenges include the building and demonstration of novel tools to 
study at the nanometer level what is being manifested at the macro level. 
The small size and complexity of nanoscale structures make the develop- 
ment of new measurement technologies more challenging than ever. New 
measurement techniques need to be developed at the nanometer scale and 
may require new innovations in metrological technology. Measurements 
of physical properties of nanomaterials require extremely sensitive instru- 
mentation, while the noise level must be kept very low. Although material 
properties such as electrical conductivity, dielectric constant, tensile 
strength, are independent of dimensions and weight of the material in 
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question, in practice, system properties are measured experimentally. For 
example, electrical conductance, capacitance and tensile stress are meas- 
ured and used to calculate electrical conductivity, dielectric constant and 
tensile strength. As the dimensions of materials shrink from centimeter or 
millimeter scale to nanometer scale, the system properties would change 
accordingly, and mostly decrease with the reducing dimensions of the 
sample materials. Such a decrease can easily be as much as 6 orders of 
magnitude as sample size reduces from centimeter to nanometer scale. 

Other challenges arise in the nanometer scale, but are not found in the 
macro level. For example, doping in semiconductors has been a very well 
established process. However, random doping fluctuations become 
extremely important at nanometer scale, since the fluctuation of doping con- 
centration would be no longer tolerable in the nanometer scale. With a typi- 
cal doping concentration of 10'8/cm3, there will be just one dopant atom in 
a device of 10 X 10 X 10 nm3 in size. Any distribution fluctuation of dopants 
will result in a totally different bctionality of device in such a size range. 
Making the situation hrther complicated is the location of the dopant atoms. 
Surface atom would certainly behave differently from the centered atom. 
The challenge will be not only to achieve reproducible and uniform distri- 
bution of dopant atoms in the nanometer scale, but also to precisely control 
the location of dopant atoms. To meet such a challenge, the ability to moni- 
tor and manipulate the material processing in the atomic level is crucial. 
Furthermore, doping itself also imposes another challenge in nanotechnol- 
ogy, since the self-purification of nanomaterials makes doping very difficult. 

For the fabrication and processing of nanomaterials and nanostructures, 
the following challenges must be met: 

(1) Overcome the huge surface energy, a result of enormous surface area 
or large surface to volume ratio. 

(2) Ensure all nanomaterials with desired size, uniform size distribution, 
morphology, crystallinity, chemical composition, and microstructure, 
that altogether result in desired physical properties. 

( 3 )  Prevent nanomaterials and nanostructures from coarsening through 
either Ostwald ripening or agglomeration as time evolutes. 

1.5. Scope of the Book 

The aim of this book is to summarize the hndamentals and technical 
approaches in synthesis, fabrication and processing of nanostructures 
and nanomaterials so as to provide the readers a systematic and coherent 
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picture of the field. Therefore, this book would serve as a general introduc- 
tion to people just entering the field and for experts seeking for information 
in other sub-fields. It has been the intention of the author that this book is 
intended to be tutorial and not a comprehensive review. The research on 
nanotechnology is evolving and expanding very rapidly. That makes it 
impossible for a book to cover all the aspects of the nanotechnology field. 
Furthermore, this book has been primarily focused on inorganic materials, 
although, efforts have been made to include the relevant organic materials 
such as self-assembled monolayers and Langmuir-Blodgett films as part of 
Chapter 5 .  Of course, in the synthesis, fabrication and processing of nano- 
structures and nanomaterials, organic materials often play an indispensable 
role, such as surfactants in the synthesis of ordered mesoporous materials, 
and capping polymers in the synthesis of monodispersed nanoparticles. 

In the synthesis, fabrication and processing of nanostructures and nano- 
materials, one of the great challenges is to deal with the large surface to 
volume ratio and the resulting surface energy. Therefore, the entire chapter, 
Chapter 2, has been devoted to the discussion on the physical chemistry of 
solid surface prior to introducing various synthesis techniques for various 
nanostructures and nanomaterials. A good understanding of the surface 
properties of solids is essential for the understanding of the fabrication and 
process of nanostructures and nanomaterials. 

Chapter 3 is focused on the synthesis and processing of zero-dimensional 
nanostructures including nanoparticles and heteroepitaxial core-shell struc- 
tures. In this chapter, the fundamentals of homogeneous and heterogeneous 
nucleation as well as the continued growth immediately following the initial 
nucleation will be discussed in detail. Particular attention will be paid to the 
fundamentals for the control of particle size, size distribution and chemical 
composition. Various methods for the synthesis of nanoparticles and 
heleroepitaxial core-shell structures are reviewed. 

The formation of one-dimensional nanostructures is the subject of 
Chapter 4. One-dimensional nanostructures include nanorods, nanowires 
and nanotubules. In this chapter, we discuss spontaneous anisotropic 
growth, catalyst induced anisotropic growth such as vapor-liquid-solid 
growth, and nanolithography. Essential fundamentals are discussed first, 
prior to the discussion of the details of various techniques used in the syn- 
thesis of one-dimensional nanostructures. 

Chapter 5 is on the formation of two-dimensional structure, i.e. thin 
films. Since there are relatively abundant information on the deposition of 
thin (less than 100nm) and thick (above lOOnm here) films, the discus- 
sion in this chapter has been kept as brief as possible. The focus has been 
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mainly on the less extensively covered subjects on conventional thin film 
books: atomic layer deposition and self-assembled monolayers. These two 
techniques are extremely important in making very thin films, and are 
capable of making films less than 1 nm in thickness. 

Chapter 6 discusses the synthesis of various special nanomaterials. 
The coverage in this chapter is somewhat different from other chapters. 
Here we have also included some brief introduction to those special nano- 
materials. Carbon fullerenes and nanotubes have been discussed first with 
a brief introduction to what are carbon fullerenes and nanotubes including 
their crystal structure and some physical properties. Mesoporous materi- 
als were discussed next. In this section, three types of mesoporous mate- 
rials were included - ordered mesoporous materials with surfactant 
templating, random structured mesoporous materials and zeolites. 
Another group of special nanomaterials discussed in this chapter is the 
core-shell structures. Organic-inorganic hybrid materials and intercala- 
tion compounds have been discussed in this chapter as well. 

In Chapter 7, various physical techniques for the fabrication of nano- 
structures are discussed. A variety of lithography methods using light, 
electron beams, focused ion beams, neutral atoms and X-rays were dis- 
cussed first. Nanomanipulation and nanolithography were discussed with 
a brief introduction of scanning tunneling microscopy (STM) and atomic 
force microscopy (AFM). Then soft lithography for the fabrication of 
nanostructures was discussed. 

Chapter 8 is the characterization and properties of nanomaterials. Most 
commonly used structural and chemical characterization methods have 
been reviewed in the beginning. The structural characterization methods 
include X-ray diffraction and small (XRD) angle X-ray scattering 
(SAXS), scanning and transmission electron microscopy (SEMITEM), 
and various scanning probe microscopy (SPM) with emphasis on STM 
and AFM. Chemical characterization methods include electron spec- 
troscopy, ion spectroscopy and optical spectroscopy. Physical properties 
of nanomaterials include melting points, lattice constants, mechanical 
properties, optical properties, electrical conduction, ferroelectrics and 
dielectrics and superparamagnetism. 

Chapter 9 gives some examples of applications of nanostructures and 
nanomaterials. Examples include nanoscale and molecular electronics, 
catalysis of gold nanocrystals, nanobots, nanoparticles as biomolecular 
probes, bandgap engineered quantum devices, nanomechanics, carbon 
nanotube emitters, photoelectrochemical cells and photonic crystals and 
plasmon devices. 
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Chapter 2 

Physical Chemistry of 
Solid Surfaces 

2.1. Introduction 

Nanostructures and nanomaterials possess a large fraction of surface 
atoms per unit volume. The ratio of surface atoms to interior atoms 
changes dramatically if one successively divides a macroscopic object into 
smaller parts. For example, for a cube of iron of 1 cm3, the percentage of 
surface atoms would be only When the cube is divided into smaller 
cubes with an edge of lOnm, the percentage of the surface atoms would 
increase to 10%. In a cube of iron of 1 nm3, every atom would be a sur- 
face atom. Figure 2.1 shows the percentage of surface atoms changes with 
the palladium cluster diameter.' Such a dramatic increase in the ratio of 
surface atoms to interior atoms in nanostructures and nanomaterials might 
illustrate why changes in the size range of nanometers are expected to lead 
to great changes in the physical and chemical properties of the materials. 

The total surface energy increases with the overall surface area, which 
is in turn strongly dependent on the dimension of material. Table 2.1 indi- 
cates how the specific surface area and total surface energy of l g  of 
sodium chloride vary with particle size.2 The calculation was done based 
on the following assumptions: surface energy of 2 X lop5 J/cm2 and edge 
energy of 3 X J/cm, and the original 1 g cube was successively 
divided into smaller cubes. It should be noted that the specific surface area 

15 
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Fig. 2.1. The percentage of surface atoms changes with the palladium cluster diameter. 
[C.  Niitzenadel, A. Ziittel, D. Chartouni, G. Schmid, and L. Schlapbach, Eur. Phys. J .  DS, 
245 (2000).] 

Table 2.1. Variation of surface energy with particle size?2 

Side (cm) Total surface Total edge (cm) Surface energy Edge energy 
urea (cm2) (Jk) (Jk) 

0.77 3.6 9.3 1.2 x 10-5 2.8 x 10-l2 
0.1 28 550 5.6 X lo-" 1.7 x 1 O-Io 

0.01 280 5.5 x 104 5.6 X 1.7 X 

0.001 2.8 x 103 5.5 x 106 5.6 x lo-* 1.7 x 
104(1 pm) 2.8 x 104 5.5 x 108 0.56 1.7 X lo4 
10-7 (1 nm) 2.8 x 107 5.5 x 1014 560 170 

and, thus, the total surface energy are negligible when cubes are large, but 
become significant for very small particles. When the particles change 
from centimeter size to nanometer size, the surface area and the surface 
energy increase seven orders of magnitude. 

Due to the vast surface area, all nanostructured materials possess a huge 
surface energy and, thus, are thermodynamically unstable or metastable. 
One of the great challenges in fabrication and processing of nanomaterials 
is to overcome the surface energy, and to prevent the nanostructures or 
nanomaterials from growth in size, driven by the reduction of overall sur- 
face energy. In order to produce and stabilize nanostructures and nanoma- 
terials, it is essential to have a good understanding of surface energy and 
surface physical chemistry of solid surfaces. In this chapter, the origin of 



Physical Chemistry of Solid Surfaces 17 

the surface energy will be reviewed first, followed with detailed discussion 
of the possible mechanisms for a system or material to reduce the overall 
surface energy. Then attention will be focused on the chemical potentials 
as a finction of surface curvature and its implications. Finally, two mech- 
anisms to prevent the agglomeration of nanomaterials will be discussed. 

2.2. Surface Energy 

Atoms or molecules on a solid surface possess fewer nearest neighbors or 
coordination numbers, and thus have dangling or unsatisfied bonds 
exposed to the surface. Because of the dangling bonds on the surface, sur- 
face atoms or molecules are under an inwardly directed force and the bond 
distance between the surface atoms or molecules and the sub-surface 
atoms or molecules, is smaller than that between interior atoms or mole- 
cules. When solid particles are very small, such a decrease in bond length 
between the surface atoms and interior atoms becomes significant and the 
lattice constants of the entire solid particles show an appreciable reduc- 
t i ~ n . ~  The extra energy possessed by the surface atoms is described as sur- 
face energy, surface free energy or surface tension. Surface energy, y, by 
definition, is the energy required to create a unit area of “new” surface: 

where A is the surface area. Let us consider separating a rectangular solid 
material into two pieces as illustrated in Fig. 2.2. On the newly created 
surfaces, each atom is located in an asymmetric environment and will 
move towards the interior due to breaking of bonds at the surface. An extra 
force is required to pull the surface atoms back to its original position. 
Such a surface is ideal and also called singular surface. For each atom on 
such a singular surface, the energy required to get it back to its original 
position will be equal to the number of broken bonds, Nb, multiplying by 

Fig. 2.2. Schematic showing two new surfaces being created by breaking a rectangular 
solid into two pieces. 
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half of the bond strength, E. Therefore, the surface energy is given by: 

where pa is the surface atomic density, the number of atoms per unit area on 
the new surface. This crude model ignores interactions owing to higher 
order neighbors, assumes that the value of E is the same for surface and bulk 
atoms, and does not include entropic or pressure-volume contributions. 
This relation only gives a rough estimation of the true surface energy of a 
solid surface, and is only applicable to solids with rigid structure where no 
surface relaxation occurs. When there is an appreciable surface relaxation, 
such as the surface atoms moving inwardly, or there is a surface restructur- 
ing, surface energy will be lower than that estimated by the above equation. 
In spite of the overly simplified assumptions used in Eq. (2.2), it does pro- 
vide some general guidance. Let us take an elemental crystal with a face- 
,centered cubic (FCC) structure having a lattice constant of a, as an example 
to illustrate the surface energy on various facets. Each atom in such a FCC 
crystal has a coordination number of 12. Each surface atom on { loo} facets 
would have four broken chemical bonds, and the surface energy of {loo} 
surface can be calculated using Eq. (2.2) and Fig. 2.3A: 

4E 4.c=-- 
a2 

1 2  
Y { l O O }  =y-g (2.3) 

Similarly, each atom on { 110) surface has 5 broken chemical bonds and 
{ 1 1 1 } has 3, The surface energies of { 1 l o }  and { 1 1 1 } surfaces are given, 
calculating from Figs. 2.3B and 2.3C: 

The readers can easily figure out the fact that low index facets have low 
surface energy according to Eq. (2.2). Thermodynamics tells us that any 
material or system is stable only when it is in a state with the lowest Gibbs 
free energy. Therefore, there is a strong tendency for a solid or a liquid 
to minimize the total surface energy. There are a variety of mechanisms 
to reduce the overall surface energy. The various mechanisms can be 
grouped into atomic or surface level, individual structures and the overall 
system. 

For a given surface with a fixed surface area, the surface energy can be 
reduced through (i) surface relaxation, the surface atoms or ions shift 
inwardly which occur more readily in liquid phase than in solid surface due 
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Fig. 2.3. Schematic representing low index faces of a face-centered cubic (fcc) crystal 
structure: (a) { IOO}, (b) { 110) and (c) { 1 1  I } .  

to rigid structure in solids, (ii) surface restructuring through combining sur- 
face dangling bonds into strained new chemical bonds, (iii) surface adsorp- 
tion through chemical or physical adsorption of terminal chemical species 
onto the surface by forming chemical bonds or weak attraction forces such 
as electrostatic or van der Waals forces, and (iv) composition segregation or 
impurity enrichment on the surface through solid-state diffusion. 

Let us take the surface atoms on an atomic flat { 100) surface as an 
example, assuming the crystal has a simple cubic structure and each atom 
has a coordination number of six. The surface atoms are linked with one 
atom directly beneath and four other surrounding surface atoms. It is rea- 
sonable to consider each chemical bond acting as an attractive force; all 
the surface atoms are under the influence of a net force pointing inwardly 
and perpendicular to the surface. Understandably, under such a force, the 
distance between the surface atomic layer and the subsurface atomic layer 
would be smaller than that inside the bulk, though the structure of the sur- 
face atomic layer remains unchanged. In addition, the distance between 
the atomic layers under the surface would also be reduced. Such surface 
relaxation has been well e ~ t a b l i s h e d . ~ ~  Furthermore, the surface atoms 
may also shift laterally relative to the subsurface atomic layer. Figure 2.4 
schematically depicts such surface atomic shift or relaxation. For bulk 
materials, such a reduction in the lattice dimension is too small to exhibit 
any appreciable influence on the overall crystal lattice constant and, there- 
fore, can be ignored. However, such an inward or lateral shift of surface 
atoms would result in a reduction of the surface energy. Such a surface 
relaxation becomes more pronounced in less rigid crystals, and can result 
in a noticeable reduction of bond length in nan~particles.~ 

If a surface atom has more than one broken bonds, surface restructur- 
ing is a possible mechanism to reduce the surface energy.8-" The broken 
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Fig. 2.4. Schematic showing surface atoms shifting either inwardly or laterally so as to 
reduce the surface energy. 

Fig. 2.5. Schematic illustrating the (2 X 1) restructure of silicon { 100) surface. 

bonds from neighboring surface atoms combine to form a highly strained 
bond. For example, such surface restructuring is found in the { loo} surface 
of silicon crystals.I2 Surface energy of {loo} faces in diamond and silicon 
crystals before restructuring is higher than of both { 11 1 } and { 1 lo} faces. 
However, restructured {loo} faces have the lowest surface energy among 
three low indices faces,I3-l5 and such surface restructuring can have a sig- 
nificant impact on the crystal Figure 2.5 shows the original 
{loo} surface and 2 X 1 restructured { 100) surface of diamond crystal. 

Another way to reduce the surface energy is chemical and physical 
adsorption on solid surfaces, which can effectively lower the surface 
en erg^.^^^^ For example, the surface of diamond is terminated with hydro- 
gen and that of silicon is covered with hydroxyl groups before restructur- 
ing as schematically shown in Fig. 2.6. These are considered as chemical 
adsorption. Yet another approach to reduce the surface energy is composi- 
tion segregation or enrichment of impurities on the surfaces. Although 
composition segregation, such as enrichment of surfactants on the surface 
of a liquid is an effective way to reduce the surface energy, it is not com- 
mon in a solid surface. In bulk solids, composition segregation is not sig- 
nificant, since the activation energy required for solid-state diffusion is 
high and the diffusion distance is large. In nanostructures and nanomateri- 
als, however, phase segregation may play a significant role in the reduction 
of surface energy, considering the great impact of surface energy and the 



Physical Chemistry of Solid Surfaces 21 

diamond silicon 

Fig. 2.6. Schematic showing the surface of diamond is covered with hydrogen and that of 
silicon is covered with hydroxyl groups through chemisorption before restructuring. 

short diffusion distance. Although there is no direct experimental evidence 
to show the impact of composition segregation on the reduction of surface 
energy in nanostructured materials, the difficulty in doping nanomaterials 
and the ease in getting near perfect crystal structure in nanomaterials are 
indicative that the impurities and defects are readily to be repelled from the 
interior to the surface of nanostructures and nanomaterials. 

At the individual nanostructure level, there are two approaches to the 
reduction of the total surface energy. One is to reduce the overall surface 
area, assuming the material is entirely isotropic. Water on a hydrophobic 
surface always balls up and forms a spherical droplet in free form to min- 
imize the overall surface area. The same is also found for a glass. When 
heating a piece of glass to temperatures above its glass transition point, 
sharp corners will round up. For liquid and amorphous solids, they have 
isotropic microstructure and, thus, isotropic surface energy. For such 
materials, reduction of the overall surface area is the way to reduce the 
overall surface energy. However, for a crystalline solid, different crystal 
facets possess different surface energy. Therefore, a crystalline particle 
normally forms facets, instead of having a spherical shape, which in gen- 
eral, possesses a surface energy higher than a faceted particle. The ther- 
modynamically equilibrium shape of a given crystal can be determined by 
considering the surface energies of all facets, since there is a minimal sur- 
face energy when a group of surfaces is combined in a certain pattern. 

In spite of the overly simplified assumptions used in the derivation of 
Eq. (2.2), one can use it to estimate the surface energy of various facets of 
a given crystal. For example, { 1 1 1 } surfaces in a monatomic FCC crystal 
have the lowest surface energy, followed by { 1 lo} and { 1001. It is also 
easy to find that crystal surfaces with low Miller indices in general have 
a lower surface energy than that with high Miller indices. It does explain 
why a crystal is often surrounded by low index surfaces. Figure 2.7 gives 
some typical images of crystals with equilibrium facets. 

Wulff plot is often used to determine the shape or the surfaces of an 
equilibrium ~ r y s t a l . ~ ~ > ~ ~  For an equilibrium crystal, i.e. the total surface 
energy reaches minimum, there exists a point in the interior such that its 



22 Nanostructures and Nanomaterials 

Fig. 2.7. Examples of single crystals with thermodynamic equilibrium shape. (Top-left) 
Sodium chloride, (top-right) silver, (bottom-left) silver, and (bottom-right) gold. Gold par- 
ticles are formed at 1000°C and some facets have gone through roughening transition. 

perpendicular distance, hi, from the ith face is proportional to the surface 
energy, yi: 

yi = Chi (2.6) 

where C is a constant. For a given crystal, C is the same for all the sur- 
faces. A Wulff plot can be constructed with the following steps: 

(1) Given a set of surface energies for the various crystal faces, draw a set 
of vectors from a common point of length proportional to the surface 
energy and direction normal to that the crystal face. 

(2) Construct the set of faces normal to each vectors and positioned at its 
en4 and 

(3) Find a geometric figure whose sides are made up entirely from a par- 
ticular set of such faces that do not interest any of the other planes. 

Figure 2.8 gives a conformation for a hypothetical two-dimensional crys- 
tal to illustrate how the equilibrium shape of a crystal is obtained using 
the Wulff construction described above.2 It should be reemphasized 
that the geometric figure determined by the Wulff plot represents the 
ideal situation, i.e. the crystal reaches the minimal surface energy level 
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Fig. 2.8. Conformation for a hypothetical two-dimensional crystal. (a) (10) plane, (b) (1 1) 
plane, (c) shape given by the Wulff construction, and (d) Wulff construction considering 
only (10) and (1 1) planes. [A.W. Adamson and A.P. Gast, Physical Chemistry ofSurfaces, 
6th edition, John Wiley & Sons, New York, 1997.1 

thermodynamically. In practice, however, geometric figure of a crystal is 
also determined by kinetic factors, which in turn are dependent on the pro- 
cessing or crystal growth conditions. The kinetic factors explain the fact 
that for the same crystal, different morphologies are obtained when the 
processing conditions are changed.26 

Furthermore, it should be noted that not all crystals grown under equi- 
librium conditions form equilibrium facets as predicted by Wulff plots. 
The equilibrium crystal surfaces may not be smooth, and difference in sur- 
face energy of various crystal facets may disappear.27 Such a transition is 
called surface roughening or roughening transition. Below roughening 
temperature, a crystal is faceted. Above the roughening temperature, the 
thermal motion predominates and the difference in surface energy among 
various crystal facets becomes negligible. As a result, a crystal does not 
form facets above the roughening temperature. Such a physical property 
can be understood by considering such a solid surface above the roughen- 
ing temperature as a liquid surface.28 Crystals grown at temperatures 
above the surface roughening temperature do not form facets. Examples 
include silicon crystals grown by Czochraski m e t h ~ d . ~ ~ , ~ ~  Kinetic factors 
may also prevent the formation of facets. As will be seen in the next chap- 
ter, most nanoparticles grown by solution methods at elevated tempera- 
tures are spherical in shape and do not form any facets. 
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At the overall system level, mechanisms for the reduction of overall 
surface energy include (i) combining individual nanostructures together to 
form large structures so as to reduce the overall surface area, if large enough 
activation is available for such a process to proceed, and (ii) agglomeration 
of individual nanostructures without altering the individual nanostructures. 
Specific mechanisms of combining individual nanostructures into large 
structures include (i) sintering, in which individual structures merge 
together and (ii) Ostwald ripening, in which relatively large structures grow 
at the expense of smaller ones. In general, sintering is negligible at low tem- 
peratures including room temperature, and becomes important only when 
materials are heated to elevated temperatures, typically 70% of the melting 
point of the material in question. Ostwald ripening occurs at a wide range 
of temperatures, and proceeds at relatively low temperatures when nano- 
structures are dispersed and have an appreciable solubility in a solvent. 

Sintering is a process that must be prevented in the fabrication and 
processing of nanomaterials. Fortunately, sintering becomes significant only 
at high temperatures. However, considering the small dimensions of nano- 
materials and, thus, the extremely high surface energy, sintering can become 
a serious issue when nanomaterials are brought to moderate temperatures. 
Sintering is a complex process and involves solid-state diffusion, evaporation- 
condensation or dissolution-precipitation, viscous flow and dislocation 
creep. Solid-state diffusion can be fiu-ther divided into three categories: sur- 
face diffusion, volume diffusion and cross grain-boundary diffusion. Surface 
difision requires the smallest activation energy, and thus is a predominant 
process at relatively low temperatures, whereas cross grain boundary diffu- 
sion demands the highest activation energy and, thus, becomes significant 
only at high temperatures. At moderate temperatures, volume d i l s i o n  dom- 
inates the sintering process, resulting in densification and removal of pores 
in bulk materials. Although three solid-state d i l s i o n  processes result in 
markedly different microstructures, they all result in a reduction of overall 
surface or interface energy. Evaporation-condensation is important when 
nanomaterials have an appreciable vapor pressure at the processing temper- 
ature. Dissolution-precipitation occurs when the solid is dispersed in a liq- 
uid in which the solid is partially soluble. Viscous flow occurs when the 
material is amorphous and the temperature is above the glass transition 
point. Creep dislocation is important particularly when the material is under 
a mechanical stress. To preserve nanostructures during the synthesis and 
processing of nanomaterials and for various practical applications of nano- 
materials, sintering must be avoided. A variety of mechanisms have been 
explored to promote sintering by the ceramic and powder metallurgy 
research community. A simple reverse engineering of sintering process may 



Physical Chemistry of Solid Surfaces 25 

offer many possible approaches to prevent nanomaterials from sintering. For 
detailed discussion and further information on sintering, the readers are sug- 
gested to consult ceramic processing and powder metallurgy books3 1-33 

In general, sintering can be considered as a process to replace 
solid-vapor surface by solid-solid interface through reshaping the nano- 
structures in such a way that individual nanostructures are packed such 
that there is no gap among solid nanostructures. Ostwald ripening takes a 
radically different approach, in which two individual nanostructures 
become a single one. A large one grows at the expense of the smaller one 
until the latter disappears completely. Details of Ostwald ripening will be 
discussed further in the next section. The product of sintering is a poly- 
crystalline material, whereas Ostwald ripening results in a single uniform 
structure. Figure 2.9 shows schematically the two different processes, 
though the results of both processes are similar, i.e. a reduction of total 
surface energy. Macroscopically, the reduction of total surface energy is 
the driving force for both sintering and Ostwald ripening. Microscopically, 
the differential surface energy of surfaces with different surface curvature 
is the true driving force for the mass transport during sintering or Ostwald 
ripening. In the next section, we will discuss the dependence of chemical 
potential on the surface curvature. 

In addition to combining the individual nanostructures together to form 
large structures through sintering or Ostwald ripening, agglomeration is 
another way to reduce the overall surface energy. In agglomerates, many 
nanostructures are associated with one another through chemical bonds 
and physical attraction forces at interfaces. Once formed, agglomerates 
are very difficult to destroy. The smaller the individual nanostructures 
are, the stronger they are associated with one another, and the more diffi- 
cult to separate. For practical applications of nanomaterials, the formation 

Fig. 2.9. Schematic showing sintering and Ostwald ripening processes. (a) Sintering is to 
combine individual particles to a bulk with solid interfaces to connect each other (b) 
Ostwald ripening is to merge smaller particles into a larger particle. Both processes reduce 
the solid-gas surface area. 
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of agglomerates should be prevented. Later in this chapter, two common 
methods of preventing the formation of agglomerates are discussed in 
detail. 

So far, we have discussed the origin of surface energy and various pos- 
sible mechanisms for a system to minimize its overall surface energy. In 
the next section, we will discuss the influences of surface curvature on 
surface energy. It will become clear that for a given material, concave 
surfaces have much lower surface energy than convex surfaces. Such dif- 
ferences are reflected in their respective equilibrium vapor pressure and 
solubility, and thus their stabilities. 

2.3. Chemical Potential as a Function of 
Surface Curvature 

As discussed in previous sections, the properties of surface atoms or mol- 
ecules are different from that of interior atoms or molecules, due to fewer 
bonds linking to their nearest neighbor atoms or molecules as compared 
with their interior counterparty. Further, the chemical potential is also 
dependent on the radius of curvature of a surface. To understand the 
relationship between chemical potential and surface curvature, let us 
consider transferring material from an infinite flat surface to a spherical 
solid particle as illustrated in Fig. 2.10. As a result of transferring of dn 
atoms from a flat solid surface to a particle with a radius of R, the volume 
change of spherical particle, dV, is equal to the atomic volume, CR, times 
dn, that is: 

d V = 4 . r r R 2 d R = n d n  (2.7) 

The work per atom transferred, Ak, equals to the change of chemical 
potential, and is given by: 

where pc is the chemical potential on the particle surface, whereas km is the 
chemical potential on the flat surface. Combining with Eq. (2.7), we have 

a 
Ap,=2y- 

R 
This equation is also known as Young-Laplace equation, and describes the 
chemical potential of an atom in a spherical surface with respect to a flat 
reference surface. This equation can be readily generalized for any type of 
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Fig. 2.10. Transport of n atoms from the flat surface of a semi-infinite reference solid to 
the curved surface of a solid sphere. 

curved surfaces. It is known34 that any curved surface can be described by 
two principal radii of curvature, R1 and RZ, so we have: 

A P = Y " ( R l  1 1  +x,) (2.10) 

For a convex surface, the curvature is positive, and thus the chemical 
potential of an atom on such a surface is higher than that on a flat surface. 
Mass transfer from a flat surface to a convex surface results in an increase 
in surface chemical potential. It is obvious that when mass is transferred 
from a flat surface to a concave surface, the chemical potential decreases. 
Thermodynamically, an atom on a convex surface possesses the highest 
chemical potential, whereas an atom on a concave surface has the lowest 
chemical potential. Such a relationship is also reflected by the difference 
in vapor pressure and solubility of a solid. Assuming the vapor of solid 
phase obeys the ideal gas law, for the flat surface one can easily arrive at: 

p, - pm = -kT In P, (2.1 1) 

where pv is the chemical potential of a vapor atom, k, the Boltzmann con- 
stant, P,, the equilibrium vapor pressure of flat solid surface, and T, tem- 
perature. Similarly, for a curved surface we have: 

p v - p , =  -kTlnP,  (2.12) 

where P, is the equilibrium vapor pressure of the curved solid surface. 
Combining Eqs. (2.1 1) and (2.12), we have: 

(3 p, - po. = Ap = k T l n  

Combining with Eq. 2.10 and rearranging it, we have: 

(2.13) 

(2.14) 
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INCREASING 
NEGATIVE CURVATURE 

4 

For a spherical particle, the above equation can be simplified as: 

INCREASING 
POSITIVE CURVATURE * 

(2.15) 

The above equation is also generally and commonly referred to as the 
Kelvin equation and has been verified e~perimental ly .~~*~~ The same relation 
can be derived for the dependence of the solubility on surface curvature: 

(2.16) 

where S, is the solubility of a curved solid surface, S, is the solubility 
of a flat surface. This equation is also known as the Gibbs-Thompson 
relation.37 Figure 2.1 1 shows the dependence of solubility of silica as a 

Fig. 2.11. Variation in solubility of silica with radius of curvature of surface. The positive 
radii of curvature are shown in cross-section as particles and projections from a planar sur- 
face; negative radii are shown as depressions or holes in the surface, and in the crevice 
between two particles. [R.K. Her, The Chemistry of Silica, Wiley, New York, 1979.1 
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function of surface curvature.38 The vapor pressure of small particles is 
notably higher than that of the bulk material3942 and Fig. 2.12 shows the 
vapor pressure of a number of liquids as a function of droplet radius.41 

When two particles with different radii, assuming R1 >> R2, are put into 
a solvent, each particle will develop an equilibrium with the surrounding 
solvent. According to Eq. (2.16), solubility of the smaller particle will be 
larger than that of the larger particle. Consequently, there would be a net 
difision of solute from proximity of the small particle to proximity of the 
large particle. To maintain the equilibrium, solute will deposit onto the 
surface of the large particle, whereas the small particle has to continue 
dissolving so as to compensate for the amount of solute diffused away. As 
a result, the small particle gets smaller, whereas the large particle gets 
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Fig. 2.12. Vapor pressure of a number of liquids as a function of droplet radius. [VK. La 
Mer and R. Gruen, Trans. Furuduy Soc. 48,410 (1 952).] 
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Fig. 2.13. Schematic illustrating the Ostwald ripening processing. Smaller particle has a 
larger solubility or vapor pressure due to its larger curvature, whereas the larger particle 
possesses a smaller solubility or vapor pressure. To maintain the local concentration equi- 
librium, smaller particle would dissolve into the surrounding medium; solute at proximity 
of smaller particle diffuses away; solute at proximity of larger particle would deposit. The 
process would continue till disappearance of the smaller particle. 

larger. Figure 2.13 depicts such a process. This phenomenon is called 
Ostwald ripening, which occurs also in the forms of solid-state diffusion 
and of evaporation-condensation. Assuming there is no other change 
between two different particles, then the change of the chemical potential 
of an atom transferring from a spherical surface of radius R ,  to R2 is 
given by: 

(2.17) 

This equation should not be confused with the Young-Laplace equation 
[Eq. (2.9)]. Depending on the process and applications, Ostwald ripening 
can have either positive or negative influence on the resulting materials. 
Ostwald ripening can either widen or narrow the size distribution, depend- 
ing on the control of the process conditions. In processing of many mate- 
rials, Ostwald ripening is often not desirable. In sintering of 
polycrystalline materials, Ostwald ripening results in abnormal grain 
growth, leading to inhomogeneous microstructure and inferior mechanical 
properties of the products. Typically one or a few large grains grow at the 
expense of a number of surrounding small grains, resulting in inhomoge- 
neous microstructure. However, Ostwald ripening has been explored in the 
synthesis of nanoparticles. More specifically, Ostwald ripening has been 
used to narrow the size distribution of nanoparticles by eliminating small 
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particles. The situation here is very different. Many relatively large parti- 
cles grow at the expense of a relatively small number of smaller particles. 
The result is the elimination of smaller particles, and thus the size distri- 
bution of nanoparticles becomes narrower. Ostwald ripening can be 
promoted by varying processing temperatures. In the synthesis of 
nanoparticles from solution, after the initial nucleation and subsequent 
growth, the temperature is raised, and thus the solubility of solid in sol- 
vent increases to promote Ostwald ripening. As a result, the concentration 
of solid in solvent falls below the equilibrium solubility of small nanopar- 
ticles, and the small particles dissolve into the solvent. As dissolution of a 
nanoparticle proceeds, the nanoparticle becomes smaller and has higher 
solubility. It is clear that once a nanoparticle starts dissolving into the sol- 
vent, the dissolution process stops only when the nanoparticle is dissolved 
completely. On the other hand, the concentration of solid in solvent is still 
higher than the equilibrium solubility of larger particles and, thus, these 
large particles would continue to grow. Such a growth process would stop 
when the concentration of solid in the solvent equals the equilibrium 
solubility of these relatively large nanoparticles. 

The reduction of overall surface energy is the driving force for the 
surface restructuring, formation of faceted crystals, sintering and Ostwald 
ripening. These are the reduction mechanisms for individual surface, indi- 
vidual nanostructures and the overall system. The system can have another 
mechanism to reduce the overall surface energy, in addition to sintering 
and Ostwald ripening. This is agglomeration. When small nanostructures 
form agglomerates, it is very difficult to disperse them. In nanostructure 
fabrication and processing, it is very important to overcome the huge 
total surface energy to create the desired nanostructures. It is equally 
important to prevent the nanostructures from agglomeration. As the 
dimension of nanostructured materials reduces, van der Waals attraction 
force between nanostructured materials becomes increasingly important. 
Without appropriate stabilization mechanisms applied, the nanostructured 
materials are most likely and readily to form agglomerates. The following 
sections are devoted to the stabilization mechanisms for the prevention 
of agglomeration of individual nanostructures. Although the discussion 
will be focused mainly on nanoparticles, the same principles are applica- 
ble to other nanostructures, such as nanorods and nanofibrils. There are 
two major stabilization mechanisms widely used: electrostatic stabiliza- 
tion and steric stabilization. Two mechanisms have some distinct differ- 
ences. For example, a system using electrostatic stabilization is kinetically 
stable, whereas steric stabilization makes the system thermodynamically 
stable. 
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2.4. Electrostatic Stabilization 

2.4.1. Surface charge density 

When a solid emerges in a polar solvent or an electrolyte solution, a 
surface charge will be developed through one or more of the following 
mechanisms: 

(1) Preferential adsorption of ions 
(2) Dissociation of surface charged species 
(3) Isomorphic substitution of ions 
(4) Accumulation or depletion of electrons at the surface 
( 5 )  Physical adsorption of charged species onto the surface. 

For a given solid surface in a given liquid medium, a fixed surface elec- 
trical charge density or electrode potential, E, will be established, which is 
given by the Nernst equation: 

R T  
niF 

E = E, + -g lnai (2.18) 

where E,, is the standard electrode potential when the concentration of 
ions is unity, ni is the valence state of ions, ai is the activity of ions, Rg is 
the gas constant and T is temperature, and F is the Faraday’s constant. 
Equation (2.18) clearly indicates that the surface potential of a solid varies 
with the concentration of the ions in the surrounding solution, and can be 
either positive or negative. Electrochemistry of metals will be discussed 
further in Sec. 4.3.1 in Chapter 4. The focus of the discussion here will be 
on non-conductive materials or dielectrics, more specifically on oxides. 

The surface charge in oxides is mainly derived from preferential disso- 
lution or deposition of ions. Ions adsorbed on the solid surface determine 
the surface charge, and thus are referred to as charge determining ions, 
also known as co-ions or coions. In the oxide systems, typical charge 
determining ions are protons and hydroxyl groups and their concentra- 
tions are described by pH (PH = -log [H+]). As the concentration of 
charge determining ions varies, the surface charge density changes from 
positive to negative or vice versa. The concentration of charge determin- 
ing ions corresponding to a neutral or zero-charged surface is defined as 
a point of zero charge (P.z.c.) or zero-point charge (z.P.c.). For the sake of 
clarity and consistence, in the rest of this book, we will use the term of 
point of zero charge or P.Z.C. only. Table 2.2 gives a list of some P.Z.C. val- 
ues of selected At pH > P.z.c., the oxide surface is negatively 
charged, since the surface is covered with hydroxyl groups, OH-, which 
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Table 2.2. A list of p.z.c. of some common 
oxides in water."' 

Solids P . Z . C .  

wo3 
v2°S 
S-Mn02 
P-Mn02 
Si02 
Si02 (quartz) 
Ti02 
Ti02 (calcined) 
Sn02 
AI-0-Si 
Zr02 
FeOOH 

ZnO 
Fe203 

cr203 

A1203 

MgO 

0.5 
1-2 
I .5 
7.3 
2.5 
3.7 
6 
3.2 
4.5 
6 
6.7 
6.7 
8.6 
8 
8.4 
9 
12 

is the electrical determining ion. At pH < P.z.c., H+ is the charge deter- 
mining ions and the surface is positively charged. The surface charge 
density or surface potential, E in volt, can then be simply related to the 
pH and the Nernst equation [Eq. (2.1 S)] can be written as45: 

2.303 R,T [(P.z.c.) - pH] 
F E =  (2.19) 

At room temperature, the above equation can be further simplified: 

E z  0.06 [@.z.c.)-PH] (2.20) 

2.4.2. Nectric potential at the proximity of solid surface 

When a surface charge density of a solid surface is established, there will 
be an electrostatic force between the solid surface and the charged species 
in the proximity to segregate positive and negatively charged species. 
However, there also exist Brownian motion and entropic force, which 
homogenize the distribution of various species in the solution. In the 
solution, there always exist both surface charge determining ions and 
counter ions, which have charge opposite to that of the determining ions. 
Although charge neutrality is maintained in a system, distributions of 
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charge determining ions and counter ions in the proximity of the solid sur- 
face are inhomogeneous and very different. The distributions of both ions 
are mainly controlled by a combination of the following forces: 

(1) Coulombic force or electrostatic force, 
(2) Entropic force or dispersion, 
(3) Brownian motion. 

The combined result is that the concentration of counter ions is the high- 
est near the solid surface and decreases as the distance from the surface 
increases, whereas the concentration of determining ions changes in the 
opposite manner. Such inhomogeneous distributions of ions in the prox- 
imity of the solid surface lead to the formation of so-called double layer 
structure, which is schematically illustrated in Fig. 2.14. The double layer 
consists of two layers, Stern layer and Gouy layer (also called diffuse dou- 
ble layer), and the two layers are separated by the Helmholtz plane.46 
Between the solid surface and the Helmholtz plane is the Stern layer, 
where the electric potential drops linearly through the tightly bound layer 
of solvent and counter ions. Beyond the Helmholtz plane until the counter 
ions reach average concentration in the solvent is the Gouy layer or diffuse 
double layer. In the Gouy layer, the counter ions difhse freely and the 

t 
h = H  

Helmholtz plane 

Fig. 2.14. Schematic illustrating electrical double layer structure and the electric potential 
near the solid surface with both Stem and Gouy layers indicated. Surface charge is 
assumed to be positive. 
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electric potential does not reduce linearly. The electric potential drops 
approximately following: 

E x  e-K(h-H) (2.2 1) 

where h 1 H, which is the thickness of the Stern layer, 1 / ~  is known as 
the Debye--Huckel screening strength and is also used to describe the 
thickness of double layer, and K is given by 

(2.22) 

where F is Faraday's constant, q, is the permittivity of vacuum, E, is the 
dielectric constant of the solvent, and Ci and Zj  are the concentration and 
valence of the counter ions of type i. This equation clearly indicates that the 
electric potential at the proximity of solid surface decreases with increased 
concentration and valence state of counter ions, and increases with an 
increased dielectric constant of the solvent exponentially. Higher concentra- 
tion and valence state of counter ions would result in a reduced thickness of 
both Stern layer and Gouy layer.47>48 In theory, the Gouy diffusion layer would 
end at a point where the electric potential reaches zero, which would be the 
case only when the distance from the solid surface is infinite. However, in 
practice, double layer thickness is typically of approximately 10 nm or larger. 

Although the above discussion has been focused on a flat solid surface 
in an electrolyte solution, the concepts are applicable to curved surfaces 
as well, assuming that the surface is smooth and thus the surface charge is 
distributed uniformly. For a smooth curved surface, the surface charge 
density is constant, so that the electric potential in the surrounding solu- 
tion can be described using Eqs. (2.2 1) and (2.22). Such assumptions are 
certainly valid for spherical particles, when particles are dispersed in an 
electrolyte solution and the distance between any two particles are large 
enough so that the charge distribution on particle surface is not influenced 
by other particles. Interactions between particles are complex. One of the 
interactions between particles is directly associated with the surface 
charge and the electric potential adjacent to the interface. The electrostatic 
repulsion between two particles arises from the electric surface charges, 
which are attenuated to a varied extent by the double layers. When two 
particles are far apart, there will be no overlap of two double layers and 
electrostatic repulsion between two particles is zero. However, when two 
particles approach one another, double layer overlaps and a repulsive force 
develops. An electrostatic repulsion between two equally sized spherical 
particles of radius r, and separated by a distance S, is given by'F 

@R = 2 7 ~  E,E~ rEz e-Ks (2.23) 
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2.4.3. Van der Waals attraction potential 

When particles are small, typically in micrometers or less, and are dis- 
persed in a solvent, van der Waals attraction force and Brownian motion 
play important roles, whereas the influence of gravity becomes negligible. 
For the sake of simplicity, we will refer these particles to as nanoparticles, 
though particles in micrometer size behave the same and are also included 
in the discussion here. Furthermore, we will limit our discussion on spher- 
ical nanoparticles. Van der Waals force is a weak force and becomes sig- 
nificant only at a very short distance. Brownian motion ensures that the 
nanoparticles are colliding with each other all the time. The combination 
of van der Waals attraction force and Brownian motion would result in the 
formation of agglomeration of the nanoparticles. 

Van der Waals interaction between two nanoparticles is the sum of the 
molecular interaction for all pairs of molecules composed of one molecule 
in each particle, as well as to all pairs of molecules with one molecule in 
a particle and one in the surrounding medium such as solvent. Integration 
of all the van der Waals interactions between two molecules over two 
spherical particles of radius, r, separated by a distance, S, as illustrated in 
Fig. 2.15 gives the total interaction energy or attraction potential4? 

2r2 
s2 + 4rS+ 4r2 

= - A16 { 2r2 + 
S2 + 4rS 

s2 +4rs+4r;? 
+ I n (  s2+4rS )} (2.24) 

where the negative sign represents the attraction nature of the interaction 
between two particles, and A is a positive constant termed the Hamaker 
constant, which has a magnitude on the order of J, and 
depends on the polarization properties of the molecules in the two particles 
and in the medium which separates them. Table 2.3 listed some Hamaker 
constants for a few common materials.45 Equation (2.24) can be simpli- 
fied under various boundary conditions. For example, when the separation 
distance between two equal sized spherical particles are significantly 
smaller than the particle radius, i.e. Slr << 1, the simplest expression of 

to 

Fig. 2.15. Pair of particles used to derive the van der Waals interaction. 
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Table 2.3. Hamaker constants for some common  material^.“^ 

Materials A,( 1 O-20 J) 

Metals 16.2-45.5 
Gold 45.3 
Oxides 10.5-15.5 
A1203 15.4 
MgO 10.5 
SiOz (fused) 6.5 
Si02 (quartz) 8.8 
Ionic crystals 6.3-15.3 
CaFz 1.2 
Calcite 10.1 
Polymers 6.15-6.6 
Polyvinyl chloride 10.82 
Polyethylene oxide 7.51 
Water 4.35 
Acetone 4.20 
Carbon tetrachloride 4.78 
Chlorobenzene 5.89 
Ethyl acetate 4.17 
Hexane 4.32 
Toluene 5.40 

the van der Waals attraction could be obtained: 
-A  r 

@ A = =  (2.25) 

Other simplified expressions of the van der Waals attraction potential are 
summarized in Table 2.4.46 From this table, it is noticed that the van der 
Waals attraction potential between two particles are different from that 
between two flat surfaces. Furthermore, it should be noted that the 
interaction between two molecules are significantly different from that 
between two particles. Van der Waals interaction energy between two mol- 
ecules can be simply represented by: 

@ A  = -s-6 (2.26) 

Although the nature of the attraction energy between two particles is the 
same as that between two molecules, integration of all the interaction 
between molecules from two particles and from medium results in a 
totally different dependence of force on distance. The attraction force 
between two particles decay much slowly and extends over distances of 
nanometers. As a result, a barrier potential must be developed to prevent 
agglomeration. Two methods are widely applied to prevent agglomeration 
of particles: electrostatic repulsion and steric exclusion. 
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Table 2.4. Simple formulas for the van der Waals attraction between two particles.46 

Particles @A 
~ ~ ~ 

Two spheres of equal radius, r* 
Two spheres of unequal radii, rl and r2* 

- A  rl12S 
- A  r l  r216S(rl +r2)  

Two parallel plates with thickness of 6, -A/127T[S-*+(26+S)-2+(6+5-)-2] 
interaction per unit area 

Two blocks, interaction per unit area -All  27S2 

* r. rI andr2 >> S 

2.4.4. Interactions between two particles: DLVO theory 

The total interaction between two particles, which are electrostatic stabilized, 
is the combination of van der Waals attraction and electrostatic repulsion: 

CD = CD,4 + CDR (2.27) 

The electrostatic stabilization of particles in a suspension is successfully 
described by the DLVO theory, named after Derjaguin, Landau, Venvey 
and Overbeek. The interaction between two particles in a suspension is 
considered as the combination of van der Waals attraction potential and 
the electric repulsion potential. There are some important assumptions in 

DLVO theory: 

Infinite flat solid surface, 
Uniform surface charge density, 
No redistribution of surface charge, i.e. the surface electric potential 
remains constant, 
No change of concentration profiles of both counter ions and sur- 
face charge determining ions, i.e. the electric potential remains 
unchanged, and 
Solvent exerts influences via dielectric constant only, i.e. no chemical 
reactions between the particles and solvent. 

It is very clear that some of the assumptions are far from the real picture 
of two particles dispersed in a suspension. For example, the surface of par- 
ticles is not infinitely flat, and the surface charge density is most likely to 
change when two charged particles get very close to each other. However, 
in spite of the assumptions, the DLVO theory works very well in explain- 
ing the interactions between two approaching particles, which are electri- 
cally charged, and thus is widely accepted in the research community of 
colloidal science. 

the
the

(1)
(2)
(3)

(4)

( 5 )
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t‘ secondary minimum 
/ v A  

Fig. 2.16. Schematic of DLVO potential: VA = attractive van der Waals potential, 
V, = repulsive electrostatic potential. 

Figure 2.16 shows the van der Waals attraction potential, electric repul- 
sion potential, and the combination of the two opposite potentials as a 
function of distance from the surface of a spherical particle.47 At a dis- 
tance far from the solid surface, both van der Waals attraction potential 
and electrostatic repulsion potential reduce to zero. Near the surface is a 
deep minimum in the potential energy produced by the van der Waals 
attraction. A maximum is located a little farther away from the surface, as 
the electric repulsion potential dominates the van der Waals attraction 
potential. The maximum is also known as repulsive barrier. If the barrier 
is greater than -lOkT, where k is Boltzmann constant, the collisions of 
two particles produced by Brownian motion will not overcome the barrier 
and agglomeration will not occur. Since the electric potential is dependent 
on the concentration and valence state of counter ions as given in Eqs. (2.21) 
and (2.22) and the van der Waals attraction potential is almost independ- 
ent of the concentration and valence state of counter ions, the overall 
potential is strongly influenced by the concentration and valence state of 
counter ions. An increase in concentration and valence state of counter 
ions results in a faster decay of the electric potential as schematically illus- 
trated in Fig. 2.17.49 As a result, the repulsive barrier is reduced and its 
position is pushed towards the particle surface. The secondary minimum 
in Fig. 2.17 is not necessary to exist in all situations, and it is present only 
when the concentration of counter ions is higher enough. If secondary 
minimum is established, particles are likely to be associated with each 
other, which is known as flocculation. 
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30 kT 

20 kT 

10 kT 

0 

-10 kT 

-20 kT CI 
Fig. 2.17. Variation of the total interaction energy Q between two spherical particles, as a 
function of the closest separation distance So between their surfaces, for different double 
layer thickness K-I obtained with different monovalent electrolyte concentrations. The 
electrolyte concentration is C (mo1.L-I) = K* (cm-I). [J.T.G. Overbeek, .J Colloid 
Inter- Sci. 58, 408 ( 1  977).] 

When two particles are far apart or the distance between the surfaces 
of two particles is larger than the combined thickness of two electric dou- 
ble layers of two particles, there would be no overlap of diffusion double 
layers, and thus there would be no interaction between two particles 
(Fig. 2.18(a)). However, when two particles move closer and the two elec- 
tric double layers overlap, a repulsion force is developed. As the distance 
reduces, the repulsion increases and reaches the maximum when the 
distance between two particle surfaces equals the distance between the 
repulsive barrier and the surface (Fig. 2.18(b)). Such a repulsion force can 
be understood in two ways. One is that the repulsion derives from the 
overlap of electric potentials of two particles. It should be noted that the 
repulsion is not directly due to the surface charge on solid particles, 
instead it is the interaction between two double layers. The other is the 
osmotic flow. When two particles approach one another, the concentra- 
tions of ions between two particles where two double layers overlap, 
increase significantly, since each double layer would retain its original 
concentration profile. As a result, the original equilibrium concentration 
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Electrical double layer 

(a) No overlap = no repulsion 

4 

-1- 
(b) Overlap = repulsion 

Fig. 2.18, Schematic illustrating the conditions for the occurrence of electrostatic repul- 
sion between two particles. 

profiles of counter ions and surface charge determining ions are 
destroyed. To restore the original equilibrium concentration profiles, more 
solvent needs to flow into the region where the two double layers overlap. 
Such an osmotic flow of solvent effectively repels two particles apart, and 
the osmotic force disappears only when the distance between the two par- 
ticles equals to or becomes larger than the sum of the thickness of the two 
double layers. 

Although many important assumptions of the DLVO theory are not 
satisfied in the really colloidal systems, in which small particles are dis- 
persed in a diffusive medium, the DLVO theory is still valid and has been 
widely applied in practice, as far as the following conditions are met: 

(1) Dispersion is very dilute, so that the charge density and distribution 
on each particle surface and the electric potential in the proximity 
next to each particle surface are not interfered by other particles. 

(2) No other force is present besides van der Waals force and electrostatic 
potential, i.e. the gravity is negligible or the particle is significantly 
small, and there exist no other forces, such as magnetic field. 
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(3) Geometry of particles is relatively simple, so that the surface proper- 
ties are the same over the entire particle surface, and, thus surface 
charge density and distribution as well as the electric potential in the 
surrounding medium are the same. 

(4) The double layer is purely difisive, so that the distributions of counter 
ions and charge determining ions are determined by all three forces: 
electrostatic force, entropic dispersion and Brownian motion. 

However, it should be noted that electrostatic stabilization is limited by the 
following facts: 

(1) Electrostatic stabilization is a kinetic stabilization method. 
(2) It is only applicable to dilute systems. 
(3) It is not applicable to electrolyte sensitive systems. 
(4) It is almost not possible to redisperse the agglomerated particles. 
(5) It is difficult to apply to multiple phase systems, since in a given 

condition, different solids develop different surface charge and 
electric potential. 

2.5. Steric Stabilization 

Steric stabilization, also called polymeric stabilization is a method widely 
used in stabilization of colloidal dispersions and thoroughly discussed in 

though it is less well understood as compared with electro- 
static stabilization method. Polymeric stabilization does offer several 
advantages over electrostatic stabilization: 

(1) It is a thermodynamic stabilization method, so that the particles are 
always redispersible. 

(2) A very high concentration can be accommodated, and the dispersion 
medium can be completely depleted. 

(3) It is not electrolyte sensitive. 
(4) It is suitable to multiple phase systems. 

In this section, we will briefly summarize the essential concepts of poly- 
meric stabilization. Compared to electrostatic stabilization mechanism, 
polymeric stabilization offers an additional advantage in the synthesis of 
nanoparticles, particularly when narrow size distribution is required. 
Polymer layer adsorbed on the surface of nanoparticles serves as a diffb- 
sion barrier to the growth species, resulting in a diffusion-limited growth 
in the subsequent growth of nuclei. As will be discussed in detail in the 
next chapter, difision-limited growth would reduce the size distribution 
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of the initial nuclei, leading to monosized nanoparticles. The dual function- 
alities of polymeric layer on the surface of nanoparticles explain the fact that 
steric stabilization is widely used in the synthesis of nanoparticles. 

2.5.1. Solvent and polymer 

Solvents can be grouped into aqueous solvent, which is water, H20, and 
non-aqueous solvents or organic solvents. Solvents can also been catego- 
rized into protic solvent, which can exchange protons and examples of 
which include: methanol, CH30H, and ethanol, C2H50H and aprotic sol- 
vent, which cannot exchange protons, such as benzene, C6H6. Table 2.5 
gives some examples of typical protic and aprotic solvents.53 

Not all polymers are dissolvable into solvents and those non-solvable 
polymers will not be discussed in this chapter, since they cannot be used 
for the steric stabilization. When a solvable polymer dissolves into a sol- 
vent, the polymer interacts with the solvent. Such interaction varies with 
the system as well as temperature. When polymer in a solvent tends to 
expand to reduce the overall Gibbs free energy of the system, such a sol- 
vent is called a “good solvent”. When polymer in a solvent tends to coil 
up or collapse to reduce the Gibbs free energy, the solvent is considered 
to be a “poor solvent”. 

Table 2.5. List of some solvents with their dielectric constants. 

Solvent Formula Dielectric constant Type 

Acetone 
Acetic acid 
Ammonia 
Benzene 
Chloroform 
Dimethylsulfoxide 
Dioxanne 
Water 
Methanol 
Ethanol 
Formamide 
Dimethylformamide 
Nitrobenzene 
Tetrahydrofuran 
Carbon tetrachloride 
Diethyl ether 
Pyridine 

C3H60 

C2H402 
NH3 
C6H6 
CHC13 
(CH3)2S0 
C4H802 

H20 
CH30H 
C2HSOH 
CHSON 
C3H7NO 
C6H5N02 
C4H80 
CC14 

CSHSN 
c4H100 

20.7 
6.2 

16.9 
2.3 
4.8 

45.0 
2.2 

78.5 
32.6 
24.3 

110.0 
36.7 
34.8 
7.3 
2.2 
4.3 

14.2 

Aprotic 
Protic 
Protic 
Aprotic 
Aprotic 
Aprotic 
Aprotic 
Protic 
Protic 
Protic 
Protic 
Aprotic 
Aprotic 
Aprotic 
Aprotic 
Aprotic 
Aprotic 
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For a given system, i.e. a given polymer in a given solvent, whether the 
solvent is a “good” or “poor” solvent is dependent on the temperature. At 
high temperatures, polymer expands, whereas at low temperatures, poly- 
mer collapses. The temperature, at which a poor solvent transfers to a 
good solvent, is the Flory-Huggins theta temperature, or simply the 
0 temperature. At T =  0, the solvent is considered to be at the theta state, 
at which the Gibbs free energy does not change whether the polymer 
expands or collapses. 

Depending on the interaction between polymer and solid surface, a 
polymer can be grouped into: 

(1) Anchored polymer, which irreversibly binds to solid surface by one 
end only, and typically are diblock polymer (Fig. 2.19(a)), 

(2) Adsorbing polymer, which adsorbs weakly at random points along the 
polymer backbone (Fig. 2.19(b)), 

(3) Non-adsorbing polymer, which does not attach to solid surface and 
thus does not contribute to polymer stabilization, and so is not dis- 
cussed further in this chapter. 

The interaction between a polymer and solid surface is limited to adsorp- 
tion of polymer molecules onto the surface of solid. The adsorption can 
be either by forming chemical bonds between surface ions or atoms 
on the solid and polymer molecules or by weak physical adsorption. 
Furthermore, there is no restriction whether one or multiple bonds are 
formed between solid and polymer. No other interactions such as chemi- 
cal reactions or hrther polymerization between polymer and solvent or 
between polymers are considered for the current discussion. 

(4 (b) 

Fig. 2.19. Schematic of different polymers according to the interaction between polymers 
and solid surface: (a) anchored polymer and (b) absorbing polymer. 
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2.5.2. Interactions between polymer layers 

First let us consider two solid particles covered with terminally anchored 
polymers as schematically illustrated in Fig. 2.20(a). When two particles 
approach one another, the attached polymers interact only when the sepa- 
ration distance, H, between the surfaces of two particles is less than twice 
the thickness, L, of polymer layers. Beyond this distance, there is no 
interaction between two particles and their polymer layers on surfaces. 
However, when the distance reduces to less than 2L, but is still larger than 
L, there will be interactions between solvent and polymer and between two 
polymer layers. But there is no direct interaction between the polymer 
layer of one particle and the solid surface of the opposite particle. In a 
good solvent, in which polymer expands, if the coverage of polymer on the 
solid surface is not complete, particularly less than 50% coverage, when 
the concentration of polymer in the solvent is insufficient, two polymer 
layers tend to interpenetrate so as to reduce the available space between 
polymers. Such an interpenetration of two polymer layers of two 
approaching particles would result in a reduction of the freedom of poly- 
mers, which leads to a reduction of entropy, i.e. AS < 0. As a result, the 
Gibbs free energy of the system would increase, assuming the change of 
enthalpy due to the interpenetration of two polymer layers negligible, i.e. 
AH = 0, according to: 

A G = A H - T A S > Q  (2.28) 

So two particles repel one another and the distance between two particles 
must be equal to or larger than twice the thickness of polymer layers. 
When the coverage of polymer is high, particularly approaching loo%, 
there would be no interpenetration. As a result, the two polymer layers will 
be compressed, leading to the coil up of polymers in both layers. The over- 
all Gibbs free energy increases, and repels two particles apart. When the 
distance between the surfaces of two particles is less than the thickness of 
polymer layers, a further reduction of the distance would force polymers 
to coil up and result in an increase in the Gibbs free energy. Figure 2.20(b) 
sketches the Gibbs free energy as a function of the distance between 
two particles, and shows that the overall energy is always positive and 
increases with a decreasing distance when H is smaller than 2L. 

The situation is rather different in a poor solvent, with a low coverage of 
polymer on the solid surface. With a low coverage, when the distance 
between two particles is less than twice the thickness of polymer layers but 
larger than the thickness of single polymer layer, i.e. L < H < 2L, poly- 
mers adsorbed onto the surface of one particle surface tend to penetrate 
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Fig. 2.20. Schematic of interactions between polymer layers: (a) the schematic of two 
approaching polymer layers, and (b) the Gibbs free energy as a function of the distance 
between two particles. 

into the polymer layer of the approach particle. Such interpenetration of 
two polymer layers will promote hrther coil up of polymers, and result in 
a reduction of the overall Gibbs free energy. Two particles tend to associate 
with one another. However, with a high coverage, similar to polymer in a 
good solvent, there would be no penetration and the reduction in distance 
results in a compressive force, leading to an increase in the overall free 
energy. When the distance between two particles is less than the thickness 
of the polymer layer, a reduction in distance always produces a repulsive 
force and an increase in the overall Gibbs fi-ee energy. Figure 2.21 summa- 
rizes the dependence of free energy as a function of distance between two 
particles. Regardless of the difference in coverage and solvent, two parti- 
cles covered with polymer layers are prevented from agglomeration by the 
space exclusion or steric stabilization. 

Next, let us look at the adsorbing polymers. The situation of adsorbing 
polymers is more complicated due to the following two reasons. First, 
polymer originally attached to the solid surface of one particle may inter- 
act with and adsorb onto another particle surface, and thus form bridges 
between two particles, when two particles approach to a sufficiently close 
distance between each other. Second, given sufficient time, attached poly- 
mer can desorb from the surface and migrate out of the polymer layer. 

When polymer has a strong adsorption and forms a full coverage, the 
interaction between two polymer layers produces a purely repulsive force 
and results in an increased free energy, when the distance between two 
particles reduces below twice the thickness of polymer layer. This is the 
same as that of anchored polymer at full coverage. When only a partial 
coverage is achieved, the nature of solvent can have a significant influence 
on the interaction between two particles. In a good solvent, two partially 
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Fig. 2.21. Schematic of interactions between polymer layers: (a) the schematic of two 
approaching polymer layers and (b) the Gibbs free energy as a function of the distance 
between two particles. 

covered polymer layers interpenetrate each other, resulting in a reduced 
space and more ordered polymer arrangement. As a result, the entropy 
reduces and the Gibbs free energy increases. However, in a poor solvent, 
interpenetration promotes further coil up of polymers, leads to increased 
entropy, and thus results in a reduced free energy. This interaction force of 
adsorbing polymer layers in a poor solvent is very similar to that of 
anchored polymer layers with partial coverage in poor solvent; however, 
the process involved is significantly different due to multiple adsorption 
sites at both surfaces. It is always the case that a repulsive force develops 
and repels two particles away from each other, when the distance is less 
than the thickness of polymer layer. 

The physical basis for the steric stabilization is (i) a volume restriction 
effect arising from the decrease in possible configurations in the region 
between the two surfaces when two particles approach one another, and 
(ii) an osmotic effect due to the relatively high concentration of adsorbed 
polymeric molecules in the region between the two particles. 

2.5.3. Mixed steric and electric interactions 

Steric stabilization can be combined with electrostatic stabilization, 
which is also referred to as electrosteric stabilization and is sketched in 
Fig. 2 . Z L 5 0  When polymers are attached to a charged particle surface, a 
polymer layer would form as discussed above. In addition, an electric 
potential adjacent to the solid surface would retain. When two particles 
approach each other, both electrostatic repulsion and steric restriction 
would prevent agglomeration. 
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Fig. 2.22. Schematic representation of electrosteric stabilization: (a) charged particles 
with nonionic polymers and (b) polyelectrolytes attached to uncharged particles. 

2.6. Summary 

This chapter has discussed the origins of the surface energy of solids, the 
various mechanisms for a material to reduce its surface energy, the influ- 
ences of the surface curvature on the chemical potential, and the two 
mechanisms for the stabilization of nanoparticles from agglomeration. All 
the concepts and theories discussed in this chapter have been well estab- 
lished in surface science and materials fields. However, the impact of sur- 
face energy on nanostructures and nanomaterials would be far more 
significant, due to the huge surface area involved in nanostructures and 
nanomaterials. A good understanding of these fundamentals is not only 
important for the fabrication and processing of nanomaterials, it is equally 
important to the applications of nanomaterials. 
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Chapter 3 

Zero-Dimensional 
Nanostructures: Nanoparticles 

3.1. Introduction 

Many techniques, including both top-down and bottom-up approaches, 
have been developed and applied for the synthesis of nanoparticles. Top- 
down approaches include milling or attrition, repeated quenching and 
lithography. Attrition can produce nanoparticles ranging from a couple of 
tens to several hundreds nanometers in diameter. However, nanoparticles 
produced by attrition have a relatively broad size distribution and varied 
particle shape or geometry. In addition, they may contain a significant 
amount of impurities from the milling medium and defects resulting from 
milling. Such prepared nanoparticles are commonly used in the fabrica- 
tion of nanocomposites and nanograined bulk materials, which require 
much lower sintering temperatures. In nanocomposites and nanograined 
bulk materials, defects may be annealed during sintering, size distribution, 
particle shape, and a small amount of impurities are relatively insensitive 
for their applications. Repeated thermal cycling may also break a bulk 
material into small pieces, if the material has very small thermal conduc- 
tivity but a large volume change as a h c t i o n  of temperature. A big vol- 
ume change associated with phase transition can be effectively utilized in 
this approach. Although very fine particles can be produced, this process 
is difficult to design and control so as to produce desired particle size and 
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shape. It is also limited to materials with very poor thermal conductivity 
but a large volume change. Lithography, which will be discussed in 
Chapter 7, is another method to make small particles.',2 

Bottom-up approaches are far more popular in the synthesis of nanopar- 
ticles and many methods have been developed. For example, nanoparticles 
are synthesized by homogeneous nucleation from liquid or vapor, or by 
heterogeneous nucleation on substrates. Nanoparticles or quantum dots can 
also be prepared by phase segregation through annealing appropriately 
designed solid materials at elevated temperatures. Nanoparticles can be 
synthesized by confining chemical reactions, nucleation and growth 
processes in a small space such as micelles. Various synthesis methods or 
techniques can be grouped into two categories: thermodynamic equilib- 
rium approach and kinetic approach. In the thermodynamic approach, syn- 
thesis process consists of (i) generation of supersaturation, (ii) nucleation, 
and (iii) subsequent growth. In the kinetic approach, formation of nanopar- 
ticles is achieved by either limiting the amount of precursors available for 
the growth such as used in molecular beam epitaxy, or confining the 
process in a limited space such as aerosol synthesis or micelle synthesis. In 
this chapter, the attention will be focused mainly on the synthesis of 
nanoparticles through thermodynamically equilibrium approach. However, 
some typical kinetic approaches such as microemulsion, aerosol pyrolysis 
and template-based deposition, will be highlighted as well. For the ther- 
modynamic equilibrium approach, this chapter will take the solution 
synthesis of nanoparticles as an example to illustrate the fundamental 
requirements and consideration, however the fundamentals and principles 
are applicable to other systems without or with minimal modification. 

For the fabrication of nanoparticles, a small size is not the only require- 
ment. For any practical application, the processing conditions need to be 
controlled in such a way that resulting nanoparticles have the following 
characteristics: (i) identical size of all particles (also called monosized or 
with uniform size distribution), (ii) identical shape or morphology, 
(iii) identical chemical composition and crystal structure that are desired 
among different particles and within individual particles, such as core and 
surface composition must be the same, and (iv) individually dispersed or 
monodispersed, i.e. no agglomeration. If agglomeration does occur, 
nanoparticles should be readily redispersible. 

Nanoparticles discussed in this chapter include single crystal, poly- 
crystalline and amorphous particles with all possible morphologies, such 
as spheres, cubes and platelets. In general, the characteristic dimension of 
the particles is not larger than several hundred nanometers, mostly less 
than a couple of hundred nanometers. Some other terminologies are 
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commonly used in the literature to describe some specific subgroups of 
nanoparticles. If the nanoparticles are single crystalline, they are often 
referred to as nanocrystals. When the characteristic dimension of the 
nanoparticles is sufficiently small and quantum effects are observed, 
quantum dots are the common term used to describe such nanoparticles. 

3.2. Nanoparticles through Homogeneous 
Nucleation 

For the formation of nanoparticles by homogeneous nucleation, a super- 
saturation of growth species must be created. A reduction in temperature 
of an equilibrium mixture, such as a saturated solution would lead to 
supersaturation. Formation of metal quantum dots in glass matrix by 
annealing at moderate temperatures is a good example of this approach. 
Another method is to generate a supersaturation through in situ chemical 
reactions by converting highly soluble chemicals into less soluble chemi- 
cals. For example, semiconductor nanoparticles are commonly produced 
by pyrolysis of organometallic precursors. Nanoparticles can be synthe- 
sized through homogeneous nucleation in three mediums: liquid, gas and 
solid; however, the fundamentals of nucleation and subsequent growth 
processes are essentially the same. 

Before discussing the detailed approaches for the synthesis of uni- 
formly sized monodispersed nanoparticles, we will first review the funda- 
mentals of homogeneous nucleation and subsequent growth. Solution 
synthesis of metallic, semiconductor, and oxide nanoparticles will then be 
discussed in detail, Vapor phase reaction and solid phase segregation for 
the formation of nanoparticles are also included in this section. 

3.2.1. Fundamentals of homogeneous nucleation 

When the concentration of a solute in a solvent exceeds its equilibrium sol- 
ubility or temperature decreases below the phase transformation point, a 
new phase appears. Let us consider the case of homogeneous nucleation of 
a solid phase from a supersaturated solution, as an example. A solution 
with solute exceeding the solubility or supersaturation possesses a high 
Gibbs free energy; the overall energy of the system would be reduced by 
segregating solute from the solution. Figure 3.1 is a schematic showing the 
reduction of the overall Gibbs free energy of a supersaturated solution by 
forming a solid phase and maintaining an equilibrium concentration in the 
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Fig. 3.1. Schematic showing the reduction of the overall Gibbs free energy of a supersat- 
urated solution by forming a solid phase and maintaining an equilibrium concentration in 
the solution. 

solution. This reduction of Gibbs free energy is the driving force for both 
nucleation and growth. The change of Gibbs free energy per unit volume 
of the solid phase, AGv, is dependent on the concentration of the solute: 

kT kT 
AG, = - - ln(C/C,) = -- ln(1 + a) a a 

where C is the concentration of the solute, C, is the equilibrium concen- 
tration or solubility, k is the Boltzmann constant, T is the temperature, is 
the atomic volume, and u is the supersaturation defined by (C-CJC,. 
Without supersaturation (i.e. u = 0), AGv is zero, and no nucleation would 
occur. When C >  C,, AG, is negative and nucleation occurs sponta- 
neously. Assuming a spherical nucleus with a radius of Y ,  the change of 
Gibbs free energy or volume energy, Apv, can be described by: 

4 
Ap,, = -TGAG, 

3 (3.2) 

However, this energy reduction is counter balanced by the introduction of 
surface energy, accompanied with the formation of a new phase. This 
results in an increase in the surface energy, Aps, of the system: 

Aps = 47~37 (3.3) 

where y is the surface energy per unit area. The total change of chemical 
potential for the formation of the nucleus, AG, is given by: 

4 
3 

AG = Ap,, + Aps = --nr3AGV + 47~3.2~ (3.4) 

Figure 3.2 schematically shows the change of volume free energy, Ap,, 
surface free energy, ApS, and total free energy, AG, as functions of 
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Fig. 3.2. Schematic illustrating the change of volume free energy, A@", surface free 
energy, Aps, and total free energy, AG, as functions of nucleus' radius. 

nucleus' radius. From this figure, one can easily see that the newly formed 
nucleus is stable only when its radius exceeds a critical size, r*. A nucleus 
smaller than Y* will dissolve into the solution to reduce the overall free 
energy, whereas a nucleus larger than Y* is stable and continues to grow 
bigger. At the critical size r = r*, dAG/dr = 0 and the critical size, r*, and 
critical energy, AG*, are defined by: 

(3.5) 

AG* is the energy barrier that a nucleation process must overcome and r* 
represents the minimum size of a stable spherical nucleus. The above dis- 
cussion was based on a supersaturated solution; however, all the concepts can 
be generalized for a supersaturated vapor and a supercooled gas or liquid. 

In the synthesis and preparation of nanoparticles or quantum dots by 
nucleation from Supersaturated solution or vapor, this critical size repre- 
sents the limit on how small nanoparticles can be synthesized. To reduce 
the critical size and free energy, one needs to increase the change of Gibbs 
free energy, AGv, and reduce the surface energy of the new phase, y. 
Equation (3.1) indicates that AGv can be significantly increased by 
increasing the supersaturation, cr, for a given system. Figure 3.3 compares 
the critical sizes and critical free energy of three spherical nuclei with dif- 
ferent values of supersaturation, which increases with a decreasing tem- 
perature. Temperature can also influence surface energy. Surface energy 
of the solid nucleus can change more significantly near the roughening 
temperature. Other possibilities include: (i) use of different solvent, 
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Fig. 3.3. The effect of temperature on the critical sizes and critical free energy of three 
spherical nuclei. Supersaturation increases with a decreasing temperature and surface energy 
also varies with temperature. TE> T,  > T2 > T3 with T, being the equilibrium temperature. 

(ii) additives in solution, and (iii) incorporation of impurities into solid 
phase, when other requirements are not compromised. 

The rate of nucleation per unit volume and per unit time, RN, is pro- 
portional to (i) the probability, P, that a thermodynamic fluctuation of crit- 
ical free energy, AG*, given by: 

P = exp (-F) AG * 
(3.7) 

(ii) the number of growth species per unit volume, n,  which can be used 
as nucleation centers (in homogeneous nucleation, it equals to the initial 
concentration, Co), and (iii) the successful jump frequency of growth 
species, r, from one site to another, which is given by: 

where A is the diameter of the growth species and 7 is the viscosity of the 
solution. So the rate of nucleation RNcan be described by: 

RN = npr = [ -} CokT enp( - F )  AG* 
3nA3q (3.9) 

This equation indicates that high initial concentration or supersaturation (so, 
a large number of nucleation sites), low viscosity and low critical energy 
barrier favor the formation of a large number of nuclei. For a given concen- 
tration of solute, a larger number of nuclei mean smaller sized nuclei. 

Figure 3.4 schematically illustrated the processes of nucleation and sub- 
sequent g r ~ w t h . ~  When the concentration of solute increases as a function 
of time, no nucleation would occur even above the equilibrium solubility. 
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Fig. 3.4. Schematic illustrating the processes of nucleation and subsequent growth. 
[M. Haruta and B. Delmon, J.  Chirn. Phys. 83, 859 (1 986).] 
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Fig. 3.5. Schematic showing, from a slightly different point of view, the relations between 
the nucleation and growth rates and the concentration of growth species. [M. Haruta and 
B. Delmon, J Chim. Phys. 83, 859 (1986).] 

The nucleation occurs only when the supersaturation reaches a certain 
value above the solubility, which corresponds to the energy barrier defined 
by Eq. (3.6) for the formation of nuclei. After the initial nucleation, the 
concentration or supersaturation of the growth species decreases and the 
change of Gibbs free energy reduces. When the concentration decreases 
below this specific concentration, which corresponds to the critical energy, 
no more nuclei would form, whereas the growth will proceed until the con- 
centration of growth species has attained the equilibrium concentration or 
solubility. Figure 3.5 schematically shows, from a slightly different point of 
view, the relations between the nucleation and growth rates and the con- 
centration of growth  specie^.^ When the concentration of the growth species 
increases above the equilibrium concentration, initially there will be no 
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nucleation. However, nucleation occurs when the concentration reaches the 
minimum saturation required to overcome the critical energy barrier, and 
the nucleation rate increases very rapidly as the concentration increases 
further. Although growth process cannot proceed when there is no nucleus, 
growth rate is above zero for a concentration above its equilibrium solubil- 
ity. Once nuclei are formed, growth occurs simultaneously. Above the min- 
imum concentration, nucleation and growth are inseparable processes; 
however, these two processes proceed at different speeds. 

For the synthesis of nanoparticles with uniform size distribution, it is 
best if all nuclei are formed at the same time. In this case, all the nuclei are 
likely to have the same or similar size, since they are formed under the same 
conditions. In addition, all the nuclei will have the same subsequent growth. 
Consequently, monosized nanoparticles can be obtained. So it is obvious 
that it is highly desirable to have nucleation occur in a very short period of 
time. In practice, to achieve a sharp nucleation, the concentration of the 
growth species is increased abruptly to a very high supersaturation and then 
quickly brought below the minimum concentration for nucleation. Below 
this concentration, no more new nucleus forms, whereas the existing nuclei 
continue to grow until the concentration of the growth species reduces to 
the equilibrium concentration. The size distribution of nanoparticles can be 
further altered in the subsequent growth process. The size distribution of 
initial nuclei may increase or decrease depending on the kinetics of the sub- 
sequent growth process. The formation of uniformly sized nanoparticles 
can be achieved if the growth process is appropriately controlled. 

3.2.2. Subsequent growth of nuclei 

The size distribution of nanoparticles is dependent on the subsequent 
growth process of the nuclei. The growth process of the nuclei involves 
multi-steps and the major steps are (i) generation of growth species, 
(ii) diffusion of the growth species from bulk to the growth surface, 
(iii) adsorption of the growth species onto the growth surface, and (iv) sur- 
face growth through irreversible incorporation of growth species onto the 
solid surface. These steps can be further grouped into two processes. 
Supplying the growth species to the growth surface is termed as diffusion, 
which includes the generation, diffusion and adsorption of growth species 
onto the growth surface, whereas incorporation of growth species 
adsorbed on the growth surface into solid structure is denoted as growth. 
A diffusion-limited growth would result in a different size distribution of 
nanoparticles as compared with that by growth-limited process. 
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3.2.2.1. Growth controlled by diffusion 

When the concentration of growth species reduces below the minimum 
concentration for nucleation, nucleation stops, whereas the growth contin- 
ues. If the growth process is controlled by the diffusion of growth species 
from the bulk solution to the particle surface, the growth rate is given by4: 

(3.10) dr/dt = D(C- C,)- 

where Y is the radius of spherical nucleus, D is the diffusion coefficient of 
the growth species, C is the bulk concentration, C, is the concentration on 
the surface of solid particles, and V, is the molar volume of the nuclei as 
illustrated in Fig. 3.6. By solving this differential equation and assuming 
the initial size of nucleus, ro, and the change of bulk concentration negli- 
gible, we have: 

r2 = 2D(C- C,) Vmt + r,’ (3.1 1) 

vm 

r 

or 

r2 = kDt + r,’ (3.12) 

where kD = 2D(C- C,)V,. For two particles with initial radius difference, 
Sr,, the radius difference, Sr, decreases as time increases or particles grow 
bigger, according to: 

Combining with Eq. (3.12), we have: 

(3.13) 

(3.14) 

Both Eqs. (3.13) and (3.14) indicate that the radius difference decreases 
with increase of nuclear radius and prolonged growth time. The diffusion- 
controlled growth promotes the formation of uniformly sized particles. 

3.2.2.2. Growth controlled by surface process 

When the diffusion of growth species from the bulk to the growth surface 
is sufficiently rapid, i.e. the concentration on the surface is the same as 
that in the bulk as illustrated by a dash line also in Fig. 3.6, the growth rate 
is controlled by the surface process. There are two mechanisms for the 
surface processes: mononuclear growth and poly-nuclear growth. For the 
mononuclear growth, the growth proceeds layer by layer; the growth 
species are incorporated into one layer and proceeds to another layer only 
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Fig. 3.6. Schematic diagram of the concentration profile of an alloy component or impu- 
rity distribution across the solid-liquid interface, showing the formation of a depletion 
boundary layer in the liquid phase. 

after the growth of the previous layer is complete. There is a sufficient 
time for the growth species to diffuse on the surface. The growth rate is 
thus proportional to the surface area4: 

dr 
- = kmr2 
dt 

(3.15) 

where km is a proportionality constant, dependent on the concentration of 
growth species. The growth rate is given by solving the above equation: 

1 1  

r ro 
_ - _ _  - k,t (3.16) 

The radius difference increases with an increasing radius of the nuclei: 

Substituting Eq. (3.16) into (3.17) yields: 
6ro 6r = 

(1 - kmrot)’ 

(3.17) 

(3.18) 

where k,rot < 1. This boundary condition is derived from Eq. (3.16), and it 
means that the radius, is not infinitely large, i.e. r < m. Equation (3.18) shows 
that the radius difference increases with a prolonged growth time. Obviously, 
this growth mechanism does not favor the synthesis of monosized particles. 

During poly-nuclear growth, which occurs when the surface concentra- 
tion is very high, surface process is so fast that second layer growth pro- 
ceeds before the first layer growth is complete. The growth rate of particles 
is independent of particle size or time,5 i.e. the growth rate is constant: 

dr 
- = kp 
dt 

(3.19) 

Where kp is a constant only dependent on temperature. Hence the particles 
grow linearly with time: 

r = kpt + ro (3.20) 
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The relative radius difference remains constant regardless of the growth 
time and the absolute particle size: 

6r = 6ro (3.21) 

It is worth noting that although the absolute radius difference remains 
unchanged, the relative radius difference would be inversely proportional 
to the particle radius and the growth time. As particles get bigger, the 
radius difference become smaller; so this growth mechanism also favors 
the synthesis of monosized particles. 

Figures 3.7 and 3.8 schematically illustrate the radius difference as 
functions of particle size and growth time for all three mechanisms of sub- 
sequent growth discussed above. It is obvious that a diffusion controlled 
growth mechanism is required for the synthesis of monosized particles by 
homogeneous nucleation. Williams et al. suggested that the growth of 
nanoparticles involve all three mechanisms. When the nuclei are small, 
monolayer growth mechanism may dominate, poly-nuclear growth may 
become predominant as the nuclei become bigger. Diffusion is predomi- 
nant for the growth of relatively large particles. Of course, this would only 
be the case when no other procedures or measures were applied to prevent 
certain growth mechanisms. Different growth mechanisms can become 
predominant when favorable growth conditions are established. For exam- 
ple, when the supply of growth species is very slow due to a slow chemi- 
cal reaction, the growth of nuclei would most likely be predominant by the 
difhsion-controlled process. 

Fig. 3.7. Schematic illustrating the radius difference as functions of particle size for all 
three mechanisms of subsequent growth discussed above. 
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Fig. 3.8. Schematic illustrating the radius difference as functions of growth time for all 
three mechanisms of subsequent growth discussed above. 

For the formation of monosized nanoparticles, dilsion-limited growth 
is desired. There are several ways to achieve diffusion-limited growth. For 
example, when the concentration of growth species is kept extremely low, 
diffusion distance would be very large and consequently diffusion could 
become the limiting step. Increasing the viscosity of solution is another 
possibility. Introduction of a diffusion barrier such as a monolayer on the 
surface of a growing particle is yet another approach. Controlled supply 
of growth species offers another method to manipulate the growth 
process. When growth species is generated through chemical reactions, 
the rate of reaction can be manipulated through the control of the concen- 
tration of by-product, reactant and catalyst. 

In the following sections, we will discuss the synthesis of metal, semi- 
conductor and oxide (including hydroxide) nanoparticles separately for 
the sake of clarity. First, we will focus our discussion on the synthesis of 
various types of nanoparticles through solution processes. Formation of 
nanoparticles dispersed in a solvent is the most common approach and 
offers several advantages, which include easiness of 

(1) stabilization of nanoparticles from agglomeration, 
(2) extraction of nanoparticles from solvent, 
( 3 )  surface modification and application, 
(4) processing control, and 
( 5 )  mass production. 
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3.2.3. Synthesis of metallic nanoparticles 

Reduction of metal complexes in dilute solutions is the general method in 
the synthesis of metal colloidal dispersions, and a variety of methods have 
been developed to initiate and control the reduction reactions.6-10 The for- 
mation of monosized metallic nanoparticles is achieved in most cases by 
a combination of a low concentration of solute and polymeric monolayer 
adhered onto the growth surfaces. Both a low concentration and a poly- 
meric monolayer would hinder the diffusion of growth species from the 
surrounding solution to the growth surfaces, so that the diffusion process 
is likely to be the rate limiting step of subsequent growth of initial nuclei, 
resulting in the formation of uniformly sized nanoparticles. 

In the synthesis of metallic nanoparticles, or more specifically speak- 
ing, metallic colloidal dispersion, various types of precursors, reduction 
reagents, other chemicals, and methods were used to promote or control 
the reduction reactions, the initial nucleation and the subsequent growth 
of initial nuclei. Table 3.1 briefly summarizes the precursors, reduction 
reagents and polymeric stabilizers commonly used in the production of 
metallic colloidal dispersions. The precursors include: elemental metals, 
inorganic salts and metal complexes, such as, Ni, Co, HAuC14, H,PtCl,, 
RhC1, and PdCI2. Reduction reagents includes: sodium citrate, hydrogen 
peroxide, hydroxylamine hydrochloride, citric acid, carbon monoxide, 
phosphorus, hydrogen, formaldehyde, aqueous methanol, sodium carbon- 
ate and sodium hydroxide. Examples of polymeric stabilizers include 
polyvinyl alcohol (PVA) and sodium polyacrylate. 

Colloidal gold has been studied extensively for a long time. In 1857 
Faraday published a comprehensive study on the preparation and properties of 
colloidal gold.” A variety of methods have been developed for the synthesis 
of gold nanoparticles, and among them, sodium citrate reduction of chlorau- 
ric acid at 100°C was developed more than 50 years agoI2 and remains the 
most commonly used method. The classical (or standard) experimental con- 
ditions are as follows. Chlorauric acid dissolves into water to make 20 ml very 
dilute solution of -2.5 X 104M. Then 1 mlO.5% sodium citrate is added into 
the boiling solution. The mixture is kept at 100°C till color changes, while 
maintaining the overall volume of the solution by adding water. Such prepared 
colloidal sol has excellent stability and uniform particle size of -2Onm in 
diameter. It has been demonstrated that a large number of initial nuclei formed 
in the nucleation stage would result in a larger number of nanoparticles with 
smaller size and narrower size distribution. Figure 3.9 compares the size and 
size distribution of gold nanoparticles and the nucleation rates when the col- 
loidal gold was prepared at different concentrations. l 3  
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Table 3.1. Summary of precursors, reduction reagents and polymer stabilizers. 

Precursors 
Metal anode 
Palladium chloride 
Hydrogen hexachloroplatinate IV 
Potassium tetrachloroplatinate I1 
Silver nitrate 
Silver tetraoxylchlorate 
Chloroauric acid 
Rhodium chloride 
Reduction Reagents 
Hydrogen 
Sodium citrate 
Hydroxylamine hydrochloride 
Citric acid 
Carbon monoxide 
Phosphorus in ether 
Methanol 
Hydrogen peroxide 
Sodium carbonate 
Sodium hydroxide 
Formaldehyde 
Sodium tetrahydroborate 
Ammonium ions 
Polymer stabilizers 
Poly(vinylpyrrolidone), PVP 
Polyvinylalcohol, PVA 
Polyethyleneimine 
Sodium polyphosphate 
Sodium polyacrylate 
Tetraalkylammonium halogenides 

Formula 
Pd, Ni, Co 
PdCI;! 
HZPtC16 
K2PtC14 
&NO3 
AgCIO4 
HAuC14 
RhC13 

H2 
Na3C6H507 
NH40H + HCl 
C6H807 
co 
P 
CH,OH 
H202 
Na2C03 
NaOH 
HCHO 
NaBH4 
N H 6  

Hirai and  coworker^'^>'^ prepared a colloidal dispersion of rhodium by 
refluxing a solution of rhodium chloride and PVA in a mixture of 
methanol and water at 79°C. The volume ratio of methanol to water was 
1 : 1. Refluxing was carried out in argon or air for 0.2 to 16 hours. In this 
process, methanol was used as a reduction reagent and the reduction reac- 
tion was straightforward: 

(3.22) 
3 3 
2 2 RhC13 + -CH30H + Rh + -HCHO + 3HC1 

PVA was used as a polymer stabilizer and also served as a diffusion 
barrier. Rh nanoparticles prepared were found to have mean diameters 
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Fig. 3.9. (a) Particle size distribution curves of gold sol prepared at different concentra- 
tions (b) Nucleation rate curves for gold sols prepared at different concentrations. 
[J. Turkevich, Gold Bull. 18, 86 (1  985).] 

ranging from 0.8 to 4 nm. However, a bimodal size distribution was found, 
with large particles of 4 nm and small ones of 0.8 nm. Increasing reflux- 
ing time was found to result in a decrease of small particles and an 
increase of large particles, which was attributed to Ostwald ripening. 

Henglein et aZ.‘6 studied and compared three different methods for the 
preparation of Pt nanoparticles: radiolysis, hydrogen reduction and citrate 
reduction. The y-rays of 6oCo was used to generate hydrated electrons, 
hydrogen atoms and 1 -hydroxylmethyl radicals. These radicals would sub- 
sequently reduce Pt2’ in K2PtC14 to the zero-valence state, which formed 
Pt particles with a mean diameter of 1.8 nm. Citrate reduction of PtC1;- is 
also known as Turkevich m e t h o ~ I , ~ ~ ~ ~ ’ ~ ’ *  which was initially developed for 
the synthesis of uniformly sized gold nanoparticles. In this method, 
H2PtC16 was mixed with sodium citrate and boiled for 1 hr, yielded Pt par- 
ticles of 2.5 nm in diameter. 

Hydrogen reduction of K2PtC14 and PdC12 was developed by Rampino 
and Nord19 and PVA was used to stabilize both Pt and Pd particles in the 
experiments. In this method, precursors in dilute aqueous solution were 
first hydrolyzed to form hydroxides prior to hydrogen reduction. For Pd, 
sodium carbonate was used as a catalyst to promote the hydrolysis reaction, 
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whereas for Pt, sodium hydroxide was required to ensure the hydrolysis 
reaction. For palladium, the following reduction reactions were proposed: 

PdCl, + Na2C03 + 2H20 + Pd(OH)2 + H2C03 + 2Na+ + 2C1- (3.23) 

Pd(OH)2 + H2 + Pd + 2H2O (3.24) 

Similar reactions were proposed for the synthesis of Pt nanoparticles. 
When no catalyst was used, during aging prior to the introduction of hydro- 
gen gas, the Pt precursor complexes could be converted to a large extent 
into aquated complexes within a few hours at ambient temperature20: 

PtCl% + H20 + Pt(H,O)Cl, + Cl- (3.25) 

Pt(H2O)CIj + H20 + Pt(H20)&12 + C1- (3.26) 

The aquated complexes were then reduced by hydrogen. It was found that 
the polymeric stabilizer, either sodium polyacrylate or polyphosphate, had 
a strong influence on the rate of the reduction reaction. This indicates that 
the polymeric stabilizer may exert catalytic influences on reduction, in 
addition to their stabilization and diffusion barrier roles. Such prepared Pt 
particles have a mean diameter of 7.0 nm. 

Various methods have been developed for the formation of silver 
nanoparticles. For example synthesis of Ag nanoparticles can be achieved 
by the W illumination of aqueous solutions containing AgC104, acetone, 
2-propanol and various polymer  stabilizer^.^^ UV illumination generates 
ketyl radicals via excitation of acetone and subsequent hydrogen atom 
abstraction from 2-propanol: 

CH,COCH; + (CH3)2CHOH + 2(CH3),(OH)C* (3.27) 

The ketyl radical may hrther undergo protolytic dissociation reaction: 

(CH3)2(0H)C* a (CH3)20C.- + H+ (3.28) 

Both the ketyl radical and radical anions react with and reduce silver ions 
to silver atoms: 

(CH3)2(OH)C* + Ag' + (CH3)2CO + Ag + H+ (3.29) 

(CH3)20C.- + Ag' -+ (CH3)2CO + Ag (3.30) 

Both reactions have a rather low reaction rate, and thus favor the produc- 
tion of monosized silver nanoparticles. With the presence of polyethyl- 
eneimine as polymer stabilizer, silver nanoparticles formed using the 
above photochemical reduction process have a mean size of 7nm with a 
narrow size distribution. 
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Amorphous silver nanoparticles of -20nm were prepared by sono- 
chemical reduction of an aqueous silver nitrate solution at a temperature 
of 10°C, in an atmosphere of argon and hydrogen.21 The reaction was 
explained as follows. The ultrasound resulted in decomposition of water 
into hydrogen and hydroxyl radicals. Hydrogen radicals would reduce sil- 
ver ions into silver atoms, which subsequently nucleate and grow to silver 
nanoclusters. Some hydroxyl radicals would combine to form an oxidant, 
hydrogen peroxide, which may oxidize silver nanoclusters to silver oxide, 
and the addition of hydrogen gas was to remove the hydrogen peroxides 
from the solution so as to prevent the oxidation of silver nanoparticles.22 

Metallic nanoparticles can also be prepared by an electrochemical dep- 
osition m e t h ~ d . ~ ~ . ~ ~  This synthesis employs a simple electrochemical cell 
containing only a metal anode and a metal or glassy carbon cathode. The 
electrolyte consists of organic solutions of tetraalkylammonium halo- 
genides, which also serve as stabilizers for the produced metal nanoparti- 
cles. Upon application of an electric field, the anode undergoes oxidative 
dissolution forming metal ions, which would migrate toward the cathode. 
The reduction of metal ions by ammonium ions leads to the nucleation 
and subsequent growth of metallic nanoparticles in the solution. With this 
method, nanoparticles of Pd, Ni and Co with diameters ranging from 1.4 
to 4.8 nm were produced. Furthermore, it was found that the current den- 
sity has an appreciable influence on the size of metallic particles; increas- 
ing the current density results in a reduced particle size.23 

3.2.3.1. Influences of reduction reagents 

The size and size distribution of metallic colloids vary significantly with 
the types of reduction reagents used in the synthesis. In general, a strong 
reduction reaction promotes a fast reaction rate and favors the formation 
of smaller nanopart ic le~.~~9~~ A weak reduction reagent induces a slow 
reaction rate and favors relatively larger particles. However, a slow reac- 
tion may result in either wider or narrower size distribution. If the slow 
reaction leads to continuous formation of new nuclei or secondary nuclei, 
a wide size distribution would be obtained. On the other hand, if no fur- 
ther nucleation or secondary nucleation occurs, a slow reduction reaction 
would lead to diffusion-limited growth, since the growth of the nuclei 
would be controlled by the availability of the zerovalent atoms. 
Consequently, a narrow size distribution would be obtained. 

The influences of various reduction reagents on the size and size dis- 
tribution of gold nanoparticles are summarized in Table 3.2.27 Using the 
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Table 3.2. Comparison of average sizes of Au nanoparticles synthesized using various 
reduction reagents, all in nanometer?’ 

Reduction reagents 436nm* 546nm* XRD# SEM 

Sodium citrate 29.1 28.6 17.5 17.620.6 
Hydrogen peroxide 25.3 23.1 15.1 15.7-C 1.1 

31.0 31.3 18.7 19.7 5 2.6 
Hydroxylamine hydrochloride 37.8 22.824.2 
Citric acid 23.5 22.8 12.520.6 
Carbon monoxide 9.1 7.4 9.0 5.010.5 

15.3 15.3 9.8 7.550.4 
18.9 18.3 13.1 12.220.5 

Phosphorus 13.9 8.1 k0.5 
21 .o 15.52 1.7 
29.6 25.6rt2.6 
36.9 35.81t9.7 

* The particle sizes are determined using light scattering with the indicated wavelengths. 
# The particle sizes are determined based on X-ray diffraction line broadening. 

same reduction reagent, nanoparticle size can be varied by changing the 
synthesis conditions. In addition, it was found that the reduction reagents 
have noticeable influences on the morphology of the gold colloidal parti- 
cles. Figure 3.10 shows electron micrographs of gold nanoparticles pre- 
pared with sodium citrate (a) and citric acid (b) as reduction reagents, 
respectively, under otherwise similar synthesis  condition^.^^ Gold parti- 
cles with spherical shape were obtained using sodium citrate or hydrogen 
peroxide as reduction reagents, whereas faceted gold particles were 
formed when hydroxylamine hydrochloride (cubical with { IOO} facets) 
and citric acid (trigons or very thin platelets of trigonal symmetry with 
{ 11 1) facets) were used as reduction reagents. Furthermore, concentra- 
tion of the reduction reagents and pH value of the reagents have notice- 
able influences on the morphology of the grown gold nanoparticles. For 
example, lowering the pH value caused the { 1 1 1 } facets to develop at the 
expense of the {loo} facets. 

In preparation of transition metallic colloids, Reetz and Maase28 found 
that the size of metallic colloids is strongly dependent on how strong a 
reduction reagent is, and stronger reducing reagents lead to smaller 
nanoparticles. For example, for the synthesis of Pd colloids from lead 
nitrate in THF, the particle size decreases in the following order: 

Ypivalate - ramate > Yglycolate >’ Ydichloroacetate (3.3 1) 

Figure 3.1 1 shows the particle size of Pd colloids as a function of peak poten- 
tials of reduction reagent, carboxylates, in which smaller peak potentials 
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Fig. 3.10. SEM micrographs of gold nanoparticles prepared with sodium citrate (a) and 
citric acid (b) as reduction reagents, respectively, under otherwise similar synthesis condi- 
tions. [W.O. Miligan and R.H. Morriss, J.  Am. Chem. SOC. 86, 3461 (1  964).] 
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Fig. 3.11. The particle size of Pd colloids as a function of peak potentials of reduction 
reagent, carboxylates, in which smaller peak potentials mean stronger reduction reagents. 
[M.T. Reetz and M. Maase, Adv. Muter. 11, 773 (1999).] 

mean stronger reduction reagents.28 Such an influence may be explained by 
the fact that stronger reduction reagent would generate an abrupt surge of the 
concentration of growth species, resulting in a very high supersaturation. 
Consequently, a large number of initial nuclei would form. For a given con- 
centration of metal precursors, the formation of a larger number of nuclei 
would result in a smaller size of the grown nanoparticles. 

3.2.3.2. Influences by other factors 

In addition to the control by reduction reagents, the reduction reaction rate 
or the supply of the growth species can be influenced by other factors. For 
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example, in the synthesis of Pt nanoparticles using an aqueous methanol 
reduction of H2PtC16, Duff et u Z . * ~  found that a high concentration of chlo- 
ride ions present in the reaction mixture promoted monodispersity and 
near-spherical particle shape of the metallic colloids, favoring smoother 
and rounder surfaces, at the otherwise similar conditions. Such an influ- 
ence could be understood from the two-step reduction reactions: 

PtC$ + CH30H + PtClf + HCHO + 2H+ + 2C1- (3.32) 

PtC1:- + CH,OH + Pt + HCHO + 2H+ + 4C1- (3.33) 

An increased concentration of chloride ions would favor slow reaction 
rates. Consequently, the supply of the growth species, i.e. zerovalent 
Pt atom, would be slow and, thus, favors diffusion-limited growth of initial 
Pt nuclei. Further, increasing the amount of polymer in the reaction mix- 
ture was found to increase the sphericity of the particles. It can be easily 
understood by considering the fact that increased amount of polymer pro- 
duces steric resistance for the diffhion and consequently results in a dif- 
hsion controlled growth, which favors the formation of spherical particles. 

A decreased reduction rate can also be achieved using a low concen- 
tration of reactant, which is illustrated by the following example. 
Nanosized silver particles were synthesized by reduction of silver nitrate 
using formaldehyde in aqueous solution.30 It was found that the quantity 
of reducing agent had negligible effects on the particle size distribution; 
however, if only formaldehyde was used, the reaction rate would be too 
slow at room temperature due to low pH. Alkaline solution consisting of 
NaOH and/or Na2C03 was used to promote the over reaction rate. The 
reaction between silver ions and reducing agent can be written as: 

2Ag' + HCHO + 30H- -+ 2Ag + HCOO- + 2H20 (3.34) 
1 

Ag' + HCHO + OH- -+ Ag + HCOOH + :HZ (3.35) 
2 

The following reaction mechanism was proposed. First hydroxyl ions may 
undergo a nucleophilic addition reaction to formaldehyde producing 
hydride and formate ions, and then the hydride ions reduced silver ions to 
silver atoms. 

When only NaOH was used, a higher pH was found to favor for higher 
reduction rate, and result in the formation of large silver precipitates, 
which settle at the bottom of solution. When a weak base of sodium car- 
bonate was added to partially substitute NaOH, stable silver colloidal dis- 
persions were obtained. The addition or substitution of sodium carbonate 
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is to control the release of hydroxyl ions only when the pH became lower 
than certain value according to the following reaction: 

Na2C03 + 2H20 2Na+ + 20H- + H2C03 (3.36) 

The concentration of hydroxyl ions would determine the rate of reactions 
3.34 and 3.35, so as to control the production of silver atoms. Figure 3.12 
shows the effect of the quantity of sodium carbonate on the average size 
of silver particles and the standard deviation of size dis t r ib~t ion.~~ Well- 
dispersed crystalline silver particles of 7-20 nm in size and with spherical 
shape were obtained with a Na2C03/AgN03 ratio ranging from 1 to 1.5. 
More Na2C03 resulted in a higher pH or a higher concentration of 
hydroxyl ions, which would promote the reduction rates. A higher con- 
centration of Na2C03 would increase the concentration of hydroxyl ions 
and, thus, promote the reduction rate, resulting in the production of a large 
quantity of growth species and shift the growth away from difision lim- 
iting process. It should also be noted that during the synthesis, polyvinyl- 
pyrrolidone (PVP) or polyvinyl alcohol (PVA) was used to stabilize the 
grown silver nanoparticles. As discussed before, the presence of the poly- 
meric layer would also serve as a difision barrier, which promotes the 
diffusion-limited growth, favoring a narrow size distribution. The influ- 
ences of polymer stabilizers are discussed further in the next section. 
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Fig. 3.12. Effect of [Na2CO3]/[AgNO3] ratio on silver average size and its standard 
deviation (other conditions: [AgN03] = 0.005 M, [HCHO]/[AgN03] = 4, [NaOH]/ 
[AgN03] = 1, PVP/[AgN03] = 9.27). [K. Chou and C. Ren, Mater. Chem. Phys. 64, 241 
(2000).] 
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3.2.3.3. lnfluences of polymer stabilizer 

Henglein3' systematically studied the influences of various polymer stabi- 
lizers on the formation of silver colloidal dispersions. The polymer stabi- 
lizers studied were polyethyleneimine, sodium polyphosphate, sodium 
polyacrylate and poly(vinylpyrro1idone). Although polymer stabilizers are 
introduced primarily to form a monolayer on the surface of nanoparticles 
so as to prevent agglomeration of nanoparticles, the presence of such 
polymer stabilizers during the formation of nanoparticles can have various 
influences on the growth process of nanoparticles. Interaction between the 
surface of a solid particle and polymer stabilizer may vary significantly 
depending on the surface chemistry of solid, the polymer, solvent and tem- 
perature. A strong adsorption of polymer stabilizers would occupy the 
growth sites and thus reduce the growth rate of nanoparticles. A full cov- 
erage of polymer stabilizer would also hinder the diffusion of growth 
species from the surrounding solution to the surface of growing particle. 

Polymer stabilizers may also interact with solute, catalyst, or solvent, 
and thus directly contribute to reaction. For example, Chou and Ren30 
reported that PVP is actually a weak acid and capable of combining with 
hydroxyl ions. As a result, the effective quantity of PVP as a stabilizer 
would be smaller than that was added. Polymer stabilizers have also been 
found to have catalytic effect on reduction reactions.I6 Furthermore, the pH 
of the solution would increase with an increasing concentration of PVP. 

Ahmadi et al.32 studied the influences of polymer stabilizer (also 
referred to as capping material), sodium polyacrylate, on the shape of col- 
loidal platinum nanoparticles. Their results demonstrated that under the 
same experimental conditions and using the same polymer stabilizer, 
changing the ratio of the concentration of the capping material to that of 
Pt ions from 1 : 1 to 5 : 1 produced different shapes of Pt nanoparticles, 
with cubic particles corresponding to a ratio of 1 : 1 and tetrahedral parti- 
cles to a 5 : 1 ratio. Obviously the different concentration ratio of capping 
material has determining influences on the growth rate of { 11 1 } and 
{loo} facets ofPt nuclei. Figure 3.13 shows the different morphologies of 
Pt nan~part ic les .~~ 

It should also be noted that although polymer stabilizers play a very 
important role in the synthesis of metal nanoparticles, they can be prepared 
without using any polymer  stabilizer^.^',^^ Yin et al. 33 prepared silver 
nanoparticles through tollens process using a commercially available set 
of solution.34 Without adding any stabilizing reagent, the as synthesized 
aqueous dispersion of silver nanoparticles of 20-30 nm in size was found 
to be stable for at least one year. The dispersion is likely to be stabilized 
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Fig. 3.13. Pt nanoparticles synthesized in colloidal solution and having different shapes 
(1 1 nm cubes on the left and -7 nm tetrahedrons on the right). The potential use of these 
nanoparticles for different types of catalyses drives our research interest in these particles. 
[T.S. Ahmadi, Z.L. Wang, T.C. Green, A. Henglein, M.A. El-Sayed, Science 272, 1924 
(1 996).] 

Fig. 3.14. TEM images of silver nanoparticles that were obtained as final products when 
the reactions were carried out under nitrogen at (A) 27, (B) 30, and (C) 35"C, respectively. 
The mean size of these silver nanoparticles changed from -20, to -30 and -40nm when 
the temperature was raised. [Y. Yin, Z. Li, Z. Zhong, B. Gates, Y. Xia, and 
S. Venkateswaran, J Mater: Chem. 12, 522 (2002).] 

by electrostatic stabilization mechanism. However, the particle size is sen- 
sitively dependent on the synthesis temperature. A small variation of tem- 
perature would result in a significant change of diameters of metal 
nanoparticles. Figure 3.14 compares the silver nanoparticles synthesized 
under different  temperature^.^^ 
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Furthermore, nanoparticles of metals or metal alloys were prepared 
through seeding nucleation. For example, Toneguzzo et al.35 reported that 
polymetallic fine particles Co,Ni, -x and Fe,[CoxNil -, were synthe- 
sized by precipitation from metallic precursors dissolved in 172-propane- 
diol with an optimized amount of sodium hydroxide. The precursors used 
were tetrahydrated cobalt(II), nickel(I1) acetate and tetrahydrated iron (11) 
chloride. The particle formation was initiated by adding a small amount of 
a solution of K2PtC14 or AgN03 in 1,2-ethanediol. Pt or Ag is believed to 
act as nucleation agent. An increased concentration of Pt or Ag relative to 
the concentration of Co, Ni and Fe resulted in a reduced mean particle 
size, implying an increased number of particles. 

3.2.4. Synthesis of semiconductor nanoparticles 

In this section, the discussion will be focused on the synthesis of non- 
oxide semiconductor nanoparticles, whereas the formation of oxide semi- 
conductor nanoparticles will be discussed in the following section, since 
the synthesis methods are significantly different from each other. Non- 
oxide semiconductor nanoparticles are commonly synthesized by pyroly- 
sis of organometallic precursor(s) dissolved in anhydrate solvents at 
elevated temperatures in an airless environment in the presence of poly- 
mer stabilizer or capping It should also be noted here that in 
the synthesis of metallic nanoparticles, polymers attached on the surface 
are commonly termed as polymer stabilizers. However, in the synthesis of 
semiconductor nanoparticles, polymers on the surface are generally 
referred to as capping materials. Capping materials are linked to the sur- 
face of nanocrystallites via either covalent bonds or other bonds such as 
dative bonds.41 Examples are sulfur and transition metal ions and nitrogen 
lone pair of electrons form dative bond. The formation of monodispersed 
semiconductor nanocrystallites is generally achieved by the following 
approaches. First, temporally discrete nucleation is attained by a rapid 
increase in the reagent concentrations upon injection, resulting in an 
abrupt supersaturation. Second, Ostwald ripening during aging at 
increased temperatures promotes the growth of large particles at the 
expense of small ones, narrowing the size distribution. Third, size selec- 
tive precipitation is applied to further enhance the size uniformity. It is 
noted that although organic molecules are used to stabilize the colloidal 
dispersion, similar to that in the formation of metallic colloidal disper- 
sions, the organic monolayers on the surfaces of semiconductor nanopar- 
ticles play a relatively less significant role as a diffusion barrier during the 
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subsequent growth of initial nuclei. This is simply because there is a less 
extent or negligible subsequent growth of initial nuclei due to the deple- 
tion of growth species and the drop of temperature at the nucleation stage. 

Synthesis of CdE (E = S, Se, Te) semiconductor nanocrystallites 
reported by Murray et al.?* which is based on the earlier work by 
Steigerwald et aZ.43,44 is used as an example to illustrate the general 
approach. Dimethylcadmium (Me,Cd) was used as the Cd source and 
bis(trimethylsily1) sulfide ((TMS)$), trioctylphosphine selenide 
(TOPSe), and trioctylphosphine telluride (TOPTe) were used as S, Se and 
Te precursors, respectively. Mixed tri-n-octylphosphine (TOP) and tri-n- 
octylphosphine oxide (TOPO) solutions were used as solvents and cap- 
ping materials, also known as coordinating solvents. 

The procedure for the preparation of TOP/TOPO capped CdSe nanocrys- 
tallites is briefly outlined below.42 Fifty grams of TOPO is dried and 
degassed in the reaction vessel by heating to -200°C at - 1 torr for -20 min, 
flushing periodically with argon. The temperature of the reaction flask is then 
stabilized at -300°C under - 1 atm of argon. 1 .OO mL of Me2Cd is added to 
25.0 mL of TOP in the dry box, and 10.0mL of 1 .OM TOPSe stock solution 
is added to 15.0mL of TOP. Two solutions are then combined and loaded 
into a syringe in the dry box. The heat is removed from the reaction vessel. 
The syringe containing the reagent mixture is quickly removed from the dry 
box and its content delivered to the vigorously stirring reaction flask in a sin- 
gle injection through a rubber septum. The rapid introduction of the reagent 
mixture produces a deep yellow/orange solution with an absorption feature 
at 440460nm. This is also accompanied by a sudden decrease in tempera- 
ture to - 180°C. Heating is restored to the reaction flask and the temperature 
is gradually raised to and aged at 230-260°C. Depending on the aging time, 
CdSe nanoparticles with a series of sizes ranging fiom - 1.5 nm to 1 1.5 nm 
in diameter are prepared. 

The above prepared colloidal dispersion is purified by cooling to 
-6O"C, slightly above the melting point of TOPO, and adding 20mL of 
anhydrous methanol, which results in the reversible flocculation of the 
nanocrystallites. The flocculate is separated from the supernatant by 
centrifugation. Dispersion of the flocculation in 25 mL of anhydrous 
1 -butanol followed by further centrihgation results in an optically clear 
solution (more precisely speaking, a colloidal dispersion, but solution is a 
widely accepted term in the literature in this field) of nanocrystallites and 
a gray precipitate containing byproducts, consisting mostly of elemental 
Cd and Se, of the reaction, Addition of 25 mL, of anhydrous methanol to 
the supernatant produces flocculation of the crystallites and removes 
excess TOP and TOPO. A final rinse of the flocculate with 50mL of 
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methanol and subsequent vacuum drying produces -300 mg of free flow- 
ing TOP/TOPO capped CdSe nanocrystallite. 

The purified nanocrystallites are subsequently dispersed in anhydrous 
1 -butanol forming an optically clear solution. Anhydrous methanol is then 
added drop wise to the dispersion until opalescence persists upon stirring 
or sonication. Separation of supernatant and flocculate by centrifugation 
produces a precipitate enriched with the largest crystallites in the sample. 
Dispersion of the precipitate in 1 -butanol and size-selective precipitation 
with methanol is repeated until no further narrowing of the size distribu- 
tion as indicated by sharpening of optical absorption spectrum. 

Mixed phosphine and phosphine oxide solutions were found to be good 
solvents for the high temperature growth and annealing of CdSe crystal- 
lite.45,46 The coordinating solvent plays a crucial role in controlling the 
growth process, stabilizing the resulting colloidal dispersion, and elec- 
tronically passivating the semiconductor surface. 

Injection of reagents into the hot reaction vessel results in a short burst 
of homogeneous nucleation due to an abrupt supersaturation and simulta- 
neously a sharp drop in temperature associated with the introduction of 
room temperature precursor solution. The depletion of reagents through 
such nucleation prevents further nucleation and also largely hinders the 
subsequent growth of existing nuclei. Monodispersion is hrther achieved 
by gently reheating the solution to promote slow growth of initial nuclei. 
An increased temperature results in an increased solubility, and thus a 
reduced supersaturation of growth species in the solution. As a result, 
nuclei with small sizes may become unstable and dissolve back into the 
solution; dissolved species will then deposit onto the surfaces of large par- 
ticles. This dissolution-growth process is also known as Ostwald ripening, 
in which large particles grow at the expense of small  particle^.^' Such a 
growth process would result in the production of highly monodispersed 
colloidal dispersions from systems that may initially be polydi~persed.~~ 
Lowering the synthesis temperature results in a wider size distribution 
with an increased amount of small particles. A lowered temperature would 
result in an increased supersaturation favoring continued nucleation with 
smaller sizes. An increased temperature will promote the growth of 
nanoparticles with a narrow size distribution. 

Figure 3.15 shows the SEM images and optical absorption spectra of 
CdSe nanocrystallites in size ranging from - 1.2 nm to 1 1.5 nm and dis- 
persed in h e ~ a n e . ~ ~  Figure 3.16 shows the X-ray powder diffraction spectra 
of CdSe crystallites ranging from - 1.2 to 1 1.5 nm in diameter, and indi- 
cates CdSe crystallites have a predominantly wurtzite crystal structure with 
the lattice spacing of the bulk Finite size broadening in all 
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Fig. 3.15. (a) A near monolayer of 51 8, diameter CdSe crystallites showing short-range 
hexagonal close packing. (b) Room temperature optical absorption spectra of CdSe 
nanocrystallites dispersed in hexane and ranging in size from - 12 to 1 15 8,. [C.B. Murray, 
D.J. Norris, and M.G. Bawendi,J. Am. Chem. SOC. 115, 8706 (1993).] 
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Fig. 3.16. Powder X-ray diffraction spectra of (a) 12, (b) 18, (c) 20, (d) 37, (e) 42, (0 83 
and (8) 1 15 8, diameter CdSe nanocrystallites compared with the bulk wurtzite peak posi- 
tions (h). [C.B. Murray, D.J. Norris, and M.G. Bawendi, J.  Am. Chem. SOC. 115, 8706 
(1 993).] 



78 Nanostructures and Nanomaterials 

Fig. 3.17. An 80A diameter CdSe crystallite imaged in bright field with atom contrast 
shows the presence of stacking faults in the (002) direction. [C.B. Murray, D.J. Norris, and 
M.G. Bawendi, 1 Am. Chem. Soc. 115,8706 (1993).] 

diffraction peaks is evident, and excessive attenuation and broadening in 
(102) and (103) peaks are characteristic of stacking faults along the (002) 
axis.49 Such defects are observed in high-resolution TEM image as shown 
in Fig. 3.1 7.42 

Size-selective precipitation would further narrow the size distribution 
of the colloids prepared. For the fraction process to work well it is cru- 
cially important that the shape and surface derivation of the initial crys- 
tallites be uniform and that the initial polydispersity in size be relatively 

It should be noted that although the subsequent growth of initial 
nuclei appears less important in the synthesis of monodispersed CdSe 
nanocrystallites as compared to that in the formation of monodispersed 
metal nanoparticles, due to the depletion of reagents as discussed above, 
the capping material provides an important steric barrier for diffusion 
and thus favors the diffusion controlled subsequent growth of existing 
nuclei. 

Size-selective precipitation is a very useful method in the synthesis of 
monodispersed nanocrystals. For example, Guzelian et al. 50 prepared 
monodispersed InP nanocrystals of 2 to 5 nm in diameter via the reaction 
of InCl, and P(Si(CH3)3)3 in trioctylphosphine oxide (TOPO) at elevated 
temperatures, and monodispersion is largely achieved by repeated size- 
selective precipitation. Since the synthesis is a slow process in which 
nucleation and growth occur simultaneously over long time scales, in con- 
trast to temporally discrete nucleation and negligible subsequent growth in 
the synthesis of CdSe described above, InP nanoparticles have a broad size 
distribution. InP nanocrystals capped with dodecylamine are soluble in 
toluene and insoluble in methanol. Using stepwise addition of methanol to 
the reaction solution results in the incremental size-selective precipitation 



Zero-Dimensional Nanostructures: Nanoparticles 79 

of the nanocrystals. From the same reaction mixture, isolated 2-5nm 
nanocrystals are obtained, and if small enough volumes of methanol are 
used, a sufficiently careful precipitation series can resolve size distribu- 
tions separated by as little as 0.15 nm.50 

Thermal decomposition of complex precursor in a high-boiling solvent 
represents another method in the production of compound semiconductor 
nanoparticles with a narrow size d i ~ t r i b u t i o n . ~ ~ ~ ~ ~  For example, when 
GaC13 is mixed with P(SiMe3)3 in a molar ratio of Ga : P of 1 : 1 in toluene 
at room temperature, a complex Ga and P precursor, [C12GaP(SiMe3)2]2 is 
f ~ r m e d . ~ ~ . ~ ~  Similar reactions may occur by mixing chloroindium oxalate 
and P(SiMe,), in a predetermined molar ratio in CH3CN for the formation 
of InP complex precursor, or mixing chlorogallium oxalate, chloroindium 
oxalate and P(SiMe3)3 in a desired molar ratio in toluene at room temper- 

InP, GaP and GaInPz high-quality nanocrystallites are formed by 
heating the complex precursors dissolved in high-boiling solvent contain- 
ing a mixture of TOP and TOPO as a colloidal stabilizer at elevated 
temperatures for several days. The typical thermal decomposition of InP 
precursor solution in TOP/TOPO at elevated temperatures produces InP 
nanocrystals capped with TOP05*: 

InP precursor + (C8HI7),PO + InP-(C8H17)3P0 + byproducts (3 .37)  

Such prepared nanoparticles of InP, GaP and GaInP, are well crystallized 
with bulk zinc blende structure. An increase in heating duration was found 
to improve the crystallinity of the nanoparticles. Different particle sizes 
ranging from 2.0 to 6.5 nm are obtained by changing the precursor con- 
centration or by changing the temperature. The narrow size distribution is 
achieved due to (i) the slow process rate of the decomposition reaction of 
the complex precursors and possibly (ii) the steric diffision barrier of the 
TOP and TOPO stabilizer monolayer on the growing surface of nanopar- 
ticles51 The addition of methanol into the colloidal solution results in the 
precipitation of nanoparticles. 

Thermal decomposition of complex precursors is also applied in the 
synthesis of GaAs n a n o p a r t i ~ l e s . ~ ~ , ~ ~  For example, when an appropriate 
amount of Li(THF)2As(SiMe3)2 (THF = tetrahydrofuran) is added to a 
pentane solution of [(C5Me5)2GaC1]2, followed by filtration, evaporation 
of the solvent, and recrystallization, pure arsinogallane complex precursor, 
(C5Me5)GaAs(SiMe3)2 is produced. This complex precursor, when dis- 
solved in organic solvents such as alcohol, undergoes thermal decomposi- 
tion to form GaAs nanoparticles when heated above 60°C or exposed to 
air.55 When tris(trimethylsily1)arsine reacts with gallium chloride, complex 
GaAs precursors can be prepared.57 GaAs nanocrystals can be prepared by 
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heating the above complex precursor dissolved in polar organic solvents, 
such as in quinoline at 240°C for 3 days-56 

Colloidal CdS and PbS dispersions with particle sizes S8nm were pre- 
pared by mixing Cd(00CCH3)2.2H20 or Pb(00CCH3)2-3H20 with surfac- 
tants and thioacetamide (CH3CSNH2) in methanol solution.58 Surfactants 
used in the preparation of CdS and PbS nanoparticles include: acetylacetone, 
3-aminopropyltriethoxysilane, 3-aminopropyltrimethoxysilane and 
3-mercaptopropyltrimethoxysilane (MPTMS). Among these surfactants, 
MPTMS was found to be the most effective surfactant in the preparation of 
nanoparticles of CdS and PbS.58*59 

CdS nanoparticles can be synthesized by mixing Cd(C104), and 
(NaPO& solutions with pH adjusted with NaOH and bubbled with argon 
gas. Desired amount of H2S was injected into the gas phase and the solu- 
tion was vigorously shaken.45 The starting pH value was found to have a 
significant influence on the average size of the particles synthesized. The 
particle size increases with a decreasing starting pH value, and Fig. 3.18 
shows the absorption and fluorescence spectra of the three CdS colloidal 
dispersions with different starting pH values.45 For the smallest particle, 
i.e. for example, the onset of absorption is already shifted to a wavelength 
clearly shorter than 500 nm. 
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Fig. 3.18. Absorption and fluorescence spectra of the three CdS colloidal dispersions with 
different starting pH values. The particle size increases with a decreasing starting pH 
value. [L. Spanhel, M. Haase, H. Weller, and A. Henglein, J.  Am. Chem. SOC. 109, 5649 
(1 987).] 



Zero-Dimensional Nanostructures: Nanoparticles 81 

Synthesis of GaN nanocrystallites poses a different challenge. Typically 
GaN would be formed at temperatures higher than 600°C.60>61 Even 
thermal pyrolysis of complex precursors such as [H2GaNH2I3 and 
Ga(C2H5)3NH3 which already have Ga-N bond requires a post heat treat- 
ment at temperatures above 500"C.62,63 The reaction of Li3N with GaC13 
in benzene at 280°C under pressure in an autoclave produces nanocrystal- 
lite GaN through a liquid-solid reactiod4: 

GaC1, + Li3N + GaN + 3LiC1 (3.38) 

Such GaN nanocrystallites formed are of -30nm in diameter with mainly 
hexagonal structure with a small fraction of rock salt-phase with lattice 
constants close to that of bulk  material^.^^ 

Solution synthesis of colloidal GaN has also been d e ~ e l o p e d . ~ ~For 
example, MiCiC et ~ 2 1 . ~ ~  synthesized colloidal GaN nanoparticles of 3.0 nm 
in diameter with spherical shape and zinc blende crystal structure. First 
a GaN complex precursor, polymeric gallium imide, { Ga(NH)3/2}n, was 
prepared by the reaction of dimeric amidogallium, Ga2[N(CH,),],, with 
gaseous ammonia, NH,, at room t e m ~ e r a t u r e . ~ ~ > ~ *  The precursor was then 
heated in trioctylamine (TOA) at 360°C for 24h to produce GaN 
nanocrystals under flowing ammonia at ambient pressure. The solution 
was cooled to 220°C and a mixture of TOA and hexadecylamine (HAD) 
was added and stirred at 220°C for 10h. The GaN nanocrystals were 
capped with a mixture of TOA and HAD. 

3.2.5. Synthesis of oxide nanoparticles 

Compared to the synthesis of metallic and non-oxide nanoparticles, the 
approaches used in the fabrication of oxide nanoparticles are less elabo- 
rated and there are less defined general strategies for the achievement of 
monosized distribution. Although all the fundamental considerations, 
including a burst of homogeneous nucleation and diffusion controlled 
subsequent growth, are applicable to the oxide systems, the practical 
approaches vary noticeably from system to system. Reaction and growth 
in the formation of oxide nanoparticles are more difficult to manipulate, 
since oxides are generally more stable thermally and chemically than most 
semiconductors and metals. For example, Ostwald ripening is applied in 
the synthesis of oxide nanoparticles to reduce size distribution; the results 
may be less effective than in other materials. The most studied and best- 
established example of oxide colloidal is silica colloids69 though various 
oxide nanoparticles have been Commonly oxide particles in 
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colloidal dispersions are synthesized by sol-gel processing. Sol-gel pro- 
cessing is also commonly used in the fabrication of various core-shell 
nanostru~tures~~ and surface engineering of nano~tructures.~~ Before dis- 
cussing the general approaches for the synthesis of oxide nanoparticles, 
let us briefly discuss the sol-gel processing first. 

3.2.5.1 . Introduction to sol-gel processing 

Sol-gel processing is a wet chemical route for the synthesis of colloidal 
dispersions of inorganic and organic-inorganic hybrid materials, particu- 
larly oxides and oxide-based hybrids. From such colloidal dispersions, 
powders, fibers, thin films and monoliths can be readily prepared. 
Although the fabrication of different forms of final products requires 
some specific considerations, the fundamentals and general approaches in 
the synthesis of colloidal dispersions are the same. Sol-gel processing 
offers many advantages, including low processing temperature and molec- 
ular level homogeneity. Sol-gel processing is particularly useful in mak- 
ing complex metal oxides, temperature sensitive organic-inorganic hybrid 
materials, and thermodynamically unfavorable or metastable materials. 
For more details, readers may wish to consult the abundant literature in 
this field. For instance, Sol-Gel Science by Brinker and S ~ h e r e r
Introduction to Sol-Gel Processing by Pierre,75 and Sol-Gel Materials by 
Wright and S~mrnerd i jk~~ provide an excellent and comprehensive cover- 
age on sol-gel processing and materials. Typical sol-gel processing con- 
sists of hydrolysis and condensation of precursors. Precursors can be 
either metal alkoxides or inorganic and organic salts. Organic or aqueous 
solvents may be used to dissolve precursors, and catalysts are often added 
to promote hydrolysis and condensation reactions: 

Hydrolysis: 

M(OEt)4 + xH20 @ M(OEt)4-x(OH)x + XEtOH (3.39) 

Condensation: 

M(OEt)&X(OH), + M(OEt)&X(OH)X 
@ (OEt),, (OH),-l MOM(OEt)4-x(OH)x-, + H20 (3.40) 

Hydrolysis and condensation reactions are both multiple-step processes, 
occurring sequentially and in parallel. Each sequential reaction may be 
reversible. Condensation results in the formation of nanoscale clusters of 
metal oxides or hydroxides, often with organic groups embedded or 
attached to them. These organic groups may be due to incomplete 
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hydrolysis, or introduced as non-hydrolysable organic ligands. The size of 
the nanoscale clusters, along with the morphology and microstructure of 
the final product, can be tailored by controlling the hydrolysis and con- 
densation reactions. 

For the synthesis of colloidal dispersions of multiple-component mate- 
rials, the challenges are to ensure hetero-condensation reactions between 
different constituent precursors, which typically have different chemical 
reactivities. The reactivity of a metal atom is dependent largely on the 
extent of charge transfer and the ability to increase its coordination num- 
ber. As a rule of thumb, the electronegativity of a metal atom decreases 
and the ability to increase its coordination number increases with their 
ionic radius as shown in Table 3.3.77 Accordingly the chemical reactivity 
of the corresponding alkoxides increases with their ionic radius. There are 
several ways to ensure hetero-condensation, and achieve a homogeneous 
mixture of multiple components at the molecular/atomic level. 

First, the precursors can be modified by attaching different organic lig- 
ands. For a given metal atom or ion, large organic ligand or more complex 
organic ligand would result in a less reactive precursor.74 For example, 
Si(OC,H,)4 is less reactive than Si(OCH,),, and Ti(OPr"), is less reactive 
than Ti(OPr')4. Another way to control the reactivity of the alkoxides is to 
chemically modify the coordination state of the alkoxides with a chelating 
agent such as acetylacetone. Multiple step sol-gel processing is yet 
another way to overcome this problem. The less reactive precursor is first 
partially hydrolyzed, and more reactive precursor is hydrolyzed later.78 In 
more extreme cases, one precursor can be fully hydrolyzed first and all 
water is depleted, if hydrolyzed precursor has a very low condensation 
rate, then the second precursor is introduced and forced to condensate 
with the hydrolyzed precursor by the reaction: 

M(OEt), + 4H20 a M(OH)4 + 4HOEt (3.41) 

Table 3.3. Electronegativity, x, partial charge, SM, ionic radius, 
Y ,  and coordination number, n, of some tetravalent metals.77 

Alkoxide X SM 4) n 

Si(OPri)4 1.74 +0.32 0.40 4 

Zr( O P ~ ' ) ~  1.29 +0.64 0.87 7 
Ti(OPr'), 1.32 +0.60 0.64 6 

Ce(OPr'), 1.17 +0.75 1.02 8 

where OPr' is OCH2CH2CH3 
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Condensation reactions are only limited between hydrolyzed less reactive 
precursor with more reactive precursor: 

M(OH)4 + M'(OEt), e (HO),--MOM'(OEt), (3.42) 

Incorporating organic components into an oxide system by sol-gel pro- 
cessing makes it easy to form organic-inorganic hybrids. One approach is 
to co-polymerize or co-condense both the inorganic precursor(s), which 
lead to the formation of the inorganic component, and the organic precur- 
sor(s), which consist of non-hydrolysable organic groups. Such 
organic-inorganic hybrids are a single-phase material, in which the organic 
and inorganic components are linked through chemical bonds. Another 
approach is to trap the desired organic components physically inside 
the inorganic or oxide network, by either homogeneously dispersing the 
organic components in the sol, or infiltrating the organic molecules into the 
gel network. Similar approaches can be applied for the incorporation of 
bio-components into oxide systems. Another method to incorporate bio- 
components into the oxide structure is to use functional organic groups to 
bridge inorganic and biological species. Organic-inorganic hybrid materi- 
als form a new family of materials, which promise a lot of important poten- 
tial applications and will be discussed further in Chapter 6. 

Another challenge in making complex oxide sols is that the constituent 
precursors may exert a catalytic effect on one another. As a result, the 
hydrolysis and condensation reaction rates when two precursors are mixed 
together may be significantly different from those when the precursors are 
processed ~eparately.~~ In the sol preparation, not much attention has been 
paid to the control of crystallization or formation of crystal structure, 
although the formation of crystalline structure of complex oxides without 
high-temperature firing is desired for some applications. Matsuda and co- 
workers have demonstrated that it is possible to form the crystalline phase 
of BaTiO, without high temperature sintering by carefully controlling pro- 
cessing conditions, including concentrations and temperature.*O However, 
there is still a lack of general understanding on the control of crystalliza- 
tion of complex oxides during sol preparation. 

By a careful control of sol preparation and processing, monodispersed 
nanoparticles of various oxides, including complex oxides, organic- 
inorganic hybrids, and biomaterials, can be synthesized. The key issue is 
to promote temporal nucleation followed by diffusion-controlled subse- 
quent g r o ~ t h . ~ ' - * ~  The particle size can be varied by changing the con- 
centration and aging time.74 In a typical sol, nanoclusters formed by 
hydrolysis and condensation reactions commonly have a size ranging from 
1 to 100nm. 
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It should also be noted that in the formation of monodispersed oxide 
nanoparticles, the stabilization of colloids is generally achieved by elec- 
trostatic double layer mechanism. Therefore, polymer steric diffusion bar- 
rier existing in the formation of metal and non-oxide semiconductor 
colloids, is generally not present in the formation of metal oxides. So the 
diffusion controlled growth is achieved through other mechanisms, such 
as controlled release and a low concentration of growth species in the sol. 

3.2.5.2. Forced hydrolysis 

The simplest method for the generation of uniformly sized colloidal metal 
oxides is based on forced hydrolysis of metal salt solutions. It is well 
known that most polyvalent cations readily hydrolyze, and that deprotona- 
tion of coordinated water molecules is greatly accelerated with increasing 
temperature. Since hydrolysis products are intermediates to precipitation 
of metal oxides, increasing temperature results in an increasing amount of 
deprotonated molecules. When the concentration far exceeds the solubil- 
ity, nucleation of metal oxides occurs. In principle, to produce such metal 
oxide colloids, one just needs to age hydrolyzed metal solutions at ele- 
vated temperatures. It becomes obvious that hydrolysis reaction should 
proceed rapidly and produce an abrupt supersaturation to ensure a burst of 
nucleation, resulting in the formation of a large number of small nuclei, 
eventually leading to the formation of small particles. This principle was 
demonstrated in the pioneer work on the formation of silica spheres by 
Stober and co-worker~ .~~ 

The procedures for the preparation of silica spheres were simple and 
straightforward. Various silicon alkoxides with different alkyl ligand sizes 
were used as precursors, ammonia was used as a catalyst, and various 
alcohols were used as solvents. First alcohol solvent, ammonia, and a 
desired amount of water were mixed, and then silicon alkoxide precursor 
was added under vigorous stirring. The formation of colloids or the change 
of optical appearance of the solution became noticeable just in a few min- 
utes after the addition of precursors. Depending on the precursors, solvents 
and the amounts of water and ammonia used, spherical silica particles with 
mean sizes ranging from 50 nm to 2 bm were obtained. Figure 3.19 shows 
the first example of such prepared silica spheres.83 

It was found that the reaction rate and particle size were strongly 
dependent on solvents, precursors, amount of water and ammonia. For the 
different alcoholic solvents, reaction rates were fastest with methanol, 
slowest with n-butanol. Likewise, final particle sizes obtained under 



86 Nanostructures and Nanomaterials 

Fig. 3.19. SEM micrograph of silica spheres prepared in the ethanol-ethyl ester system. 
[W. Stober, A. Fink, and E. Bohn, J.  Colloid Inter- Sci. 26, 62 (1968).] 

comparable conditions were smallest in methanol and biggest in 
n-butanol. However, there was a tendency toward wide size distributions 
with the higher alcohols. Similar relationship with regard to reaction rates 
and particle sizes was found when comparing results with different ligand 
sizes in the precursors. Smaller ligand resulted in faster reaction rate and 
smaller particle size, whereas larger ligands led to slower reaction rate and 
large particle size. Ammonia was found necessary for the formation of 
spherical silica particles, since condensation reaction under a basic condi- 
tion yields three-dimensional structure instead of a linear polymeric chain 
which occurs under an acidic condition.74 

Both hydrolysis and condensation reactions, as any other chemical 
reactions, are strongly dependent on reaction temperatures. An elevated 
temperature would result in a drastic increase of reaction rate. 
Preparation of spherical colloidal a-Fe2O3 nanoparticles of 100 nm in 
size can be used as another example to illustrate the typical procedure of 
forced h y d r ~ l y s i s . ~ ~  First FeC1, solution is mixed with HC1, and diluted. 
The mixture is then added into preheated H 2 0  at 95-99°C with constant 
stirring. The solution is kept in a sealed preheated bottle at 100°C for 
24 hr before being quenched in cold water. The high temperature favors a 
fast hydrolysis reaction and results in the high supersaturation, which in 
turn leads to the formation of a large number of small nuclei. Dilution 
before heating to high temperatures is very important to ensure a con- 
trolled nucleation and subsequent diffusion-limited growth. A long aging 
period would permit the occurrence of Ostwald ripening to further nar- 
row the size distribution. 
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3.2.5.3. Controlled release of ions 

Controlled release of constituent anions and/or cations has a significant 
influence on the kinetics of nucleation and subsequent growth of oxide 
nanoparticles, and is achieved by the spontaneous release of anions from 
organic molecules. For example, it is well known that solutions of urea, 
CO(NH2)2, when heated liberate hydroxide ions, which can cause precip- 
itation of metal oxide or h y d r ~ x i d e . ~ ~ - ~ ’  For example, the decomposition 
of urea is used to control the nucleation process in the synthesis of 
Y203:Eu nanoparticles.86 Yttrium and europium chlorides were dissolved 
in water and the pH was adjusted to -1 with hydrochloride acid or potas- 
sium hydroxide. An excess of urea, typically 15x, was dissolved into the 
solution. The solution was then raised to > 80°C for 2 hours. The urea 
decomposed slowly and there was a burst of nucleation when a certain pH 
value of -4-5 was reached. 

In general, certain types of anions are commonly introduced into the 
system as a catalyst. In addition to the catalytic effect, anions commonly 
exert other influences on the processing and the morphology of the 
nanoparticles.88 Figure 3.20 shows the TEM images of particles obtained 
from solutions of FeC13 and HCl under various conditions listed in 

Fig. 3.20. TEM images of various iron oxide and iron hydroxide nanoparticles obtained 
from solutions of FeCI3 and HCI under various conditions listed in Table 3.4. [E. MatijeviL, 
J.  Colloid Inter$ Sci. 58, 374 (1  977).] 
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Table 3.4. A summary of synthesis parameters including temperature and time of aging 
are used to obtain cl-Fe203 (A, B, and C) or P-FeO(0H) nanoparticles shown in 
Fig. 3. I 9.88,89 

Fe3' (M) Cl- (M) InitialpH FinalpH Temp ("C) Time 

A 0.018 0.104 1.3 1.1 100 24 hr 
B 0.315 0.995 2.0 1 .o 100 9 days 
C 0.09 0.28 1.65 0.88 100 24 hr 
D 0.09 0.28 1.65 0.70 100 6 hr 

Table 3.4.889s9 Systems a, b, and c represent hematite (a-Fe203) disper- 
sions, where system d is rod-like akageneite, P-FeO(0H). Presence of 
anions may result in a change of the surface properties and interface 
energy of nanoparticles, and subsequently influence the growth behavior 
of the particle. Anions may be incorporated into the structure of nanopar- 
ticles, or adsorbed onto the surface of nanoparticles. Anions may also have 
significant influences on the stability of the colloidal dispersion, when 
nanoparticles are stabilized by electrostatic stabilization mechanism. 

The preparation of crystalline ZnO nanoparticles is another example of 
controlled release of anions. First zinc acetate is dissolved into methanol 
to form zinc alkoxide precursor solution and then zinc alkoxide precursor 
is hydrolyzed and condensed to form zinc oxide colloid with lithium 
hydroxide as a catalyst with sonication at 0°C or room tempera t~re .~
Sonication accelerates the release of OH- groups, resulting in immediate 
reaction to form a stable ZnO sol. Use of NaOH, KOH or Mg(OHX all 
produces turbid precipitates. ZnO nanoparticles are -3.5 nm in diameter 
in fresh sols and -5.5 nm in 5 day old ones. Aging of alcoholic ZnO col- 
loids is known to produce larger  particle^.^*-^^ Acetate groups are believed 
to attach to the surface of ZnO colloids and thus stabilize the colloidal 
d i s p e r ~ i o n . ~ ~ ~ ~ ~  

3.2.6. Vapor phase reactions 

Nanoparticles can also be synthesized by vapor phase reactions, following 
the same mechanisms discussed in the synthesis of nanoparticles in liquid 
medium. In general, reaction and synthesis are carried out at elevated tem- 
peratures and under a vacuum. Vacuum is needed to ensure a low concen- 
tration of growth species so as to promote diffusion-controlled subsequent 
growth. Grown nanoparticles are normally collected on a non-sticking 
substrate placed down stream at a relatively low temperature. Obviously 
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only a small fraction of nanoparticles do settle on the substrate surface. 
Furthermore, the nanoparticles that settled on the substrate surface may 
not represent the true particle size distribution. It is also difficult to intro- 
duce stabilization mechanism during synthesis to prevent the formation of 
agglomerates. Despite the aforementioned challenges, it has been demon- 
strated that various nanoparticles can be synthesized by vapor phase reac- 
tions. For example, the gas aggregation technique has been applied in the 
synthesis of silver nanoparticles of 2-3 nm in diameter.95 Another exam- 
ple is the production of highly dispersed silica particles less than 100 nm 
in diameter by combustion of silicon tetrachloride in a hydrogen 

It is noted that nanoparticles, formed through homogeneous nucleation 
and then deposited on substrates, may migrate and aggl~mera te .~~ Two 
types of agglomerates were found. One is the large size spherical particle 
and another is the needle-like particle. The formation of prolate particles 
commonly along step edges were found in the systems of Au on (100) 
NaC198 and (1 1 1) CaF99 substrates, and Ag on (100) NaCl  substrate^.^^ 
However, the step edges are not always required for the formation of 
needle-like crystals. For example, crystal CdS nanorods with a length up 
to several hundred micrometers were formed.lw Au particles with diame- 
ters in a few nanometers have been grown on various oxide substrates 
including iron oxide,I0' y-alumina,lo2 and titania.'03 

GaAs nanoparticles can be synthesized by homogeneous vapor phase 
nucleation from organometallic precursors. Io4  Trimethyl gallium and 
AsH3 are used as precursors and hydrogen is used as a carrier gas as well 
as a reduction reagent. Reaction and nucleation occur at a temperature of 
700°C at atmospheric pressure. GaAs nanoparticles are collected ther- 
mophoretically on a holey carbon film downstream at a temperature of 
350°C. The nanoparticles are found to be composed of highly faceted sin- 
gle crystal GaAs with diameters ranging from 10 to 20 nm. In addition, an 
increase in reaction and nucleation temperature results in an increased 
particle size. An increased concentration of precursors has a similar influ- 
ence on the particle size. However, change in temperature and precursor 
concentrations is found to have negligible influence on the morphology of 
nanoparticles. 

3.2.7. Solid state phase segregation 

Nanoparticles of metals and semiconductors in glass matrix are 
commonly formed by homogeneous nucleation in solid state. 'O5,Io6 First 
the desired metal or semiconductor precursors were introduced to and 
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homogeneously distributed in the liquid glass melt at high temperatures 
during glass making, before quenching to room temperature. Then the 
glass was annealed by heating to a temperature about the glass transition 
point and held for a pre-designed period of time. During the annealing, 
metal or semiconductor precursors were converted to metals and semi- 
conductors. As a result, supersaturated metals or semiconductors formed 
nanoparticles through nucleation and subsequent growth via solid-state 
diffusion. 

Homogeneous glasses are made by dissolving metals, in the form of 
ions, in the glass melts and then rapidly cooled to room temperature. In 
such glasses metals remain as ions.Io7 Upon reheating to an intermediate 
temperature region, metallic ions are reduced to metallic atoms by certain 
reduction agents such as antimony oxide that is also added into the 
glasses. Metallic nanoparticles can also be nucleated by ultraviolet, X-ray, 
or y-ray radiation if a radiation-sensitive ion such as cerium is present.Io7 
The subsequent growth of the nuclei takes place by solid-state diffu- 
sion. lo8 For example, glasses with nanoparticles of gold,lo7 silver,Io9 and 
copperlIO can all be prepared with such an approach. Although metallic 
ions may be highly soluble in the glass melts or glasses, metallic atoms are 
not soluble in glasses. When heated to elevated temperatures, metallic 
atoms acquire needed diffusivity to migrate through the glasses and sub- 
sequently form nuclei. These nuclei would grow further to form nanopar- 
ticles of various sizes. Since solid-state diffusion is relatively slow, it is 
relatively easy to have a diffusion-controlled growth for the formation of 
monosized particles. Figure 3.2 1 shows the TEM micrographs of Cu and 
Ag nanoparticles in glass matrices." 

Fig. 3.21. TEM micrograph of Cu and Ag nanoparticles in BaO-P205 glass: (a) 5oP205- 
50Ba0-6Sn0-6Cu20, and (b) 50P205-50Ba0-4Sn0-4Ag20. [K. Uchida, S. Kaneko, 
S. Omi, C. Hata, H. Tanji,Y. Asahara, andA.J. Ikushima,J Opt. SOC. Am. B11, 1236 (1994).] 
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Nanoparticles dispersed in glass matrix can be synthesized through 
sol-gel processing as well. There are two approaches: (i) mixing pre- 
synthesized colloidal dispersion with matrix sol before gelation, and 
(ii) making a homogeneous sol containing desired ions for the formation 
of nanoparticles first and annealing the solid product at elevated 
temperatures. 

For example, silica glasses doped with Cd,Znl-,S were prepared by 
hydrolysis and polymerization of tetraethoxylsilane, Si(OC2H&, TEOS, 
cadmium acetate, Cd(CH3C00)2.2H20, zinc acetate, Zn(CH3C00)2- 
2H20 in dimethylsulfoxide (DMSO), which serves as both solvent and 
sulfur precursor.' I 2  First cadmium and zinc precursors were dissolved into 
DMSO. When a homogenous solution was attained, TEOS and water were 
then added. The mixture was refluxed at 80°C for 2 days. The dry gels 
were first heat treated at 350°C in air to eliminate the residual organics 
and then heated again at 500 and 700°C in nitrogen for 30 min at each tem- 
perature. The gels before firing at elevated temperatures were colorless 
and transparent, indicating a homogeneous glass phase with absence of 
Cd,Znl-,S nanoparticles. Glasses become yellow, when fired at 500°C in 
nitrogen, indicating the formation of C&Znl -xS nanoparticles. 

Nanoparticles of metals in polymer matrix can be synthesized through 
the reduction of metal ions by growing polymer chain radicals.1'3-'16 
Typical preparative procedure can be illustrated by taking the synthesis of 
Ag nanoparticles in poly(methylmethacry1ate) (PMMA), as an example. 
Silver trifluoroacetate (AgCF3C02, AgTfa) and radical polymerization ini- 
tiators, either 2,2'-azobisisobuyronitrile (AIBN) or benzoyl peroxide @PO), 
were dissolved into methylmethacrylate (MMA). The solution was then 
heated at 60°C for over 20 hr to complete the polymerization of MMA; the 
resulting Ag-PMMA samples were further heat-treated at 120°C (which is 
slightly above the glass transition temperature of PMMA) for another 20 hr. 
In such a process, the metal ions were reduced to metal atoms by the grow- 
ing polymer chain radicals, and consequently metal atoms nucleated to form 
nanoparticles. The post heating at higher temperatures was considered to 
promote further growth of already formed metallic nuclei. However, it is not 
clear how much is the enlargement of the nanoparticle size and the evolu- 
tion of particle size distribution during such a post heat-treatment. 

The type and concentration of polymerization initiators were found to 
have significant effects on size and size distribution of the grown metallic 
nanoparticles as shown in Fig. 3.22.114 Although all the other experimen- 
tal conditions were kept the same, the variation of the concentration and 
the type of the polymer radicals demonstrated distinct influences on the 
Ag particle sizes. Under a steady-state condition as applied in the above 
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Fig. 3.22. Relationships between the average diameter of Ag particles (closed circle), and 
peak intensities of surface plasmon absorption ofAg clusters at ca. 420nm (open circle), 
and the initiator concentration. [N. Yanagihara, K. Uchida, M. Wakabayashi, Y. Uetake, and 
T. Hara, Langmuir 15, 3038 (1 999).] 

synthesis of Ag-PMMA composite, the concentration of the polymer rad- 
icals is proportional to the initial concentration of initiators.'I7 Therefore, 
an increased concentration of polymer initiators are expected to result in 
an increased amount of polymer chain radicals, which would promote the 
reduction of metal ions and thus produce more metal atoms for nucleation 
(a higher concentration or supersaturation). Early discussion [Eqs. (3.5) 
and (3.9)] indicates that a higher supersaturation permits a smaller size but 
generates a larger number of nuclei. This explains the results presented in 
Fig. 3.22(b), which shows that the Ag nanoparticle size decreases with an 
increased concentration of BPO initiator. However, Fig. 3.22(a) shows an 
opposite relationship that the nanoparticle size increases with an increased 
concentration of AIBN initiator. A possible explanation for the results is 
that benzoyloxy radicals have an oxidation power against metal ions, 
whereas the isobutyronitrile radicals do not. * I 7 , l  ' *  Furthermore, it was 
found that a high concentration of metal atoms would favor the surface 
process limited growth, leading to a wide size distribution. 
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Metallic nanoparticles were also prepared through precipitation or 
crystallization by annealing amorphous metal alloys at elevated tempera- 
tures."9$'20 Superparamagnetic nanocrystalline Fe63.5CrloSi13,5B
in the form of a ribbon of -1Omm wide and -25 Fm thick was made by 
a melt spinning technique, followed by an annealing at elevated tempera- 
tures in argon.'*' The average grain size was found to range from -5 nm 
to -10nm and to increase with the annealing temperature ranging from 
775 K to 850K.12' 

3.3. Nanoparticles through Heterogeneous 
Nucleation 

3.3.1. Fundamentals of heterogeneous nucleation 

When a new phase forms on a surface of another material, the process is 
called heterogeneous nucleation. Let us consider a heterogeneous nucle- 
ation process on a planar solid substrate. Assuming growth species in the 
vapor phase impinge on the substrate surface, these growth species diffuse 
and aggregate to form a nucleus with a cap shape as illustrated in 
Fig. 3.23. Similar to homogeneous nucleation, there is a decrease in the 
Gibbs free energy and an increase in surface or interface energy. The total 
change of the chemical energy, AG, associated with the formation of this 
nucleus is given by: 

AG = a3r3AP" + a I r 5 v f f  a2+s - (3.43) 

where Y is the mean dimension of the nucleus, A p V  is the change of Gibbs 
free energy per unit volume, yyfi yfi, and ysv are the surface or interface 
energy of vapor-nucleus, nucleus-substrate, and substrate-vapor interfaces, 

Fig. 3.23. Schematic illustrating heterogeneous nucleation process with all related surface 
energy in equilibrium. 
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respectively. Respective geometric constants are given by: 

at =21~(l-cosf3) (3.44) 

a2 = IT sin2 0 (3.45) 

a3 = 3n(2 - 3 cos 8 + cos2 0) (3.46) 

where 0 is the contact angle, which is dependent only on the surface 
properties of the surfaces or interfaces involved, and defined by Young's 
equation: 

Ysv = rf, + YVJ cos 0 (3.47) 

Similar to homogeneous nucleation, the formation of new phase results in a 
reduction of the Gibbs free energy, but an increase in the total surface energy. 
The nucleus is stable only when its size is larger than the critical size, r*: 

-2(aIYvj.+ a2Yf-aazrsv) 
r* = (3.48) 

3a3AGv 

and the critical energy barrier, AG*, is given by: 

4(alYvj+ a2YJs- a2Ysv)3 
AG* = (3.49) 

27a:AG, 

Substituting all the geometric constants, we get: 

sin2 0 . ~ 0 ~  8 + 2 cos 0 - 2) 
(3.50) 

AG, 
r* =. 

AG* = 1 6 1 ~ ~ 6  2 - 3cos 0 + c0s3 0 
{3(AGv)21{ 4 

(3.5 1) 

Comparing this equation with Eq. (3.6), one can see that the first term is 
the value of the critical energy barrier for homogeneous nucleation, 
whereas the second term is a wetting factor. When the contact angle is 
180", i.e. the new phase does not wet on substrate at all, the wetting fac- 
tor equals to 1 and the critical energy barrier becomes the same as that of 
homogeneous nucleation. In the case of the contact angle less than 180", 
the energy barrier for heterogeneous nucleation is always smaller than that 
of homogeneous nucleation, which explains the fact that heterogeneous 
nucleation is easier than homogeneous nucleation in most cases. When the 
contact angle is O", the wetting factor will be zero and there is no energy 
barrier for the formation of new phase. One example of such cases is that 
the deposit is the same material as the substrate. 
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For the synthesis of nanoparticles or quantum dots on substrates, 8 > 0 
is required and the Young's equation becomes: 

YS" < Yfi + Yvf (3.52) 

Such heterogeneous nucleation is generally referred to as island (or 
Volmer-Weber) growth in the thin films community.97 Other two 
nucleation-modes are layer (or Frank-van der Menve) and island-layer 
(or Stranski-Krastanov) growth. Detailed discussion will be presented in 
Chapter 5. 

3.3.2. Synthesis of nanoparticles 

Various methods have been proposed to generate homogeneous surface 
defects to act as nucleation centers, including thermal oxidation,'22 sput- 
tering and thermal ~ x i d a t i o n , ' ~ ~  and Ar plasma and ulterior thermal oxi- 
d a t i ~ n . ' ~ ~  Evaporated metals such as silver and gold tend to form small 
particles on highly oriented pyrolitic graphite (HOPG) ~ u b s t r a t e . ' ~ ~  Such 
metal nanoparticles formed were found closely associated with surface 
 defect^.'^^,'^^,'^^ When edges are the only defects on substrate surfaces, 
the particles are concentrated only around these edges. For example, metal 
atoms on the substrates would diffuse and form particles concentrated at 
the step edges, since step edges on a substrate are preferred nucleation 
sites due to its high-energy state. However, for other defects such as pit 
holes, the nanoparticles were found to be distributed all over the substrate 
surfaces as demonstrated in Fig. 3.24.'26 

Fig. 3.24. Scanning force microscopy images of silver nanoparticles on HOPG-298 
graphite substrates: (a) growth occurs only at the edge defects in the original substrate and 
(b) growth occurs wherever surface defects are present. [A. Stabel, K. Eichhorst-Gerner, 
J.P. Rabe, and A.R. Gonzilez-Elipe, Langmuir 14, 7324 (1998).]. 
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Nickel nanoparticles of diameters ranging from 20 to 600nm with a 
narrow size distribution on HOPG substrate were synthesized using a 
hydrogen co-evolution electrochemical deposition. 127 The chemicals used 
in the synthesis were Ni(N03)2-6H20, NH4Cl, NaCl and NH40H and the 
aqueous solution was kept at a pH of 8.3 during the synthesis. 

GaAs nanoparticles in size range from 2.5 to 60nm is grown on high 
surface area amorphous silica spheres of - 100 nm by molecular beam 
epitaxy (MBE).'** The synthesis of GaAs nanoparticles takes place at 
-580°C under conditions typically used for the growth of high quality 
epitaxial films. GaAs nanoparticles larger than 3.5 nm have a good crys- 
talline order with a lattice constant equal to that of bulk material. Such 
prepared GaAs nanoparticles are covered with a shell of native oxides, 
Ga203 and As203, of 1 .O to 1.5 nm in thickness. 

It should be noted that the formation of nanoparticles through hetero- 
geneous nucleation is different from the synthesis by vapor phase reaction 
(Sec. 3.2.6). For homogeneous nucleation in vapor phase, particles are 
first formed in the vapor phase and then deposited onto substrate surfaces, 
whereas for heterogeneous nucleation, growth species impinge onto and 
form nuclei on substrate surfaces. 

3.4. Kinetically Confined Synthesis of 
Nanoparticles 

Kinetically controlled growth is to spatially confine the growth so that the 
growth stops when the limited amount of source materials is consumed or 
the available space is filled up. Many spatial confinements have been 
established for the synthesis of nanoparticles. In general, spatial confine- 
ment can be divided into several groups: (i) liquid droplets in gas phase 
including aerosol synthesis and spray pyrolysis, (ii) liquid droplets in 
liquid, such as micelle and micro emulsion synthesis, (iii) template-based 
synthesis, and (iv) self-terminating synthesis. All these methods will be 
briefly discussed in this section. 

3.4.1. Synthesis inside micelles or using 
microemulsions 

The synthesis of nanoparticles can be achieved by confining the reaction 
in a restricted space. This method is exemplified by the synthesis of 
nanoparticles inside micelles or in microemulsion. In micelle synthesis, 
reactions proceed among the reactants that are available only inside the 
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micelle and the particle stops growing when the reactants are consumed. 
The formation of micelles will be discussed in detail later in Chapter 6; 
however, a brief description of the formation of micelles is given below. 
When surfactants or block polymers, typically consisting of two parts: one 
hydrophilic and another hydrophobic, are dissolved into a solvent, they 
preferentially self-assemble at aidaqueous solution or hydrocarbod 
aqueous solution interfaces. The hydrophilic part is turned towards the 
aqueous solution. When the concentration of the surfactants or block poly- 
mers exceeds a critical level, they self-assemble in such a way to form 
micelles. Surfactants or block polymers will reside at the interface sepa- 
rating hydrocarbon and aqueous solutions. A microemulsion is a disper- 
sion of fine liquid droplets of an organic solution in an aqueous solution. 
Such a microemulsion system can be used for the synthesis of nanoparti- 
cles. The chemical reactions can take place either at the interfaces between 
the organic droplets and aqueous solution, when reactants are introduced 
separately into two non-mixable solutions, or inside the organic droplets 
when all the reactants are dissolved into the organic droplets. 

In the following, we will use the work by Steigerwald et ~ 1 . ~ ~  on the syn- 
thesis of CdSe nanoparticles using organometallic reagents in inverse micel- 
lar solution as an example to illustrate the synthesis process. The surfactant 
bis(2-ethylhexyl) sulfosuccinate (aerosol-OT; AOT) of 33.3 g is dissolved in 
heptane (1300mL), and then deoxygenated water (4.3 mL) is added. The 
mixture is stirred magnetically until the mixture becomes homogeneous, 
which gives a microemulsion with the ratio W =  [H20]/[AOT] = 3.2. 
1.12 mL of 1 .OM Cd2+ solution, prepared from Cd(C104)2.6H20 and 
deoxygenated water, is added to the above microemulsion. Stirring gives an 
optically homogeneous microemulsion with W = 4.0. A solution of 
bis(trimethylsily)selenium, Se(TMS)2 (210 pL) in heptane (50 mL) is added 
quickly to the microemulsion via syringe. A color develops throughout the 
homogeneous microemulsion as the semiconductor particles form. Under 
otherwise similar processing conditions, the ratio of W = [H,O]/[AOT] 
controls the size of CdSe crystallites. The same results were reported in the 
formation of colloidal crystallites from ionic reagents.129J30 

The surface of the semiconductor nanoparticles prepared in inverse 
micellar solution can be firther modified, and in general, surface modifi- 
cation is achieved by introducing silylorganoselenides, which react 
quickly with metal salts to form metal selenium covalent  bond^.^^,'^^ For 
example, the surfactant stabilized CdSe is first coated with Cd2+ by the 
addition of 0.5mL of 1,OM Cd2+ solution and then with 350p.L of 
phenyl(trimethylsilyl)selenium, PhSeTMS in 50 mL of heptane. The mix- 
ture becomes cloudy and the colored precipitate is collected either by 
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centrifugation or filtration. In this process, a Cd-rich surface is first gen- 
erated on the CdSe nanocrystallites, and then reacts with PhSeTMS to 
form a layer of phenyl ligands which form covalent bonds with and cover 
the CdSe nanoparticle surface.43 

Various monodispersed polymer particles can be prepared by carefully 
controlled emulsion polymerizations. 32-1 34 Typically a water-soluble 
polymerization initiator and a surfactant are added into a mixture of water 
and monomer. The hydrophobic monomer molecules form large droplets, 
typically 0.5 to 10 pm in diameter, which are stabilized by the surfactant 
molecules whose hydrophilic ends point outward and whose hydrophobic 
ends point inward toward the monomer droplet. The concentration of 
micelles, typically lO'*permL, is far larger than that of the monomer 
droplets, 1 O1o-lO* per mL. Polymerization-initiators enter both monomer 
droplets and micelles. Polymerization proceeds in both monomer droplets 
and micelles with monomers transferred from monomer droplets. The 
resulting polymer particles are typically between 50nm and 0.2 pm in 
diameter.I3* Such prepared polymer colloids were found to have exceed- 
ingly narrow size distribution and spherical ~ h a p e . ' ~ ~ ? ' ~ ~  

3.4.2. Aerosol synthesis 

The formation of nanoparticles by aerosol method differs from other 
methods in several aspects. First of all, aerosol method can be considered 
as a top-down approach as compared with other methods, which have a 
bottom-up approach. Secondly, nanoparticles can be polycrystalline as 
compared with either single crystalline or amorphous structure of 
nanoparticles prepared by other methods. Thirdly, the nanoparticles pre- 
pared need to be collected and redispersed for many applications. In this 
method, a liquid precursor is first prepared. The precursor can be a simple 
mixture solution of desired constituent elements or a colloidal dispersion. 
Such a liquid precursor is then mistified to make a liquid aerosol, i.e. a 
dispersion of uniform droplets of liquid in a gas, which may simply solid- 
ify through evaporation of solvent or further react with the chemicals that 
are present in the gas. The resulting particles are spherical and their size 
is determined by the size of the initial liquid droplets and concentration of 
the solid. Aerosols can be relatively easily produced by sonication or spin- 
~ ~ i n g . ' ~ ~  For example, Ti02 particles can be produced from TiC14 or tita- 
nium alkoxide aerosols. 13' First amorphous spherical titania particles are 
formed, and then converted to anatase crystalline when calcined at ele- 
vated temperatures. Rutile phase is obtained when the powders are heated 
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at 900°C. Following the same procedure with Al-2'-butoxide droplets, 
spherical alumina particles can be produced. 139 

The aerosol technique has also been used in the preparation of polymer 
colloids. The starting materials are droplets of organic monomers that can 
be either polymerized in contact with an initiator in gaseous state,'40 or 
copolymerized with another organic reactant.I4' For example, colloidal 
particles of poly(p-tertiarybutylstyrene) were prepared by polymerizing 
monomer droplets dispersed in helium gas with trifluoromethanesulfonic 
acid vapor, which acted as the polymerization initiator. I4O Polymer parti- 
cles of styrene and divinylbenzene were synthesized through copolymer- 
ization between two monomers: styrene and di~iny1benzene.l~' It should 
be noted that the polymer particles formed using aerosol synthesis are 
large particles, with diameters ranging from - 1 to 20 micron meters. 

3.4.3. Growth termination 

In the synthesis of nanoparticles, the size can be controlled by so-called 
growth termination. The approach is conceptually straightforward. When 
organic components or alien ions are attached to the growth surface 
strongly so that all the available growth sites are occupied, growth process 
stops. Herron and c o - w ~ r k e r s ' ~ ~  synthesized colloidal particles of CdS 
based on the competitive growth and termination of CdS species in the 
presence of thiophenol surface capping agents. Cadmium acetate, thio- 
phenol and anhydrous sodium sulfide were used for the synthesis and all 
the synthetic procedures and manipulations were carried out in a dry-box 
filled with nitrogen. Three stock solutions were prepared: (A) cadmium 
acetate dissolved into methanol, [Cd] = 0.1 M, (B) sodium sulfide in a 
mixture of water and methanol in 1 : 1 volume ratio, [S2-] = 0.1 M, and (C) 
thiophenol in methanol, [PhSH] = 0.2M. Stock solutions B and C were 
first thoroughly mixed and then stock solution A was added under stirring 
in an overall volume ratio of A : B : C = 2 : 1 : 1. The solution was stirred 
for 15 min, filtered, and suction dried through a filter by nitrogen. Such 
prepared CdS particles were crystalline and XRD spectra matched with 
that of bulk sphalerite CdS. The surface of the CdS particles was capped 
with thiophenol molecules as schematically illustrated in Fig. 3.25. 142 CdS 
particle sizes varied with the relative ratio of sulfide to thiophenol and 
ranged from less than 1.5 nm to -3.5 nm. It was clearly demonstrated 
that an increasing amount of capping molecules relative to sulfide precur- 
sor resulted in a reduced particle size. Therefore, the size of these 
nanoparticles could be conveniently controlled by adjusting the relative 
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Fig. 3.25. Termination growth for the synthesis of nanoparticles. When organic compo- 
nents occupy all the surface growth sites, growth of nanoparticle stops. The final size of 
grown nanoparticles can be controlled by the concentration of organic ligands introduced 
to the system. [N. Herron, Y. Wang, and H. Eckert, J.  Am. Chem. SOC. 112, 1322 (1990).] 

concentrations of capping molecules and precursors. Similar synthetic 
approach is applicable to the formation of metal oxide nanoparticles. For 
example, crystalline tetragonal Zr02 nanoparticles of 2 nm in diameter is 
formed by hydrolysis of acac-modified zirconium propoxide in the pres- 
ence of para-toluene sulfonic acid and aging at 60-80"C.'43 

3.4.4. Spray pyrolysis 

Spray pyrolysis is basically a solution process and has been widely used 
in the preparation of metal and metal oxide  powder^.'^^>'^^ The process 
can be simply described as converting microsized liquid droplets of pre- 
cursor or precursor mixture into solid particles through heating. In prac- 
tice, spray pyrolysis involves several steps: (i) generating microsized 
droplets of liquid precursor or precursor solution, (ii) evaporation of sol- 
vent, (iii) condensation of solute, (iv) decomposition and reaction of 
solute, and (v) sintering of solid particles. 

Kieda and Messing'46 reported the production of silver particles using 
precursor solutions of Ag2C03, Ag20 and AgN03 with NH4HC03 at tem- 
peratures of 400°C or less. It was recognized that the ability of silver ions 
to form the ammine complexes plays a very important role in the produc- 
tion of nanoparticles in this low temperature spray pyrolysis. It was postu- 
lated that such a process would be applicable for most transition metals 
such as Cu, Ni, Zn, ions of which complexes can be formed with ammines. 

Brennan et al. 14' prepared nanometer-sized particles of CdSe starting 
from either Cd(SePh)2 or [Cd(SePh)&[Et2PCH2CH2PEt2] through a mild 
solid state pyrolysis in V ~ C U O  at temperatures ranging from 320 to 400°C 
for 24 hr. Analogue process was used to produce nanoparticles of ZnS and 
CdS,I4* and CdTe and HgTe.149 
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Oxide nanoparticles can also be prepared by spray pyrolysis. Kang 
et al. 150 made Y203 nanoparticles doped with europium by a combination 
of sol-gel processing and spray pyrolysis. Colloidal solution was prepared 
using urea as a reduction reagent and spray pyrolysis was carried at about 
1300°C. Nanoparticles were found to exhibit smooth surface, spherical 
shape and hollow structure. 

3.4.5. Templa te-based synthesis 

Iron oxide, Fe304 nanoparticles dispersed in a solid polymer matrix can be 
synthesized by infiltration of iron chloride solution. 151 The polymer matri- 
ces are cation exchange resins, which are formed by beads of 100-300 pm 
in diameter and contain micropores. The iron oxide nanoparticle synthesis 
is performed in nitrogen by dispersing the resin in an iron chloride solu- 
tion. Matrix cations, Na+ or H+, are exchanged with Fe2+ and Fe3+. The 
exchange is followed by hydrolysis and polymerization in an alkaline 
medium at 65°C with the formation of Fe304 nanoparticles within the resin 
macropores. The process is repeated to increase the load of Fe304 and thus 
the size of nanoparticles. Regularly shaped spheres of Fe304 with diame- 
ters ranging from 3 to I5 nm are prepared. CdSe nanoparticles have also 
been synthesized using zeolites as templates'52 and ZnS nanoparticles in 
silicate g1a~ses . l~~  Template can also be used as a shadow mask for the syn- 
thesis of nanoparticles by gas deposition. For example, ordered arrays of 
multiple metallic nanoparticles on silicon substrates were deposited by 
evaporation using anodic porous alumina membranes as masks.154 

3.5. Epitaxial Core-Shell Nanoparticles 

Nanoparticles have been subjected to a variety of surface engineering for 
various applications including self-assembly of organic components and 
bioactive species, and dielectric-metal core-shell nanostructures. This 
topic deserves special attention and will be discussed in detail in Chapter 6. 
However, the semiconductor-semiconductor core-shell structures will be 
discussed below, since such core-shell structures grow epitaxially and the 
shell can be considered as an extension of core structure with different 
chemical compositions. In addition, the growth of core and shell in these 
systems are very closely related. 

Semiconductor nanoparticles can have quantum effects and have high 
emission yields across the visible and near infrared (NIR) spectrum. The 
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surface of such nanoparticles or quantum dots largely determines the 
quantum yield and emission life-time of the band gap luminescence. High 
luminescence yields are achieved by the use of surface passivation to 
reduce the non-radiative surface recombination of charge carriers. Two 
methods of passivation are commonly employed. One is through so-called 
band gap engineering, whereby a larger band gap semiconductor with 
good lattice mismatch is epitaxially deposited onto the core surface. lS5 

Another method is to adsorb Lewis bases onto the ~ u r f a c e . ' ~ ~ , ' ~ ~  One 
example of the latter is otylamine used to passivate the surface of CdSe 
and CdSefZnS quantum dots.'58 

For the growth of a layer of larger band gap semiconductor on the sur- 
face of a nanoparticle, the growth condition must be controlled such that 
no homogeneous nucleation would occur, but only a growth proceeds on 
the surface of the nanoparticles. Therefore, the concentration of the 
growth species needs to be controlled such that the supersaturation is not 
high enough for nucleation, but high enough for growth. There are two 
approaches applied to control the supersaturation of growth species. One 
is by the drop wise addition of growth precursor solution into the reaction 
mixture, which consists of grown nanoparticles (cores). Another method 
is to vary the growth temperatures. For example, in the synthesis of 
CdSe/ZnS core/shell nanostructures, the temperatures at which each indi- 
vidual size of nanoparticles was overcoated are as follows: 140°C for 2.3 
and 3.0nm diameters, 160°C for 3.5nm, 180°C for 4.0nm, 200°C for 
4.8nm, and 220°C for 5.5nm.Is9 Lower temperature is required for the 
growth on smaller nanoparticles, since the solubility and the supersatura- 
tion depends on the surface curvature as discussed in the previous chap- 
ter. Furthermore, the association between the surface atoms or ions of the 
nanoparticles (cores) and the capping materials should not be too strong, 
so that the growth species can displace the capping molecules or insert 
between the surface atoms and the capping molecules. 

In the following, a few examples will be used to illustrate the general 
approach in fabricating core-shell nanostructures. First, let us look at the 
preparation of ZnS-capped CdSe nanocrystal~. '~~ The CdSe nanocrystal- 
lites are prepared by a method described earlier in Sec. 3.2.4.42 The Zn and 
S stock solution was prepared with 0.52 mL of ljis-trimethylsilyl sulfide, 
(TMS)$3 (0.0025 mol) in 4.5 mL of TOP, adding 3.5 mL of dimethylzinc, 
Me,Zn solution (0.0035 mol), and diluting with 16 mL of TOP in a nitro- 
gen filled dry-box. When the TOP capped CdSe colloidal dispersion was 
prepared and cooled to -3OO"C, the Zn/S/TOP solution was injected into 
CdSe colloidal dispersion five times at approximately 20 s intervals. 
A total molar ratio of injected reagents CdfSe : ZnfS was 1 : 4. Upon cool- 
ing the reaction mixture was stirred at 100°C for 1 h. A layer of ZnS of 
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Fig. 3.26. TEM image of ZnS-capped CdSe nanocrystals. This picture is 95 X 95nm. 
[M.A. Hines and P. Guyot-SioMest, .I Phys. Chern. 100,468 (1 996).] 

-0.6nm was coated onto the surface of CdSe nanoparticles as 
supported by X-ray photoelectron spectroscopy and transmission electron 
microscopy. Figure 3.26 shows the TEM picture of ZnS-capped CdSe 
nanocrystals. 155 

The epitaxial growth of shell material on the core nanocrystallites can 
eliminate both the anionic and cationic surface dangling bonds, and also 
generate a new nanocrystal system, as demonstrated by Peng et al. 160 The 
wurtzite CdSe/CdS structure is ideal in many aspects. The lattice mis- 
match of 3.9% is small enough to allow heteroepitaxial growth, while still 
large enough to prevent alloying, and the difference in bandgaps is large 
enough for shell growth to increase the quantum yield and the stability of 
the cores. The synthesis procedure of CdSe/CdS core/shell nanostructure 
is described below. 160 First stock solution for CdSe nanocrystal synthesis 
was prepared. CdSe stock solution was made by adding the desired 
amount of Cd(CH,), to a solution of Se powder dissolved in tributylphos- 
phine (TBP) in a dry-box under nitrogen, with the Cd : Se molar ratio kept 
as 1 : 0.7 or 1 : 0.9. TOPO, used as a high-boiling point solvent as well as 
stabilizer, was heated to 360°C under argon before a stock solution was 
quickly injected. The reaction was either stopped immediately by quick 
removal of the heating or allowed to continue after lowering the tempera- 
ture to 300°C. Nanocrystals were precipitated by the addition of methanol 
to the cooled, room temperature reaction mixture. After centrifugation and 
drying under nitrogen, CdSe nanocrystals capped with TOPO and of 
3.5nm in diameter were obtained. For the shell growth, the above CdSe 
nanocrystals were dissolved into anhydrous pyridine and refluxed 
overnight under argon. CdS stock solution, made by adding (TMShS to a 
solution of Cd(CH3)2 dissolved in TBP under nitrogen with a Cd : S molar 
ratio of 1 : 2.1, was added drop wise (1 drop per second) to the reaction 
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TOPO capped CdSe core uncapped Core CdSe/Cds Corehhell 

Fig. 3.27. Schematic synthesis of CdSe/CdS core/shell nanocrystals [X. Peng, 
M.C. Schlamp, A.V Kadavanich, and A 2  Alivisatos, 1 Am. Chem. SOC. 119,70 19 (1 997).] 

solution at 100°C. Stopping the addition of CdS stock solution and remov- 
ing of the heating source would terminate the shell growth. Dodecylamine 
was added to the reaction solution at room temperature until the nanocrys- 
tals precipitated. When CdSe nanoparticle is refluxed in pyridine 
overnight, TOPO could be almost completely removed from CdSe 
nanocrystals without affecting the nanocrystal structure. Pyridine dis- 
places TOPO and forms a weak bond to a surface Cd atom, providing 
simultaneous chemical stability and access to the surface, permitting the 
growth of CdS shell to CdSe core. This reaction is schematically shown in 
Fig. 3.27.I6O 

3.6. Summary 

The preparation of monodispersed nanoparticles can be achieved through 
many different approaches, either homogeneous or heterogeneous nucle- 
ation, in gaseous, liquid or solid medium. There are some common 
fundamentals for the synthesis of nanoparticles with monodispersion. 
(i) Temporal nucleation, i.e. nucleation occurs in a very short time. Such a 
temporal nucleation is achieved through generating an abrupt supersatura- 
tion. Introduction of monosized seeds for heterogeneous nucleation and 
growth is another approach. (ii) Subsequent growth needs to be diffusion 
controlled. This is achieved through introducing a difhsion barrier, such 
as a polymer monolayer on the growth surface, using a low concentration 
of growth species, or slowly generating growth species. (iii) Ostwald 
ripening is often used to narrow the size distribution. (iv) Size-selective 
precipitation is applied to hrther separate large particles from small ones, 
though it is done after the synthesis. In contrast to spontaneous growth of 
monodispersed nanoparticles, spatial confinement is also applied to the 
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synthesis of nanoparticles. The technical approach here is very straight- 
forward: only a certain amount of growth species or a limited space is 
available for the formation of individual nanoparticles. 
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Chapter 4 

One-Dimensional 
Nanost ructu res: Nanowi res 
and Nanorods 

4.1. Introduction 

One-dimensional nanostructures have been called by a variety of names 
including: whiskers, fibers or fibrils, nanowires and nanorods. In many 
cases, nanotubules and nanocables are also considered one-dimensional 
structures. Although whiskers and nanorods are in general considered 
to be shorter than fibers and nanowires, the definition is oAen a little 
arbitrary. In addition, one-dimensional structures with diameters ranging 
from several nanometers to several hundred microns were referred to 
as whiskers and fibers in the early literature, whereas nanowires and 
nanorods with diameters not exceeding a few hundred nanometers are 
used predominantly in the recent literature. One will find, from reading 
this chapter, the fact that many fundamental understandings and tech- 
niques of growth of one-dimensional nanostructures are based on the early 
work on the growth of whiskers and fibers, albeit with less emphasis 
on nanometer scale. In this chapter, various terms of one-dimensional 
structures will be used interchangeably, though nanowires in general have 
a high aspect ratio than that of nanorods. 

Many techniques have been developed in the synthesis and formation of 
one-dimensional nanostructured materials, though some techniques have 
been explored extensively, while others have attracted far less attention. 
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These techniques can be generally grouped into four categories: 

(1) Spontaneous growth: 
(a) Evaporation (or dissolution)-condensation 
(b) Vapor (or solution)-liquid-solid (VLS or SLS) growth 
(c) Stress-induced recrystallization 

(a) Electroplating and electrophoretic deposition 
(b) Colloid dispersion, melt, or solution filling 
(c) Conversion with chemical reaction 

(2) Template-based synthesis: 

(3) Electrospinning 
(4) Lithography 

Spontaneous growth, template-based synthesis and electrospinning are 
considered as a bottom-up approach, whereas lithography is a top-down 
technique. Spontaneous growth commonly results in the formation of 
single crystal nanowires or nanorods along a preferential crystal growth 
direction depending on the crystal structures and surface properties of the 
nanowire materials. Template-based synthesis mostly produces polycrys- 
talline or even amorphous products. All the above techniques for the prepa- 
ration of one-dimensional nanostructured materials will be discussed in 
this chapter, following the above order just for the sake of clarity. Litho- 
graphy will be discussed briefly only; more detail and general discussion 
on lithography will be presented in Chapter 7. Similar to the previous chap- 
ter, this chapter will cover all the nanowires, nanorods and nanotubules of 
various materials including metals, semiconductors, polymers and insulat- 
ing oxides. This chapter focuses on the fundamentals and principles of the 
major synthesis methods. For detailed information on specific materials, 
the readers are referred to a comprehensive review on the synthesis, char- 
acterization and applications of one-dimensional nanostructures. Carbon 
nanotubes, as a special family of nanomaterials, deserve special attention 
and, therefore, will be discussed separately later on in Chapter 6.  

4.2. Spontaneous Growth 

Spontaneous growth is a process driven by the reduction of Gibbs free 
energy or chemical potential. The reduction of Gibbs free energy is com- 
monly realized by phase transformation or chemical reaction or the 
release of stress. For the formation of nanowires or nanorods, anisotropic 
growth is required, i.e. the crystal grows along a certain orientation faster 
than other directions. Uniformly sized nanowires, i.e. the same diameter 
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along the longitudinal direction of a given nanowire, can be obtained 
when crystal growth proceeds along one direction, whereas no growth 
along other directions. In spontaneous growth, for given material and 
growth conditions, defects and impurities on the growth surfaces can play 
a significant role in determining the morphology of the final products. 

4.2.1. Evaporation (dissolution)-condensation growth 

4.2.1 . l  . Fundamentals of evaporation (dissolution)- 
condensation growth 

Evaporation-condensation process is also referred to as a vapor-solid 
(VS) process; however, the discussion in this section will not only be lim- 
ited to simple evaporation-condensation process. Chemical reactions 
among various precursors may be involved to produce desired materials. 
Of course, the growth of nanorods from solution is also included. The 
driving force for the synthesis of nanorods and nanowires by spontaneous 
growth is a decrease in Gibbs free energy, which arises from either recrys- 
tallization or a decrease in supersaturation. Nanowires and nanorods 
grown by evaporation-condensation methods are commonly single crys- 
tals with fewer imperfections. The formation of nanowires, nanorods 
or nanotubules through evaporation (or dissolutiontcondensation is due 
to the anisotropic growth. Several mechanisms are known to result in 
anisotropic growth, for example: 

(1) Different facets in a crystal have different growth rate. For example, 
in silicon with a diamond structure, the growth rate of { 11 1 facets is 
smaller than that of { 1 lo}. 

(2) Presence of imperfections in specific crystal directions such as screw 
dislocation. 

(3) Preferential accumulation of or poisoning by impurities on specific 
facets. 

Before discussing the growth of various nanowires by evaporation- 
condensation method in detail, let us first review the fundamentals of 
crystal growth. Crystal growth can be generally considered as a heteroge- 
neous reaction, and a typical crystal growth proceeds following the 
sequences, as sketched in Fig. 4.1 : 

(1) Diffusion of growth species from the bulk (such as vapor or liquid 
phase) to the growing surface, which, in general, is considered to 
proceed rapid enough and, thus, not at a rate limiting process. 
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(2) Adsorption and desorption of growth species onto and from the grow- 
ing surface. This process can be rate limiting, if the supersaturation or 
concentration of growth species is low. 

(3) Surface diffusion of adsorbed growth species. During surface diffu- 
sion, an adsorbed species may either be incorporated into a growth 
site, which contributes to crystal growth, or escape from the surface. 

(4) Surface growth by irreversibly incorporating the adsorbed growth 
species into the crystal structure. When a sufficient supersaturation or 
a high concentration of growth species is present, this step will be the 
rate-limiting process and determines the growth rate. 

( 5 )  I f  by-product chemicals were generated on the surface during 
the growth, by-products would desorb from the growth surface, so 
that growth species can adsorb onto the surface and the process 
can continue. 

(6) By-product chemicals diffuse away from the surface so as to vacate 
the growth sites for continuing growth. 

For most crystal growth, rate-limiting step is either adsorption-desorption 
of growth species on the growth surface (step 2) or surface growth (step 4). 
When step 2 is rate limiting, the growth rate is determined by condensation 
rate, J (atoms/cm*sec), which is dependent on the number of growth 
species adsorbed onto the growth surface, which is directly proportional to 
the vapor pressure or concentration, P, of the growth species in the vapor 
as given by: 

( 6 )  Diffusion of 
by-products Growth species 

in the bulk 

0 

I I I Solid Surface I 
Fig. 4.1. Schematic illustrating six steps in crystal growth, which can be generally considered 
as a heterogeneous reaction, and a typical crystal growth proceeds following the sequences. 
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where 01 is the accommodation coefficient, u = (P-Po)/Po is the supersat- 
uration of the growth species in the vapor in which Po is the equilibrium 
vapor pressure of the crystal at temperature T, rn is the atomic weight of 
the growth species and k is Boltzmann constant. (Y is the fraction of 
impinging growth species that becomes accommodated on the growing 
surface, and is a surface specific property. A surface with a high accom- 
modation coefficient will have a high growth rate as compared with low 
(Y surfaces. A significant difference in accommodation coefficients in dif- 
ferent facets would result in anisotropic growth. When the concentration 
of the growth species is very low, the adsorption is more likely a rate- 
limiting step. For a given system, the growth rate increases linearly with 
the increase in the concentration of growth species. Further increase in the 
concentration of growth species would result in a change from an adsorp- 
tion limited to surface growth limited process. When the surface growth 
becomes a limiting step, the growth rate becomes independent of the con- 
centration of growth species as schematically shown in Fig. 4.2. A high 
concentration or vapor pressure of growth species in the vapor phase 
would increase the probability of defect formation, such as impurity inclu- 
sion and stack faults. Further, a high concentration may result in a sec- 
ondary nucleation on the growth surface or even homogeneous nucleation, 
which would effectively terminate the epitaxial or single crystal growth. 

An impinging growth species onto the growth surface can be described 
in terms of the residence time and/or difhsion distance before escaping 

Adsorption limited process 

t 
rface growth limited process 

b 
Concentration of growth species 

Fig. 4.2. Relation between growth rate and reactant concentration. At low concentration, 
growth is diffusion limited and thus increases linearly with increasing reactant concentra- 
tion. At high concentration, surface reaction is the limit step and thus the growth rate 
becomes independent of reactant concentration. 
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back to the vapor phase. The residence time, T,, for a growth species on 
the surface is described by: 

7, = - 1 e x p k )  
v (4.2) 

where v is the vibrational frequency of the adatom, i.e. adsorbed growth 
species, on the surface (typically 1012sec-'), and Edes is the desorption 
energy required for the growth species escaping back to the vapor. While 
residing on the growth surface, a growth species will diffuse along the sur- 
face with the surface diffusion coefficient, D,, given by: 

0, = - 1 aov exp( $) 
2 (4.3) 

where E, is the activation energy for surface diffusion and a. is the size of 
the growth species. So the mean diffusion distance, X, for a growth species 
from the site of incidence: 

X = f i D S 7 ,  = a. exp( Edes kT - E, ) 
(4.4) 

It is clear that in a crystal surface, if the mean diffusion distance is far 
longer than the distance between two growth sites such as kinks or ledges, 
all adsorbed growth species will be incorporated into the crystal structure 
and the accommodation coefficient would be unity. If the mean diffusion 
distance is far shorter than the distance between growth sites, all adatoms 
will escape back to the vapor and the accommodation coefficient will be 
zero. The accommodation coefficient is dependent on desorption energy, 
activation energy of surface diffusion and the density of growth sites. 

When step 2 proceeds sufficiently rapid, surface growth, i.e. step 4, 
becomes a rate-limiting process. In Chapter 2, we have discussed the fact 
that in a crystal, different facets have different surface energy. Different 
facets in a given crystal have different atomic density and atoms on differ- 
ent facets have a different number of unsatisfied bonds (also referred to as 
broken or dangling bonds), leading to different surface energy. Such a dif- 
ference in surface energy or the number of broken chemical bonds leads to 
different growth mechanisms and varied growth rates. According to Periodic 
Bond Chain (PBC) theory developed by Hartman and Perdok,* all crystal 
facets can be categorized into three groups based on the number of broken 
periodic bond chains on a given facet: flat surface, stepped surface and 
kinked surface. The number of broken periodic bond chains can be under- 
stood as the number of broken bonds per atom on a given facet in a simpli- 
fied manner. Let us first review the growth mechanisms on a flat surface. 



116 Nanostructures and Nanomaterials 

For a flat surface, the classic step-growth theory was developed by 
Kossel, Stranski and Volmer, which is also called the KSV t h e ~ r y . ~  They 
recognized that the crystal surface, on the atomic scale, is not smooth, flat 
or continuous, and such discontinuities are responsible for the crystal 
growth. To illustrate the step growth mechanism, we consider a { 100) sur- 
face of a simple cubic crystal as an example and each atom as a cube with 
a coordination number of six (six chemical bonds), as schematically 
sketched in Fig. 4.3. When an atom adsorbs onto the surface, it diffuses 
randomly on the surface. When it diffuses to an energetically favorable 
site, it will be irreversibly incorporated into the crystal structure, resulting 
in the growth of the surface. However, it may escape from the surface back 
to the vapor. On a flat surface, an adsorbed atom may find different sites 
with different energy levels. An atom adsorbed on a terrace would form 
one chemical bond between the atom and the surface; such an atom is 
called an adatom, which is in a thermodynamically unfavorable state. If an 
adatom diffuses to a ledge site, it would form two chemical bonds and 
become stable. If an atom were incorporated to a ledge-kink site, three 
chemical bonds would be formed. An atom incorporated into a kink site 
would form four chemical bonds. Ledge, ledge-kink and kink sites are all 
considered as growth sites; incorporation of atoms into these sites is irre- 
versible and results in growth of the surface. The growth of a flat surface 
is due to the advancement of the steps (or ledges). For a given crystal 
facets and a given growth condition, the growth rate will be dependent on 
the step density. A misorientation would result in an increased density of 
steps and consequently lead to a high growth rate. An increased step den- 
sity would favor the irreversible incorporation of adatoms by reducing the 

3 

Fig. 4.3. Schematic illustrating the step growth mechanism, considering a { 100) surface 
of a simple cubic crystal as an example and each atom as a cube with a coordination num- 
ber of six (six chemical bonds) in bulk crystal. 
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surface diffusion distance between the impinging site and the growth site, 
before adatoms escape back to the vapor phase. 

The obvious limitation of this growth mechanism is the regeneration of 
growth sites, when all available steps are consumed. Burton, Cabrera 
and Frank4 proposed screw dislocation serves as a continuous source to 
generate growth sites so that the stepped growth would continue (as shown 
in Fig. 4.4). The crystal growth proceeds in a spiral growth, and this crys- 
tal growth mechanism is now known as BCF theory. The presence of 
screw dislocation will not only ensure the continuing advancement of the 
growth surface, but also enhance the growth rate. The growth rate of a 
given crystal facet under a given experimental condition would increase 
with an increased density of screw dislocations parallel to the growth 
direction. It is also known that different facets can have a significantly 
different ability to accommodate dislocations. The presence of disloca- 
tions on a certain facet can result in anisotropic growth, leading to the 
formation of nanowires or nanorods. 

The PBC theory offers a different perspective in understanding the differ- 
ent growth rate and behavior in different fa~ets.*J?~ Let us take a simple cubic 
crystal as an example to illustrate the PBC theory as shown in Fig. 4.5.* 
According to the PBC theory, {loo} faces are flat surfaces (denoted as 
F-face) with one PBC running through one such surface, { 110) are stepped 
surfaces (S-face) that have two PBCs, and (111) are kinked surfaces 
(K-face) that have three PBCs. For { 110) surfaces, each surface site is a step 
or ledge site, and thus any impinging atom would be incorporated wherever 
it adsorbs. For { 1 1 1 } facets, each surface site is a kink site and would irre- 
versibly incorporate any incoming atom adsorbed onto the surface. For both 
{ 1 lo} and { 11 1 } surfaces, the above growth is referred to as a random addi- 
tion mechanism and no adsorbed atoms would escape back to the vapor 

Fig. 4.4. The crystal growth proceeds in a spiral growth, known as BCF theory, in which 
screw dislocation serves as a continuous source to generate growth sites so that the stepped 
growth would continue. 
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Fig. 4.5. Schematic illustrating the PBC theory. In a simple cubic crystal, { 100) faces are 
flat surfaces (denoted as F-face) with one PBC running through one such surface, { 1 10) 
are stepped surfaces (S-face) that have two PBCs, and { 1 11 } are kinked surfaces (K-face) 
that have three PBCs. [P. Hartman and W.G. Perdok, Acta Crystal. 8, 49 (1955).] 

phase. It is obvious that both { 1 lo} and { 11 l} faces have faster growth rate 
than that of {loo} surface in a simple cubic crystal. In a general term, 
S-faces and K-faces have a higher growth rate than F-faces. For both S- and 
K-faces, the growth process is always adsorption limited, since the accom- 
modation coefficients on these two type surfaces are unity, all impinging 
atoms are captured and incorporated into the growth surface. For F-faces, the 
accommodation coefficient varies between zero (no growth at all) and unity 
(adsorption limited), depending on the availability of kink and ledge sites. 

The above theories enable us to understand better why some facets in 
a given crystal grow much faster than others. However, facets with fast 
growth rate tend to disappear, i.e. surfaces with high surface energy will 
disappear. In a thermodynamically equilibrium crystal, only those surfaces 
with the lowest total surface energy will survive as determined by the Wulff 
p l ~ t . ~ , ~  Therefore, the formation of high aspect ratio nanorods or nanowires 
entirely based on different growth rates of various facets is limited to mate- 
rials with special crystal structures. In general, other mechanisms are 
required for the continued growth along the axis of nanorods or nanowires, 
such as defect-induced growth and impurity-inhibited growth. 

It should be noted that for an anisotropic growth, a low supersaturation 
is required. Ideally, the concentration is higher than the equilibrium con- 
centration (saturation) of the growth surface, but equal or lower than that 
of other non-growth surfaces. A low supersaturation is required for 
anisotropic growth, whereas a medium supersaturation supports bulk 
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crystal growth, and a high supersaturation results in secondary or homo- 
geneous nucleation leading to the formation of polycrystalline or powder. 

4.2.1.2. Evaporation-condensation growth 

Sears9 was the first to explain the growth of mercury whiskers (or 
nanowires, with a diameter of -200 nm and a length of 1-2 mm) by axial 
screw-dislocation induced anisotropic growth in 1955. The mercury 
whiskers or nanowires were grown by a simple evaporation-condensation 
method, with a condensation temperature of -50°C under vacuum, and 
the estimated axial growth rate was of approximately 1.5 pmhec under a 
supersaturation of 100, which is defined as a ratio of pressure over equi- 
librium pressure. However, it was found that the whiskers or nanowires 
remained at constant radius throughout the axial growth, and thus implied 
that there was no or negligible lateral growth. In a subsequent article, 
Sears'O also demonstrated that fine whiskers of other materials including 
zinc, cadmium, silver and cadmium sulfide could be grown by evaporation- 
condensation method. The experimental conditions varied with the mate- 
rial in question. The growth temperature varied from 250°C for cadmium 
to 850°C for silver whiskers, with a supersaturation ranging from -2 for 
cadmium sulfide to -20 for cadmium. 

Subsequently, a lot of research has been devoted to confirm the presence 
of axial screw dislocation for the growth of nanowires; however, in most 
cases, various techniques including electron microscopy and etching, all 
failed to reveal the presence of axial screw dislocation." Micro-twins and 
stacking faults are observed in many nanowires or nanorods grown by 
evaporation-condensation method and are suggested to be responsible for 
the anisotropic growth. However, many other researches revealed no axial 
defects at all in the grown nanorods and nanowires. It is obvious that 
the growth of nanorods or nanowires is not necessarily controlled by the 
presence of microtwins, though formation of twins is very important in 
determining the final crystal morphology.'* Such an anisotropic growth is 
also not possible to explain by means of anisotropic crystal structures. 
Obviously, more work is needed to understand the growth of nanowires and 
nanorods by evaporation-condensation method. 

Another related issue is the fact that the observed growth rate of the 
nanowires exceeds the condensation rate calculated using the equation for 
a flat surface [Eq. (4.1)], assuming the accommodation coefficient is 
unity. That means the growth rate of nanowires is faster than all the growth 
species arrived at the growth surface. To explain such a significantly 
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enhanced growth rate of a whisker or nanowire, a dislocation-diffusion 
theory was proposed.I3 In this model, the fast growth rate was explained 
as follows: the depositing materials at the tip are originated from two 
resources: direct condensation of growth species from the vapor and the 
migration of adsorbed growth species on side surfaces to the growth tip. 
However, an adatom migrating over an edge from side surfaces to the 
growth surface on the tip is unlikely, since the edge serves as an energy 
barrier for such a migration.I4-l6 

Wang and his co-workersI7 reported the growth of single crystal 
nanobelts of various semiconducting oxides simply by evaporating the 
desired commercially available metal oxides at high temperatures under a 
vacuum of 300 torr and condensing on an alumina substrate, placed inside 
the same alumina tube hrnace, at relatively lower temperatures. The 
oxides include zinc oxide (ZnO) of wurtzite hexagonal crystal structure, 
tin oxide (SnOz) of rutile structure, indium oxide (In203) with C-rare-earth 
crystal structure, and cadmium oxide (CdO) with NaCl cubic structure. We 
will just focus on the growth of ZnO nanobelts to illustrate their findings, 
since similar phenomena were found in all four oxides. Figure 4.6 shows 

Fig. 4.6. SEM and TEM pictures of ZnO nanobelts [Z.W. Pan, Z.R. Dai, and Z.L. Wang, 
Science 291, 1947 (2001).] 
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the SEM and TEM pictures of ZnO nan0be1ts.I~ The typical thickness and 
width-to-thickness ratios of the ZnO nanobelts are in the range of 10 to 
30nm and -5 to 10, respectively. Two growth directions were observed: 
[OOOl]  and [OllO]. No screw dislocation was found throughout the entire 
length of the nanobelt, except a single stacking fault parallel to the growth 
axis in the nanobelts grown along [OllO] direction. The surfaces of the 
nanobelts are clean, atomically sharp and free of any sheathed amorphous 
phase. Their further TEM analysis also revealed the absence of amorphous 
globules on the tip of nanobelts. The above observations imply that the 
growth of nanobelts is not due to the VLS mechanism, which will be dis- 
cussed later in this chapter. The growth of nanobelts cannot be attributed 
to either screw dislocation induced anisotropic growth, nor impurity inhib- 
ited growth. Furthermore, since four oxides in question all have different 
crystal structures, it is not likely that the growth of nanobelts is directly 
related to their crystal structures. Nanobelts of other oxides such as Ga203 
with a crystal structure of monoclinic and Pb02 (rutile) were also synthe- 
sized by the same technique.l8 It seems worthwhile to note that the shape 
of nanowires and nanobelts may also depend on growth temperature. Early 
work showed that single crystal mercury grown at different temperatures 
would have either a platelet shape or a whisker f ~ r m . ~ . ' ~  CdS ribbons were 
also grown by evaporation-condensation method.'O 

Kong and Wang20 further demonstrated that by controlling growth 
kinetics, left-handed helical nanostructures and nano-rings can be formed 
by rolling up single crystal ZnO nanobelts. This phenomenon is attributed 
to a consequence of minimizing the total energy attributed by spontaneous 
polarization and elasticity. The spontaneous polarization results from the 
noncentrosymmetric ZnO crystal structure. In (0001) facet-dominated 
single crystal nanobelts, positive and negative ionic charges are sponta- 
neously established on the zinc- and oxygen-terminated !z (0001) surfaces, 
respectively. Figure 4.7 shows SEM images of the synthesized ZnO 
nanobelt helical nanostructures.2" 

Liu et ~ 1 . ~ ~  synthesized Sn02 nanorods by converting nanoparticles at 
elevated temperatures. The nanoparticles were chemically synthesized 
from SnC14 by inverse microemulsion using non-ionic surfactant, and have 
an average size of 10 nm and are highly agglomerated. Sn02 nanoparticles 
are likely to be amorphous. When heated to temperatures ranging from 
780°C to 820°C in air, single crystal Sn02 nanorods with rutile structure 
were formed. Nanorods are straight and have uniform diameters ranging 
from 20 to 90 nm and lengths from 5 to 10 pm, depending on annealing 
temperature and time. Various oxide nanowires, such as ZnO, Ga203 and 
MgO, and CuO were synthesized by such evaporation-condensation 
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Fig. 4.7. SEM images of the synthesized single crystal ZnO nanobelt helical nanostruc- 
tures. The typical width of the nanobelts is -30nm, and pitch distance is rather uniform. 
The helixes are left-handed. [X.Y. Kong and Z.L. Wang, Nano Lett. 3, 1625 (2003).] 

method.22 Figure 4.8 shows such grown CuO nanowires by heating copper 
wire in air to a temperature of 500°C for 4 h r ~ . ~ ~  In addition, Si3N4 and S ic  
nanowires were also synthesized by simply heating the commercial pow- 
ders of these materials to elevated  temperature^.^^ 

Chemical reactions and the formation of intermediate compounds play 
important roles in the synthesis of various nanowires by evaporation- 
condensation methods. Reduction reactions are often used to generate 
volatile deposition precursors and hydrogen, water and carbon are com- 
monly used as reduction agent. For example, hydrogen and water were 
used in the growth of binary oxide nanowires, such as A1203, ZnO and 
Sn02 through a two-step process (reduction and o ~ i d a t i o n ) . ~ ~ , ~ ~  Silicon 
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Fig. 4.8. (A) SEM and (B) TEM micrographs of CuO nanowires synthesized by heating a 
copper wire (0.1 mm in diameter) in air to a temperature of 500°C for 4 hr. Each CuO 
nanowire was a bicrystal as shown by its electron diffraction pattern and high-resolution 
TEM characterization (C). [X. Jiang, T. Herricks, andY. Xia, Nano Lett. 2, 1333 (2002).] 

nanowires could be synthesized by thermal evaporation of silicon monox- 
ide under a reducing environment.*’ SiO powder was simply heated to a 
temperature of 1 300°C, and the vapor of silicon monoxide was carried by 
a mixture of argon and 5% hydrogen. The (100) silicon substrate was 
maintained at 930°C for the growth. It was found the as-grown nanowires 
of 30 nm in diameter consist of a silicon core of 20 nm in diameter and a 
shell of silicon dioxide of 5 nm in thickness. The silicon core is believed 
to form through the reduction of silicon monoxide by hydrogen. The sili- 
con dioxide shell may serve as a stopper for the side growth, resulting in 
a uniform diameter throughout a nanowire. Carbon was used in the syn- 
thesis of MgO nanowires.28 

Although it is known that the impurities have differential adsorption on 
various crystal facets in a given crystal and the adsorption of impurity 
would retard the growth process, no nanorods have been grown by vapor 
condensation methods based on impurity poisoning by design. However, 
impurity poisoning has often been cited as one of the reasons, which 
resulted in anisotropic growth during the synthesis of nanowires and 
nanorods. 

4.2.1.3. Dissolution-condensa tion growth 

Dissolution-condensation process differs from evaporation-condensation 
in growth media. In dissolution-condensation process, the growth species 
first dissolve into a solvent or a solution, and then diffuse through the 
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solvent or solution and deposit onto the surface resulting in the growth of 
nanorods or nanowires. 

Gates et al.29 prepared uniform single crystal nanowires of selenium by 
dissolution-condensation methods. In the first step, spherical colloidal 
particles of amorphous selenium with sizes of -300 nm in aqueous solu- 
tion were prepared through the reduction of selenious acid with excess 
hydrazine at 100°C. When the solution was cooled to room temperature, 
some nanocrystalline selenium with trigonal structure was precipitated. In 
the second step, when the solution aged at room temperature in dark, 
amorphous selenium colloid particles dissolved into the solution, whereas 
the selenium crystallites grew. In this solid-solution-solid transformation, 
the morphology of the crystalline selenium products was determined 
by the anisotropic growth, which is attributed to the one-dimensional 
characteristics of the infinite, helical chains of selenium in the trigonal 
structure. Trigonal Se crystals were found to grow predominantly along 
the [OOl] direction.30 Se nanowires grown by this method were found free 
of defects, such as kinks and dislocations. 

The chemical solution method was also explored for the synthesis of 
nanorods of crystalline Se,Te, compound.31 In an aqueous medium 
(refluxed at - lOO"C), a mixture of selenious acid and orthotelluric acid 
was reduced by excess h y d r a ~ i n e ~ ~ :  

xH2Se03 + yH6Te06 + 

(4.5) 

Tellurium could easily precipitate out as crystalline hexagonal 
nanoplatelets under the experimental conditions through a homogeneous 
nucleation process.33 It is postulated that the selenium and tellurium atoms 
subsequently produced by the above reduction reaction would grow into 
nanorods on the nanoplatelet tellurium seeds with a growth direction along 
[OOl]. The as-synthesized nanorods typically have a mean length of 
<500nm and a mean diameter of -60nm, with a stoichiometric chemical 
composition of SeTe, and a trigonal crystal structure, similar to that of Se 
and Te. Hydrazine can also promote the growth of nanorods directly from 
metal powders in solution; for example, single crystal ZnTe nanorods with 
diameters of 30-100 nm and lengths of 500-1200 nm were synthesized 
using Zn and Te metal powders as reactants and hydrazine hydrate as sol- 
vent by a solvothermal process.34 It was postulated that hydrazine could 
promote anisotropic growth in addition to its role as a reduction agent. 

Wang et aZ.35 have grown single crystal Mn30, nanowires of 40-80 nm 
diameter and lengths up to 150pm in a molten NaCl flux. MnCl, and 
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Na2C03 were mixed with NaCl and nonylphenyl ether (NP-9) and heated 
to 850°C. After cooling, the NaCl was removed by washing in distilled 
water. NP-9 was used to prevent the formation of small particles at the 
expense of nanowires. The nanowires are believed to grow through 
Ostwald ripening, with NP-9 acting to reduce the eutectic temperature of 
the system, as well as stabilizing the smaller precursor particles. 

Nanowires can grow on alien crystal nanoparticles, which serve as 
seeds for heteroepitaxial growth, by solution processing. Sun et al.36 syn- 
thesized crystalline silver nanowires of 3O-40 nm in diameter and -50 Frn 
in length using platinum nanoparticles as growth seeds. The growth 
species of Ag is generated by the reduction of AgN03 with ethylene gly- 
col, whereas the anisotropic growth was achieved by introducing surfac- 
tants such as polyvinyl pyrrolidone (PVP) in the solution. Polymer 
surfactants adsorbed on some growth surfaces, so that kinetically blocked 
(or poisoning) the growth, resulting in the formation of uniform crystalline 
silver nanowires. TEM analyses further revealed that the growth directions 
of face-center-cubic silver nanowires were [211] and [Ol  I]. Figure 4.9 
shows the silver nanowires grown in solution using Pt nanoparticles as 
growth seeds.36 Dissolution-condensation can also grow nanowires on a 
substrate. Govender et  al.37 formed ZnO nanorods on glass substrates from 
a solution of zinc acetate or zinc formate and hexamethylenetetramine at 
room temperature. These faceted nanorods were preferentially oriented in 

Fig. 4.9. SEM images of silver nanowires grown in solution using Pt nanoparticles as 
growth seeds. [Y. Sun, B. Gates, B. Mayers, andY. Xia, Nano Lett. 2, 165 (2002).] 
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the [OOOl] direction (that is, along the c-axis), with diameters of about 
266 nm and a length of -3 pm. 

Nanowires can also be grown using the same methods commonly used 
for the synthesis of nanocrystals, i.e. by decomposing of organometallic 
compounds in the presence of coordinating organics. For example, Urban 
and c o - w ~ r k e r s ~ ~ ~ ~ ~  synthesized single crystal BaTiO, nanowires with diam- 
eters ranging from 5 to 70 nm and lengths up to > 10 km, by solution-phase 
decomposition of barium titanium isopropoxide, BaTi[OCH(CH,),],. In a 
typical reaction, an excess of 30% H202 was added at 100°C to a heptade- 
cane solution containing a 10 : 1 molar ratio of BaTi[OCH(CH3)2]6 to oleic 
acid. The reaction mixture was then heated to 280°C for 6 hrs, resulting in 
a white precipitate composed of nanowire aggregates. Well-isolated 
nanowires were obtained by sonication and fractionation between water and 
hexane. Figure 4.10 shows the TEM images and convergent-beam electron 
diffraction patterns of BaTi03 nan~wires. ,~ Elemental analysis, X-ray dif- 
fraction, and electron diffraction all indicate that the grown nanowires are 
single crystalline perovskite BaTiO, with the [00 11 direction aligned along 
the wire axis. It should be noted that the diameters and lengths of grown 
nanowires vary substantially and no strategy is available for a controlled 
growth of uniformly sized nanowires. 

Hydrothermal growth is another method having been explored in the 
formation of nanorods from inorganic salts. CdW04, with a monoclinic 
crystal structure, nanorods were synthesized directly by the reaction of cad- 
mium chloride (CdC12) and sodium tungstate (NaW04) at 130°C under 
pressure at a pH ranging from 3 to 11 for 5 hrs. Such grown cadmium 
tungstate nanorods have diameters of 20 -40 nm and lengths ranging from 

Fig. 4.10. (a) TEM images of BaTi03 nanowires, showing that the reaction produces 
mainly nanowires and small quantities (- 10%) of nanoparticle aggregates. (b) TEM image 
of a BaTiO, nanowire along with two convergent beam electron diffraction patterns. 
[J.J. Urban, J.E. Spanier, L. Ouyang, W.S. Yun, and H. Park, Adv. Muter: 15,423 (2003).] 
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80 to 280nm.40 The growth of nanorods is attributed to anisotropic growth, 
though no specific growth direction was identified. Nanotubes of H2Ti307 
have been hydrothermally synthesized from Ti02 powder dissolved in a 
NaOH aqueous solution at 130°C by Chen et aL41 The synthesized prod- 
ucts were hollow tubes about 9nm in diameter, with lengths from 100 to 
several hundred nanometers. 

Nanowires or nanorods by the evaporation (dissolution)-condensation 
deposition most likely have faceted morphology and are generally short in 
length with relatively small aspect ratios, particularly when grown in liquid 
medium. However, anisotropic growth induced by axial imperfections, such 
as screw dislocation, microtwins and stacking faults, or by impurity poi- 
soning, can result in the growth of nanowires with very large aspect ratios. 

4.2.2. Vapor (or solution)-liquid-solid 
(VLS or SLS) growth 

4.2.2.1, Fundamental aspects of VLS and SLS growth 

In the VLS growth, a second phase material, commonly referred to as 
either impurity or catalyst, is purposely introduced to direct and confine 
the crystal growth on to a specific orientation and within a confined area. 
A catalyst forms a liquid droplet by itself or by alloying with growth mate- 
rial during the growth, which acts as a trap of growth species. Enriched 
growth species in the catalyst droplets subsequently precipitates at the 
growth surface resulting in the one-directional growth. Wagner et al.42,43 
first proposed the VLS theory over 40 years ago to explain the experi- 
mental results and observations in the growth of silicon nanowires or 
whiskers that could not be explained by the evaporation-condensation 
theory. These phenomena include: 

(1) There are no screw dislocations or other imperfections along the 

(2) The growth direction (1 1 1) is the slowest as compared with other low 

( 3 )  Impurities are always required and 
(4) A liquid-like globule is always found in the tip of nanowires. 

Wagner44 summarized the experimental details, results, and the VLS the- 
ory in a truly elegant way in a classical paper, and Givargizov' further elab- 
orated the experimental observations and models and theories developed 
regarding the VLS process. The readers who want to learn more about this 

growth direction. 

index directions such as (1 10) in silicon. 
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subject are strongly recommended to read those literatures. Although an 
extensive research in this field has been carried out in the recent years, 
fundamentals of the VLS method have not been changed significantly. 
Wagner44 summarized the requirements for the VLS growth 30 years ago, 
which are still valid in today’s understanding: 

(1) The catalyst or impurity must form a liquid solution with the crys- 
talline material to be grown at the deposition temperature, 

(2) The distribution coefficient of the catalyst or impurity must be less 
than unity at the deposition temperature. 

(3) The equilibrium vapor pressure of the catalyst or impurity over the 
liquid droplet must be very small. Although the evaporation of the cat- 
alyst does not change the composition of the saturated liquid compo- 
sition, it does reduce the total volume of the liquid droplet. Unless 
more catalyst is supplied, the volume of the liquid droplet reduces. 
Consequently, the diameter of the nanowire will reduce and the 
growth will eventually stop, when all the catalyst is evaporated. 

(4) The catalyst or impurity must be inert chemically. It must not react 
with the chemical species such as by-products presented in the growth 
chamber. 

( 5 )  The interfacial energy plays a very important role. The wetting char- 
acteristics influence the diameter of the grown nanowire. For a given 
volume of liquid droplet, a small wetting angle results in a large 
growth area, leading to a large diameter of nanowires. 

(6 )  For a compound nanowire growth, one of the constituents can serve 
as the catalyst. 

(7) For controlled unidirectional growth, the solid-liquid interface must 
be well defined crystallographically. One of the simplest methods is 
to choose a single crystal substrate with desired crystal orientation. 

In a VLS growth, the process can be simply described as following as 
sketched in Fig. 4.1 1. The growth species is evaporated first, and then dif- 
fuses and dissolves into a liquid droplet. The surface of the liquid has a 
large accommodation coefficient, and is therefore a preferred site for dep- 
osition. Saturated growth species in the liquid droplet will difhse to and 
precipitate at the interface between the substrate and the liquid. The pre- 
cipitation will first follow nucleation and then crystal growth. Continued 
precipitation or growth will separate the substrate and the liquid droplet, 
resulting in the growth of nanowires. 

Let us take the growth of silicon nanowires with gold as a catalyst as an 
example to illustrate the experimental process of the VLS growth. A thin 
layer of gold is sputtered on a silicon substrate and annealed at an elevated 
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Fig. 4.1 1. Schematic showing the principal steps of the vapor-liquid-solid growth 
technique: (a) initial nucleation and (b) continued growth. 

temperature (above the eutectic point of 385°C of the silicon-gold sys- 
tem), which is typically the same as the growth temperature. During the 
annealing, silicon and gold react and form a liquid mixture, which forms 
a droplet on the silicon substrate surface. During the growth, an equilib- 
rium composition is reached at the growth temperature as determined by 
the binary phase diagram as shown in Fig. 4.12. When silicon species is 
evaporated from the source and preferentially condensed at the surface of 
the liquid droplet, the liquid droplet will become supersaturated with 
silicon. Subsequently, the supersaturated silicon will diffuse from the 
liquid-vapor interface and precipitate at the solid-liquid interface result- 
ing in the growth of silicon. The growth will proceed unidirectionally 
perpendicular to the solid-liquid interface. Once the growth species is 
adsorbed onto the liquid surface, it will dissolve into the liquid. The mate- 
rial transport in the liquid is diffusion-controlled and occurs under essen- 
tially isothermal conditions. At the interface between the liquid droplet 
and growth surface, the crystal growth proceeds essentially the same as 
that in the Czochraski crystal growth. 

Crystalline defects, such as screw dislocations, are not essential for 
VLS growth. However, defects present at the interface may promote the 
growth and lower the required supersaturation. From the above discussion, 
it is clear that the growth of nanowires by the VLS method is not restricted 
by the type of substrate materials and the type of catalysts. The nanowires 
can be single crystal, polycrystalline or amorphous depending on the 
substrates and growth conditions. 
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Fig. 4.12. Phase diagram of the gold-silicon binary system 

The preferential adsorption of growth species onto the liquid droplet 
surface can be understood. For a perfect or an imperfect crystal surface, 
an impinging growth species diffuse along the surface. During the diffu- 
sion, the growth species may be irreversibly incorporated into the growth 
site (ledge, ledge-kink, or kink). If the growth species did not find a pref- 
erential site in a given period of time (the residence time), the growth 
species will escape back to the vapor phase. A liquid surface is distinctly 
different from a perfect or imperfect crystal surface, and can be consid- 
ered as a “rough” surface. Rough surface is composed of only ledge, 
ledge-kink, or kink sites. That is every site over the entire surface is to trap 
the impinging growth species. The accommodation coefficient is unit. 
Consequently, the growth rate of the nanowires or nanorods by VLS 
method is much higher than that without liquid catalyst. Wagner and 
Ellis45 reported that the growth rate of silicon nanowires using a liquid 
Pt-Si alloy is about 60 times higher than directly on the silicon substrate 
at 900°C. It is likely that in addition to acting as a sink for the growth 
species in the vapor phase, the catalyst or impurity forming the liquid with 
the growth material can act as a catalyst for the heterogeneous reaction 
or deposition. 

As discussed in Chapter 2, the equilibrium vapor pressure or solubility 
is dependent on the surface energy and a radius (or curvature of a surface) 
at a given condition defined by the Kelvin equation. 

(4.6) 

Where P is the vapor pressure of a curved surface, Po is the vapor pres- 
sure of a flat surface, y is the surface energy, is the atomic volume, Y is 
the surface radius, and k is the Boltzmann constant. For the growth of 
nanowires, if facets are developed during the growth, longitudinal and 
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lateral growth rates of nanowires or nanorods will be solely determined 
by the growth behavior of individual facets. However, if nanowires were 
cylindrical in shape, the lateral growth rate would be significantly smaller 
than the longitudinal one, assuming all surfaces have the same surface 
energy. Convex surface (the side surface) with very small radius 
(< 100 nm) would have a significantly higher vapor pressure as compared 
with that of a flat growing surface. A supersaturated vapor pressure or 
concentration of the growth species for the growing surface may be well 
below the equilibrium vapor pressure of the convex surface of thin 
nanowires. For the growth of uniform high quality crystalline nanowires 
or nanorods, in general supersaturation should be kept relatively low, so 
that there would be no growth on the side surface. A high supersaturation 
would result in growth of other facets, just as in the vapor-solid growth 
discussed before. Further high supersaturation would lead to secondary 
nucleation on the growth surface or homogeneous nucleation, resulting in 
termination of epitaxial growth. 

Figure 4.13 compared the axial (VII) and lateral (V,} growth rates for 
Si and Ge nanowires as well as the substrate (i.e. film) growth rate of these 
materials, with SiH4 and GeH4 as precursors and numerous metals (Au, 
Ag, Cu, Ni, Pd) as catalysts.46 This figure indicates that the lateral and 
the substrate growth rates are essentially the same, whereas the axial rate 
by the VLS process for both Si and Ge nanowires, are approximately 
two orders of magnitude higher than the VS growth rates under the same 
conditions. 

The enhanced growth rate can also be partly due to the fact that the 
condensation surface area for the growth species in the VLS growth is 
larger than the surface area of the crystal growth. While the growth sur- 
face is the interface between the liquid droplet and the solid surface, the 
condensation surface is the interface between the liquid droplet and vapor 
phase. Depending on the contact angle, the liquid surface area can be sev- 
eral times of the growth surface. 

4.2.2.2. VLS growth of various nanowires 

Growth of elementary Si and Ge nanowires has been well established.4749 
Figure 4.14 shows typical Si nanowires grown by the VLS method.48 
Although gold was initially used for the growth of silicon nanowires with 
the VLS method, other catalysts have been found to be effective in the 
formation of nanowires of various materials. For example, Si nanowires 
can be synthesized using Fe as a c a t a l y ~ t ~ ~ ~ ~ '  at a relatively high growth 
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Fig. 4.13. Comparison of the axial (VII) and lateral (V,) growth rates for Si and Ge 
nanowires as well as the substrate ( is .  film) growth rate of these materials, with SiH4 and 
CeH4 as precursors and numerous metals (Au, Ag, Cu, Ni, Pd) as catalysts. [G.A. Bootsma 
and H.J. Gassen, J: Cvystal Growth 10, 223 (1971).] 

temperature of 1200°C. A mixture of silicon powder with 5 wt% Fe was 
ablated by either laser or simple heating to 1200"C, which was also the 
growth temperature. The nanowires have nominal diameters of - 15 nm 
and a length varying from a few tens to several hundreds micrometers. An 
amorphous layer of silicon oxide of -2nm in thickness over coated the 
outside of silicon nanowires. The amorphous oxide layer was likely to be 
formed during the growth at high temperature, when a small amount of 
oxygen leaked into the deposition chamber. 

Nanowires of compound materials can also grow using VLS method. 
For example, Duan and Lieber5* grew semiconductor nanowires of the III- 
V materials GaAs, GaP, GaAsP, I d s ,  InP, InAsP, the 11-VI materials ZnS, 
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Fig. 4.14. (a) Field-emission scanning electron micrograph of silicon nanowires produced 
by VLS method and (b) High-resolution TEM image of the end of a 15 nm diameter wire 
exhibiting Si lattice planes and a gold nanocluster. [J. Hu, T.W. Odom, and C.M. Lieber, 
Acc. Chem. Res. 32,435 (1 999).] 

ZnSe, CdS, CdSe and IV-IV alloys of SiGe. Table 4.1 summarizes the 
single crystal compound nanowires synthesized. GaAs nanowires were 
grown using gold, silver and copper as catalysts, whereas all other 
nanowires were grown using gold as the catalyst. From the table, it is clear 
that most crystals have a preferential growth direction of [ 1 1 11, except 
CdS, which grew preferably along [loo] or [002], and CdSe, which has a 
growth direction of [ 1 101. It is further noticed that all the nanowires grew 
with desired stoichiometric compositions. For nanowires of %,Gel --x 

alloys, the composition varied with deposition temperature, with x varying 
from 0.95 to 0.13 from the same (Sio,,Geo~3)o~95Auo,05 target in one exper- 
iment. Such a variation of chemical composition in the grown nanowires 
was explained by the fact that the optimal growth temperatures of the two 
individual nanowire materials were quite different. Figure 4.15 shows 
the SEM images of compound semiconductor nanowires grown by VLS 
method.52 The authors further pointed out that catalysts for the VLS 
growth can be chosen in the absence of detailed phase diagrams by iden- 
tifying metals in which the nanowire component elements are soluble in 
the liquid phase but that do not form solid compounds more stable than the 
desired nanowire phase; i.e. the ideal metal catalyst should be physically 
active but chemically stable or inert. 
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Fig. 4.15. Field-emission SEM images of compound semiconductor nanowires grown 
by VLS method: (a) GaAs, (b) Gap, and (c) GaAso,6Po,4. The scale bars are 2km.  
[X. Duan and C.M. Lieber, Adv. Muter. 12, 298 (2000).] 

4.2.2.3. Control of the size of nanowires 

The size of nanowires grown by VLS method is solely determined by the 
size of the liquid catalyst droplets. To grow thinner nanowires, one can 
simply reduce the size of the liquid droplets. Typical method used to form 
small liquid catalyst droplets is to coat a thin layer of catalyst on the 
growth substrate and to anneal at elevated  temperature^.^^ During anneal- 
ing, catalyst reacts with the substrate to form a eutectic liquid and further 
lead to reduction in the overall surface energy. Au as a catalyst and silicon 
as a substrate is a typical example. The size of the liquid catalyst droplets 
can be controlled by the thickness of the catalyst film on the substrate. 
In general, a thinner film forms smaller droplets, giving smaller diameters 
of nanowires subsequently grown. For example, 10 nm Au film yields sin- 
gle crystal germanium nanowires of 150 nm in diameter, while 5 nm Au 
film results in the growth of 80nm sized germanium n a n ~ w i r e s
However, hrther reduction in the catalyst film thickness did not result in 
a decreased diameter of germanium n a n ~ w i r e s . ~ ~  No further reduction in 
diameter of nanowires indicated that there is a minimum size of liquid 
droplets achievable by applying thin films. 
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Further reduction of diameters of nanowires could be achieved by 
dispersing monosized catalyst colloids on the substrate surface, instead 
of a thin film of ~ a t a l y s t . ~ ~ , ~ ~  GaP nanowires were grown by laser catalytic 
growth synthetic method49 using gold colloids.56 Gold colloids or nano- 
clusters were supported on a silica substrate and the reactants Ga and P 
were generated from a solid target of GaP by laser ablation. Single crystal 
GaP nanowires show a growth direction of [ 11 11 and have a stoichiomet- 
ric composition of 1 : 0.94 confirmed by EDAX. The diameters of GaP 
nanowires were determined by the size of the catalyst gold nanoclusters. 
GaP nanowires grown from 8.4, 18.5 and 28.2nm diameter gold colloids 
were found to be 1 1.4,20 and 30.2 nm, respectively. Similar technique was 
applied to the growth of InP n a n ~ w i r e s . ~ ~  The growth substrate tempera- 
ture was controlled to be approximately 500-6OO0C, and a constant flow 
of Ar at 100 standard cubic centimeter per minute under a pressure of 
200 torr was maintained during the growth. The laser for ablation used was 
an ArF excimer laser with a wavelength of 193 nm. InP nanowires were 
found to be single crystal and grew along the [ 1 1 11 direction. Figure 4.16 
shows the general concepts of control of the diameters and length of 
nanowires grown by growth time and the size of catalyst colloids.55 
Detailed analysis further revealed an amorphous oxide layer of 2-4 nm in 
thickness presented on all nanowires. The existence of an amorphous 
oxide layer was explained by the overgrowth of an amorphous InP on the 
side faces and subsequent oxidation after the samples were exposed to air. 
The overgrowth on side faces is not catalyst activated and implies super- 
saturated vapor concentrations of growth constituents in the system. 

Since the diameters of nanowires grown by VLS method is solely con- 
trolled by the size of the liquid catalyst droplets, thinner wires can be 
grown by using smaller liquid droplets. However, this approach has its 
limit. From Eq. (4.6), we already know that the equilibrium vapor pressure 
of a solid surface is dependent on the surface curvature. The same depend- 
ence is found for a solubility of a solute in a solvent. As the size of the 
droplets was reduced, the solubility would increase. For the growth of 
very thin nanowires, a very small droplet is required. However, a convex 
surface with a very small radius would have a very high solubility. As a 
result, a high supersaturation in the vapor phase has to be generated. 
A high supersaturation in the vapor phase may promote the lateral growth 
on the side surface of nanowires with the vapor-solid mechanism. 
Therefore, a conical structure may be developed instead of uniformly 
sized nanowires. Further, a high supersaturation may initiate homoge- 
neous nucleation in the gas phase or secondary nucleation at the surface 
of nanowires. 
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Fig. 4.16. Schematic illustrating the general concepts of control of the diameters and 
length of nanowires grown by growth time and the size of catalyst colloids. 
[M.S. Gudiksen, J. Wang, and C.M. Lieber, J.  Phys. Chem. B105,4062 (2001).] 

Another characteristic in the VLS method should be noted. According 
to the Kelvin equation, an equilibrium solubility and supersaturation of 
growth species in larger liquid catalyst droplets can be obtained easier 
than that in smaller droplets. The growth of nanowires will proceed only 
when the concentration of growth species is above the equilibrium solu- 
bility. When the concentration or supersaturation in the vapor phase is 
appropriately controlled, vapor pressure could be kept below the equilib- 
rium solubility in small liquid droplets, and the growth of nanowires of 
thinnest nanowires would terminate. When the growth proceeds at high 
temperatures and the grown nanowires are very thin, radial size instabil- 
ity is often observed as shown in Fig. 4.17." Such instability is explained 
by the oscillation of the size of the liquid droplet on the growth tip and the 
concentration of the growth species in the liquid droplet." Such instabil- 
ity could be another barrier for the synthesis of very thin nanowires, which 
may require high deposition temperatures. 
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Fig. 4.17. Radial size instability in nanowires grown by VLS. [E.I. Givargizov, High/y 
Anisotropic Crystals, D. Reidel, Dordrecht, 1986.1 

The diameter of nanowires grown by VLS method is determined by 
the minimum size of the liquid catalyst droplet under the equilibrium con- 
d i t i o n ~ . ~ ~  Methods to achieve small sizes of liquid catalyst droplets are 
straightforward. For example, laser ablation can be used to deposit cat- 
alytic material on a heated substrate to form nanometer diameter clusters 
with controlled pressure and t e m p e r a t ~ r e . ~ ~  In a similar manner, many 
other evaporation techniques could be used to deposit nanometer catalyst 
clusters on substrates for the growth of nanowires. 

Nanowires or nanorods grown by VLS method in general have a cylin- 
drical morphology, i.e. without facets on the side surface and having a 
uniform diameter. The physical conditions of both Czochraski and VLS 
methods are very similar; growth proceeds very close to the melting 
points or liquid-solid equilibrium temperature. Surfaces may undergo a 
transition from faceted (smooth) to “rough” surface, known as the rough- 
ening t r a n ~ i t i o n . ~ ~  Below the roughening temperature, a surface is faceted, 
and above this temperature, thermal motion of the surface atoms over- 
comes the interfacial energy and causes a faceted crystal to roughen. From 
melt, only a restricted group of materials including silicon and bismuth 
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can grow faceted single crystals.59 However, facets may develop if there is 
vapor-solid ( V S )  deposition on the side surface. Although the VS deposi- 
tion rate is much smaller than the VLS growth rate for a given tempera- 
ture, it is still effective in controlling the morphology. Since the difference 
in the two deposition rates decreases with increasing temperature, the VS 
deposit will greatly influence the morphology in the high temperature 
range. It is noted that the diameter of the nanowire may change if the 
growth conditions vary or the catalyst evaporates or is incorporated into 
the nanowires. 

4.2.2.4. Precursors and catalysts 

A variety of precursors have been used for the VLS growth as that for 
evaporation-condensation methods. Gaseous precursors such as SiC14 for 
silicon n a n ~ w i r e s ~ ~  are convenient sources. Evaporation of solids by heat- 
ing to elevated temperatures is another common practice.60 Laser ablation 
of solid targets is yet another method used in generating vapor precur- 
s o r ~ . ~ ~ , ~ ~  To promote the evaporation of solid precursors, formation of 
intermediate compounds may be an appropriate approach. For example, 
Wu et al.54 used a mixture of Ge and GeI, as precursors for the growth of 
Ge nanowires. The precursors evaporated through the formation of 
volatile compound via the following chemical reaction: 

The Ge12 vapor was transported to the growth chamber, condensed into the 
liquid catalyst (here is AdSi) droplets, and disproportionated according to 

Other precursors have also been explored in the VLS growth of nanowires 
including ammonia and gallium acetylacetonate for GaN nanorods,62 
closo- 172-dicarbadodecaborane (C2BI0Hl2) for B4C n a n ~ r o d s , ~ ~  and 
methyltrichlorosilane for 

ZnO nanowires have been grown on Au-coated (thickness ranging from 
2 to 50nm) silicon substrates by heating a 1 : 1 mixture of ZnO and 
graphite powder to 900-925°C under a constant flow of argon for 
5-30 min.65 The grown ZnO nanowires vary with the thickness of the ini- 
tial Au coatings. For a 50 nm Au coating, the diameters of the nanowires 
normally range from 80 to 120nm and their lengths are 10-20pm. 
Thinner nanowires of 40-70 nm with lengths of 5-10 pm were grown on 
3 nm Au-coated substrates. The grown ZnO nanowires are single crystals 
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with a preferential growth direction of (001). The growth process of ZnO 
is believed to be different from that of elementary nanowires. The process 
involves the reduction of ZnO by graphite to form Zn and CO vapor at 
high temperatures (above 900°C). The Zn vapor is transported to and 
reacted with the Au catalyst, which would have already reacted with sili- 
con to form a eutectic Au-Si liquid on silicon substrates, located down- 
stream at a lower temperature to form Zu-Au-Si alloy droplets. As the 
droplets become supersaturated with Zn, crystalline ZnO nanowires are 
formed, possibly through the reaction between Zn and CO at a lower 
temperature. The above process could be easily understood by the fact that 
the reaction: 

ZnO + C f~ Zn + CO 

is a reversible at temperatures around 900°C.66 Although the presence 
of a small amount of CO is not expected to change the phase diagram 
significantly, no ZnO nanowires were grown on substrates in the absence 
of graphite. 

A variety of materials can be used as catalysts for the VLS growth of 
nanowires. For example, silicon nanowires were grown using iron as a cat- 
a l y ~ t . ~ ~  Any materials or mixtures can be used as catalyst as far as they 
meet the requirements described by Wagner.44 For example, a mixture of 
Au and Si was used for the growth of germanium n a n ~ w i r e s . ~ ~  

Single crystal monoclinic gallium oxide (P-Ga203) nanowires were 
synthesized with a conventional DC arc-discharge method.67 GaN powder 
mixed with 5 wt% of transition metal powders (Ni/Co = 1 : 1 and 
Ni/Co/Y = 4.5 : 4.5 : 1) was pressed into a small hole of the graphite 
anode. A total pressure of 500 torr of argon and oxygen gases in a ratio 
of 4 :  1 was maintained during the growth. The typical diameter of the 
nanowires is about 33 nm with a growth direction of [OOl], and no amor- 
phous layer was founded on the surface. Possible chemical reaction for the 
formation of Ga,O, is proposed to be: 

(4.9) 

(4.10) 

Single crystal Ge02 nanowires were grown by evaporation of a mixture of 
Ge powder and 8 wt% Fe at 820°C under a flow (130 sccm) of argon gas 
under a pressure of 200 torr.68 The nanowires have diameters ranging from 
15 to 80 nm. Although Fe was added as a catalyst to direct the growth of 
nanowires, no globules were found on the tips of grown nanowires. The 
authors argued that the Ge02 nanowires were grown by mechanisms other 
than VLS method. It is also noticed that during the experiment, no oxygen 
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was intentionally introduced into the system. Oxygen may leak into the 
reaction chamber and react with germanium to form germanium oxide. 

The catalyst can be introduced in situ as well. In this case, the growth 
precursor is mixed with the catalyst and evaporated simultaneously at a 
higher temperature. Both the growth precursor or species and the catalyst 
condense at the substrate surface when a supersaturation is reached at a 
temperature lower than the evaporation temperature. The mixture of the 
growth species and catalyst react either in the vapor phase or on the sub- 
strate surface to form a liquid droplet. The subsequent nanowire growth 
would proceed as discussed before. 

Yu et u Z . ~ ~  reported the synthesis of amorphous silica nanowires by 
VLS method. A mixture of silicon with 20 wt% silica and 8 wt% Fe was 
ablated using an excimer laser of 246 nm wavelength under flowing argon 
at 100 torr. Fe was used as a catalyst and the growth temperature was 
1200°C. The nanowires have a chemical composition of Si : 0 = 1 : 2, and 
a uniform size distribution with a diameter of 15 nm and a length up to 
hundreds micrometers. 

GaN nanowires were prepared using elemental indium as a catalyst 
in the reaction of gallium and ammonia.70 Nanowires have diameters 
ranging from 20 to 50nm and lengths up to several micrometers, and 
they are high-purity crystalline with a preferred (100) growth direction. It 
should also be noted that GaN nanowires has to be grown with Fe as the 
catalyst.71 However, no GaN nanowires were grown when gold was used 
as a catalyst.70 

NiO and FeO have also been reported to act as catalysts for the growth 
of GaN n a n ~ w i r e s . ~ ~  Solid gallium was reacted with ammonia at temper- 
atures of 920-940°C. The single crystal GaN nanowires have diameters of 
10-40 nm and a maximum length of -500 p,m, with a preferential growth 
direction of [OOl] .  It is assumed that under the growth conditions, NiO 
and FeO were first reduced to metals and the metals reacted with gallium 
to form liquid droplets permitting the growth of GaN nanowires via VLS 
method. 

4.2.2.5. SLS growth 

In general, a high temperature and a vacuum are required in the growth of 
nanowires by VLS method. An alternative method called solution- 
liquid-solid (SLS) growth method was developed by Buhro’s research 

and first applied for the synthesis of InP, InAs and GaAs 
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nanowires with solution-phase reactions at relative lower temperatures 
(5203°C). SLS method is very similar to VLS theory; Fig. 4.18 compares 
the similarities of differences between these two methods.73 Nanowires were 
found to be polycrystalline or near-single-crystal with a diameter 
of 10-150nm and a length of up to several micrometers. Let us take 
the growth of InP nanowires as an example to illustrate the SLS growth 
process. Precursors used were typical organometallic compounds: 
1 n ( t - B ~ ) ~  and PH3, which were dissolved into hydrocarbon solvent with 
protic catalyst such as MeOH, PhSH, Et,NH, or PhC02H. In the solution, 
precursors reacted to form In and P species for the growth of InP 
nanowires with the following organometallic reaction, which is commonly 
used in chemical vapor deposition7? 

1n( t -B~)~ + PH3 + InP + 3(t-Bu)H (4.1 1) 

Indium metal functions as the liquid phase or catalyst for the growth of 
InP nanowires. Indium melts at 157°C and forms liquid drops. It is postu- 
lated that both P and In dissolve into the In droplets and precipitate to 
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Fig. 4.18. Comparison ofthe similarities of differences betwecn VLS (a) and SLS (b) growth 
techniques. [T.J. Trentler, K.M. Hickman, S.C. Goel, A.M. Viano, PC. Gobbons, and 
W.E. Buhro, Science 270, 1791 (1995).] 
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form nanowires of InP. The growth direction of InP nanowires was found 
to be predominated by (1 1 l), similar to that with VLS method. 

Holmes et u Z . ~ ~  used colloidal catalysts to control the diameters of sili- 
con nanowires grown by solution-liquid-solid growth. Bulk quantities 
of defect-free silicon nanowires with nearly uniform diameter ranging from 
4 to 5 nm were grown to a length of several micrometers. Alkanethiol-cated 
gold nanoclusters of 2.5 nm in diameter were used to direct the growth of 
silicon nanowires in a solution heated and pressurized above its critical 
point. The solution consisted of hexane and diphenysilane, as silicon 
precursor, and were heated to 500°C and pressurized at 200 or 270 bar. 
Under the above growth conditions, the diphenysilane decomposes to 
silicon atoms. Silicon atoms dif ise  to and react with gold nanoclusters to 
a silicon-gold alloy droplet. When silicon concentration reaches a super- 
saturation, silicon precipitates out from the alloy droplets, resulting in the 
formation of silicon nanowires. The supercritical conditions are required to 
form the alloy droplets and to promote silicon crystallization. The growth 
directions of silicon nanowires were found to be pressure-dependent. The 
wires formed at 200 bar exhibited a preponderance of [ 1001 orientation, 
whereas the samples synthesized at 270 bar oriented almost exclusively 
along the [l  1 I] direction. A thin coating of oxide or hydrocarbon was 
found on all the nanowires, though it was not possible to tell if the coatings 
were formed during or after the growth. The diameter and length of 
nanowires grown by SLS methods can be controlled by controlling the size 
of liquid catalyst and the growth time, in the same way as that in VLS meth- 
ods. Figure 4.19 shows the linear relationship between diameters of the 
grown GaAs nanowires and In catalyst nanoparticle sizes.75 

4.2.3. Stress-induced recrystallization 

It is worth noting that nanowires can be synthesized by stress-induced 
recrystallization, though it has attracted little attention in the nanotech- 
nology community. Application of pressure on solids at elevated tempera- 
tures is known to result in the growth of whiskers or nanowires with 
diameters as small as 50 nm.78 It was demonstrated that the growth rate of 
tin whiskers increased proportionally with the applied pressure78 and 
could be four orders of magnitude when a pressure of 7,500psi was 
applied.79 The growth of such nanowires or whiskers is based on a dislo- 
cation at the base of the whisker80 and the growth proceeds from the base 
and not from the tip.81 The formation of metallic nanorods is likely due to 
the confined growth at the surface between the metallic film and the 
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Fig. 4.19. The linear relationship between diameters of the grown GaAs nanowires and In 
catalyst nanoparticle sizes. [H. Yu and W.E. Buhro, Adv. Muter. 15,416 (2003).] 

grown nanowires, whereas no growth is possible in other directions (side 
faces of nanowires). It should be noted that this technique is not widely 
explored in the recent studies on the growth of nanorods and nanowires. 

4.3. Tern plate-Based Synthesis 

Template-based synthesis of nanostructured materials is a very general 
method and can be used in fabrication of nanorods, nanowires and nano- 
tubules of polymers, metals, semiconductors and oxides. Various tem- 
plates with nanosized channels have been explored for the template 
growth of nanorods and nanotubule. The most commonly used and com- 
mercially available templates are anodized alumina membrane,82 radiation 
track-etched polymer m e r n b r a n e ~ . ~ ~  Other membranes have also been 
used as templates such as nanochannel array glass,s4 radiation track- 
etched mica,85 and mesoporous materials,86 porous silicon by electro- 
chemical etching of silicon wafer,87 zeolites88 and carbon n a n o t ~ b e s .
Alumina membranes with uniform and parallel porous structure are made 
by anodic oxidation of aluminum sheet in solutions of sulfuric, oxalic, or 
phosphoric  acid^.^^>^' The pores are arranged in a regular hexagonal array, 
and densities as high as 10' pores/cm2 can be achieved.92 Pore size rang- 
ing from lOnm to 100 pm can be ~ r e a t e d . ~ ~ , ~ ~  The polycarbonate mem- 
branes are made by bombarding a nonporous polycarbonate sheet, with 
typical thickness ranging from 6-20 pm, with nuclear fission fragments to 
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create damage tracks, and then chemically etching these tracks into 
pores.83 In radiation track etched membranes, pores have a uniform size 
as small as 10 nm, though randomly distributed. Pore densities can be as 
high as lo9 pores/cm2. 

In addition to the desired pore or channel size, morphology, size distri- 
bution and density of pores, template materials must meet certain require- 
ments. First, the template materials must be compatible with the processing 
conditions. For example, an electrical insulator is required for a template to 
be used in electrochemical deposition. Except for the template directed 
synthesis, template materials should be chemically and thermally inert 
during the synthesis. Secondly, depositing materials or solution must wet 
the internal pore walls. Thirdly, for the synthesis of nanorods or nanowires, 
the deposition should start from the bottom or one end of the template 
channels and proceed from one side to another. However, for the growth of 
nanotubules, the deposition should start from the pore wall and proceed 
inwardly. Inward growth may result in the pore blockage, so that should be 
avoided in the growth of “solid” nanorods or nanowires. Kinetically, 
enough surface relaxation permits maximal packing density, so a diffusion- 
limited process is preferred. Other considerations include the easiness of 
release of nanowires or nanorods from the templates and of handling 
during the experiments. 

4.3.1. Electrochemical deposition 

Electrochemical deposition, also known as electrodeposition, can be under- 
stood as a special electrolysis resulting in the deposition of solid material 
on an electrode. This process involves (i) oriented diffusion of charged 
growth species (typically positively charged cations) through a solution 
when an external electric field is applied, and (ii) reduction of the charged 
growth species at the growth or deposition surface which also serves as an 
electrode. In general, electrochemical deposition is only applicable to elec- 
trical conductive materials such as metals, alloys, semiconductors and elec- 
trical conductive polymers, since after the initial deposition, the electrode 
is separated from the depositing solution by the deposit and the electrical 
current must go through the deposit to allow the deposition process to con- 
tinue. Electrochemical deposition is widely used in making metallic coat- 
ings; the process is also known as ele~troplating.~~ When deposition is 
confined inside the pores of template membranes, nanocomposites are pro- 
duced. If the template membrane is removed, nanorods or nanowires are 
prepared. Let us briefly review the hndamentals of electrochemistry, 
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before we get into detailed discussion of the growth of nanorods by electro- 
chemical deposition. 

In Chapter 2, we have discussed the electrical properties of a solid sur- 
face. When a solid immerses in a polar solvent or an electrolyte solution, 
surface charge will be developed. At an interface between an electrode and 
an electrolyte solution, a surface oxidation or reduction reaction occurs, 
accompanied with charge transfer across the interface, until equilibrium is 
reached. For a given system, the electrode potential or surface charge den- 
sity, E, is described by the Nernst equation: 

R T  
n,F 

E = Eo + -1n(ai) (4.12) 

Where Eo is the standard electrode potential, or the potential difference 
between the electrode and the solution, when the activity, ai, of the ions is 
unity, F, the Faraday’s constant, R,, the gas constant and T, temperature. 
When the electrode potential is more negative (higher) than the energy 
level of vacant molecular orbital in the electrolyte solution, electrons will 
transfer from the electrode to the solution, accompanied with dissolution 
or reduction of electrode as shown in Fig. 4.20(a).95 If the electrode poten- 
tial is more positive (lower) than the energy level of the occupied molec- 
ular orbital, the electrons will transfer from the electrolyte solution to 
the electrode, and the deposition or oxidation of electrolyte ions on the 
electrode will proceed simultaneously as illustrated in Fig. 4.20(b).95 The 
reactions stop when equilibrium is achieved. 

When two electrodes of different materials immerse into one electrolyte 
solution, each electrode will establish equilibrium with the electrolyte solu- 
tion. Such equilibrium will be destroyed, if two electrodes are connected with 
an external circuit. Since different electrodes have different electrode poten- 
tials, this difference in electrode potential would drive electrons migration 
from the electrode with a higher electrode potential to the lower one. Let us 
take the Cu and Zn electrodes immersed in an aqueous solution as an exam- 
ple to illustrate the electrochemical process.96 Assuming both activities of 
copper and zinc ions in the aqueous solution are unity in the beginning, the 
copper electrode has a more positive electrode potential (0.34 V) than that of 
the zinc electrode (-0.76V). In the external circuit, electrons flow from the 
more negative electrode (Zn) to the more positive electrode (Cu). At the zinc- 
solution interface, the following electrochemical reactions take place: 

Zn + Zn2+ + 2e- (4.13) 

This reaction generates electrons at the interface, which then flow through 
the external circuit to another electrode (Cu). At the same time, Zn continues 
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Fig. 4.20. Representation of (a) reduction and (b) oxidation process of a species A in solu- 
tion. The molecular orbitals (MO) of species A shown are the highest occupied MO and 
the lowest vacant MO. As shown, these correspond in an approximate way to the Eo’s of 
the A/A- and A+/A couples, respectively. [A.J. Bard and L.R. Faulkner, Electrochemical 
Methods, John Wiley & Sons, New York, 1980.1 

to dissolve from the electrode into the solution. At the copper-solution inter- 
face, a reduction reaction takes place resulting in deposition of Cu onto the 
electrode through the following reduction reaction: 

CU*+ + 2e- + Cu (4.14) 

This spontaneous process ends only when new equilibrium is reached. 
From the Nernst equation, one can see that the copper electrode potential 
decreases due to a decrease in copper ion activity in the solution, whereas 
the zinc electrode potential increases due to an increased activity of zinc 
ions in the solution as both electrochemical reactions proceed. This sys- 
tem is a typical example of galvanic cell, in which chemical potential is 
converted into electricity. This process can be altered or even reversed, 
when an external electric field is introduced to the system. 

When an external electric field is applied to two dissimilar electrodes, 
electrode potentials can be changed so that electrochemical reactions at 
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both electrode-solution interfaces are reversed and the electrons flow from 
a more positive electrode to a more negative electrode. This process is 
called electrolysis, which converts electrical energy to chemical potential, 
and is a process widely used for applications of energy storage and mate- 
rials processing. The system used for the electrolysis process is called 
electrolytic cell; in such a system the electrode connected to the positive 
side of the power supply is an anode, at which an oxidation reaction takes 
place, whereas the electrode connected to the negative side of the power 
supply is a cathode, at which a reduction reaction proceeds, accompanied 
with deposition. Sometimes, electrolytic deposition is therefore also 
called cathode deposition. 

In an electrolytic cell, it is not necessary that anode dissolves into the 
electrolytic solution and the deposit is the same material as cathode. 
Which electrochemical reaction takes place at an electrode (either anode 
or cathode) is determined by the relative electrode potentials of the mate- 
rials present in the system. Noble metals are often used as an inert elec- 
trode in electrolytic cells. A typical electrolytic process composes of a 
series of steps; each step could be a rate-limiting process: 

(1) Mass transfer through the solution from one electrode to another. 
(2) Chemical reactions at the interfaces between electrodes-solution. 
(3) Electrons transfer at the electrode surfaces and through the external 

(4) Other surface reactions such as adsorption, desorption or 

Electrochemical deposition has been explored in the fabrication of nanowires 
of metals, semiconductors and conductive polymers without the use of 
porous templates and such growth of nanowires of conductive materials is a 
self-propagating process.97 When little fluctuation yields the formation of 
small rods, the growth of rods or wires will continue, since the electric field 
and the density of current lines between the tips of nanowires and the 
opposing electrode are greater, due to a shorter distance, than that between 
two electrodes. The growth species will be more likely deposit onto the tip 
of nanowires, resulting in continued growth. However, this method is hardly 
used in practice for the synthesis of nanowires, since it is very difficult, if not 
impossible, to control the growth. Therefore, templates with desired channels 
are used for the growth of nanowires in electrochemical deposition. Figure 
4.21 illustrates the common set-up for the template-based growth of 
nanowires using electrochemical depo~i t ion .~~ Template is attached onto the 
cathode, which is subsequently brought into contact with the deposition solu- 
tion. The anode is placed in the deposition solution parallel to the cathode. 

circuit. 

recrystallization. 
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Fig. 4.21. Common experimental set-up for the template-based growth of nanowires using 
electrochemical deposition. (a) Schematic illustration of electrode arrangement for depo- 
sition of nanowires. (b) Current-time curve for electrodeposition of Ni into a polycarbon- 
ate membrane with 60nm diameter pores at - 1 .O V Insets depict the different stages of the 
electrodeposition. [T.M. Whitney, J.S. Jiang, P.C. Searson, and C.L. Chien, Science 261, 
1316 (1993).] 

When an electric field is applied, cations di&se toward and reduce at the 
cathode, resulting in the growth of nanowires inside the pores of template. 
This figure also schematically shows the current density at different deposi- 
tion stages when a constant electric field is applied. Possins5 prepared vari- 
ous metallic nanowires by electrochemical deposition inside pores of 
radiation track-etched mica. Williams and G i ~ r d a n o ~ ~  grew silver nanowires 
with diameters below 10 nm. The potentiostatic electrochemical template 
synthesis yielded different metal nanowires, including Ni, Co, Cu and Au 
with nominal pore diameters between 10 and 200 nm and the nanowires were 
found to be true replicas of the pores.'O0 Whitney et aL9* fabricated the arrays 
of nickel and cobalt nanowires by electrochemical deposition of the metals 
into track-etched templates. Single crystal antimony nanowires have been 
grown by Zhang et al. Io1  in anodic alumina membranes using pulsed elec- 
trodeposition. Single crystal and polycrystalline superconducting lead 
nanowires were also prepared by pulse electrodeposition.Io2 It is unexpected 
that the growth of single crystal lead nanowires required a greater departure 
from equilibrium conditions (greater overpotential) than the growth of poly- 
crystalline ones. Semiconductor nanorods by electrodeposition include CdSe 
and CdTe synthesized by Klein et a1.'03 in anodic alumina templates, and 
Schonenberger et al. Io4 have made conducting polyporrole electrochemically 
in porous polycarbonate. Figure 4.22 shows some SEM images of metal 
nanowires grown by electrochemical deposition in templates.'0' 

Hollow metal tubules can also be prepared using electrochemical dep- 
o s i t i ~ n . ' ~ ~ . ' ~ ~  For growth of metal tubules, the pore walls of the template 
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Fig. 4.22. (a) Field-emission SEM image of the general morphology of the antimony 
nanowire array. (b) Field emission SEM showing the filling degree of the template and 
height variation of the nanowires. (c )  TEM image of antimony nanowires showing the 
morphology of individual nanowires. (d) XRD pattern of the antimony nanowire array; 
the sole diffraction peak indicates the same orientation of all nanowires. [Y. Zhang, G. Li, 
Y. Wu, B. Zhang, W. Song, and L. Zhang, Adv. Matel: 14, 1227 (2002).] 

need to be chemically derivatized first so that the metal will preferentially 
deposit onto the pore walls instead of the bottom electrode. Such surface 
chemistry of the pore walls is achieved by anchoring silane molecules. For 
example, the pore surface of an anodic alumina template were covered 
with cyanosilanes, subsequent electrochemical deposition resulted in the 
growth of gold tubules.'07 

An electroless electrolysis process has also been applied in the fabrica- 
tion of nanowires or n a n o r o d ~ . ' ~ ~ > ' ~ ~ - '  l o  Electroless deposition is actually a 
chemical deposition and involves the use of a chemical agent to plate a 
material from the surrounding phase onto a template surface."' The signif- 
icant difference between electrochemical deposition and electroless deposi- 
tion is that in the former, the deposition begins at the bottom electrode and 
the deposited materials must be electrically conductive, whereas the latter 
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method does not require the deposited materials to be electrically conduc- 
tive and the deposition starts from the pore wall and proceeds inwardly. 
Therefore, in general, electrochemical deposition results in the formation of 
“solid” nanorods or nanowires of conductive materials, whereas the elec- 
troless deposition often grows hollow fibrils or nanotubules. For electro- 
chemical deposition, the length of nanowires or nanorods can be controlled 
by the deposition time, whereas the length of the nanotubules is solely 
dependent on the length of the deposition channels or pores, which often 
equal to the thickness of membranes. Variation of deposition time would 
result in a different wall thickness of nanotubules. An increase in deposition 
time leads to a thick wall and a prolonged deposition may form a solid 
nanorod. However, a prolonged deposition time does not guarantee the for- 
mation of solid nanorods. For example, the polyaniline tubules never closed 
up, even with prolonged polymerization time.’12 

It is noticed that in general polymer nanotubules are formed, even using 
electrochemical deposition, in contrast to “solid” metal nanorods or 
nanowires. Deposition or solidification of polymers insides template 
pores starts at the surface and proceeds inwardly. Martin1l3 has proposed 
to explain this phenomenon by the electrostatic attraction between the 
growing polycationic polymer and anionic sites along the pore walls of 
the polycarbonate membrane. In addition, although the monomers are 
highly soluble, the polycationic form of the polymers is completely insol- 
uble. Hence, there is a solvophobic component, leading the deposition at 
the surface of the pores.1141115 Furthermore, the difhsion of monomers 
through the pores could become a limiting step and monomers inside the 
pores could be quickly depleted. The deposition of polymer inside pores 
stops and the entrance becomes corked Fig. 4.23 shows SEM images of 
such polymer nanotubes.’16 

Although many research groups have reported growth of uniformly 
sized nanorods and nanowires grown on polycarbonate template mem- 
branes, Schonenberger et al. lo4 reported that the channels of carbonate 
membranes were not always uniform in diameter. They grew metal, 
including Ni, Co, Cu and Au and polyporrole nanowires using polycar- 
bonate membranes with nominal pore diameters between 10 and 200nm 
by electrolysis. From both potentiostatic study of growth process and 
SEM analysis of nanowire morphology, they concluded that the pores are 
in general not cylindrical with a constant cross-section, but are rather 
cigar-like. For the analyzed pores with a nominal diameter of 80nm, the 
middle section of the pores is wider by up to a factor of 3. Figure 4.24 
shows some such non-uniformly sized metal nanowires grown in polycar- 
bonate membranes by electrochemical deposition.Io4 
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Fig. 4.23. SEM images of polymer nanotubes. [L. Piraux, S. Dubois, and S. Demoustier- 
Champagne, Nucl. Instrum. Meth. Phys. Res. B131, 357 (1997).] 

4.3.2. Electrophoretic deposition 

The electrophoretic deposition technique has been widely explored, par- 
ticularly in film deposition of ceramic and organoceramic materials on 
cathode from colloidal dispersions.’”-’ l 9  Electrophoretic deposition dif- 
fers from electrochemical deposition in several aspects. First, the deposit 
by electrophoretic deposition method need not be electrically conductive. 
Secondly, nanosized particles in colloidal dispersions are typically stabi- 
lized by electrostatic or electrosteric mechanisms. As discussed in the pre- 
vious section, when dispersed in a polar solvent or an electrolyte solution, 
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Fig. 4.24. SEM images of non-uniformly sized metal nanowires grown in polycarbonate 
membranes by electrochemical deposition. [C .  Schonenberger, B.M.I. van der Zande, 
L.G.J. Fokkink, M. Henny, C .  Schmid, M. Kriiger, A. Bachtold, R. Huber, H. Birk, and 
U. Staufer, J.  Phys. Chern. B101, 5497 (1997).] 

the surface of nanoparticles develops an electrical charge via one or more 
of the following mechanisms: (i) preferential dissolution or (ii) deposition 
of charges or charged species, (iii) preferential reduction or (iv) oxidation, 
and (v) adsorption of charged species such as polymers. Charged surfaces 
will electrostatically attract oppositely charged species (typically called 
counter-ions) in the solvent or solution. A combination of electrostatic 
forces, Brownian motion and osmotic forces would result in the formation 
of a so-called double layer structure, as discussed in detail in Chapter 2 
and schematically illustrated in Fig. 2.13. The figure depicts a positively 
charged particle surface, the concentration profiles of negative ions 
(counter ions) and positive ions (surface-charge determining ions) and the 
electric potential profile. The concentration of counter ions gradually 
decreases with distance from the particle surface, whereas that of charge 
determining ions increases. As a result, the electric potential decreases 
with distance. Near to the particle surface, the electric potential decreases 
linearly, in the region known as the Stern layer. Outside of the Stern layer, 
the decrease follows an exponential relationship, and the region between 
Stern layer and the point where the electric potential equals zero is called 
the diffusion layer. Together, the Stern layer and difision layer are called 
the double layer structure in the classic theory of electrostatic stabilization. 
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Upon application of an external electric field to a colloidal system or a 
sol, the constituent charged particles are set in motion in response to the 
electric field, as schematically illustrated in Fig. 4.25.'23 This type of 
motion is referred to as electrophoresis. When a charged particle is in 
motion, some of the solvent or solution surrounding the particle will move 
with it, since part of the solvent or solution is tightly bound to the parti- 
cle. The plane that separates the tightly bound liquid layer from the rest of 
the liquid is called the slip plane. The electric potential at the slip plane is 
known as the zeta potential. Zeta potential is an important parameter in 
determining the stability of a colloidal dispersion or a sol; a zeta potential 
larger than about 25 mV is typically required to stabilize a system.'20 Zeta 
potential is determined by a number of factors, such as the particle surface 
charge density, the concentration of counter ions in the solution, solvent 
polarity and temperature. The zeta potential, 5, around a spherical particle 
can be described as1*': 

Q ' = 4 ~ r e p (  1 + KQ) 
(4.15) 

with 

where Q is the charge on the particle, a is the radius of the particle out to 
the shear plane, E, is the relative dielectric constant of the medium, and ni 
and zi are the bulk concentration and valence of the ith ion in the system, 
respectively. It is worthwhile to note that a positively charged surface 

Fig. 4.25. Schematic showing the electrophoresis. Upon application of an external electric 
field to a colloidal system or a sol, the constituent charged nanoparticles or nanoclusters 
are set in motion in response to the electric field, whereas the counter-ions diffuse in the 
opposite direction. 
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results in a positive zeta potential in a dilute system. A high concentration 
of counter ions, however, can result in a zeta potential of the opposite sign. 

The mobility of a nanoparticle in a colloidal dispersion or a sol p is 
dependent on the dielectric constant of the liquid medium E,, the zeta poten- 
tial of the nanoparticle E ,  and the viscosity of the fluid T. Several forms for 
this relationship have been proposed, such as the Huckel equation121: 

(4.16) 

Double layer stabilization and electrophoresis are extensively studied 
subjects. Readers may find additional detailed information in books on 
sol-gel p r o ~ e s s i n g ' ~ ~ - ' * ~  and colloidal  dispersion^.'^^*'^^ 

Electrophoretic deposition simply uses such an oriented motion of 
charged particles to grow films or monoliths by enriching the solid parti- 
cles from a colloidal dispersion or a sol onto the surface of an electrode. If 
particles are positively charged (more precisely speaking, having a positive 
zeta potential), then the deposition of solid particles will occur at the cath- 
ode. Otherwise, deposition will be at the anode. At the electrodes, surface 
electrochemical reactions proceed to generate or receive electrons. The 
electrostatic double layers collapse upon deposition on the growth surface, 
and the particles coagulate. There is not much information on the deposi- 
tion behavior of particles at the growth surface. Some surface diffusion and 
relaxation is expected. Relatively strong attractive forces, including the for- 
mation of chemical bonds between two particles, develop once the particles 
coagulate. The films or monoliths grown by electrophoretic deposition 
from colloidal dispersions or sols are essentially a compaction of nanosized 
particles. Such films or monoliths are porous, i.e. there are voids inside. 
Typical packing densities, defined as the fraction of solid (also called green 
density) are less than 74%, which is the highest packing density for uni- 
formly sized spherical particles.126 The green density of films or monoliths 
by electrophoretic deposition is strongly dependent on the concentration of 
particles in sols or colloidal dispersions, zeta potential, externally applied 
electric field and reaction kinetics between particle surfaces. Slow reaction 
and slow arrival of nanoparticles onto the surface would allow sufficient 
particle relaxation on the deposition surface, so that a high packing density 
is expected. 

Many theories have been proposed to explain the processes at the dep- 
osition surface during electrophoretic deposition. Electrochemical 
process at the deposition surface or electrodes is complex and varies from 
system to system. However, in general, a current exists during electro- 
phoretic deposition, indicating reduction and oxidation reactions occur at 
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electrodes andor deposition surface. In many cases, films or monoliths 
grown by electrophoretic deposition are electric insulators. However, the 
films or monoliths are porous and the surface of the pores would be elec- 
trically charged just like the nanoparticle surfaces, since surface charge is 
dependent on the solid material and the solution. Furthermore, the pores 
are filled with solvent or solution that contains counter ions and charge 
determining ions. The electrical conduction between the growth surface 
and the bottom electrode could proceed via either surface conduction or 
solution conduction. 

Limmer et al. 127-129 combined sol-gel preparation and electrophoretic 
deposition in the growth of nanorods of various oxides including complex 
oxides such as lead zirconate titanate and barium titanate. In their 
approach, conventional sol-gel processing was applied for the synthesis of 
various sols. By appropriate control of the sol preparation, nanometer par- 
ticles with desired stoichiometric composition were formed, electrostati- 
cally stabilized by adjusting to an appropriate pH and uniformly dispersed 
in the solvent. When an external electric field is applied, these electrosta- 
tically stabilized nanoparticles will respond and move towards and deposit 
on either cathode or anode, depending on the surface charge (more pre- 
cisely speaking, the zeta potential) of the nanoparticles. Using radiation 
tracked-etched polycarbonate membranes with an electric field of 
-lSV/cm, they grew nanowires with diameters ranging from 40 to 
175 nm and a length of 10 km corresponding to the thickness of the mem- 
brane. The materials include anatase Ti02, amorphous SO2, perovskite 
structured BaTi03 and Pb(Ti,Zr)O,, layered structured perovskite 
Sr2Nb207. Nanorods grown by sol electrophoretic deposition are poly- 
crystalline or amorphous. One of the advantages of this technique is the 
ability of synthesis of complex oxides and organic-inorganic hybrids with 
desired stoichiometric composition; Fig. 4.26 shows the nanorods and 
X-ray diffraction spectra of Pb(Zr,Ti)03 nanorods. 127 Another advantage 
is the applicability of a variety of materials; Fig. 4.27 shows the nanorods 
of SO2, Ti02, Sr2Nb207 and BaTi03.12* 

used electrophoretic deposition to form nanorods of ZnO 
from colloidal sols. ZnO colloidal sol was prepared by hydrolyzing an 
alcoholic solution of zinc acetate with NaOH, with a small amount of zinc 
nitrate added to act as a binder. This solution was then deposited into the 
pores of anodic alumina membranes at voltages in the range of 10-4OOV 
It was found that lower voltages led to dense, solid nanorods, while higher 
voltages caused the formation of hollow tubules. The suggested mecha- 
nism is that the higher voltages cause dielectric breakdown of the anodic 
alumina, causing it to become charged similarly to the cathode. 

Wang et al. 
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Fig. 4.26. (a) SEM micrograph of nanorods and (b) X-ray diffraction spectra of Pb(Zr,Ti)O, 
nanorods grown by template-based sol-gel electrophoretic deposition. [S.J. Lirnrner, S. Seraji, 
M.J. Forbess, Y. Wu, T.P. Chou, C. Nguyen, and G.Z. Cao, Adv. Muter: 13, 1269 (2001).] 

Electrostatic attraction between the ZnO nanoparticles and the pore walls 
then leads to tubule formation. 

Miao et al. I 3 l  prepared single crystalline TiO, nanowires by template- 
based electrochemically induced sol-gel deposition. Titania electrolyte solu- 
tion was prepared using a method developed by Natarajan and N ~ g a m i ,
in which Ti powder was dissolved into a H202 and NH40H aqueous solu- 
tion and formed Ti02+ ionic clusters. When an external electric field was 
applied, Ti02+ ionic clusters diffused to cathode and underwent hydrolysis 
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Fig. 4.27. SEM images of the nanorods of (A) SiOz, (B) Ti02, (C) Sr2Nb207 and 
(D) BaTi03 grown by template-based sol-gel electrophoretic deposition. [S.J. Limmer, 
S. Seraji, M.J. Forbess, Y. Wu, T.P. Chou, C. Nguyen, and G.Z. Cao, Adv. Func. Muter: 12, 
59 (2002).] 

and condensation reactions, resulting in deposition of nanorods of amor- 
phous TiO, gel. Afler heat treatment at 240°C for 24 hrs in air, nanowires of 
single crystal TiOz with anatase structure and with diameters of 10, 20, and 
40 nm and lengths ranging from 2 to 10 pm were synthesized. However, no 
axis crystal orientation was identified. The formation of single crystal TiO, 
nanorods here is different from that reported by Martin's Here the 
formation of single crystal Ti02 is via crystallization of amorphous phase at 
an elevated temperature, whereas nanoscale crystalline TiO, particles are 
believed to assemble epitaxially to form a single crystal nanorod. Epitaxial 
agglomeration of two nanoscale crystalline particles has been reported,'34 
though no large single crystals have been produced by assembling 
nanocrystalline particles. Figure 4.28 shows the micrograph of single crys- 
tal nanorods of Ti02 grown by template-based electrochemically induced 
sol-gel deposition. l 3 I  

4.3.3. Template filling 

Direct template filling is the most straightforward and versatile method in 
preparation of nanorods and nanotubules. Most commonly, a liquid precur- 
sor or precursor mixture is used to fill the pores. There are several concerns 
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Fig. 4.28. SEM micrograph of single crystal nanorods of TiOz grown by template-based 
electrochemically induced sol-gel deposition. [Z. Miao, D. Xu, J. Ouyang, G. Guo, Z. Zhao, 
and Y. Tang, Nuno Lett. 2, 71 7 (2002).] 

in the template filling. First of all, the wetability of the pore wall should be 
good enough to permit the penetration and complete filling of the liquid 
precursor or precursor mixture. For filling at low temperatures, the surface 
of pore walls can be easily modified to be either hydrophilic or hydropho- 
bic by introducing a monolayer of organic molecules. Second, the template 
materials should be chemically inert. Thirdly, control of shrinkage during 
solidification is required. If adhesion between the pore walls and the filling 
material is weak or solidification starts at the center, or from one end of the 
pore, or uniformly, solid nanorods are most likely to form. However, if the 
adhesion is very strong, or the solidification starts at the interfaces and pro- 
ceeds inwardly, it is most likely to form hollow nanotubules. 

4.3.3.1 . Colloidal dispersion filling 

Martin and his c o - ~ o r k e r s ' ~ ~ , ' ~ ~  have studied the formation of various 
oxide nanorods and nanotubules by simply filling the templates with col- 
loidal dispersions. Colloidal dispersions were prepared using appropriate 
sol-gel processing. The filling of the template was to place a template in 
a stable sol for various periods of time. The capillary force is believed to 
drive the sol into the pores, when the surface chemistry of the template 
pores were appropriately modified to have a good wetability for the sol. 
After the pores were filled with sol, the template was withdrawn from the 
sol and dried prior to firing at elevated temperatures. The firing at elevated 
temperatures served two purposes: removal of template so that free stand- 
ing nanorods can be obtained and densification of the sol-gel derived 
green nanorods. Figure 4.29 show SEM micrographs of TiOz and ZnO 
nanorods made by filling the templates with s01-gel.l~~ 
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Fig. 4.29. SEM micrographs of oxide nanorods made by filling the templates with sol- 
gels: (a) ZnO and (b) TiOz. [B.B. Lakshmi, P.K. Dorhout, and C.R. Martin, Chem. Muter. 
9 ,  857 (1 997).] 

Fig. 4.30. Hollow nanotubes formed by incomplete filling of the template. [B.B. Lakshmi, 
P.K. Dorhout, and C.R. Martin, Chem. Muter: 9 ,  857 (1997).] 

In the previous chapter, we discussed about sol-gel processing and knew 
that the typical sol consists of a large volume fraction of solvent up to 90% 
or higher.'** Although the capillary force may ensure the complete filling 
of colloidal dispersion inside pores of the template, the amount of the solid 
filled inside the pores can be very small. Upon drying and subsequent fir- 
ing processes, a significant amount of shrinkage would be expected. 
However, the results showed that most nanorods shrank a little only as com- 
pared with the size of the template pores and indicated that there are some 
unknown mechanisms, which enrich the concentration of solid inside 
pores. One possible mechanism could be the diffusion of solvent through 
the membrane, leading to the enrichment of solid along the internal surface 
of template pores, a process used in ceramic slip casting.'36 The formation 
of nanotubules (as shown in Fig. 4.30133) by such a sol filling process may 
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imply such a process is indeed present. However, considering the fact that 
the templates typically were emerged into sol for just a few minutes, the 
difision through membrane and enrichment of solid inside the pores had 
to be a rather rapid process. This is a very versatile method and can be 
applied for any material, which can be made by sol-gel processing. 
However, the drawback is the difficult to ensure the complete filling of the 
template pores. It is also noticed that the nanorods made by template fill- 
ing are commonly polycrystalline or amorphous. The exception was found, 
when the diameter of nanorods is smaller than ZOnm, single crystal Ti02 
nanorods were created. 133 

4.3.3.2. Melt and solution filling 

Metallic nanowires can also be synthesized by filling a template with molten 
 metal^.'^^,^^ One example is the preparation of bismuth nanowires by pres- 
sure injection of molten bismuth into the nanochannels of an anodic alumina 
tem~1ate . l~~ The anodic alumina template was degassed and immersed in the 
liquid bismuth at 325°C (T, = 27 1.5"C for Bi), and then high pressure Ar 
gas of -300 bar was applied to inject liquid Bi into the nanochannels of the 
template for 5 hr. Bi nanowires with diameters of 13-1 lOnm and large 
aspect ratios of several hundred have been obtained. Individual nanowires 
are believed to be single crystal. When exposed to air, bismuth nanowires 
are readily to be oxidized. An amorphous oxide layer of -4 nm in thickness 
was observed after 48 hr. After 4 weeks, bismuth nanowires of 65nm in 
diameter were found to be totally oxidized. Nanowires of other metals, In, 
Sn and Al, and semiconductors, Se, Te, GaSb and Bi2Te3 were prepared by 
injection of melt liquid into anodic alumina templates.25 

Polymeric fibrils have been made by filling a monomer solution, which 
contain the desired monomer and a polymerization reagent, into the 
template pores and then polymerizing the monomer s ~ l u t i o n . ' ~ ~ - ' ~ '  The 
polymer preferentially nucleates and grows on the pore walls, resulting 
in tubules at short deposition times, as discussed previously in the growth 
of conductive polymer nanowires or nanotubules by electrochemical dep- 
osition and fibers at long times. Cai et al. 142 synthesized polymeric fibrils 
using this technique. 

Similarly, metal and semiconductor nanowires have been synthesized 
through solution techniques. For example, Han et al. 143 synthesized Au, 
Ag and Pt nanowires in mesoporous silica templates. The mesoporous 
templates were filled with aqueous solutions of the appropriate metal 
salts (such as HAuC14), and after drying and treatment with CH2C12 the 
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samples were reduced under H2 flow to convert the salts to pure metal. 
Chen et filled the pores of a mesoporous silica template with an 
aqueous solution of Cd and Mn salts, dried the sample, and reacted it 
with H2S gas to convert to (Cd,Mn)S. Ni(OH)2 nanorods have been 
grown in carbon-coated anodic alumina membranes by Matsui et 
by filling the template with ethanolic Ni(N03)2 solutions, drying, and 
hydrothermally treating the sample in NaOH solution at 150°C. 

4.3.3.3. Chemical vapor deposition 

Some researchers have used chemical vapor deposition (CVD) as a means 
to form nanowires. Ge nanowires were grown by Leon et al. 146 by difhs- 
ing Ge2H6 gas into mesoporous silica and heating. They believed that the 
precursor reacted with residual surface hydroxyl groups in the template, 
forming Ge and HZ. Lee et used a platinum organometallic com- 
pound to fill the pores of mesoporous silica templates, followed by pyrol- 
ysis under H2/N2 flow to yield Pt nanowires. 

4.3.3.4. Deposition by centrifugation 

Template filling of nanoclusters assisted with centrihgation force is another 
inexpensive method for mass production of nanorod arrays. Figure 4.31 
shows SEM images of lead zirconate titanate (PZT) nanorod arrays with 
uniform sizes and unidirectional a1ig11ment.I~~ Such nanorod arrays were 

Fig. 4.31. SEM images of the top view (left) and side view (right) of lead zirconate titanate 
(PZT) nanorod arrays grown in polycarbonate membrane from PZT sol by centrifugation at 
1500rpm for 60min. Samples were attached to silica glass and fired at 650°C in air for 
60min. [T.L. Wen, J. Zhang, T.P. Chou, and G.Z. Cao, unpublished (2003).] 
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grown in polycarbonate membrane fi-om PZT sol by centrihgation at 
1500 rpm for 60 min. The samples were attached to silica glass and fired 
at 650°C in air for 60 min. Nanorod arrays of other oxides including silica 
and titania have also been grown in this method. The advantages of 
centrifugation include its applicability to any colloidal dispersion systems 
including those consisting of electrolyte-sensitive nanoclusters or mole- 
cules. However, in order to grow nanowire arrays, the centrifugation force 
must be larger than the repulsion force between two nanoparticles or 
nanoclusters. 

4.3.4. Converting through chemical reactions 

Nanorods or nanowires can also be synthesized using consumable tem- 
p l a t e ~ . * ~ ~  Nanowires of compounds can be synthesized or prepared using 
a template-directed reaction. First nanowires or nanorods of constituent 
element is prepared, and then reacted with chemicals containing desired 
element to form final products. Gates et al. 150 converted single crystalline 
trigonal selenium nanowires into single crystalline nanowires of Ag2Se by 
reacting with aqueous AgN03 solutions at room temperature. The trigonal 
selenium nanowires were prepared first using solution synthesis method.29 
Selenium nanowires were either dispersed in water or supported on TEM 
grids during reaction with aqueous AgN03. The following chemical reac- 
tion was suggested: 

3Se(,) + 6Ag&,) + 3H20 + 2Ag2Se(,) 
+ Ag2Se03(aq)+ 6H&q) (4.17) 

The products have the right stoichiometric composition and nanowires 
are single crystalline, with either tetragonal (low temperature phase) or 
orthorhombic structure (high temperature phase, the bulk phase transfor- 
mation temperature is 133°C). It was further noticed that nanowires with 
diameters larger than 40 nm tended to have orthorhombic structure. Both 
crystallinity and morphology of the template were retained with high 
fidelity. Other compound nanowires can be synthesized by reacting sele- 
nium nanowires with desired chemicals using a similar approach. For 
example, Bi2Se3 nanowires may be produced by reacting Se nanowires 
with Bi vapor.151 

Nanorods can also be synthesized by reacting volatile metal halide or 
oxide species with formerly obtained carbon nanotubes to form solid car- 
bide nanorods with diameters between 2 and 30nm and lengths up to 
20 pm as shown schematically in Fig. 4.32.1521153 Carbon nanotubes were 
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Fig. 4.32. TEM images of nanorods synthesized by reacting volatile metal halide or oxide 
species with formerly obtained carbon nanotubes to form solid titanium carbide nanorods 
with diameters between 2 and 30 nm and lengths up to 20 pm: (a) an unreacted carbon 
nanotube and (b) titanium carbide. The scale bars are IOnm. [E.W. Wong, B.W. Maynor, 
L.D. Burns, and C.M. Lieber, Chern. Mater. 8, 2041 (1996).] 

used as removable template in the synthesis of silicon and boron nitride 
nan0r0ds.l~~ Silicon nitride nanorods of N O n m  in diameter were also 
prepared by reacting carbon nanotubes with a mixture of silicon monox- 
ide vapor and flowing nitrogen at 1500"C'55: 

3SiO(,, + 3C,,, + 2N2(,) -+ Si3N4,,, + 3CO,,, (4.18) 

Silicon monoxide is generated by heating a solid mixture of silicon and 
silica in an alumina crucible at 1500°C. The total transformation of carbon 
nanotubes into silicon nitride nanorods was observed. 

ZnO nanowires were prepared by oxidizing metallic zinc n a n 0 ~ i r e s .
In the first step, polycrystalline zinc nanowires without preferential crys- 
tal orientation were prepared by electrodeposition using anodic alumina 
membrane as a template, and in the second step, grown zinc nanowires 
were oxidized at 300°C for up to 35 hr in air, yielding polycrystalline ZnO 
nanowires with diameters ranging from 15 to 90nm and length of 
-50 pm. Although ZnO nanowires are embedded in the anodic alumina 
membranes, free standing nanowires may be obtained by selectively 
dissolving alumina templates. 

Hollow nanotubules of MoS2 of -30 p m  long and 50nm in external 
diameter with wall thickness of 10 nm were prepared by filling a solution 
mixture of molecular precursors, (NH4)2MoS4 and (NH&Mo3S 1 3  into the 
pores of alumina membrane templates. Then template filled with the 
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molecular precursors was heated to an elevated temperature and the 
molecular precursors thermally decomposed into M o S ~ . ~ ~ ~  

Certain polymers and proteins were also reported to have been used 
to direct the growth of nanowires of metals or semiconductors. For 
example, Braun et ~ 1 1 . l ~ ~  reported a two-step procedure to use DNA as a 
template for the vectorial growth of a silver nanorods of 12 b m  in length 
and lOOnm in diameter. CdS nanowires were prepared by polymer- 
controlled growth.159 For the synthesis of CdS nanowires, cadmium ions 
were well distributed in a polyacrylamide matrix. The Cd2+ containing 
polymer was treated with thiourea (NH2CSNH2) solvothermally in ethyl- 
enediamine at 1 70°C, resulting in degradation of polyacrylamide. Single 
crystal CdS nanowires of 40 nm in diameter and up to 100 p m  in length 
with a preferential orientation of [OOl ]  were then simply filtered from the 
solvent . 

4.4. Electrospinning 

Electrospinning, also known as electrostatic fiber processing, technique 
has been originally developed for generating ultrathin polymer 
fibers. 160,161 Electrospinning uses electrical forces to produce polymer 
fibers with nanometer-scale diameters. Electrospinning occurs when the 
electrical forces at the surface of a polymer solution or melt overcome the 
surface tension and cause an electrically charged jet to be ejected. When 
the jet dries or solidifies, an electrically charged fiber remains. This 
charged fiber can be directed or accelerated by electrical forces and then 
collected in sheets or other useful geometrical forms. More than 30 poly- 
mer fibers with diameters ranging from 40 nm to 500 nm have been suc- 
cessfully produced by electrospinning.162,'63 The morphology of the fibers 
depends on the process parameters, including solution concentration, 
applied electric field strength, and the feeding rate of the precursor solu- 
tion. Recently, electrospinning has also been explored for the synthesis of 
ultrathin organic-inorganic hybrid For example, porous 
anatase titania nanofibers was made by ejecting an ethanol solution con- 
taining both poly(viny1 pyrrolidone) (PVP) and titanium tetraisopropoxide 
through a needle under a strong electric field, resulting in the formation of 
amorphous Ti02/PVP composite nanofibers as shown in Fig. 4.33.'66 
Upon pyrolysis of PVP at 500°C in air, porous Ti02 fibers with diameter 
ranging from 20 to 200nm, depending on the processing parameters are 
obtained. 
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Fig. 4.33. (A) TEM image of Ti02/PVP composite nanofibers fabricated by electrospin- 
ning an ethanol solution that contained 0.03 g/mL PVP and 0.1 g/mL Ti(OP:),. (B) TEM 
image of the same sample after it had been calcined in air at 500°C for 3 hr. (C, D) TEM 
images of nanofibers made of anatase that were prepared under the same conditions except 
that the precursor solution contained (C) 0.025 g/mL and (D) 0.15 g/mL Ti(OP:)4, respec- 
tively. (E, F) High-magnification SEM images taken from the samples shown in C and D, 
respectively. No gold coatings were applied to the samples for all SEM studies. [D. Li and 
Y. Xia, Nuno Lett. 3, 555 (2003).] 

4.5. Lithography 

Lithography represents another route to the synthesis of nanowires. 
Various techniques have been explored in the fabrication of nanowires, 
such as electron beam l i t h ~ g r a p h y , l ~ ~ , l ~ ~  ion beam lithography, STM 
lithography, X-ray lithography, proxial-probe lithography and near-field 
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phot~lithography.’~~ Nanowires with diameters less than 10 nm and an 
aspect ratio of 100 can be readily prepared. Here we just take the fabrica- 
tion of single crystal silicon nanowires reported by Yin et aL171 as an 
example to illustrate the general approach and the products obtained. 
Figure 4.34 outlines the schematic procedures used for the preparation of 

4 7d k 

photoresist (0.4 pm) 
L si (100 nm) 
‘Si02 (0.5 pm) 

Exposure to UV light 
and developing I .  -IF - Dhotoresist line 

I “I 1 

RIE and removal 
of photoresist 

1) Oxidation 
2) Cooling down 
3) Oxidation I 

40 rim 

Fig. 4.34. Schematic illustrating procedures used for the preparation of single crystal 
silicon nanowires. [Y. Yin, B. Gates, and Y. Xia, Adv. Muter: 12, 1426 (2000).] 
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Fig. 4.35. SEM images of silicon nanostructures fabricated using such near-field optical 
lithography, followed by pattern transfer into silicon with reactive ion etching, oxidation of 
silicon at 850°C in air for -1 hr, and finally lift-off in HF solution. [Y. Yin, B. Gates, and 
Y. Xia, Adv. Muter. 12, 1426 (2000).] 

single crystal silicon n a n ~ w i r e s . ’ ~ ~  The nanoscale features were defined in 
a thin film of photoresist by exposing it to a UV light source through a 
phase shift mask made of a transparent elastomer, such as 
poly(dimethysi1oxane) (PDMS). The light passing through this phase 
mask was modulated in the near-field such that an array of nulls in the 
intensity were formed at the edges of the relief structures patterned on the 
PDMS mask. Therefore, nanoscale features were generated in a thin film 
of photoresist and the patterns were transferred into the underlying sub- 
strate using a reactive ion etching or wet etching process. Silicon nanos- 
tructures were separated from underlying substrate by slight over-etching. 
Figure 4.35 shows SEM images of silicon nanostructures fabricated using 
such near-field optical lithography, followed by pattern transfer into sili- 
con with reactive ion etching, oxidation of silicon at 850°C in air for 
- 1 hr, and finally lift-off in HF s~ lu t ion . ”~  
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4.6. Summary 

This chapter summarizes the fundamentals and general approaches for the 
preparation of one-dimensional nanostructures. For a given fundamental 
concept, many different approaches can be taken and indeed have been 
developed. However, not all the synthesis methods have been included in 
this chapter. The coverage is limited so that the important fundamentals and 
concepts of various commonly used synthesis techniques are included. 
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Chapter 5 

Two-Dimensional 
Nanostructures: Thin Films 

5.1. Introduction 

Deposition of thin films has been a subject of intensive study for almost 
a century, and many methods have been developed and improved. Many 
such techniques have been developed and widely used in industries, which 
in turn provides a great driving force for further development and improve- 
ment of the deposition techniques. There are many excellent textbooks and 
monographs available. 1-3 In this chapter, we will briefly introduce the fun- 
damentals and summarize typical experimental approaches of various well- 
established techniques of film deposition. Film growth methods can be 
generally divided into two groups: vapor-phase deposition and liquid-based 
growth. The former includes, for example, evaporation, molecular beam 
epitaxy (MBE), sputtering, chemical vapor deposition (CVD), and atomic 
layer deposition (ALD). Examples of the latter are electrochemical deposi- 
tion, chemical solution deposition (CSD), Langmuir-Blodgett films and 
self-assembled monolayers (SAMs). 

The film deposition involves predominantly heterogeneous processes 
including heterogeneous chemical reactions, evaporation, adsorption and 
desorption on growth surfaces, heterogeneous nucleation and surface 
growth. In addition, most film deposition and characterization processes 
are conducted under a vacuum. Therefore, in this chapter, before discussing 
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the details of various methods for thin film deposition and growth, a brief 
discussion will be devoted to the fundamentals of heterogeneous nucle- 
ation followed by a general introduction to vacuum science and technology. 
Other aspects of heterogeneous processes and relevant vacuum issues will 
be incorporated into the various deposition methods where the subject is 
relevant. 

5.2. Fundamentals of Film Growth 

Growth of thin films, as all phase transformation, involves the processes 
of nucleation and growth on the substrate or growth surfaces. The nucle- 
ation process plays a very important role in determining the crystallinity 
and microstructure of the resultant films. For the deposition of thin films 
with thickness in the nanometer region, the initial nucleation process is 
even more important. Nucleation in film formation is a heterogeneous 
nucleation, and its energy barrier and critical nucleus size have been dis- 
cussed briefly in Chapter 3 .  However, the discussion was limited to the 
simplest situation. The size and the shape of the initial nuclei are assumed 
to be solely dependent on the change of volume of Gibbs free energy, due 
to supersaturation, and the combined effect of surface and interface ener- 
gies governed by Young’s equation. No other interactions between the film 
or nuclei and the substrate were taken into consideration. In practice, the 
interaction between film and substrate plays a very important role in deter- 
mining the initial nucleation and the film growth. Many experimental 
observations revealed that there are three basic nucleation modes: 

(1) Island or Volmer-Weber growth, 
(2) Layer or Frank-van der Merwe growth, and 
(3) Island-layer or Stranski-Krastonov growth. 

Figure 5.1 illustrates these three basic modes of initial nucleation in the 
film growth. Island growth occurs when the growth species are more 
strongly bonded to each other than to the substrate. Many systems of met- 
als on insulator substrates, alkali halides, graphite and mica substrates 
display this type of nucleation during the initial film deposition. 
Subsequent growth results in the islands to coalesce to form a continuous 
film. The layer growth is the opposite of the island growth, where growth 
species are equally bound more strongly to the substrate than to each 
other. First complete monolayer is formed, before the deposition of second 
layer occurs. The most important examples of layer growth mode are the 
epitaxial growth of single crystal films. The island-layer growth is an 
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Fig. 5.1. Schematic illustrating three basic modes of initial nucleation in the film growth. 
Island growth occurs when the growth species are more strongly bonded to each other than 
to the substrate. 

intermediate combination of layer growth and island growth. Such a 
growth mode typically involves the stress, which is developed during the 
formation of the nuclei or films. 

In Chapter 3, we have arrived at the critical nucleus size, r*, and the 
corresponding energy barrier, AG*, given by Eqs. (3.47) and (3.49) and 
shown below: 

(5.2) AG* - 1 6 v , f  (2 - 3cos 0 + C O S ~  0 

For island growth, the contact angle must be larger than zero, i.e. 0 > 0. 
According to Young's equation, then we have 

3(AGJ2 4 

Ysv < yfs + Yvf (5.3) 

If the deposit does not wet the substrate at all or 0 = 180", the nucleation 
is a homogeneous nucleation. For layer growth, the deposit wets the sub- 
strate completely and the contact angle equals zero; the corresponding 
Young's equation becomes: 

Ysv = yfs + Yvf (5.4) 
The most important layer growth is the deposition of single crystal films 
through either homoepitaxy, in which the depositing film has the same 
crystal structure and chemical composition as that of the substrate, or het- 
eroepitaxy, in which the depositing film has a close matching crystal 
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structure as that of the substrate. Homoepitaxy is a simple extension of the 
substrate, and thus virtually there is no interface between the substrate and 
the depositing film and no nucleation process. Although the deposit has a 
chemical composition different from that of the substrate, the growth 
species prefers to bind to the substrate rather than to each other. Because 
of the difference in chemical composition, the lattice constants of the 
deposit will most likely differ from those of the substrate. Such a differ- 
ence commonly leads to the development of stress in the deposit; stress is 
one of the common reasons for the island-layer growth. 

Island-layer growth is a little more complicated and involves in situ 
developed stress. Initially the deposition would proceed following the 
mode of layer growth. When the deposit is elastically strained due to, for 
example, lattice mismatch between the deposit and the substrate, strain 
energy would be developed. As each layer of deposit is added, more stress 
is developed and so is the strain energy. Such strain energy is proportional 
to the volume of the deposit, assuming there is no plastic relaxation. 
Therefore, the change of volume of Gibbs free energy should include the 
strain energy and Eq. (5.2) is modified accordingly: 

(5.5) 
1 6 ~ ~ ~ .  2 - 3 ~ 0 s  8 + C O S ~  8 

4 AG*=(  3(AGv + o)* ) (  
where o is the strain energy per unit volume generated by the stress in the 
deposit. Because the sign of AGv is negative, and the sign of o is positive, 
the overall energy barrier to nucleation increases. When the stress exceeds 
a critical point and cannot be released, the strain energy per unit area of 
deposit is large with respect to yvf, permitting nuclei to form above the 
initial layered deposit. In this case, the surface energy of the substrate 
exceeds the combination of both surface energy of the deposit and the 
interfacial energy between the substrate and the deposit: 

(5.6) Ysv > Y/S + Yvf 

If should be noted that there are other situations when the overall volume 
of Gibbs free energy may change. For example, initial deposition or nucle- 
ation on substrates with cleavage steps and screw dislocations would 
result in a stress release and, thus, an increased change of the overall 
Gibbs free energy. As a result, the energy barrier for the initial nucleation 
is reduced and the critical size of nuclei becomes small. Substrate charge 
and impurities would affect the AG* through the change of surface, elec- 
trostatic and chemical energies in a similar manner. 

It should be noted that the aforementioned nucleation models and mech- 
anisms are applicable to the formation of single crystal, polycrystalline and 
amorphous deposit, and of inorganic, organic and hybrid deposit. Whether 
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the deposit is single crystalline, polycrystalline or amorphous, depends on 
the growth conditions and the substrate. Deposition temperature and the 
impinging rate of growth species are the two most important factors and 
are briefly summarized below: 

(1) Growth of single crystal films is most difficult and requires: (i) a sin- 
gle crystal substrate with a close lattice match, (ii) a clean substrate 
surface so as to avoid possible secondary nucleation, (iii) a high 
growth temperature so as to ensure sufficient mobility of the growth 
species and (iv) low impinging rate of growth species so as to ensure 
sufficient time for surface diffusion and incorporation of growth 
species into the crystal structure and for structural relaxation before 
the arrival of next growth species. 

(2) Deposition of amorphous films typically occurs (i) when a low 
growth temperature is applied, there is insufficient surface mobility 
of growth species andor (ii) when the influx of growth species onto 
the growth surface is very high, growth species does not have enough 
time to find the growth sites with the lowest energy. 

( 3 )  The conditions for the growth of polycrystalline crystalline films fall 
between the conditions of single crystal growth and amorphous film 
deposition. In general, the deposition temperature is moderate ensur- 
ing a reasonable surface mobility of growth species and the imping- 
ing flux of growth species is moderately high. 

Figure 5.2, as an example, shows the growth conditions for the single 
crystalline, polycrystalline and amorphous films of silicon by chemical 
vapor dep~sit ion.~ The above discussion is applicable to single element 
films; however, growth process is complex in the presence of impurities 
and additives and in the case of multiple component material systems. 

Epitaxy is a very special process, and refers to the formation or growth 
of single crystal on top of a single crystal substrate or seed. Epitaxial 
growth can be hrther divided into homoepitaxy and heteroepitaxy. 
Homoepitaxy is to grow film on the substrate, in which both are the same 
material. Homoepitaxial growth is typically used to grow better quality 
film or introduce dopants into the grown film. Heteroepitaxy refers to the 
case that films and substrates are different materials. One obvious differ- 
ence between homoepitaxial films and heteroepitaxial films is the lattice 
match between films and substrates. There is no lattice mismatch between 
films and substrates by homoepitaxial growth. On the contrary, there will 
be a lattice mismatch between films and substrates in heteroepitaxial 
growth. The lattice mismatch is also called misfit, given by: 

(5.7) f - as - ar 
af 
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Fig. 5.2. The growth conditions for the single crystalline, polycrystalline and amorphous 
films of silicon by chemical vapor deposition. [J. Bloem, Proc. Seventh ConJ: CVD, eds. 
T.O. Sedgwick and H. Lydtin (ECS PV 79-3), p. 41, 19791 

where a, is the unstrained lattice constant of the substrate and ar is the 
unstrained lattice constant of the film. Iff > 0, the film is strained in ten- 
sion, whereas i f f< 0, the film is trained in compression. Strain energy, 
E,, develops in strained films: 

(5 .8)  

where kf is  the shear modulus of the film, u, the Poisson's ratio (<1/2 for 
most materials), E ,  the plane or lateral strain, h, the thickness, and A ,  the 
surface area. It is noted that the strain energy increases with the thickness. 
The strain energy can be either accommodated by straining both film and 
substrate when the mismatch is relatively small, or relaxed by formation 
of dislocations when the mismatch is large. Figure 5.3 schematically illus- 
trates the lattice matched homoepitaxial film and substrate, strained and 
relaxed heteroepitaxial structures. Both homoepitaxial and heteroepitaxial 
growth of films has been a well-established technique and found wide 
applications, particularly in electronic industry. 

5.3. Vacuum Science 

Most film deposition and processing are carried out in a vacuum. In addi- 
tion, almost all the characterization of films is performed under a vacuum. 
Although there is very rich literature on vacuum, it seems that a brief 



Two-Dimensional Nanostructures: Thin Films 179 

II 

+ 

Substrate 

Matched Strained Relaxed 

Fig. 5.3. Schematic illustrating the lattice matched homoepitaxial film and substrate, 
strained and relaxed heteroepitaxial structures. 

discussion on relevant subjects is necessary. Specifically, we will introduce 
some most commonly encountered concepts in thin film deposition and 
characterization, such as mean free path and flow regimes and their pres- 
sure and temperature dependence. Readers who want to learn more h d a -  
mentals and technique details of vacuum are recommended to Refs. 5-7 

In a gas phase, gas molecules are constantly in motion and colliding 
among themselves as well as with the container walls. Pressure of a gas is 
the result of momentum transfer from the gas molecules to the walls, and 
is the most widely quoted system variable in vacuum technology. The 
mean distance traveled by molecules between successive collisions is 
called the mean free path and is an important property of the gas that 
depends on the pressure, given by: 

5 x 10-3 A . =  
mfP p (5.9) 

where Amjb is the mean free path in centimeter and P is the pressure in torr. 
When the pressure is below torr, the gas molecules in typical film 
deposition and characterization systems virtually collide only with the walls 
of the vacuum chamber, i.e. there is no collision among gas molecules. 

The gas impingement flux in the film deposition is a measure of the fre- 
quency with which gas molecules impinge on or collide with a surface, 
and is the most important parameter. It is because for film deposition, only 
molecules impinging onto the growth surface will be able to contribute to 
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where P is the pressure in torr, A4 is the molecular weight and T is 
temperature. 

Figure 5.4 summarizes the molecular density, incident rate, mean free 
path and monolayer formation time as a function of pre~sure.~ As will be 
discussed hrther in the following sections, one will see that of the film 
deposition processes, evaporation requires a vacuum between the high and 
ultrahigh regimes, whereas sputtering and low pressure chemical vapor 
deposition are accomplished at the border between the medium and high 
vacuum ranges. Of the analytical instruments, electron microscopes oper- 
ate in high vacuum, and surface analytical equipment have the most 
stringent cleanliness requirements and are operative only under ultrahigh 
vacuum conditions. 

It should be noted that gas flow is different from the restless motion and 
collision of gas molecules. Gas flow is defined as a net directed movement 
of gas in a system and occurs when there is a pressure drop. Depending 
on the geometry of the system involved as well as the pressure, temp- 
erature and type of gas in question, gas flow can be divided into three 
regimes: molecular flow, intermediate flow and viscous flow. Free molec- 
ular flow occurs at low gas densities or high vacuum, when the mean free 
path between intermolecular collisions is larger than the dimensions of the 
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Fig. 5.4. Summary of molecular density, incident rate, mean free path, and monolayer 
formation time as a function of pressure. [A. Roth, Vacuum Technology, North-Holland, 
Amsterdam, 1976.1 
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system and the molecules collide with the walls of the system only. At 
high pressure, intermolecular collisions become predominant since the 
mean free path is reduced and the gas flow is referred to as in the viscous 
flow regime. Between free molecular flow and viscous flow, there is a 
transition regime: intermediate flow. The above gas flow can be defined 
by the magnitude of the Knudsen number, K,, given by: 

D 
K =- (5.1 1) 

where D is the characteristic dimension of the system, e.g. the diameter of 
a pipe, and Amfb is the gas mean free path. Figure 5.5 shows the gas flow 
regimes in a tube as functions of system dimensions and pressure, 
whereas, the range of Knudsen numbers corresponding to gas flow 
regimes are summarized in Table 5.1. 

Viscous flow is a bit complex and can be further divided into laminar 
flow, turbulent flow and transition flow. At a low gas flow velocity, the 
flow is laminar where layered, parallel flow lines may be visualized, no 
perpendicular velocity is present, and mixing inside the gas is by diffusion 
only. In this flow, the velocity is zero at the gas-wall interface and gradu- 
ally increases as moving away from the interface, reaching a maximum at 
the center when flowing inside a pipe. Flow behavior can be defined by 
the so-called Reynolds number, Re, which is given below of gas flow 
inside a pipe: 

ti XmfP 

V.P Re=D.-  
rl 

(5.12) 

11111111,1\ 
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Fig. 5.5. Gas flow regimes in a tube as functions of system dimensions and pressure 
and the range of Knudsen numbers corresponding to gas flow regimes are summarized in 
Table 5.1. 
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Table 5.1. Summary of gas flow regions. 

Gasflow regimes Knudsen number D.P 

Molecular flow K,,< 1 D.P < 5 X cm.torr 
Intermediate flow 1 < K , <  110 5 X  1 0 - 3 < D . P . < 5 X  IO-'cm.torr 
Viscous flow Kn>l10  D . P  > 5 X 10-Icm.torr 

D is the characteristic dimension of the system and P is the pressure. 

where D is the diameter of the pipe, v, the velocity, p, the density, and q, 
the viscosity of the gas. Laminar flow corresponds to a small Re < 2 100. 
At a high gas velocity, the flow is turbulent, where the gas is constantly 
under intermixing, where Re > 4000. At 2100 < Re < 4000, a transition 
from laminar to turbulent flow occurs and is referred to as transition flow. 
There is always a laminar flow near to the solid surface in both turbulent 
and transition flows, since the friction viscous forces a deceleration of the 
gas at the surface. 

DiEusion is one of the mass transfer mechanisms in gases, which also 
occurs in liquids and solids. Difision is the motion of atoms or molecules 
from regions of higher to lower concentration, thus increasing the entropy 
of the system. Another mechanism is convection, a bulk gas flow process. 
Convection arises from the response to gravitational, centrifugal, electric 
and magnetic forces. Convection can play an important role in high-pressure 
film deposition. For example, a hotter and less dense gas above a hot sub- 
strate would rise, whereas a cooler and denser gas would replace the gap. 
Such a situation is often encountered in cold wall CVD reactors. 

5.4. Physical Vapor Deposition (PVD) 

PVD is a process of transferring growth species from a source or target and 
deposit them on a substrate to form a film. The process proceeds atomisti- 
cally and mostly involves no chemical reactions. Various methods have 
been developed for the removal of growth species from the source or tar- 
get. The thickness of the deposits can vary from angstroms to millimeters. 
In general, those methods can be divided into two groups: evaporation and 
sputtering. In evaporation, the growth species are removed from the source 
by thermal means. In sputtering, atoms or molecules are dislodged from 
solid target through impact of gaseous ions (plasma). Each group can be 
hrther divided into a number of methods, depending on specific tech- 
niques applied to activate the source or target atoms or molecules and the 
deposition conditions applied. 
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5.4.1. Evaporation 

Evaporation is arguably the simplest deposition method, and has been 
proven particularly useful for the deposition of elemental films. Although 
formation of thin films by evaporation was known about 150 years ago,8 
it acquired a wide range of applications over 50 years when the industrial 
scale vacuum techniques were de~eloped.~ Many excellent books and 
review articles have been published on evaporated films.I0 A typical evap- 
oration system is schematically shown in Fig. 5.6. The system consists of 
an evaporation source that vaporizes the desired material and a substrate 
is located at an appropriate distance facing the evaporation source. Both 
the source and the substrate are located in a vacuum chamber. The sub- 
strate can be heated or electrically biased or rotated during deposition. The 
desired vapor pressure of source material can be generated by simply 
heating the source to elevated temperatures, and the concentration of the 
growth species in the gas phase can be easily controlled by varying the 
source temperature and the flux of the carrier gas. The equilibrium vapor 
pressure of an element can be estimated as: 

(5.13) 

where AHe is the molar heat of evaporation, R,, gas constant, T, temper- 
ature, and C, a constant. However, evaporation of compounds is more 

I To I 
Pump 

Fig. 5.6. A typical evaporation system consisting of an evaporation source to vaporize the 
desired material and a substrate located at an appropriate distance facing the evaporation 
source. Both the source and the substrate are located in a vacuum chamber. 
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complicated, since compounds may undergo chemical reactions, such as 
pyrolysis, decomposition and dissociation, and the resulting vapor com- 
position often differs from the source composition during evaporation at 
elevated temperatures. 

The rate of evaporation is dependent on the material in question: 

a, = a, NA(P, - PJ42 ,mRgT)’’2 (5.14) 

where a, is the evaporation rate, a,, the coefficient of evaporation 
varying between 0 and 1, NA, Avogadro’s constant, P,, the vapor pressure, 
Ph, the hydrostatic pressure acting on the source, m, the molar weight, Rg, 
the gas constant and T, the temperature. When a mixture of elements or 
compounds is used as a source for the growth of a complex film, the 
chemical composition of the vapor phase is most likely to be different 
from that in the source. Adjusting the composition or molar ratio of the 
constituents in the source may help. However, the composition of the 
source would change as the evaporation proceeds, since one element may 
evaporate much faster than another resulting in the depletion of the first 
element. As a result, the composition in the vapor phase will change. For 
a multicomponent system, the chemical composition of evaporated film 
is likely to be different from that of the source and varies with thickness. 
Therefore it is in general difficult to deposit complex films using evapo- 
ration method. 

Deposition of thin films by evaporation is carried out in a low pressure 
( torr); atoms and molecules in the vapor phase do not collide 
with each other prior to arrival at the growth surface, since the mean free 
path is very large as compared to the source-to-substrate distance. The 
transport of atoms or molecules from the source to the growth substrate is 
straightforward along the line of sight, and therefore the conformal cover- 
age is relatively poor and a uniform film over a large area is difficult to 
obtain. Some special arrangements have been developed to overcome such 
a shortfall; these include (i) using multiple sources instead of single point 
source, (ii) rotating the substrates, (iii) loading both source and substrate 
on the surface of a sphere, and (iv) combination of all the above. 

In addition to evaporation of source by resistance heat, other techniques 
have been developed and have attracted increasing attention and gained 
more popularity. For example, laser beams have been used to evaporate the 
material. Absorption characteristics of the material to be evaporated deter- 
mine the laser wavelength to be used. In order to obtain the high power 
density required in many cases, pulsed laser beams are generally employed. 
Such a deposition process is often referred to as laser ablation. Laser abla- 
tion has proven to be an effective technique for the deposition of complex 
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films including complex metal oxides such as high T, superconductor 
films. One of the great advantages that laser ablation offers is the control 
of the vapor composition. In principle, the composition of the vapor phase 
can be controlled as that in the source. The disadvantages of laser ablation 
include the complex system design, not always possible to find desired 
laser wavelength for evaporation, and the low energy conversion efficiency. 
Electron beam evaporation is another technique, but it is limited to the case 
that the source is electrically conductive. The advantages of electron beam 
evaporation include a wide range of controlled evaporation rate due to a 
high power density and low contamination. Arc evaporation is another 
method commonly used for evaporation of conductive source. 

5.4.2. Molecular beam epitaxy (MBE) 

MBE can be considered as a special case of evaporation for single crystal 
film growth, with highly controlled evaporation of a variety of sources in 
ultrahigh-vacuum of typically -lo-'* torr."-13 Besides the ultrahigh vac- 
uum system, MBE mostly consists of realtime structural and chemical 
characterization capability, including reflection high energy electron dif- 
fraction (RHEED), X-ray photoelectric spectroscopy (XPS), Auger elec- 
tron spectroscopy (AES). Other analytic instruments may also been 
attached to the deposition chamber or to a separate analytic chamber, from 
which the grown films can be transferred to and from the growth cham- 
ber without exposing to the ambient. Both ultrahigh vacuum and various 
structural and chemical characterization facilities are responsible for the 
fact that the typical MBE reactor can be easily over $1M. 

In MBE, the evaporated atoms or molecules from one or more sources 
do not interact with each other in the vapor phase under such a low pres- 
sure. Although some gaseous sources are used in MBE, most molecular 
beams are generated by heating solid materials placed in source cells, 
which are referred to as effusion cells or Knudsen cells. A number of effu- 
sion cells are radiatically aligned with the substrates as shown in Fig. 5.7. 
The source materials are most commonly raised to the desired tempera- 
tures by resistive heating. The mean free path of atoms or molecules 
(-100m) far exceeds the distance between the source and the substrate 
(typically -30 cm) inside the deposition chamber. The atoms or molecules 
striking on the single crystal substrate results in the formation of the 
desired epitaxial film. The extremely clean environment, the slow growth 
rate, and independent control of the evaporation of individual sources 
enable the precise fabrication of nanostructures and nanomaterials at a 
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Fig. 5.7. Schematic showing a number of effusion cells radiatically aligned with the 
substrates. 

single atomic layer. Ultrahigh vacuum environment ensures absence of 
impurity or contamination, and thus a highly pure film can be readily 
obtained. Individually controlled evaporation of sources permits the pre- 
cise control of chemical composition of the deposit at any given time. The 
slow growth rate ensures sufficient surface difksion and relaxation so that 
the formation of any crystal defects is kept minimal. The main attributes 
of MBE include: 

(1) A low growth temperature (e.g. 550°C for GaAs) that limits diffusion 
and maintains hyperabrupt interfaces, which are very important in 
fabricating two-dimensional nanostructures or multilayer structures 
such as quantum wells. 

(2) A slow growth rate that ensures a well controlled two-dimensional 
growth at a typical growth rate of 1 p d h .  A very smooth surface 
and interface is achievable through controlling the growth at the 
monoatomic layer level. 

(3) A simple growth mechanism compared to other film growth tech- 
niques ensures better understanding due to the ability of individually 
controlled evaporation of sources. 

(4) A variety of in situ analysis capabilities provide invaluable information 
for the understanding and refinement of the process. 

5.4.3. Sputtering 

Sputtering is to use energetic ions to knock atoms or molecules out from a 
target that acts as one electrode and subsequently deposit them on a substrate 
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Fig. 5.8. Schematic showing the principles of dc and RF sputtering systems. [M. Ohring, 
The Materials Science of Thin Films, Academic Press, San Diego, CA, 1992.1 

acting as another electrode. Although various sputtering techniques have 
been developed, the fundamentals of the sputtering process are more or less 
the same. Figure 5.8 schematically illustrates the principles of dc and RF 
sputtering systems.' Let us take the dc discharge as an example to illustrate 
the process. Target and substrate serve as electrodes and face each other in 
a typical sputtering chamber. An inert gas, typically argon with a pressure 
usually ranging from a few to 100 mtorr, is introduced into the system as the 
medium to initiate and maintain a discharge. When an electric field of sev- 
eral kilovolts per centimeter is introduced or a dc voltage is applied to the 
electrodes, a glow discharge is initiated and maintained between the elec- 
trodes. Free electrons will be accelerated by the electric field and gain suf- 
ficient energy to ionize argon atoms. The gas density or pressure must not 
be too low, or else the electrons will simply strike the anode without having 
gas phase collision with argon atoms. However, if the gas density or pres- 
sure is too high, the electrons will not have gained sufficient energy when 
they strike gas atoms to cause ionization. Resulting positive ions, Ar+, in the 
discharge strike the cathode (the source target) resulting in the ejection of 
neutral target atoms through momentum transfer. These atoms pass through 
the discharge and deposit on the opposite electrode (the substrate with grow- 
ing film). In addition to the growth species, i.e. neutral atoms, other nega- 
tively charged species under the electric field will also bombard and interact 
with the surface of the substrate or grown film. 

For the deposition of insulating films, an alternate electric field is 
applied to generate plasma between two electrodes. Typical RF frequencies 
employed range from 5 to 30MHz. However, 13.56 MHz has been reserved 
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for plasma processing by the Federal Communications Commission and is 
widely used. The key element in RF sputtering is that the target self-biases 
to a negative potential and behaves like a dc target. Such a self-negative tar- 
get bias is a consequence of the fact that electrons are considerably more 
mobile than ions and have little difficulty in following the periodic change 
in the electric field. To prevent simultaneous sputtering on the grown film 
or substrate, the sputter target must be an insulator and be capacitively cou- 
pled to the RF generator. This capacitor will have a low RF impedance and 
will allow the formation of a dc bias on the electrodes. 

It should also be noted that the types of plasmas encountered in thin 
film processing techniques and systems are typically formed by partially 
ionizing a gas at a pressure well below atmospheric. For the most part, 
these plasmas are very weakly ionized, with an ionization fraction of 1 0-5 
to lo-'. Although the above discussion is focused on the deposition of 
films by sputtering, plasma or glow discharges are widely used in other 
film processes, such as plasma etching.14 Other examples include plasma 
enhanced chemical vapor deposition (PECVD), ion plating and reactive 
ion etching (RIE). The plasma based film processes differ from other film 
deposition techniques such as evaporation, since the plasma processes is 
not thermal and not describable by equilibrium thermodynamics. 

Sputtering a mixture of elements or compounds will not result in a 
change of composition in the target and thus the composition of the vapor 
phase will be the same as that of the target and remain the same during 
the deposition. Many modifications have been made to enhance or 
improve the deposition process and resulted in the establishment of 
hybrid and modified PVD processes. For example, magnetic field has 
been introduced into sputtering processes to increase the residence time of 
growth species in the vapor phase; such sputtering is referred to as mag- 
netron sputtering. Reactive gases have also been introduced into the dep- 
osition chamber to form compound films, which are known as reactive 
sputtering. 

5.4.4. Comparison of evaporatjon and sputtering 

Some major differences between evaporation and sputtering are briefly 
summarized below: 

(1 )  The deposition pressure differs noticeably. Evaporation uses low pres- 
sures typically ranging from to torr, whereas sputtering 
requires a relatively high pressure typically of -100torr. Atoms or 
molecules in evaporation chamber do not collide with each other, 
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whereas the atoms and molecules in sputtering do collide with each 
other prior to arrival at the growth surface. 

(2) The evaporation is a process describable by thermodynamical equi- 
librium, whereas sputtering is not. 

(3) The growth surface is not activated in evaporation, whereas the 
growth surface in sputtering is constantly under electron bombard- 
ment and thus is highly energetic. 

(4) The evaporated films consist of large grains, whereas the sputtered 
films consist of smaller grains with better adhesion to the substrates. 

( 5 )  Fractionation of multi-component systems is a serious challenge in 
evaporation, whereas the composition of the target and the film can be 
the same. 

5.5. Chemical Vapor Deposition (CVD) 

CVD is the process of chemically reacting a volatile compound of a mate- 
rial to be deposited, with other gases, to produce a nonvolatile solid that 
deposits atomistically on a suitably placed substrate.' CVD process has 
been very extensively studied and very well d~cumented, '~- '~ largely due 
to the close association with solid-state microelectronics. 

5.5.1. Typical chemical reactions 

Because of the versatile nature of CVD, the chemistry is very rich, and 
various types of chemical reactions are involved. Gas phase (homogeneous) 
reactions and surface (heterogeneous) reactions are intricately mixed. Gas 
phase reactions become progressively important with increasing tempera- 
ture and partial pressure of the reactants. An extremely high concentration 
of reactants will make gas phase reactions predominant, leading to 
homogeneous nucleation. For deposition of good quality films, homoge- 
neous nucleation should be avoided. The wide variety of chemical reac- 
tions can be grouped into: pyrolysis, reduction, oxidation, compound 
formation, disproportionation and reversible transfer, depending on the 
precursors used and the deposition conditions applied. Examples of the 
above chemical reactions are given below: 

(A) Pyrolysis or thermal decomposition 
SiH4(g) + Si(s) + 2H2(g) at 650°C 

Ni(C0)4(g) +Ni(s) + 4CO(g) at 180°C 
(5.15) 
(5.16) 



190 Nanostructures and Nanomaterials 

(B) Reduction 
SiC14 (g) + 2H2(g) + Si(s) + 4HCl(g) at 1200°C 

WF&) + 3H2(g) -+ W(s) + 6HF(g) at 300°C 

SiH4(g) + 02(g) -+ Si02(s) + 2H2(g) at 450°C 
4PH3(g) + 502(g) + 2P205(s) + 6H&) at 450°C 

SiC14(g) + CH4(g) -+ SiC(s) + 4HCl(g) at 1400°C 
TiC14(g) + CH4(g) -+ TiC(s) + 4HCl(g) at 1000°C 

2 Ge12(g) + Ge(s) + Ge14(g) at 300°C 

(C) Oxidation 

(D) Compound formation 

(E) Disproportionation 

(F) Reversible transfer 

As&) + As&) + 6GaCKg) + W ( g )  
6GaAs(s) +6HCl(g) at 750°C 

(5.17) 
(5.18) 

(5.19) 
(5.20) 

(5.21) 
(5.22) 

(5.23) 

(5.24) 

The versatile chemical nature of CVD process is further demonstrated by 
the fact that for deposition of a given film, many different reactants or 
precursors can be used and different chemical reactions may apply. For 
example, silica film is attainable through any of the following chemical 
reactions using various : 

SiH4(g> + 02(g) -9 Si02(s) + 2H2(g) (5.25) 
SiH4(g) + 2N2O(g) -+ Si02(s) + 2H2(g) + 2N2(g) (5.26) 

SiH2C12(g) + 2N20(g) -+ SiO,(s) + 2HCl(g) + 2N2(g) (5.27) 
Si2C16(g) + 2N20(g) -+ Si02(s) + 3Cl2(g) + 2N2(g) (5.28) 
Si(OC2H5)4(g) sio2(s) + 4C2Hdg) 2H2O(g) (5.29) 

From the same precursors and reactants, different films can be deposited 
when the ratio of reactants and the deposition conditions are varied. For 
example, both silica and silicon nitride films can be deposited from a mix- 
ture of Si2C16 and N20 and Fig. 5.9 shows the deposition rates of silica 
and silicon nitride as functions of the ratio of reactants and deposition 
conditions.20 

5.5.2. Reaction kinetics 

Although CVD is a nonequilibrium process controlled by chemical kinetics 
and transport phenomena, equilibrium analysis is still useful in understand- 
ing the CVD process. The chemical reaction and phase equilibrium deter- 
mine the feasibility of a particular process and the final state attainable. In 
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Fig. 5.9. Deposition rates of silica and silicon nitride as functions of the ratio of reactants 
and deposition conditions. [R.C. Taylor and B.A. Scott, 1 Electrochem. SOC. 136, 2382 
(1 989).] 

a given system, multistep complex reactions are often involved. The funda- 
mental reaction pathways and kinetics have been investigated for only a few 
well-characterized industrially important systems. We will take the reduc- 
tion of chlorosilane by hydrogen as an example to illustrate the complexity 
of the reaction pathways and kinetics involved in such a seemingly simple 
system and deposition process. In this Si-Cl-H system, there exist at least 
eight gaseous species: SiCl,, S Q H ,  SiC12H2, SiClH,, SiH,, SiC12, HC1 
and HZ. These eight gaseous species are in equilibrium under the deposition 
conditions governed by six equations of chemical equilibrium. Using the 
available thermodynamic data, composition of gas phase as a h c t i o n  of 
reactor temperature for a molar ratio of Cl/H = 0.01 and a total pressure of 
1 atm, was calculated and presented in Fig. 5.  

5.5.3. Transport phenomena 

Transport phenomena play a critical role in CVD by governing access of 
film precursors to the substrate and by influencing the degree of desirable 
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Fig. 5.10. Composition of gas phase as a function of reactor temperature for a molar ratio 
of Cl/H = 0.01 and a total pressure of 1 atm, calculated using the available thermodynamic 
data. [E. Sirtl, L.P. Hunt, and D.H. Sawyer, .I Electrochem. SOC. 121, 919 (1974).] 

and unwanted gas phase reactions taking place before deposition. The 
complex reactor geometries and large thermal gradient characteristics of 
CVD chambers lead to a wide variety of flow structures that affect film 
thickness, compositional uniformity and impurity  level^.'^ 

For CVD reactors operating at a low pressure, where the mean free path 
of gas molecules is 10 times larger than the characteristic length of the 
reactor, there is no collision between gas molecules and thus the transport 
of gas is in the free molecular flow regime. For most CVD systems, the 
characteristic pressure is 0.01 atm and above, and the mean free paths are 
far larger than the characteristic system dimension. In addition, the gas 
velocities are low in most CVD reactors, typically of tens of cdsec,  the 
Reynolds number is typically less than 100 and the flows are laminar. As 
a result, a stagnant boundary layer of thickness, 6, adjacent to the growth 
surface is developed during the deposition. In this boundary layer, the 
composition of growth species decreases from the bulk concentration, Pi, 
to the surface concentration above the growing film, Pio, and the growth 
species diffuses through the boundary layer prior to depositing onto the 
growth surface as discussed in Chapter 3 and also illustrated in Fig. 3.6. 
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When the perfect gas laws are applied since the gas composition in the 
typical CVD systems is reasonably dilute, the diffision flux of gas or 
growth species through the boundary layer is given by: 

(5.30) 

Where D is the diffisivity and is dependent on pressure and temperature: 

D =Do (") (r)' 
p To 

(5.3 1) 

where n is experimentally found to be approximately 1.8. The quantity Do 
is the value of D measured at standard temperature To (273 K) and pressure 
Po (1 atm), and depends on the gas combination in question. Figure 5.1 1 
shows the deposition rate of silicon from four different precursor gases as 
a function of temperat~re.~~ This figure also shows that the deposition of 
silicon films becomes difision controlled at high substrate temperatures, 
whereas surface reaction is a limiting process at relatively low substrate 
temperatures. 

When growth rate is high and the pressure in the reactor chamber is 
high, difision of growth species through the boundary layer can become 
a rate-limiting process. As Eq. (5.3 1)  indicated, the gas difisivity varies 
inversely with pressure, and thus the diffusion flux of gas through the - SUBSTRATE TEMPERATURE , O C  

0.7 OB 0.9 1 .o 1.1 

103 SUBSTRATE TEMPERATURE, - - 
T ( K )  

Fig. 5.11. Deposition rate of silicon from four different precursor gases as a function of 
temperature. [ W. Kern, in Microelectronic Materials and Processes, ed. R.A. Levy, 
Kluwer, Boston, MA, p. 203, 1989.1 
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boundary layer can be enhanced simply by reducing the pressure in the 
reactor. For deposition of large area films, depletion of growth species or 
reactants above the growth surface can result in non-uniform deposition 
of films. To overcome such non-uniformity in deposited films, various 
reactor designs have been developed to improve the gas-mass transport 
through the boundary layer. Examples include using low pressure and new 
designs of reactor chambers and substrate susceptors. 

5.5.4. CVD methods 

A variety of CVD methods and CVD reactors have been developed, 
depending on the types of precursors used, the deposition conditions 
applied and the forms of energy introduced to the system to activate the 
chemical reactions desired for the deposition of solid films on substrates. 
For example, when metalorganic compounds are used as precursors, the 
process is generally referred to as MOCVD (metalorganic CVD), and 
when plasma is used to promote chemical reactions, this is a plasma 
enhanced CVD or PECVD. There are many other modified CVD 
methods, such as LPCVD (low pressure CVD), laser enhanced or assisted 
CVD, and aerosol-assisted CVD or AACVD. 

The CVD reactors are generally divided into hot-wall and cold-wall 
CVD. Figure 5.12 depicts a few common setups of CVD reactors. Hot-wall 

A 
0 0 0 0 0 0  - 
0 0 0 0 0 0  

(1 )  Horizontal reactor 

O$?O 

(3) Barrel reactor 

* 
(2) Vertical reactor 

(4) Pan-cake reactor 

Fig. 5.12. A few common setups of CVD reactors. 
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CVD reactors are usually tubular in form, and heating is accomplished by 
surrounding the reactor with resistance  element^?^ In typical cold-wall 
CVD reactors, substrates are directly heated inductively by graphite sus- 
ceptors, while chamber walls are air or water-~ooled.~~ LPCVD differs 
from conventional CVD in the low gas pressure of -0.5 to 1 torr typically 
used; low pressure is to enhance the mass flux of gaseous reactants and 
products through the boundary layer between the laminar gas stream and 
substrates. In PECVD processing, plasma is sustained within chambers 
where simultaneous CVD reactions occur. Typically, the plasma are excited 
either by an RF field with frequencies ranging from 100 kHz to 40 MHz at 
gas pressures between 50 mtorr and 5 torr, or by microwave with a fre- 
quency of commonly 2.45 GHz. Often microwave energy is coupled to the 
natural resonant frequency of the plasma electrons in the presence of a 
static magnetic field, and such plasma is referred to as electron cyclotron 
resonance (ECR) plasma.26 The introduction of plasma results in much 
enhanced deposition rates, thus permits the growth of films at relatively 
low substrate temperatures. Figure 5.13 compares the growth rate of poly- 
crystalline silicon films deposited with and without plasma enhan~ement
MOCVD, also known as organometallic vapor phase epitaxy (OMVPE) 
differs from other CVD processes by the chemical nature of the precursor 
gases; metalorganic compounds are e m p l ~ y e d ? ~ . ~ ~  Laser has also been 
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Fig. 5.13. Growth rate of polycrystalline silicon films deposited with and without plasma 
enhancement. [J.J. Hajjar, R. Reif, and D. Adler, J Electron. Muter. 15, 279 (1986).] 
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employed to enhance or assist the chemical reactions or deposition, and 
two mechanisms are involved: pyrolytic and photolytic p r o c e s ~ e s . ~ ~ *In 
the pyrolytic process, the laser heats the substrate to decompose gases 
above it and enhances rates of chemical reactions, whereas in the photolytic 
process, laser photons are used to directly dissociate the precursor mole- 
cules in the gas phase. Aerosol assisted CVD is developed for the systems 
where no gaseous precursors are available and the vapor pressures of liquid 
and solid precursors are too In this process, liquid precursors are 
mistified to form liquid droplets that are dispersed in a carrier gas and 
delivered to the deposition chamber. Inside the deposition chamber, pre- 
cursor droplets decompose, react and grow films on substrate. 

In addition to the growth of thin films on a planar substrate, CVD 
methods have been modified and developed to deposit solid phase from 
gaseous precursors on highly porous substrates or inside porous media. 
Two most noticeable deposition methods are known as electrochemical 
vapor deposition (EVD) and chemical vapor infiltration (CVI). EVD has 
been explored for making gas-tight dense solid electrolyte films on porous 
 substrate^,^^^^^ and the most studied system has been the yttria-stabilized 
zirconia films on porous alumina substrates for solid oxide fuel cell appli- 
cations and dense  membrane^.^^-^^ In the EVD process for growing solid 
oxide electrolyte films, a porous substrate separates metal precursor(s) 
and oxygen source. Typically chlorides are used as metal precursors, 
whereas water vapor, oxygen, or air or a mixture of them is used as the 
source of oxygen. Initially, the two reactants inter-diffuse in the substrate 
pores and react with each other only when they concur to deposit the cor- 
responding solid oxides. When the deposition conditions are appropriately 
controlled, the solid deposition can be located at the entrance of pores on 
the side facing metal precursors, and plug the pores. The location of the 
solid deposit is mainly dependent on the diffusion rate of the reactants 
inside the pores as well as the concentrations of the reactants inside the 
deposition chamber. Under typical deposition conditions, reactant mole- 
cules difhsion inside pores is in the Knudsen diffusion region, in which 
the diffusion rate is inversely proportional to the square root of the molec- 
ular weight. Oxygen precursors diffuse much faster than metal precursors, 
and consequently the deposit occurs normally near the entrance of pores 
facing the metal precursor chamber. If the deposit solid is an insulator, 
the deposition by CVD process stops when pores are plugged by the 
deposit, since no further direct reaction between the two reactants occurs. 
However, for solid electrolytes, particularly ionic-electronic mixed con- 
ductors, the deposition would proceed further by the means of EVD, and 
the film may grow on the surface exposed to the metal precursor vapor. 
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In this process, the oxygen or water is reduced at the oxygedfilm inter- 
face, and the oxygen ions transfer in the film, as the oxygen vacancies 
diffuse in the opposite direction, and react with the metal precursors at the 
fildmetal precursor interface to continuously form metal oxide. 

CVI involves the deposition of solid products onto a porous medium, 
and the primary focus of CVI is on the filling of voids in porous graphite 
and fibrous mats to make carbon-carbon  composite^.^^,^^ Various CVI 
techniques have been developed for infiltrating porous substrates with the 
main goals to shorten the deposition time and to achieve homogeneous 
deposition: 

(a) Isothermal and isobaric infiltration, 
(b) Thermal gradient in f i l t ra t i~n ,~~ 
(c) Pressure gradient inf i l t ra t i~n,~~ 
(d) Forced flow infiltration:' 
(e) Pulsed infiltration,"2 
(f) Plasma enhanced infiltration?' 

Various hydrocarbons have been used as precursors for CVI and typical 
deposition temperatures range from 850 to 1100°C and the deposition 
time ranges from 10 to 70 hr, and is rather long as compared to other vapor 
deposition methods. The long deposition time is due to the relatively low 
chemical reactivity and gas diffision into porous media. Furthermore, the 
gas diffusion will progressively get smaller as more solid is deposit inside 
the porous substrates. To enhance the gas diffusion, various techniques 
have been introduced and include forced flow, thermal and pressure gra- 
dient. Plasma has been used to enhance the reactivity; however, preferen- 
tial deposition near surfaces resulted in inhomogeneous filling. The 
complete filling is difficult and takes very long time, since the gas diffu- 
sion becomes very slow in small pores. 

5.5.5. Diamond films by CVD 

Diamond is a thermodynamically metastable phase at room tem~erature ,
so synthetic diamonds are made at high temperatures under high pressures 
with the aid of transition metal catalysts such as Ni, Fe and CO.'"',~~ The 
growth of diamond films under low pressure (equal to or less than 1 atm) 
and low temperatures (- 800°C) is not a thermodynamically equilibrium 
process, and differs from other CVD processes. The formation of diamond 
from gas phase at low pressure was initially reported in late 1960~.4~3
The typical CVD process of diamond films is illustrated schematically in 
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Fig. 5.1448 and can be described as follows. A gaseous mixture of hydro- 
carbon (typically methane) and hydrogen is fed into an activation zone of 
the deposition chamber, where activation energy is introduced to the mix- 
ture and causes the dissociation of both hydrocarbon and hydrogen 
molecules to form hydrocarbon free radicals and atomic hydrogen. Many 
different activation schemes have been found effective in depositing 
diamond films and include hot-filament, RF and microwave plasma and 
flames. Upon arrival on the growth surface, a generic set of surface reac- 
tions would occur? 

(5.32) 
(5.33) 
(5.34) 

Reaction (5.32) is to activate a surface site by removal of a surface hydrogen 
atom linked to carbon atom on the diamond surface. An activated surface 
site readily combines with either a hydrocarbon radical (reaction 5.33) or an 

Fig. 5.14. Schematic showing the principal elements in the complex diamond CVD 
process: flow of reactants into the reactor, activation of the reactants by the thermal and 
plasma processes, reaction and transport of the species to the growing surface, and surface 
chemical processes depositing diamond and other forms of carbon. [J.E. Butler and 
D.G. Goodwin, in Properties, Growth and Applications of Diamond, eds. M.H. Nazare and 
A.J. Neves, INSPEC, London, p. 262,2001.1 
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unsaturated hydrocarbon molecule (e.g. C2H2, reaction 5.34). A high con- 
centration of atomic hydrogen has proven a key factor in the successful 
growth of diamond films, and atomic hydrogen is believed to constantly 
remove the graphite deposits on the diamond growth surface, so as to ensure 
continued deposition of diamond.47 Oxygen species have also proven to be 
important in the deposition of diamond films by atmospheric combustion 
flames using oxygen and a~etylene."~,~~ Other hydrocarbon fuels including 
ethylene, propylene and methyl acetylene can all be used as precursors for 
the growth of diamond  film^.^'-^^ 

5.6. Atomic Layer Deposition (ALD) 

Atomic layer deposition (ALD) is a unique thin film growth method and 
differs significantly from other thin film deposition methods. The most 
distinctive feature of ALD has a self-limiting growth nature, each time 
only one atomic or molecular layer can grow. Therefore, ALD offers the 
best possibility of controlling the film thickness and surface smoothness 
in truly nanometer or sub-nanometer range. Excellent reviews on ALD 
have been published by Ritala and L e ~ k e l a . ~ ~ ? ~ ~  In the literature, ALD is 
also called atomic layer epitaxy (ALE), atomic layer growth (ALG), 
atomic layer CVD (ALCVD), and molecular layer epitaxy (MLE). In 
comparison with other thin film deposition techniques, ALD is a relatively 
new method and was first employed to grow ZnS film.57 More publica- 
tions appeared in open literature in early 1 9 8 0 ~ . ~ * - ~ ~  ALD can be consid- 
ered as a special modification of the chemical vapor deposition, or a 
combination of vapor-phase self-assembly and surface reaction. In a typi- 
cal ALD process, the surface is first activated by chemical reaction. When 
precursor molecules are introduced into the deposition chamber, they 
react with the active surface species and form chemical bonds with the 
substrate. Since the precursor molecules do not react with each other, no 
more than one molecular layer could be deposited at this stage. Next, 
the monolayer of precursor molecules that chemically bonded to the sub- 
strate is activated again through surface reaction. Either the same or dif- 
ferent precursor molecules are subsequently introduced to the deposition 
chamber and react with the activated monolayer previously deposited. 
As the steps repeat, more molecular or atomic layers are deposited one 
layer at a time. 

Figure 5.15 schematically illustrates the process of titania film 
growth by ALD. The substrate is hydroxylated first, prior to the intro- 
duction of precursor, titanium tetrachloride. Titanium tetrachloride will 
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Fig. 5.15. Schematic illustrating the principal reactions and processing steps for the 
formation of titania film by ALD. 

react with the surface hydroxyl groups through a surface condensation 
reaction: 

TiCI4 + HOMe -+ C13Ti-O-Me + HCI (5.35) 

where Me represents metal or metal oxide substrates. The reaction will 
stop when all the surface hydroxyl groups reacted with titanium tetra- 
chloride. Then the gaseous by-product, HCl, and excess precursor 
molecules are purged, and water vapor is subsequently introduced to the 
system. Titanium trichloride chemically bonded onto the substrate surface 
undergo hydrolysis reaction: 

C1,Ti-0-Me + H20 + (HO),Ti-O-Me + HC1 (5.36) 

Neighboring hydrolyzed Ti precursors subsequently condensate to form 
Ti-0-Ti linkage: 

(HO),Ti-O-Me + (H0)3Ti-O-Me 
+Me-O-Ti(OH),-O-Ti (H0)2-O-Me + H20 (5.37) 

The by-product HC1 and excess H 2 0  will be removed from the reaction 
chamber. One layer of TiOz has been grown by the completion of one 
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cycle of chemical reactions. The surface hydroxyl groups are ready to 
react with titanium precursor molecules again in the next cycle. By repeat- 
ing the above steps, second and many more TiO2 layers can be deposited 
in a very precisely controlled way. 

The growth of ZnS film is another often used classical example for the 
illustration of the principles of ALD process. ZnC1, and H2S are used as 
precursors. First, ZnC1, is chemisorbed on the substrate, and then H2S is 
introduced to react with ZnC1, to deposit a monolayer of ZnS on the sub- 
strate and HCl is released as a by-product. A wide spectrum of precursor 
materials and chemical reactions has been studied for the deposition of 
thin films by ALD. Thin films of various materials including various 
oxides, nitrides, florides, elements, 11-VI, 11-VI and 111-V compounds, in 
epitaxial, polycrystalline or amorphous form deposited by ALD are sum- 
marized in Table 5.2.55,56 

The choice of proper precursors is the key issue in a successful design 
of an ALD process. Table 5.3 summarizes the requirements for ALD 
 precursor^.^^^^^ A variety of precursors have been used in ALD. For example, 
elemental zinc and sulfur were used in the first ALD experiments for the 
growth of ZnS.57 Metal chlorides were studied soon after the first demon- 
strations of ALD? Metalloragnic compounds including both organometal- 
lic compounds and metal alkoxides are widely used. For non-metals, the 
simple hydrides have mostly been used: H20, H202, H2S, H2Se, H2Te, NH,, 
N2H4, PH3, ASH,, SbH3 and HF. 

In comparison to other vapor phase deposition methods, ALD offer 
advantages particularly in the following aspects: (i) precise control of film 

Table 5.2. Thin film materials deposited by ALD.55s56 

11-VI compounds 

11-VI based phosphors 

111-V compounds 

Nitrides 

Oxides 

ZnS, ZnSe, ZnTe, ZnSI_,Se,, CaS, SrS, Bas, SrSI_,Se,CdS, 
CdTe, MnTe, HgTe, Hg, -,Cd,Te, Cdl_,Mn,Te 
ZnS:M (M = Mn, Tb, Tm), CaS:M (M = Eu, Ce, Tb, Pb), 
SrS:M (M = Ce, Tb, Pb, Mn, Cu) 
GaAs, AIAs, Alp, InP, Gap, InAs, AI,Ga,-,As, Ga,Inl-,As, 
Ga,Inl-,P 
AIN, GaN, InN, SiN,, TiN, TaN, Ta3N5, NbN, MoN, WzN, 
Ti-Si-N 
A1203, TiOz, ZrOz, HfOz, TazO5, NbzO5, YzO3, MgO, CeOz, 
SiOz, LaZO3, SrTi03, BaTi03, Bi,Ti,O,, Inz03, Inz03:Sn, 
In2O3:F, Inz03:Zr, SnOZ, SnOz:Sb, ZnO, ZnO:Al, Gaz03, 
NiO, COO,, YBa2Cu3O7.,, LaCo03, LaNi03 

Si, Ge, Cu, Mo, Ta, W 
Laz&, PbS, InzS3, CuGaSz, S i c  

Fluorides CaFz, SrFz, ZnFz 
Elements 
Others 
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Table 5.3. Requirements for ALD  precursor^.^^ 

Requirement Comments 

Volatility 

No self-decomposition 

Aggressive and complete reactions 

No etching of the film or 

No dissolution to the film 
substrate material 

Un-reactive byproduct 

Sufficient purity 
Inexpensive 
Easy to synthesize & handle 
Nontoxic and environmentally 

friendly 

For efficient transportation, a rough limit of 
0.1 torr at the applicable maximum source 
temperature 

Preferably liquids or gases 
Would destroy the self-limiting film growth 

Ensure fast completion of the surface 

Lead to high film purity 
No problems of gas phase reactions 
No competing reaction pathways 
Would prevent the film growth 
Would destroy the self-limiting film growth 

To avoid corrosion 
Byproduct re-adsorption may decrease 

the growth rate 
To meet the requirements specific to each process 

mechanism 

reactions and thereby short cycle times 

mechanism 

thickness and (ii) conformal coverage. Precise control of film thickness 
is due to the nature of self-limiting process, and the thickness of a film 
can be set digitally by counting the number of reaction cycles. Conformal 
coverage is due to the fact that the film deposition is immune to variations 
caused by nonuniform distribution of vapor or temperature in the reaction 
zone. Figure 5.16 shows the X-ray diffraction spectra and the cross- 
sectional SEM image of 160 nm Ta(Al)N(C) film on patterned silicon 
wafer.62 The film is polycrystalline and shows perfect conformality. 
The deposition temperature was 350°C and precursors used were TaCl,, 
trimethylaluminum (TMA) and NH3. However, it should be noted that 
excellent conformal coverage can only be achieved when the precursor 
doses and pulse time are sufficient for reaching the saturated state at each 
step at all surfaces and no extensive precursor decomposition takes place. 
ALD has demonstrated its capability of depositing multilayer structures or 
nanolaminates and Fig. 5.17, as an example, shows such a schematic rep- 
resentation of nanolaminates prepared onto glass substrates by ALD.63 

ALD is an established technique for the production of large area elec- 
troluminescent displays,64 and is a likely future method for the production 
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Fig. 5.16. (a) X-ray diffraction spectra and (b) cross-sectional SEM image of 160nm 
Ta(Al)N(C) film on patterned silicon wafer. [P. AIICn, M. Juppo, M. Ritala, T. Sajavaara, 
J. Keinonen, and M. Leskela, J.  Electrochem. SOC. 148, G566 (2001).] 

of very thin films needed in microele~tronics.~~ However, many other 
potential applications of ALD are discouraged by its low deposition rate, 
typically <0.2 nm (less than half a monolayer) per cycle. For silica depo- 
sition, completing a cycle of reactions typically requires more than 
1 min.66,67 Some recent efforts have been directed towards the develop- 
ment of rapid ALD deposition method. For example, highly conformal 
layers of amorphous silicon dioxide and aluminum oxide nanolaminates 
were deposited at rates of 12nm or <32 monolayers per cycle, and the 
method has been referred to as “alternating layer depo~ i t ion” .~~  The exact 
mechanism for such a multilayer deposition in each cycle is unknown, but 
obviously different from the self-limiting growth discussed above. The 
precursor employed in this experiment, tris(tert-butoxy)silanol, can react 
with each other, and thus the growth is not self-limiting. 
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Ta,O, 
HfO, 
Ta205 +-underlayer - 
A1203 

~~ ~ 

glass substrate 

Fig. 5.17. Schematic representation of the nanolaminates prepared onto 5 X 5 cm2 glass 
subtrates by ALD. The AI2O3 layer serves as an ion barrier against sodium diffusion from 
soda lime glass substrate, [K. Kukli, J. Ihanus, M. Ritala, and M. Leskela, Appl. Phys. Left. 
68, 3737 (1 9961.1 

5.7. Su perlatt ices 

Superlattices in this chapter are specifically referred to as thin film 
structures composed of periodically alternating single crystal film layers; 
however, it should be noted that the term superlattice was originally used 
to describe homogeneous ordered alloys. Composite film supperlattices 
are capable of displaying a broad spectrum of conventional properties 
as well as a number of interesting quantum effects. When both layers are 
relatively thick, properties of bulk materials are observed due to the 
frequently synergistic extensions of the laws of property mixtures that are 
operative. However, when the layers are very thin, quantum effects 
emerge, since the wavefunctions of charge carriers in adjacent thin layers 
penetrate the barriers and couple with one another. Such structures are 
mostly fabricated by MBE; however, CVD methods are also capable of 
making superlattices. ALD is another unique technique in the fabrication 
of superlattice structures. Organic superlattices can be fabricated using 
LB technique or by self-assembly, which are to be discussed in the fol- 
lowing sections. Some of semiconductor superlattice systems are listed 
in Table 5.4.69 Semiconductor superlattices can be categorized into 
compositional superlattices and modulation doping, i.e. selective periodic 
doping, superlattice. The fabrication of semiconductor superlattices is 
basically the controlled synthesis of band gap structures, which is also 
known as band gap engir~eering.~@-~~ Esaki and Tsu were the pioneers in the 
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Table 5.4. Examples of superlattice systems.69 

Film materials Lattice mismatch Deposition methods 

GaAs-AsxGal _,As 
Inl -,G%As-CaSbl - y A ~ y  
GaSb-AISb 
InP-Ga,Inl -,As,PI -y 

InP-Inl _$%,As 
GaP-GaP1-,Asx 
GaAs-GaAsI -,PX 
Ge-GaAs 
Si-Si, -,Ge, 
CdTsHgTe 
MnSe-ZnSe 
PbTe-Pbl -,Sn,Te 

0.16% for x = 1 
0.6 1 % 
0.66% 

O%, x = 0.47 
1.86% 
1.79%, x = 0.5 
0.08% 
0.92%, X = 0.22 
0.74% 
4.7% 
0.44%, x = 0.2 

MBE, MOCVD 
MBE 
MBE 
MBE 
MBE, MOCVD, LPE 
MOCVD 
MOCVD, CVD 
MBE 
MBE, CVD 
MBE 
MBE 
CVD 

synthesis of semiconductor thin film superlattices in 1 970.73 Figure 5.18 
shows the TEM images of InGa03(ZnO)5 superlattice ~tructure?~ 

So far all the methods discussed are vapor phase deposition methods. 
Thin films can also be made through wet chemical processes. There are 
many methods developed and examples include electrochemical deposi- 
tion, sol-gel processing and self-assembly. In comparison with vacuum 
deposition methods, solution based film deposition methods offer a wide 
range of advantages including the mild processing conditions so that they 
are applicable and widely used for the fabrication of thin films of temper- 
ature sensitive materials. Mild processing conditions also lead to stress- 
free films. 

5.8. Self-Assembly 

Self-assembly is a generic term used to describe a process that ordered 
arrangement of molecules and small components such as small particles 
occurred spontaneously under the influence of certain forces such as 
chemical reactions, electrostatic attraction and capillary forces. In this 
section, we will focus our discussion on the formation of monolayer or 
multiple layers of molecules through self-assembly. In general, chemical 
bonds are formed between the assembled molecules and the substrate sur- 
face, as well as between molecules in the adjacent layers. Therefore, the 
major driving force here is the reduction of overall chemical potential. 
Further discussion on self-assembly of nanoparticles and nanowires will 
be presented in Chapter 7. A variety of interactions or forces have been 
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Fig. 5.18. Structure of InGa03(ZnO)5. (a) Schematic of the crystal structure. A HRTEM 
lattice image is shown for comparison. The InOz- layer (In3+ ion locates at an octahedral 
site coordinated by oxygens) and the GaO+(ZnO)5 block (Ga3+ and Zn2+ ions share 
trigonal-bipyramidal and tetrahedral sites) are alternately stacked along the 0001 direction 
at a period of 1.9nm (d0003). (b and c) Cross-sectional HRTEM images of a 
InGa03(ZnO)5 thin film grown on YSZ(ll1) by reactive solid-phase epitaxy. Periodic 
stacking of the InOz. layer and the GaO+(ZnO)5 block is clearly visible, which is also 
confirmed in the electron diffraction image [(C), inset]. Single-crystalline film is formed 
over the entire observation area. The topmost layer of the film is the In02. layer. 
[K. Nomura, H. Ohta, K. Ueda, T. Kamiya, M. Hirano, and H. Hosono, Science 300, 1269 
(2003).] 
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explored as driving forces for the self-assembly of nanometer subjects as 
the fundamental building blocks. 

Self-assembled monolayers are molecular assemblies that are formed 
spontaneously by the immersion of an appropriate substrate into a solution 
of an active surfactant in an organic ~ o l v e n t . ~ ~ ~ ~ ~  A typical self-assembling 
surfactant molecule can be divided into three parts as sketched in 
Fig. 5.19. The first part is the head group that provides the most exother- 
mic process, i.e. chemisorption on the substrate surface. The very strong 
molecular-substrate interactions result in an apparent pinning of the head 
group to a specific site on the surface through a chemical bond, such as 
covalent Si-0 and S-Au bonds, and ionic -C02-Agf bond. The second 
part is the alkyl chain, and the exothermic energies associated with its 
interchain van der Waals interactions are an order of magnitude smaller 
than the chemisorption of head groups on substrates. The third molecular 
part is the terminal hctionality; these surface hct ional  groups in SA 
monolayers are thermally disordered at room temperature. The most 
important process in self-assembly is the chemisorption, and the associ- 
ated energy is at the order of tens of kcal/mol (e.g. -40-45 kcal/mol for 
thiolate on g ~ l d ~ ~ , ~ * ) .  As a result of the exothermic head group-substrate 
interactions, molecules try to occupy every available binding site on the 
surface and adsorbed molecules may diffuse along the surface. In general, 
SA monolayers are considered ordered and closely packed molecular 
assemblies that have a two-dimensional crystalline-like structure, though 
there exist a lot of defects. 

The driving force for the self-assembly includes: electrostatic force, 
hydrophobicity and hydrophilicity, capillary force and chemisorption. In 
the following discussion, we will focus on the formation of SA monolayers 

Surface group 
Alkyl, or derivatized- 
alkyl group 

Interchain van der Waals and 
electrostatic interactions 

Chemisorption ,+, at the surface Surface-active headgroup 
. .  

surface 

Fig. 5.19. A typical self-assembling surfactant molecule consisting of three parts: surface 
group, alkyl or derivatized alkyl group, and surface-active headgroup. 
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that chemisorb on the substrates. There are several types of self-assembly 
methods for the organic monolayers and these include (i) organosilicon on 
hydroxylated surfaces, such as Si02 on Si, A1203 on Al, glass, etc?-l 
(ii) alkanethiols on gold, silver and c ~ p p e r , ~ ~ - ~ ~  (iii) dialkyl sulfides on 

(v) alcohols and amines on 
platinum,86 and (vi) carboxylic acids on aluminum oxide and ~ i l v e r .
Another way to group the self-assembly methods could be based on the 
types of chemical bonds formed between the head groups and substrates. 
There are (i) covalent Si-0 bond between organosilicon on hydroxylated 
substrates that include metals and oxides, (ii) polar covalent S-Me bond 
between alkanethiols, sulfides and noble metals such as gold, silver, plat- 
inum and copper, and (iii) ionic bond between carboxylic acids, amines, 
alcohols on metal or ionic compound substrates. 

One of the important applications of self-assembly that has been exten- 
sively studied is the introduction of various desired functionalities and 
surface chemistry to the inorganic materials. In the synthesis and fabrica- 
tion of nanomaterials and nanostructures, particularly the core-shell struc- 
tures, self-assembled organic monolayers are widely used to link different 
materials together. 

(iv) dialkyl disulfides on 

5.8.1. Monolayers of organosilicon or 
alkylsilane derivatives 

Typical formulas of alkylsilanes are RSiX3, R2SiX2 or R,SiX, where X is 
chloride or alkoxy group and R is a carbon chain that can bear different 
functionalities, such as amine or pyridyl. The chemistry of organosilicon 
derivatives has been discussed in a great detail by Pl~eddemann.~~ The 
formation of monolayers is simply by reacting alkylsilane derivatives with 
hydroxylated surfaces such as Si02, Ti02. 

In a typical procedure, a hydroxylated surface is introduced into a 
solution (e.g. -5 X 10-3M) of alkyltrichlorosilane in an organic solvent 
(e.g. a mixture of 80/20 Isopar-G/CC14) for a few minutes (e.g. 2-3 min.). 
A longer immersion time is required for surfactants with long alkyl chains. 
A reduction in surfactant concentration in solution takes longer time to 
form a complete monolayer as illustrated in Fig. 5.20, which presents 
the results of stearic acid (CI7H&OOH) monolayers on glass  slide^.^' 
The ability to form a complete monolayer is obviously dependent on the 
substrate, or the interactions between the monolayer molecules and the 
substrate surface. After immersion, the substrate is rinsed with methanol, 
DI water and then dried. Organic solvent is in general required for the 
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0.003 

0.002 

Time ol immersion, I (min.) Immersion Time (min.) 

Fig. 5.20. A reduction in surfactant concentration in solution takes longer time to form 
a complete monolayer, as illustrated by the results of stearic acid (CI7H3,COOH) 
monolyares on glass slides. [S.H. Chen and C.F. Frank, Langmuir 5, 978 (1989).] 
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Fig. 5.21. Alkylsilanes with more than one chloride or alkoxy groups, surface polymer- 
ization capable of forming silicon-oxygen-silicon bonds between adjacent molecules as 
commonly invoked deliberately by the addition of moisture. 

self-assembly for the alkylsilane derivatives, since silane groups undergo 
hydrolysis and condensation reaction when in contact with water, resulting 
in aggregation. In general, monolayers of alkylsilanes may be inherently 
more disordered than those of alkanethiols, where molecules have more 
freedom to establish a long-range order. For alkylsilanes with more than 
one chloride or alkoxy groups, surface polymerization is commonly invoked 
deliberately by the addition of moisture, so as to form silicon-oxygen-silicon 
bonds between adjacent molecules as sketched in Fig. 5.2 1. 

Monolayers of organosilicon were studied for applications in enzyme 
immobilization as early as in the late 1 9 6 0 ~ , ~ ~  surface silanization for the 
preparation of hydrophobic surfaces for LB films.93 This has also been 
studied for the preparation of inorganic aerogels under ambient pressure94 
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and in the fabrication of low dielectric constant porous inorganic 
rna te r ia l~ .~~ As will be discussed in the next chapter, the fabrication of 
oxide-metal core-shell nanostructures is heavily relied on the formation of 
an organic monolayer linking core and shell materials. For example, in a 
typical approach to the fabrication of silica-gold core-shell nanostruc- 
tures, organosilicon with amine as a functional group is used to form a 
monolayer on the surface of silica nanoparticles by self-assembly. The sur- 
face amine groups then attract gold nanoclusters in the solution, which 
result in the formation of a gold shell. 

One of the ultimate goals of using SA films is the construction of 
multilayer films that contain functional groups that possess useful physi- 
cal properties in a layer-by-layer fashion. Examples of those functional 
groups include electron donor or electron acceptor groups, nonlinear 
optical chromophores, moieties with unpaired spins. The construction of 
an SA multilayer requires that the monolayer surface be modified to be 
a hydroxylated surface, so that another SA monolayer can be formed 
through surface condensation. Such hydroxylated surfaces can be pre- 
pared by a chemical reaction and the conversion of a nonpolar terminal 
group to a hydroxyl group. Examples include a reduction of a surface ester 
group, a hydrolysis of a protected surface hydroxy group, and a hydrobo- 
ration-oxidation of a terminal double bond.96i97 Oxygen plasma etching 
followed with immersion in DI-water also effectively makes the surface 
hydr~xylated.~~ A subsequent monolayer is added onto the activated or 
hydroxylated monolayer through the same self-assembly procedure and 
multilayers can be built just by repetition of this process. Figure 5.22 
shows such a SA multilayer structure. However, it should be noted that in 
the construction of multilayers, the quality of monolayers formed by self- 
assembly may rapidly degrade as the thickness of the film  increase^.^^.^^ 

5.8.2. Monolayers of alkanethiols and sulfides 

Monolayers of alkanethiols on gold surfaces are an extensively studied SA 
system since 1983.loo Sulfur compounds can form strong chemical bonds 
to go1d,'o'~102 silver,84 copper, lo3 and platinums6 surfaces. When a fresh, 
clean, hydrophilic gold substrate is immersed into a dilute solution (e.g. 
10-3M) of the organosulfur compound in an organic solvent, a closely 
packed and oriented monolayer would form. However, immersion times 
vary from a few minutes to a few hours for alkanethiols, or as long as sev- 
eral days for sulfides and disulfides. For the self-assembly of alkanethiol 
monolayers, lov3 M is a convenient concentration widely used for most 
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OH OH OH OH OH 
-a , Hydroxylation 

SA multilayers 

Fig. 5.22. Schematic showing the process of formation of self-assembled multilayer structure. 

experimental work, a higher concentration such as lo-* M can be used for 
simple alkanethiols. Although ethanol has been used in most experiments 
as the preferred solvent, other solvents may be used. One important con- 
sideration in choosing a solvent is the solubility of alkanethiol derivatives. 
Bain et d l O 1  showed that there is no considerable solvent effect on the 
formation of monolayers of alkanethiols. However, it is recommended to 
use a solvent that does not show a tendency to incorporate into the two- 
dimensional system and examples include ethanol, THF, acetonitrile, etc. 

Table 5.5 summarizes the effect of various head groups on monolayer 
formation on a gold surface.'"' The advancing contact angles of water and 
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Table 5.5. Adsorption of terminally functionalized alkyl chains from ethanol 
onto gold.IW 

8 (H20)" 8 (HD)b Thickness (A) Obsdc Culcdd 

CH3(CH2)17NH2 90 12 6 22-24 
CH3(CH2)160H 95 33 9 2 1-23 
CH3( CH2) I 6C07.H 92 38 I 22-24 
CH3(CH2)16C0NH2 74 18 I 22-24 
CH3(CH2) 16CN 69 0 3 22-24 

84 31 4 28-3 1 CH3(CH2)2 1 Br 
h CH3(CHZ)14C02Et 82 28 6 

[CH3(CH2)9CCl2Hg 70 0 4 17-19 
[CH3(CH2)1513Pe 1 1 1  44 21 21-23 
CH3(CH2)22NC 102 28 30 29-33 
CH3(CH2)15SHf 112 47 20 22-24 
[CH3(CH2)15Sl2 110 44 23 22-24 
[CH3(CH2) 1512s6 112 45 20 22-24 
CH3(CH2)150CS2Na 108 45 21 24-26 

Note: aAdvancing contact angle of water. bAdvancing contact angle of hexadecane. CComputed from 
ellipsometric data using n = 1.45. dAssumed that the chains are closely packed, trans-extended and 
tilted between 30" and 0" from the normal to the surface. eAdsorbed from acetonitrile. 'Reference 
105. gReference 106. hAn ester group is too large to form a closely packed monolayer. 

hexadecane are studied, and the thickness measured using ellipsometer. 
It is clear that sulfur, phosphorus strongly interact with the gold surface, 
resulting in the formation of a closely packed, ordered monolayer. It 
should be noted that the isonitrile forms only poorly packed monolayers 
as compared with those formed by the thiols and phosphines. In the same 
study, they conducted a competition experiment and concluded that the 
thiol group forms the strongest interaction with the gold surface over all 
the head groups studied. 

5.8.3. Monolayers of carboxylic acids, amines 
and alcohols 

Spontaneous adsorption and self-arrangement of long chain alkanoic 
acids on and metalg9 substrates have been another widely stud- 
ied self-assembly system. The most commonly used head groups include 
-COOH, -OH and -NH2, which ionize in the solution first and then form 
ionic bond with substrates. Although the interaction between head groups 
and substrate plays the most important role in self-assembly and thus 
determines the quality of the resultant SA monolayers, the alkyl chains 
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also play an important role. In addition to the interchain van der Waals 
and electrostatic interactions, alkyl chains may provide space for better 
arrangement of head groups resulting in the formation of closely packed 
SA monolayers or restrict packing and ordering in the self-assembly, 
depending on the molecular structures of alkyl chains.'Os,'10 

SA monolayers have been exploited for applications of surface chem- 
istry modification, introduction of functional groups on the surface, con- 
struction of multilayer structures. SA monolayers have also been used 
to enhance the adhesion at the  interface^.^^ Various functional groups 
can also be incorporated into or partially substitute alkyl chains in surfac- 
tant molecules. SA monolayers have also be used in the synthesis and 
fabrication of core-shell nanostructures with silane groups linking to 
oxides and amines linking to metals.'@ 

Self-assembly is a wet chemical route to the synthesis of thin films, 
mostly organic or inorganic-organic hybrid films. This method is often 
used for the surface modification by formation of a single layer of 
molecules, which is commonly referred to as self-assembled monolayer 
(SAM). This method has also been explored to assemble nanostructured 
materials, such as nanoparticles into an ordered macroscale structures, 
such as arrays or photonic bandgap crystals. Self-assembly of nanoparti- 
cles and nanowires is one of the topics to be discussed in Chapter 7. 
Arguably, all spontaneous growth processes of formation of materials 
such as single crystal growth or thin film deposition can be considered as 
self-assembly process. In those processes, growth species self-assemble at 
low energy sites. Growth species here for self-assembly are commonly 
atoms. For more conventional definition of self-assembly, the growth 
species are commonly molecules. However, nanoparticles or even micron- 
sized particles are also used as growth species for self-assembly. 

5.9. Langmuir-Blodgett Films 

Langmuir-Blodgett films (LB films) are monolayers and multilayers of 
amphiphilic molecules transferred from the liquid-gas interface (commonly 
water-air interface) onto a solid substrate and the process is generally 
referred to as Langmuir-Blodgett technique (LB technique).' lo  Langmuir 
carried out the first systematic study on monolayers of amphiphilic mole- 
cules at the water-air interface and the first study on a deposition of multi- 
layers of long-chain carboxylic acid onto a solid substrate was carried out."' 

Before discussing in more detail about the LB films, let us briefly review 
what is the amphiphile. The amphiphile is a molecule that is insoluble in 
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water, with one end that is hydrophilic, and therefore is preferentially 
immersed in the water and the other that is hydrophobic and preferentially 
resides in the air or in the nonpolar solvent. A classical example of an 
amphiphile is stearic acid, C17H35C02H. In this molecule, the long hydro- 
carbon tail, C17H35 - is hydrophobic, and the carboxylic acid head group, 
-C02H is hydrophilic. Since the amphiphiles have one end that is 
hydrophilic and the other that is hydrophobic, they like to locate in inter- 
faces such as between air and water, or between oil and water. This is the 
reason they are also called surfactants. However, it should be noted that the 
solubility of an amphiphilic molecule in water depends on the balance 
between the alkyl chain length and the strength of its hydrophilic head. 
Certain strength of the hydrophilic head is required to form LB films. If the 
hydrophilicity is too weak, no LB film can be formed. However, if the 
strength of the hydrophilic head is too strong, the amphiphilic molecule is 
too soluble in water to allow the formation of a monolayer. Table 5.6 sum- 
marizes the properties of different head groups. I l 2  The soluble amphiphile 
molecules may form micelles in water when their concentration exceeds 
their critical micellar concentration, which will be discussed hrther in the 
synthesis of ordered mesoporous materials in the next chapter. 

The LB technique is unique, since monolayers can be transferred to 
many different substrates. Most LB depositions have involved hydrophilic 
substrates where the monolayers are transferred in the retraction mode.113 
Glass, quartz and other metal substrates with an oxidized surface are used 
as substrate, but silicon wafer with a surface of silicon dioxide is the most 
commonly used substrate. Gold is an oxide-free substrate and also com- 
monly used to deposit LB films. However, gold has a high surface energy 
(-1000 mJ/m2) and is easily contaminated, which results in an uneven 

Table 5.6. The effect of different functional groups on LB film formation of 
C16-compounds.' l 2  

h y  weak Weak Strong Very strong 
(no film) (unstable film) (stable LB film) (soluble) 

Hydrocarbon XH20CH3 -CH20H -SO3- 
- C H 4  -C6H40CH3 -COOH -SO3- 
-CH2Br XOOCH3 -CN 46H4s04-  
-CH2CI -CONH2 -N%+ 
-NO2 -CH=NOH 

-C&OH 
-CH2COCH3 
-NHCONHp 
-NHCOCH3 
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64 
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Fig. 5.23. Schematic showing the formation of Langmuir films, which denote the molec- 
ular films at the water-air interface, a drop of a dilute solution of an amphiphilic molecule 
in a volatile solvent, such as CHC13, is spread on the water-air interface of a trough. 

quality of LB films. Cleanliness of the substrate surface is crucial to high 
quality LB films. In addition, the purity of the organic amphiphiles under 
study is of great importance, since any contamination in the amphiphile 
will be incorporated into the monolayer. 

Figure 5.23 schematically shows the formation of Langmuir films, 
which denote the molecular films at the water-air interface, a drop of a 
dilute solution of an amphiphilic molecule in a volatile solvent, such as 
CHC13, is spread on the water-air interface of a trough. As the solvent 
evaporates, the amphiphilic molecules are dispersed on the interface. The 
barrier moves and compresses the molecules on the water-air interface; 
the intermolecular distance decreases and the surface pressure increases. 
A phase transition may occur, which is assigned to a transition from the 
“gas” to the “liquid” state. In the liquid state, the monolayer is coherent, 
except the molecules occupy a larger area than in the condensed phase. 
When the barrier compresses the film further, a second phase transition 
can be observed from the “liquid” to the “solid” state. In this condensed 
phase, the molecules are closely packed and uniformly oriented. 

Two methods are commonly used to transfer monolayers from the 
water-air interface onto a solid substrate. The more conventional method 
is the vertical deposition as sketched in Fig. 5.24. When a substrate is 
moved through the monolayer at the water-air interface, the monolayer 
can be transferred during emersion (retraction or upstroke) or immersion 
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Fig. 5.24. The more conventional vertical deposition method for the formation of LB 
films on substrates. 

(dipping or down stroke). A monolayer usually will be transferred during 
retraction when the substrate surface is hydrophilic, and the hydrophilic 
head groups interact with the surface. However, if the substrate surface is 
hydrophobic, the monolayer will be transferred in the immersion, and the 
hydrophobic alkyl chains interact with the surface. If the deposition 
process starts with a hydrophilic substrate, it becomes hydrophobic after 
the first monolayer transfer, and thus the second monolayer will be trans- 
ferred in the immersion. Multiple layer films can be synthesized just by 
repeating the process. Figure 5.25 shows the film thickness proportionally 
increased with the number of layers.’ l4 

Another method to build LB multilayer structure is the horizontal lift- 
ing, also referred to as Schaefer’s method. Schaefer’s method is useful for 
the deposition of very rigid films. In this method as sketched in Fig. 5.26, 
a compressed monolayer is first formed at the water and air interface, 
a flat substrate is placed horizontally on the monolayer film. When the 
substrate is lifted and separated from the water surface, the monolayer is 
transferred onto the substrate. 

Thermal stability and order-disorder transition are two important 
issues for any practical applications of LB films. Although a lot of 
research has been done in the past two decades, many issues remain 
unsolved and our understanding on the structures and stability of LB films 
is still very limited. 

Self-assembly and LB technique offer the possibility of design and 
the construction of stable organic superlattices. For example, SA can be 
applied to assemble electron donor and electron acceptor groups, sepa- 
rated by well-defined distances - that can exchange electrons following 
optical excitation. This may allow the construction, for example, of an 
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Layer number 

Fig. 5.25. Film thickness proportionally increased with the number of layers. [N. Tillman, 
A. Ulman, and T.L. Penner, Langmuir 5, 101 (1989).] 

la 

I C 

3 

4 

Fig. 5.26. Schaefer’s method useful for the deposition of very rigid films, in which, a com- 
pressed monolayer is first formed at the water and air interface, a flat substrate is placed 
horizontally on the monolayer film. 



218 Nanostructures and Nanomaterials 

electronic shift register memory based on molecular electron transfer 
reactions. 

5.1 0. Electrochemical Deposition 

Electrochemical deposition or electrodeposition is a very well established 
thin film growth method. In the previous chapter, we discussed the growth 
of nanowires using this method, and some hndamentals of the process have 
been introduced already. In this section, our focus will be on the deposition 
of films. The key parameters in the electrodeposition of elemental films can 
be conveniently grouped into thermodynamic and kinetic considerations. 

As discussed in the previous chapter, the electrochemical potential of a 
metal electrode, E, is given by the Nernst equation: 

R T  
niF E = Eo + lnai (5.38) 

where Eo is the standard electrode potential, or the potential difference 
between the electrode and the solution, when the activity, ab of the ions is 
unity, F, the Faraday's constant, R,, the gas constant and T, temperature. 
The Nernst equation represents an equilibrium state. When the electro- 
chemical potential is deviated from its equilibrium value by, for example, 
applying an external electric field, either reduction (leading to deposition 
of solid) or oxidation (dissolution of solid) reaction will take place on the 
surface or metal electrode till a new equilibrium state is reached. The dif- 
ference in potential is referred to as the over-potential or over-voltage. A 
careful control of over-potential is very important to avoid electrolysis of 
solvent or deposition of impurity phase. In addition, the interactions of the 
solute ion Mm+ with the solvent, or with complex-forming ligands should 
be considered. These interactions and other factors such as the ionic strength 
of the solution must be carefully controlled. Besides thermodynamics, there 
are many kinetic factors that influence the deposition of elemental films. 
The rate of the electron transfer reaction, i.e. the oxidation-reduction kinet- 
ics, influences the nature and morphology of the deposit. The nucleation 
rate of crystals is a hnction of the over potential,'16 and also influences the 
nature of the deposit. In the case of a diffkion-limited deposition, the rate 
of mass transport of solute species to the electrode surface has great effect 
on the rate of deposition that can be achieved. Electrolyte agitation can lessen 
the difhsion layer thickness and favor rapid deposition, but maximum stable 
growth is generally produced in solutions of relatively high solute activity, 
high diffusion coefficient (low solution viscosity), and low growth velocity.' l 7  

Dissociation kinetics of solvated or complex ions influences the metal ion 
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activity at the electrode surface and may limit the deposition rate that can 
be achieved for desired deposition morphology. 

Electrodeposition of alloys and compounds is far more complex."8-'20 
In alloy and compound electrodeposition, the equilibrium potentials of the 
alloy or compound components, the activities of the ions in solution, and 
the stability of the resultant deposit all are important thermodynamic con- 
siderations. For a compound MnNm, the conditions necessary to obtain the 
simultaneous deposition of two different kinds of ions at the cathode is: 

E M  + 7-p = E N  + y" (5.39) 

where EM and EN are the respective equilibrium potentials of M and N, ym 
and y" are the over potentials required for electrodepositing M and N, 
respectively. Considering the fact that the activities of the metals M and N 
in the compound or alloy are determined by their concentrations in the 
solution and by the thermodynamic stability of the deposit, and often vary 
during deposition, it is very difficult to control deposit stoichiometry. In 
addition, control of ionic strength and solute concentration are important 
for uniform deposition. 

For the growth of films by electrodeposition, a few practical concerns 
deserve a brief discussion here: 

(1) Though aqueous solutions are often used, nonaqueous solvent or 
molten salts are also used. Electrolysis of water is one of the main rea- 
sons that nonaqueous solvent or molten salts are used. 

(2) The electrical conductivity of the deposit must be high enough to 
permit the deposition of successive layers. The electrodeposition is 
therefore applied only for the growth of metal, semiconductors and 
conductive polymer films. 

(3) Deposition can be accomplished at constant current or constant poten- 
tial, or by other means, such as involving pulsed current or voltage. 

(4) Post treatment may be employed to improve the characteristics of the 
deposits. 

5.11. Sol-Gel Films 

Sol-gel processing is widely used in the synthesis of inorganic and 
organic-inorganic hybrid materials and capable of producing nanoparti- 
cles, nanorods, thin films and monolith. In the previous chapters, we 
discussed the fabrication of nanoparticles and nanorods using sol-gel pro- 
cessing. A general introduction to sol-gel processing was presented in 
Chapter 3. For more detailed information, the readers are recommended to 
excellent books by Brinker and Scherer,12' Pierre,' l2  and Wright and 
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S~mmerdi jk . '~~ Sol-gel methods for oxide coatings were reviewed by 
Francis.124 Here we will focus our discussion only on the hdamentals and 
methods of the formation of sol-gel thin films. Prior to sol-gel transition or 
gelation, sol is a highly diluted suspension of nanoclusters in a solvent, and 
typically sol-gel films are made by coating sols onto substrates. Although 
some two-dozen methods are available for applying liquid coatings to 
substrates, the best choice depends on several factors including solution 
viscosity, desired coating thickness and coating speed.'25 Most commonly 
used methods for sol-gel film deposition are spin- and dip-coating~,'~~
though spray and ultrasonically pulverized spray were also u ~ e d . ' ~ *

In dip-coating, a substrate is immersed in a solution and withdrawn at 
a constant speed. As the substrate is withdrawn upward, a layer of solution 
is entrained, and a combination of viscous drag and gravitational forces 
determines the film thickness, 

H =  c l ( p g )  TUO f (5.40) 

where is the viscosity, Uo the withdrawal speed, p the density of the coating 
sol, and cl is a constant. Figure 5.27 illustrates various stages of the dip-coat- 
ing process.I3' It should be noted that the equation does not account for the 
evaporation of solvent and continuous condensation between nanoclusters 
dispersed in the sol as illustrated in Fig. 5.28.'32 However, the relationship 
between the thickness and the coating variables is the same and supported by 

C 
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d 
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Fig. 5.27. Stages of the dip-coating process: (a-e) batch and (0 continuous. [L.E. Scriven, 
in Better Ceramics Through Chemistry III, eds. C.J. Brinker, D.E. Clark, and D.R. Ulrich, 
The Materials Research Society, Pittsburgh, PA, p. 717, 1988.1 



Two-Dimensional Nanostructures: Thin Films 22 1 

Fig. 5.28. Schematic showing the competing processes of evaporation of solvent and con- 
tinuous condensation between nanoclusters dispersed in the sol during dip-coating. [C.J. 
Brinker and A.J. Hurd, 1 Phys. 111 (Fr.) 4, 123 1 (1 994).] 

the experimental results,'33 but the proportionality constant is different. The 
thickness of a dip-coated film is commonly in the range of 5&500nm,'34 
though a thinner film of -8 nm per coating was also r e ~ 0 r t e d . I ~ ~  

Spin-coating is used routinely in microelectronics to deposit photore- 
sists and specialty polymers and has been well ~ t u d i e d . ' ~ ~ . ' ~ ~  A typical 
spin coating consists of four stages: delivery of solution or sol onto the 
substrate center, spin-up, spin-off and evaporation (overlaps with all 
stages). After delivering the liquid to the substrate, centrifugal forces drive 
the liquid across the substrate (spin-up). The excess liquid leaves the sub- 
strate during spin off. When flow in the thin coating is no longer possible, 
evaporation takes over to further reduce the film thickness. A uniform 
film can be obtained when the viscosity of the liquid is not dependent on 
shear rate (i.e. Newtonian) and the evaporation rate is independent of posi- 
tion. The thickness of a spin-coated film, H, is given by'38 

(5.41) 

where pA is the mass of volatile solvent per unit volume, pAo its initial 
volume, w the angular velocity, -q the liquid viscosity, and e the evapora- 
tion rate, which is related to the mass transfer coefficient. It is clear from 
the equation that the film thickness can be controlled by adjusting the 
solution properties and the deposition conditions. 

In the process of creating a sol-gel coating, the removal of solvent or dry- 
ing of the coating proceeds simultaneously with continuous condensation 
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and solidification of the gel network. The competing processes lead to cap- 
illary pressure and stresses induced by constrained shrinkage, which result 
in the collapse of the porous gel structure, and may also lead to the forma- 
tion of cracks in the resultant films. The drying rate plays a very important 
role in the development of stress and formation of cracks particularly in the 
later stages and depends on the rate at which solvent or volatile components 
dif ise  to the free surface of the coating and the rate at which the vapor is 
transported away in the gas. 

Stress develops during drying of a solidified coating due to constrained 
shrinkage. Solvent loss after solidification is a common source of stress in 
solvent-cast polymer coatings and Croll defines such a stress as139,140: 

(5.35) 

where E(a) is a nonlinear elastic modulus anci v the Poisson's ratio of the 
coating, +s and &. are the volume fractions of solvent at solidification and 
residual after drying, respectively. The relationship shows that solvent con- 
tent at solidification should be minimized to lower the stress in the coating. 
In the formation of sol-gel coating, it is very important to limit the con- 
densation reaction rate during the removal of solvent upon drying, so that 
the volume fraction of solvent at solidification is kept small. To relieve 
stresses, the material can relax internally by molecular motion or it can 
deform. Internal relaxation slows as the material approaches an elastic 
solid and deformation is restricted by adherence to the substrate. Since the 
stress-free state shrinks during solidification and adherence to the substrate 
confines shrinkage in the coating to the thickness direction, in-plane ten- 
sile stresses result. Cracking is another form of stress relief. For sol-gel 
coatings, the formation of cracks limits the coating thickness commonly 
less than 1 micron. A critical coating thickness, T,, has been defined.14'p*42 

-- 
bti, 

Aa2 
T =- (5.36) 

where E is the Young's modulus of the film, A is a dimenionless propor- 
tionality constant, and G, the energy required to form two new crack 
surfaces. The concept of critical thickness is supported by experimental 
reports. For example, a critical thickness of 600 nm was reported in Ceria 
sol-gel films, and cracks formed above this t h i~kness . ' ~~  

It should also been noted that sol-gel coatings are commonly porous 
and amorphous. For many applications, subsequent heat treatment is 
required to achieve full densification and convert amorphous to crys- 
talline. Mismatch of thermal expansion coefficients of sol-gel coatings 
and substrates is another important source of stress, and a residual stress 
in sol-gel coatings can be as high as 350MPa.'44 
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Organic-inorganic hybrids are a new type of materials, which are not 
present in nature, and sol-gel is the obliged route to synthesize them.i221145 
The organic and inorganic components can interpenetrate each other on 
a nanometer scale. Depending on the interaction between organic and 
inorganic components, hybrids are divided into two classes: (i) hybrids 
consisting of organic molecules, oligomers or low molecular weight poly- 
mers embedded in an inorganic matrix to which they are held by weak 
hydrogen bond or van der Waals force and (ii) in those, the organic and 
inorganic components are bonded to each other by strong covalent or par- 
tially covalent chemical bonds. The organic component can significantly 
modify the mechanical properties of the inorganic c ~ m p o n e n t . ' ~ ~  The 
porosity can also be controlled as well as the hydrophilic and hydropho- 
bic b a 1 a n ~ e . I ~ ~  Hybrids with new ~ p t i c a l ' ~ ~ > ' ~ ~  or electrical'50 properties 
can be tailored. Some hybrids can display new electrochemical reactions 
as well as special chemical or biochemical rea~t iv i ty . '~ ' ' '~~  

Porosity is another important property of sol-gel film. Although for 
many applications, heat-treatment at elevated temperatures is employed to 
remove the porosity, the inherited porosity enables sol-gel film for many 
applications such as matrix of catalyst, host of sensing organic or biocom- 
ponents, electrode in solar cells. Porosity itself also renders other unique 
physical properties such as low dielectric constant, low thermal conductiv- 
ity, etc. Organic molecules such as surfactants and diblock polymers have 
been used to form templates in the synthesis of ordered mesoporous mate- 
rials, which will be another subject of discussion in the next chapter. 

There are many other chemical solution deposition (CSD) methods. 
Fundamentals discussed above are generally applicable to other CSD meth- 
ods. For example, the competing processes during drying, the development 
of stresses and the formation of cracks are similar to that in sol-gel films. 

5.1 2. Summary 

A variety of methods for thin film deposition has been summarized and 
briefly discussed. Although all the methods can make films with thickness 
less than 100nm, they do offer varied degree of control of thickness and 
surface smoothness. Both MBE and ALD offer the most precise control of 
deposition at the single atomic level, and the best quality of the grown film. 
However, they suffer from the complicated deposition instrumentation and 
slow growth rate. Self-assembly is another method offering a single atomic 
level control; however, it is in general limited to the fabrication of organic 
or inorganic-organic hybrid thin films. 
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Chapter 6 

Special Nanomaterials 

6.1. Introduction 

In the previous chapters, we have introduced the fundamentals and 
general methods for the synthesis and fabrication of various nanostruc- 
tures and nanomaterials including nanoparticles, nanowires and thin 
films. However, there are a number of important nanomaterials not 
included in these discussions, since their syntheses are unique and diffi- 
cult to group into previous chapters. Examples of such nanomaterials are 
carbon fullerenes and nanotubes, ordered mesoporous materials, organic- 
inorganic hybrids, intercalation compounds, and oxide-metal core-shell 
structures. In addition, bulk materials with nanosized building blocks, 
such as nanograined ceramics and nanocomposites, have not been 
discussed so far. In this chapter, we will discuss the synthesis of these 
special nanomaterials. Most of these nanomaterials are unique, do not 
exist in nature, and are truly “man-made” relatively recently, therefore, 
a brief introduction to the materials, such as their peculiar structures and 
properties, has also been included in the discussion. All the discussion 
has been kept very general, but detailed references are given so that the 
readers can easily find literature to gain more insight to those subjects 
when needed. 

229 
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6.2. Carbon Fullerenes and Nanotubes 

Carbon is a unique material, and can be a good metallic conductor in the 
form of graphite, a wide band gap semiconductor in the form of diamond, 
or a polymer when reacted with hydrogen. Carbon provides examples of 
materials showing the entire range of intrinsic nanometer scaled structures 
from fbllerenes, which are zero-dimensional nanoparticles, to carbon 
nanotubes, one-dimensional nanowires to graphite, a two-dimensional 
layered anisotropic material, to fullerene solids, a three-dimensional bulk 
materials with the fullerene molecules as the fundamental building block 
of the crystalline phase. In this section, we will briefly discuss the syn- 
thesis and some properties of fullerenes, fullerene crystals and carbon 
nanotubes. For more general research information about carbon science or 
detailed information on carbon fullerenes and carbon nanotubes, the read- 
ers are referred to excellent review articles and books, such as that by 
Dresselhaus'*2 and references therein. 

6.2.1. Carbon fu//erenes 

Carbon fullerene commonly refers to a molecule with 60 carbon atoms, c60, 
and with an icosahedral ~ymmetry,~ but also includes larger molecular 
weight fullerenes C,(n > 60). Examples of larger molecular weight 
fbllerenes are C70, c76, C7*, Cso, and higher mass fbllerenes, which possess 
different geometric structure,M e.g. C70 has a rugby ball-shaped symmetry. 
Figure 6.1 shows the structure and geometry of some fullerene  molecule^.^ 
The name of fbllerene was given to this family of carbon molecules because 
of the resemblance of these molecules to the geodesic dome designed and 
built by R. Buckminster Fuller,* whereas the name of buckminster fbllerene 
or buckyball was specifically given to the c60 molecules, which are the most 
widely studied in the fbllerene family and deserve a little more discussion on 
its structure and properties. 

The 60 carbon atoms in c60 are located at the vertices of a regular trun- 
cated icosahedron and every carbon site on c 6 0  is equivalent to every other 
site. The average nearest neighbor C-C distant in c60  (1.44 is almost 
identical to that in graphite (1.42 A). Each carbon atom in c60 is trigonally 
bonded to other carbon atoms, the same as that in graphite, and most of 
the faces on the regular truncated icosahedron are hexagons. There are 20 
hexagonal faces and 12 additional pentagonal faces in each c60 molecule,. 
which has a molecule diameter of 7.10A.3>10 Although each carbon atom 
in c60 is equivalent to every other carbon atom, the three bonds emanating 
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Fig. 6.1. (a) The icosahedral C,o molecule. (b) The C,, molecule as a rugby ball-shaped 
molecule. (c) The C8, molecule as an extended rugby ball-shaped molecule. (d) The Cs0 
molecule as an icosahedron. [M.S. Dresselhaus and G. Gresselhaus, Ann. Rev. Muter. Sci. 
25, 487 ( I  995).] 

from each atom are not equivalent. Each carbon atom has four valence 
electrons for the formation of three chemical bonds, and there will be two 
single bonds and one double bond. The hexagonal faces consist of alter- 
nating single and double bonds, whereas the pentagonal faces are defined 
by single bonds. In addition, the length of single bonds is 1.46 A, longer 
than the average bond length, 1.44 A, while the double bonds are shorter, 
1.40 A. The structures of other fullerene molecules can be considered 
as a modification of C60 by varying the number of hexagonal faces as far 
as the Euler’s theorem is not violated, which states that a closed surface 
consisting of hexagons and pentagons has exactly 12 pentagons and an 
arbitrary number of hexagons.13 For example, C7,, structure can be envi- 
sioned by adding a belt of five hexagons around the equatorial plane of the 
c60 molecule normal to one of the five-fold axis. 

Fullerenes are usually synthesized by using an arc discharge between 
graphite electrodes in approximately 200torr of He gas, first demon- 
strated in 1990 by Kratschmer and coworkers. l 4  The heat generated at the 
contact point between the electrodes evaporates carbon to form soot and 
fullerenes, which condense on the water-cooled walls of the reactor. This 
discharge produces a carbon soot that can contain up to - 15% fullerenes: 
c60  (-13%) and C,, (-2%). The fullerenes are next separated from the 
soot, according to their mass, by use of liquid chromatography and using 
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a solvent such as a toluene. However, there is no definite understanding of 
the growth mechanism of the fullerenes. Fullerene chemistry has been a 
very active research field, because of the uniqueness of the c60 molecule 
and its ability to have a variety of chemical reac t ion~. '~J~  

6.2.2. FMerene-derived crystals 

In a solid state, fullerene molecules crystallize into crystal structures 
through weak intermolecular forces and each fullerene molecule serves as 
a fundamental building block of the crystalline phase. For example, the 
c60 molecules crystallize into a face-centered cubic (FCC) structure with 
lattice constant of 14.17A and a C60-C60 distance of lO.O2A.I7 The mol- 
ecules are almost freely rotating with three degree of rotation at room 
temperature, as shown by nuclear magnetic resonance methods. The crys- 
talline forms of fullerenes are often called fullerites.'* Single crystals can 
be grown either from solution using solvents such as CS2 and toluene or 
by vacuum sublimation, though the sublimation yields better crystals and 
is generally the method of choice.'9 

6.2.3. Carbon nanofubes 

There are excellent reviews and books on the synthesis and the physical 
properties of carbon nanot~bes,2@-~~ and therefore, in this section, only a 
brief summary of the fundamentals and general approaches for the syn- 
thesis of carbon nanotubes is presented. There are single-wall carbon nan- 
otube or SWCNT, and multi-wall carbon nanotube or MWCNT. The 
fundamental carbon nanotube is a single-wall structure and can be under- 
stood by referring to Fig. 6.2.' In this figure we see that points 0 and A 
are crystallographically equivalent on the graphene sheet, where X-axis 
is placed parallel to one side of the honeycomb lattice. The points 0 and 
A can be connected by a vector Ch = rial + ma2, where al and a2 are unit 
vectors for the honeycomb lattice of the graphene sheet. Next we can draw 
normals to c h  at points 0 and A to obtain lines OB and AB'. If we now 
superimpose OB onto AB', we obtain a cylinder of carbon atoms that con- 
stitutes a carbon nanotube when properly capped at both ends with half of 
a fullerene. Such a single-wall carbon nanotube is uniquely determined by 
the integers (n,m). However, from an experimental standpoint, it is more 
convenient to denote each carbon nanotube by its diameter dt = C h h  and 
the chiral angle 8. Depending on the chiral angle, a single-wall carbon 
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Fig. 6.2. The chiral vector OA or C, = nu, + mu2 is defined on the honeycomb lattice of car- 
bon atoms by unit vectors a1 and a2 and the chiral angle 0 with respect to the zigzag axis. 
Along the zigzag axis, 0 = 0". Also shown is the lattice vector OB = Tof the one-dimensional 
nanotube unit cell. The rotation angle $ and the translation T (not shown) constitute the basic 
symmetry operation R = ($17) for the carbon nanotube. The diagram is constructed for 
(n,m) = (4,2). The area defined by the rectangle (OAB'B) is the area of the one-dimensional 
unit cell of the nanotube. [M.S. Dresselhaus, Ann. Rev. Muter: Sci. 27, 1 (1997).] 

nanotube can have three basic geometries-armchair with 8 = 30", zigzag 
with 0 = 0", and chiral with 0<0<30", as shown in Fig. 6.3.24 

Multi-wall carbon nanotube consists of several nested coaxial single- 
wall tubules. The arrangement of the carbon atoms in the hexagonal net- 
work of the multi-wall carbon nanotube is often helicoidal, resulting in the 
formation of chiral tubes.31 However, there appears to be no particular 
ordering between individual cylindrical planes forming the multi-wall car- 
bon nanotube such as can be found in graphite where the planes are 
stacked relative to each other in an ABAB configuration. In other words, 
a given multi-wall carbon nanotube will typically be composed of a mix- 
ture of cylindrical tubes having different helicity or no hecility, thereby 
resembling turbostratic graphite. Typical dimensions of multi-wall carbon 
nanotube are outer diameter: 2-20 nm, inner diameter: 1-3 nm, and 
length: 1-100 km. The intertubular distance is 0.340nm, which is slightly 
larger than the interplanar distance in graphite. 

Carbon nanotubes can be prepared by arc e ~ a p o r a t i o n , ~ ~  laser 
ablation,26 pyrolysis,27 PECVD,28 and electrochemical  method^.^^?^^ 
Carbon nanotubes were first synthesized by Iijima in 1991 in the carbon 
cathode by arc di~charge.~] However, the experimental discovery of sin- 
gle-wall carbon nanotubes came in 1993,32,33 whereas the discovery in 
1996 of a much more efficient synthesis route, involving laser vaporiza- 
tion of graphite to prepare arrays of ordered single-wall n a n ~ t u b e s
offered major new opportunities for quantitative experimental studies of 
carbon nanotubes. 
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Fig. 6.3. Schematic models for single-wall carbon nanotubes with the nanotube axis 
normal to (a) the 0 = 30” direction (an armchair ( a n )  nanotube); (b) the 8 = 0” direction 
(a zigzag (n,O) nanotube); and (c) a general direction OB (see Fig. 6.2) with 0” < 0 C 30” 
[a chiral (n,rn) nanotube]. The actual nanotubes shown in the figure correspond to (n,m) 
values of (a) (5,5), (b) (9,0), and (c) (10,5). [M.S. Dresselhaus, G. Dresselhaus, and 
R. Saito, Carbon 33, 883 (1995).] 

The formation of the carbon nanotubes in most cases requires an “open 
end” where the carbon atoms arriving from the gas phase could coherently 
land and incorporate into the structure. Growth of nested multi-wall nano- 
tubes can be stabilized by the strained “liplip” bonding between the 
coaxial edges, highly fluctuating and, therefore, accessible for new atoms. 
In general the open end can be maintained either by a high electric field, 
by the entropy opposing the orderly cap termination, or by the presence of 
a metal cluster. 

The presence of an electric field in the arc-discharge is believed to pro- 
mote the growth of carbon n a n ~ t u b e s . ~ ~ , ~ ~  Nanotubes form only where the 
current flows, on the larger negative electrodes. Typical rate of the cath- 
ode deposition is about a millimeter per minute, with the current and volt- 
age in the range of 100 A and 20 V respectively, which maintains a high 
temperature of 2000-3000°C. For example, Ebbesen and A j a ~ a n ~ ~  used 
carbon arc evaporation to produce carbon nanotubes in high yields. In 
their experiment, an arc plasma is generated between the two carbon elec- 
trodes in an inert atmosphere, e.g. He, by applying a DC current density 
of - 150 A/cm2 with a voltage of -20 F? The extremely high growth tem- 
peratures required in the arc discharge experiments can cause the grown 
carbon nanotubes to sinter, and the sintering of carbon nanotubes is 
believed to be the predominant source of defects.37 
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An addition of a small amount of transition metal powder such as Co, 
Ni or Fe, favors a growth of single-wall n a n ~ t u b e s . ~ * ! ~ ~  Thess et al.34 grew 
uniform diameter (10,lO) nanotubes with high yield, by condensation of 
laser-vaporized carbon catalyst mixture at a lower temperature of 
- 1200°C. It is believed that the alloy cluster anneals all unfavorable stmc- 
tures into hexagons, which in turn welcome the newcomers and promote 
the continuous growth of straight nanotubes. Figure 6.4 illustrates the ener- 
getics of growth, the relative binding energies in nanotubes, graphite and 
the feedstock components.I8 

Growth of aligned carbon nanotubes was first demonstrated by CVD 
directly on Fe nanoparticles embedded in mesoporous silica.38 The diam- 
eter, growth rate and density of vertically aligned carbon nanotubes are 
found to be dependent on the size of the catalyst.39 Plasma induced well- 
aligned carbon nanotubes can be grown on contoured surfaces and with a 
growth direction always perpendicular to the local substrate surface as 
shown in Fig. 6.5.40 The alignment is primarily induced by the electrical 
self-bias field imposed on the substrate surface from the plasma environ- 
ment. It was found that switching the plasma off effectively turns the 
alignment mechanism off, leading to a smooth transition between the 
plasma-grown straight nanotubes and the thermally grown “curly” nan- 
otubes as shown in Fig. 6.6.40 DC-bias has found to enhance the nucle- 
ation and growth of aligned carbon n a n o t ~ b e s . ~ ~  

A C  Energy, eV/atom 
I atoms in thc gas 
I 

I -0.180 

Graphcne sheet 

Fig. 6.4. “Food chain” illustrates how the metal (Ni/Co) cluster is able to eat essentially any 
carbon material it encounters and feed the digested carbon bits to the growing end of the 
nanotube. The vertical axis shows the cohesive energy per atom for the different forms of 
carbon consumed in nanotube growth. The energy cost for curving the graphene sheet into 
the cylinder of the (1 0,lO) tube is only 0.045 eV, or 0.08 eV nm2/d for a tube of any diam- 
eter d. The elastic stretching of a tube by 15% adds approximately 0.66 eV per atom above 
the graphene. [R.E. Smalley and B.I. Yakobson, Solid State Commun. 107, 597 (1998).] 
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Fig. 6.5. (a) An SEM micrograph showing the radially grown nanotubes on the surface of 
a 125 pm-diameter optical fiber. (b) A close-up micrograph showing the conformally per- 
pendicular nature of the nanotube grown on the fiber. ( c F ( 0  are examples of nonplanar, 
complex surfaces where nanotubes can be conformally grown perpendicular to the local 
surface. [C. Bower, W. Zhu, S. Jin, and 0. Zhou, Appl. Phys. Lett. 77, 830 (2000).] 

Fig. 6.6. (a) An SEM micrograph and (b) a schematic showing the straightkurled nan- 
otube structure produced by an alternating plasma and thermal process (a 2 min plasma 
process followed by a 70 min thermal process), indicating both the field induced alignment 
effect and the base growth mechanism. (c) TEM micrograph showing a bundle of nan- 
otubes with the upper portion straight and the lower portion curled. [C. Bower, W. Zhu, 
S. Jin, and 0. Zhou, Appl. Phys. Lett. 77, 830 (2000).] 
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It should be noted that the catalyst growth mechanism of carbon 
nanotubes is similar to that of VLS growth of nanowires or nanorods 
discussed in Chapter 4. Baker and Harris proposed this model for the cat- 
alytic carbon filament growth.42 Atomic carbon dissolves into the metal 
droplets, then diffuses to and deposits at the growth surface, resulting in 
the growth of carbon nanotubes. The catalyst growth offers an additional 
advantage; it is relatively easy to prepare patterned carbon nanotube films 
by standard lithographic  technique^^^,^^ and to grow aligned carbon nan- 
otubes with or without the ~ u b s t r a t e . ~ ~ ? ~ ~  Methods of CVD growth of 
carbon nanotubes, assisted by the transition metal catalysts, are also con- 
sidered as the method for the mass p rodu~ t ion .~~  CVD methods also allow 
the growth of carbon nanotubes at much lower growth temperatures such 
as 700 or 800"C.48949 The as-grown nanotubes generally show poor crys- 
tallinity, but can be much improved by a heat treatment at 2500-3000°C 
in argon.50 

For the catalytic growth, two models have been proposed to explain 
the experimental observations: the base growth and tip growth, which 
were originally developed for the catalytic growth of carbon  filament^.^' 
Both models are used to explain the growth of carbon nanotubes. In the 
case of PECVD and pyrolysis growth, the catalytic particles are usually 
found at the tip and explained by the tip growth m ~ d e l . ~ * - ~ ~  The base 
model has been used to explain the vertically aligned carbon nanotube 
growth by thermal CVD using iron as ~ a t a l y s t . ~ ~ - ~ ~  However, experi- 
ments showed that the vertical growth of aligned carbon nanotubes does 
not necessarily follow the base-growth model.60 The growth of aligned 
carbon nanotubes is possible through both tip-growth and base-growth 
models, depending on the catalyst and substrate used in the deposition 
method. Furthermore, the diffusion of precursor molecules to the cata- 
lyst at the bottom of the growing nanotubes would be difficult, particu- 
larly considering the high density and large length (up to 100 pm) of the 
grown carbon nanotubes. However, no research has been done to address 
this issue yet. 

Another proposed mechanism for the carbon nanotube growth assumes 
that the nanotubes are always capped.61 The growth is nucleated at active 
sites of a vapor-grown carbon fiber and the growth involves C2 dimer 
absorption near a pentagon at the cap of the nanotube. Subsequent restruc- 
turing would result in the formation of an additional carbon hexagon, 
which is added into the nanotube and leads to the growth of the tube. 

In almost all the synthesis methods, carbon nanotubes are found along 
with other carbon materials, such as amorphous carbon and carbon 
nanoparticles. Purification is generally required and refers to the isolation 
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of carbon nanotubes from other entities. Three basic methods have been 
used for purification: gas phase, liquid phase and intercalation methods.62 
The gas phase purification method removes nanoparticles and amorphous 
carbon in the presence of nanotubes by an oxidation p r o ~ e s s . ~ ~ ? ~ ~  The gas 
phase purification process also tends to burn off many of the nanotubes, 
particularly the smaller diameter nanotubes. Liquid phase removal of 
nanoparticles and other unwanted carbons is achieved using a potassium 
permanganate, KMn04 treatment.65 This method retains most of carbon 
nanotubes, a higher yield than gas phase purification, but with shorter 
length. Carbon nanoparticles and other carbon species can be intercalated 
by reacting with CuCl2-KC1, whereas the nanotubes would not intercalate 
since they have closed cage structures. Subsequent chemical reactions can 
remove the intercalated species.66 

Properties of carbon nanotubes have been extensively studied. Langer 
et aZ.67 were the first to study the transport properties of carbon nanotubes, 
and further measurements were done by many research g r o ~ p s .
Carbon nanotubes are excellent candidates for stiff and robust structures, 
since the carbon-carbon bond in graphite is one of the strongest in nature. 
TEM observation revealed that carbon nanotubes are flexible and do not 
break upon bending.71 Thermal conductivity of carbon nanotubes could be 
extremely high, considering the fact that thermal conductivity of diamond 
and graphite (in-plane) are extremely high,72 and thermal conductivity of 
individual carbon nanotubes was found much higher than that of graphite 
and bulk n a n ~ t u b e s . ~ ~  Carbon nanotubes have a wide spectrum of poten- 
tial applications. Examples include use in ~atalysis,’~ storage of hydrogen 
and other gases,75 biological cell  electrode^,^^ quantum resistors,77 
nanoscale electronic and mechanical devices,7g electron field emission 
tips,79 scanning probe tip,*O flow sensorsg1 and nanocomposites.g2 

6.3. Micro and Mesoporous Materials 

According to the classification made by IUPAC,s3 porous solids can be 
grouped into three categories, depending on their pore diameter: microp- 
orous (d < 2 nm), mesoporous (2 nm < d < 50 nm), and macroporous 
(d> 50 nm) materials. Almost all of zeolites and their derivatives are 
microporous, whereas surfactant templated mesoporous materials and 
most xerogels and aerogels are mesoporous materials. In this section, we 
will briefly introduce these meso and microporous materials and their 
respective synthesis techniques. This field has been extensively covered 
with excellent review  article^.^^,^^ 
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6.3.1. Ordered mesoporous structures 

Ordered mesoporous materials are made with a combination of using self- 
assembled surfactants as template and simultaneous sol-gel condensation 
around template. Mesoporous materials may have many important tech- 
nological applications as supports, adsorbents, sieves or nanoscale chem- 
ical reactors. Such materials have uniformly sized and shaped pores with 
diameters ranging from 3 nm to several tens nanometers and microns long, 
and often have a very large pore volume (up to 70%) and very high sur- 
face area (>700m2/g). Before we discuss the details of the synthesis of 
ordered mesoporous materials, a brief introduction to surfactants and the 
formation of micelles is given. 

Surfactants are organic molecules, which comprise two parts with dif- 
ferent polarity.86 One part is a hydrocarbon chain (often referred to as 
polymer tail), which is nonpolar and hence hydrophobic and lipophilic, 
whereas the other is polar and hydrophilic (often called hydrophilic head). 
Because of such a molecular structure, surfactants tend to enrich at the 
surface of a solution or interface between aqueous and hydrocarbon sol- 
vents, so that the hydrophilic head can turn towards the aqueous solution, 
resulting in a reduction of surface or interface energy. Such concentration 
segregation is spontaneous and thermodynamically favorable. Surfactant 
molecules can be generally classified into four families, and they are 
known as anionic, cationic, nonionic and amphoteric surfactants, which 
are briefly discussed below: 

(1) Typical anionic surfactants are sulfonated compound with a general 
formula R-S03Na, and sulfated compounds of R-OS03Na, with R 
being an alkyl chain consisting of 11 to 21 carbon atoms. 

(2) Cationic surfactants commonly comprise of an alkyl hydrophobic 
tail and a methyl-ammonium ionic compound head, such as cetyl 
trimethyl ammonium bromide (CTAB), C16H33N(CH3)3Br and cetyl 
trimethyl ammonium chloride (CTAC), C16H33N(CH3)3C1. 

( 3 )  Nonionic surfactants do not dissociate into ions when dissolved in a 
solvent as both anionic and cationic surfactant. Their hydrophilic head 
is a polar group such as ether, R-0-R, alcohol, R-OH, carbonyl, 
R-CO-R, and amine, R-NH-R. 

(4) Amphoteric surfactants have properties similar to either nonionic sur- 
factants or ionic surfactants. Examples are betaines and phospholipids. 

When surfactants dissolve into a solvent forming a solution, the surface 
energy of the solution will decrease rapidly and linearly with an increasing 
concentration. This decrease is due to the preferential enrichment and the 
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ordered arrangement of surfactant molecules on the solution surface 
i.e. hydrophilic heads inside the aqueous solution andor away from non- 
polar solution or air. However, such a decrease stops when a critical con- 
centration is reached, and the surface energy remains constant with further 
increase in the surfactant concentration, as shown in Fig. 6.7. This figure 
also shows that surface energy of a solution changes with the addition of 
general organic or inorganic solutes. The critical concentration in Fig. 6.7 
is termed as the critical micellar concentration, or CMC. Below the CMC, 
the surface energy decreases due to an increased coverage of surfactant 
molecules on the surface as the concentration increases. At the CMC, the 
surface has been fully covered with the surfactant molecules. Above the 
CMC, further addition of surfactant molecules leads to phase segregation 
and formation of colloidal aggregates, or m i c e l l e ~ . ~ ~  The initial micelles 
are spherical and individually dispersed in the solution, and would transfer 
to a cylindrical rod shape with further increased surfactant concentration. 
Continued increase of surfactant concentration results in an ordered paral- 
lel hexagonal packing of cylindrical micelles. At a still higher concentra- 
tion, lamellar micelles would form. Inverse micelles would form at an even 
higher concentration. Figure 6.8 are schematics of various micelles formed 
at various surfactant concentrations above the CMC. 

Micelles, particularly hexagonal or cubic packing of cylindrical 
micelles have been used as templates to synthesize ordered mesoporous 
materials through sol-gel processing.88 The formation of this new family 
of materials was first reported in 1992.89>90 The first ordered mesoporous 

y s  Electrolytes 

k 
C 

c.m.c. 

Fig. 6.7. Effect of different solutes on the surface tension of a solution. Surfactants, or 
surface active molecules will preferably allocate at the surface, resulting in a decrease in 
surface tension with an increasing concentration till the critical micellar concentration, or 
CMC is reached. Further increase in surfactant concentration will not reduce the surface 
tension. 
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Anionic surfactant 

Fig. 6.8. (a) Spherical micelle forms first as the concentration of surfactants is above the 
CMC. (b) Individual cylindrical micelle forms as the concentration of surfactants increases 
further. (c) Further increased concentration of surfactants results in the formation of 
hexagonally packed cylindrical micelles, (d) Lamellar micelles would form when the 
concentration of surfactants rises even further. 

materials synthesized were denoted as MCM-41 and MCM-48. MCM-41 
is an aluminosilicate possessing hexagonally arranged one-dimensional 
pores with diameters ranging from 1.5 to lOnm, and MCM-48 is an alu- 
minosilicate with a three-dimensional pore system and diameters of order 
of 3 nm. It should be noted that the inorganic portion of mesoporous mate- 
rials MCM-4 1 and MCM-48 are amorphous aluminosilicates. 

The process is conceptually straightforward and can be briefly 
described below. Surfactants with a certain molecule length are dissolved 
into a polar solvent with a concentration exceeding its CMC, mostly at a 
concentration, at which hexagonal or cubic packing of cylindrical micelles 
is formed. At the same time, the precursors for the formation of desired 
oxide(s) are also dissolved into the same solvent, together with other nec- 
essary chemicals such as a catalyst. Inside the solution, several processes 
proceed simultaneously. Surfactants segregate and form micelles, whereas 
oxide precursors undergo hydrolysis and condensation around the 
micelles simultaneously, as schematically shown in Fig. 6.9. 
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Fig. 6.9. Schematic showing the process of the formation of mesoporous materials. 
Surfactant molecules form cylindrical micelles with hexagonal packing, while inorganic 
precursors form a framework around the micelles through hydrolysis and condensation 
reactions. 

Various organic molecules including surfactants and block copolymers 
have been used to direct the formation of ordered mesoporous materi- 
a l ~ . ~ ~ - ~ ~  Various oxides other than silica and aluminosilicates are found to 
form ordered mesoporous  structure^.^^-^^' A lot of research has been con- 
ducted in the synthesis of ordered mesoporous complex metal 
O X ~ ~ ~ S , ~ ~ J ~ ~ , ~ ~ ~  also called mixed metal oxides, which possess many 
important physical properties conducive to a wide range of applications, 
particularly as heterogeneous catalysts in modern chemical industry. The 
greatest challenge in the synthesis of ordered mesoporous complex metal 
oxides is the same as the formation of nanoparticles and nanowires of 
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complex metal oxides by sol-gel processing, which is to ensure the for- 
mation of homogeneous desired stoichiometric composition through hetero- 
condensation. All the general considerations that have been discussed 
previously are applicable here. However, the situation here is even more 
complex, since the presence of surfactants in the solution would compli- 
cate the reaction kinetics of hydrolysis and condensation reactions. Some 
surfactants would act as catalysts to promote hydrolysis and condensation 
reactions. The presence of relatively large surfactant molecules and 
micelles in the solution would certainly have a steric effect on the diffu- 
sion process. Although all these surfactant effects are present in the syn- 
thesis of single metal oxide mesoporous materials, a given surfactant may 
have varied degree effects on different precursors. Therefore, the influ- 
ences of surfactants on the hydrolysis and condensation reactions in the 
formation of ordered mesoporous complex metal oxides should be care- 
fully considered. Table 6.1 summarizes some physical properties of meso- 
porous complex oxides and Fig. 6.10 shows TEM images of various 
mesoporous materialsg5 

Optically transparent and electronically conductive complex oxide, 
indium tin oxide (ITO), has also been studied to form mesoporous struc- 
ture.’@ In the fabrication of mesoporous ITO, a prime impediment is used 
to control the competing hydrolysis and condensation reactions, which 
is achieved by employing atrane complexes as precursors to slow the 
kinetics of hydrolysis. Indium acetate and tin isopropoxide with desired 
stoichiometric ratios were dissolved in a 10-fold molar excess of tri- 
ethanolamine under an inert nitrogen atmosphere. Approximately 10 vol% 
dry formamide was also added to lower the viscosity. After the solution was 
mixed for 4 hr, CTAB in a 3.5 : 1 molar ratio with respect to the total metal 
concentration was admixed to the solution, and the pH was adjusted to 8 
with 4 M sodium hydroxide. The mixture was held at 80°C for 96 hr prior 
to filtering off the product. The resultant IT0 powder with a In : Sn molar 

Table 6.1. Physical properties of mesoporous complex metal oxides. 

Oxide Pore size (nm) BET surface BETsurface Porosity (“A) 
area (m2/g) area (m2/cm3) 

SiA103,, 6 310 986 59 
Si2AI05,5 10 330 965 55  

A12Ti05 8 270 1093 59 

ZrW208 5 170 1144 51 

SiTi04 5 495 1638 63 

ZrTi04 8 130 670 46 
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Fig. 6.10. TEM micrographs of two-dimensional hexagonal mesoporous Ti02 (a, b), Zr02 
(c, d), Nb2O5 (e) and SiAI03,5 ( f ) .  (a, d) are recorded along the [110] zone axis and (b, c, e,  
f )  along the [OOI]  zone axis, respectively, of each material. Insets in (a) and (c) are selected- 
area electron diffraction patterns obtained on the image area. (g) Bright-field TEM image of 
a thin slice of the mesoporous Ti02 sample. (h) Dark-field image obtained on the same area 
of the same Ti02 sample. The bright spots in the image correspond to Ti02 nanocrystals. The 
images were recorded with a 200 kV EOL-2000 TEM. All samples were calcined at 400°C 
for 5 hr in air to remove the block copolymer surfactant species. [P.D. Yang, D.Y. Zhao, 
D.I. Margoless, B.F. Chemelka, and G.D. Stucky, Nature 396, 152 (1998).] 



Special Nanomaterials 245 

ratio of 1 : 1 has a BET surface area of 273 m2/g and a pore diameter of 
-2 nm as determined by nitrogen adsorption isotherms. XRD indicates the 
formation of crystalline IT0 after calcinations at unspecified temperatures, 
and TEM image shows a worm-hole topography. However, electrical con- 
ductivity measurements taken on a water-free pressed pellet showed an 
average value of u = 1.2 X 1 0-3 S/cm at room temperature, which is about 
3 orders of magnitude lower than that of IT0 thin films under the same 
condition. 

In addition to manipulating chemical compositions, crystal and 
microstructures, physical and chemical properties can also be introduced 
into order mesoporous materials through various surface modifications, 
including coating, grafting and self-assembly. lo5-l 

Typical mesoporous materials are in the form of powders (or bulk meso- 
porous materials) and films. Bulk mesoporous materials comprise a collec- 
tion of macroscopically sized grains (up to several hundreds micrometers). 
In each grain, there is crystallographically ordered mesoporous structure, 
however, all grains are randomly packed. This hinders diffusional accessi- 
bility to the mesopore structure, and thus limits the applications of ordered 
mesoporous materials in practice. Several groups have been successful in 
aligning mesoporous films parallel to a substrate surface over large areas, 
or within microchannels.' 12-11' However, there is limited accessibility to the 
pores due to parallel alignment to the surface rather than the ideal perpen- 
dicular alignment. Efforts have also been made in achieving the alignment 
of mesoporous silica perpendicular to a surface (i.e. dead end pores), but 
this was done with a strong magnetic field on a small sample size and has 
very limited practical possibilities. The synthesis of oriented or hierarchi- 
cally structured mesoporous materials has also been reported. ' 19-12' 

6.3.2. Random mesoporous structures 

Mesoporous structures can be created by a variety of other methods. 
Examples include leaching a phase separated glass, 122 anodic oxidation of 
thin metal foils in an acidic e le~trolyte , '~~ radiation-track etching,124 and 
sol-gel processing.125 In this section, the discussion will be focused on 
sol-gel derived mesoporous materials. Depending on the conditions 
applied for the removal of solvent during drying, two types of mesoporous 
materials can be obtained. One is xerogel, when solvents are removed 
under ambient conditions. Another is aerogel, which refers to mesoporous 
material with very high porosity and surface area and is generally made 
with supercritical drying. Both xerogels and aerogels are highly porous 
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with typical average pore size of several nanometers. However, aerogels 
have higher porosity ranging from 75% to 99%, whereas xerogels typi- 
cally have a porosity of 50%, but can have less than 1%. 

Xerogels. The formation of porous structure by sol-gel processing is 
conceptually straightforward. During a sol-gel processing, precursor mol- 
ecules undergo hydrolysis and condensation reactions, leading to the for- 
mation of nanoclusters. Aging will allow such nanoclusters to form gel, 
which consists of three-dimensional and interpenetrated networks of both 
solvent and solid. When the solvent is subsequently removed during dry- 
ing, the gel network would partially collapse due to the capillary force, P,, 
as given by the Laplace equation126: 

where YLv is the surface energy of liquid-vapor interface, 0 is the wetting 
angle of liquid on solid surface, R, and R2 are the principal radii of a 
curved liquid-vapor surface. For a spherical interface, R1 =R2. The col- 
lapse of the solid gel network driven by the capillary force would result in 
an appreciable loss of porosity and surface area. However, such a process 
in general would not result in the formation of dense structure. It is 
because the collapse of the gel network would promote the surface con- 
densation and result in strengthening the gel network. When the strength 
of the gel network is sufficiently large to resist the capillary force, the col- 
lapse of gel network stops and porosity would be preserved. Similar 
processes occur in both monolith formation where the sol is allowed to gel 
through aging, and film formation where solvent evaporates prior to gela- 
tion, though kinetics and the strength of the gel network are significantly 
different. Table 6.2 listed some properties of porous oxide synthesized by 
sol-gel processing. 127 Typical pore size of sol-gel derived porous materi- 
als ranges from subnanometer to several tens nanometers depending on 
the sol-gel processing conditions and subsequent thermal treatment. For a 
given system, a higher thermal treatment temperature results in a larger 
pore size. The initial pore size is largely dependent on the size of nan- 
oclusters formed in the sol and how well is the packing of these nan- 
oclusters. Smallest pores are generally obtained from silica system. When 
silicon alkoxide precursors are hydrolyzed and condensed with acid as a 
catalyst, a linear silica chain would form. Such linearly structured silica 
chain would collapse almost completely upon removal of solvent, leading 
to the formation of relatively dense material. When the base is used as a 
catalyst, a highly branched nanocluster structure would form and subse- 
quently lead to the formation of highly porous materials. Organic compo- 
nents are also often incorporated into the gel network to facilitate the pore 
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Table 6.2. Structural properties of sol-gel derived porous materials.'2' 

Materials Sintering Sintering Pore diameter Porosity BET surface 
Temp time area 

y-AI00H 

Y-AI203 

O-A1203 
a-AI2O3 
TiOz 

Ce02 

A1203-Ce02 

AI2O3-TiO2 
A1203-Zr02 

200 
300 
500 
550 
800 
900 

1000 
300 
400 
450 
600 
300 
400 
600 
450 
600 
450 
450 
750 

1000 

34 
5 

34 
5 

34 
34 
34 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
5 
5 
5 

2.5 
5.6 
3.2 
6.1 
4.8 
5.4 

3.8 
4.6 
3.8 

20 
2 
2 

2.4 
2.6 
2.5 
2.6 
2.6 

78 

2 2 0  

41 315 
47 131 
50 240 
59 147 
50 154 
48 99 
41 15 
30 119 
30 87 
22 80 
21 10 
15 41 

5 11 
1 1 

39 164 
46 133 

43 216 
44 179 

3 8 4 8  220-260 

size and porosity. For example, alkyl chains were incorporated into silica 
network to form relatively dense organic-silica hybrids. Porous structures 
were obtained when organic components were pyrolyzed. It should be 
noted that the porous structure formed by sol-gel processing is random 
and pores are tortuous, though the size distribution of pores is relatively 
narrow. 

Aerogels were first made in the early 1 9 3 0 ~ ' ~ ~  and have been studied 
for various applications since 1 The chemistry of aerogels and 
their applications has summarized in an excellent review paper. 1 3 '  

Typically wet gels are aged for a certain period of time to strengthen the 
gel network, and then brought to temperature and pressure above the 
supercritical point of the solvent in an autoclave, under which the solvent 
is removed from the gel network. Above the supercritical point, the differ- 
ence between solid and liquid disappears, and thus the capillary force 
ceases existence. As a result, the highly porous structure of the gel net- 
work is preserved. Such prepared aerogels can have porosity as high as 
99% and surface area exceeding 1000 m2/g. Supercritical drying process 
consists of heating the wet gel in an autoclave to both pressure and tem- 
perature above the critical point of the solvent, and then slowly evacuating 
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the liquid phase by reducing the pressure while maintaining the tempera- 
ture above the critical point. Figure 6.1 1 shows two common supercritical 
drying paths with a solvent of C 0 2 ,  and Table 6.3 listed some critical point 
parameters of common solvents.'32 

All materials that can be synthesized as wet gels by sol-gel processing 
can form aerogels with supercritical drying. In addition to silica aerogels, 
examples of other commonly studied inorganic aerogels are Ti02,133 
A1203,134 Cr203135 and mixed sili~a-alumina.'~~ Solvent exchange has 
been widely used to reduce the temperature and pressure required to reach 
a supercritical condition. Highly porous structure can also be obtained 
using ambient drying. To prevent the collapse of the original porous struc- 
ture of gel network, there are two approaches. One is to eliminate the 

P (MPa) 
4 

7.31 

31.0 T ("C) 

Fig. 6.11. An example of a possible supercritical drying path of COz. There are two prac- 
tical approaches: (I) increase the pressure above the vapor pressure at room temperature 
and then increase both temperature and pressure simultaneously by heating, and 
(11) increase the pressure above the supercritical point of the solvent and then heat the sam- 
ple above supercritical temperature while maintaining the pressure constant. 

Table 6.3. Critical point parameters of common solvents.'32 

Solvents Formula T, ("C) P, (MPa) 

Water H20 374. I 22.04 

Freon 116 (CF3)Z 19.7 2.97 
Acetone (CH3)20 235.0 4.66 
Nitrous oxide N20 36.4 7.24 
Methanol CH30H 239.4 8.09 
Ethanol C~HSOH 243.0 6.3 

Carbon dioxide COZ 31.0 7.37 
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capillary force, which is the fundamental concept of using supercritical 
drying and is discussed above. Another is' to manipulate the inbalance 
between the huge capillary force and the small mechanical strength of the 
gel network, so that the gel network is strong enough to resist the capil- 
lary force during the removal of solvent. Organic components is incorpo- 
rated into inorganic gel network to change the surface chemistry of the 
silica gel network and, thus, to minimize the capillary force and prevent 
the collapse of gel network. Organic components can be introduced 
through either copolymerization with organic components introduced 
in the form of organic p r e c u r s ~ r , ~ ~ ~ , ~ ~ ~  or self-assembly with solvent 
exchange.'39 The incorporation of organic components into silica gel net- 
work resulted in the formation of highly porous silica under ambient con- 
ditions, with a porosity of 75% or higher and a specific surface area of 
1000 m2/g. Organic aerogels can be made by polymerizing organic pre- 
cursors and subsequent supercritical drying of aged wet gels. The most 
extensively studied organic aerogels are the resorcinol-formaldehyde (RF) 
and formaldehyde (MF)  aerogel^.'^^,'^' Carbon aerogels are formed by 
pyrolysis of organic aerogels, typically at temperatures above 500°C. 
Carbon aerogels retain the high surface area and pore volume of their 
parent organic aerogels.'42 

6.3.3. Crystalline microporous materials: zeolites 

Zeolites are crystalline aluminosilicates and were first discovered in 
1756.143,'44 There are 34 naturally occurring zeolites and nearly 100 syn- 
thetic type zeolites. A zeolite has a three-dimensional framework structure 
with uniformly sized pores of molecular dimensions, typically ranging 
from -0.3 to 1 nm in diameter, and pore volumes vary from about 0.1 to 
0.35cc/g. Zeolites have a broad diverse spectrum of applications, and 
examples include catalysts, adsorbents and molecular sieves. Many review 
articles and books have been p ~ b l i s h e d . ' ~ ~ - ' ~ ~  Details of the structures and 
specific names of various zeolites have been summarized in litera- 
ture.'48-150 Only a brief description is given below. 

Zeolites are tectoaluminosilicates with a formal composition 
M2/,0~A1203.xSi02.yH20 ( n  = valence state of the mobile cation, Mf and 
x 22), in that they are composed of TO4 tetrahedra (T  = tetrahedral atom, 
i.e. Si, Al), each oxygen atom is shared between adjacent tetrahedral, 
which leads to the framework ratio of O/T being equal to 2 for all zeo- 
l i t e~ . '~ '  A dimensional framework is formed by 4-corner connecting TO4 
tetrahedra. When a zeolite is made of pure silica without any defects, each 
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oxygen atom at the corner is shared by two Si04 tetrahedra and the charge 
is balanced. When silicon is replaced by aluminum, alkali metal ions, such 
as Kf ,  Na+, alkaline earth ions, such as Ba2+, Ca2+, and protons, Hf are 
typically introduced to balance the charges. Such a framework formed is 
relatively open and characterized by the presence of channels and cavities. 
The size of the pores and the dimensionality of the channel system are 
determined by arrangement of TO4 tetrahedra. More specifically, the pore 
sizes are determined by the size of the rings that are formed by connecting 
various numbers of TO4 tetrahedra or T atoms. An 8-ring is designated to 
a ring comprised of 8 TO4 tetrahedra and is considered to be a small pore 
opening (0.41 nm in diameter), a 10-ring medium one (0.55 nm), and a 12- 
ring large one (0.74 nm), when rings are free of distortion. Depending on 
the arrangement or the connection of various rings, different structures or 
pore openings, such as cages, channels, chains and sheets, can be formed. 
Figure 6.12 shows some of these subunits, in which each cross point is des- 
ignated to a TO4 tetrahedron for ~1a r i ty . l~~  In this figure, the designations 
in terms of the n-rings defining the faces of these subunits are also 
included. For example, a cancrinite cage subunit is defined by six 4-rings 

cancrinite cage 
[4665] 

sodalite unit 
or p-cage 
[4668]  

a-cavity 
[ 4 ' 26 '8 6] 

Fig. 6.12. Some subunits and cages that recur in several framework types of zeolites; each 
cross point is designated to a TO4 tetrahedron where T is a metal such as silicon or alu- 
minum. [L.B. McCusker and C. Baerlocher, in Introduction to Zeolite Science and 
Practice, 2nd edition, eds., H. van Bekkum, E.M. Flanigen, P.A. Jacobs, and J.C. Jansen, 
Elsevier, Amsterdam, p. 37, 2001 .] 
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and five 6-rings, and is thus designated a [4665] cage. A nomenclature sim- 
ilar to that used for cages has also been developed to describe channels, 
chains and sheets. Different frameworks are formed by stacking various 
subunits and/or with different stacking sequences. There are 133 con- 
firmed zeolite framework types. Figure 6.13 shows two schematics of 
zeolite frameworks: SOD and LTA framework types.'50 

Zeolites are normally prepared by hydrothermal synthesis tech- 
n i q u e ~ . ' ~ ~ ? ' ~ ~  A typical synthesis procedure involves the use of water, a sil- 
ica source, an alumina source, a mineralizing agent and a structure-directing 
agent. The sources of silica are numerous and include colloidal silica, 
fumed silica, precipitated silica and silicon alkoxides. Typical alumina 
sources include sodium aluminate, boehmite, aluminum hydroxide, alu- 
minum nitrate and alumina. The typical mineralizing agent is hydroxyl ion, 
OH- and fluorine ion, F-. The structure-directing agent is a soluble organic 
species, such as quaternary ammonium ion, which assists in the formation 
of the silica framework and ultimately resides within the intracrystalline 
voids. Alkali metal ions can also play a structure-directing role in the crys- 
tallization process. Table 6.4 lists the reactants, synthesis temperatures, and 
the physical and chemical properties of zeolites Na-A and TPA-ZSM-5.'53 
Figure 6.14 gives SEM images of a few ze01ites.l~~ 

The syntheses can be sensitive to the reagent type, the order of addition, 
the degree of mixing, the crystallization temperature and time and the 
composition. There are numerous complex chemical reactions and 
organic-inorganic interactions occurring during the synthesis process. 

Fig. 6.13. (a) The SOD framework type, having a body centered cubic arrangement of p 
or sodalite cages (see Fig. 6.12). (b) The LTA framework type with a primitive cubic 
arrangement of a-cages joined through single 8-rings (producing a sodalite cage in the 
center). [L.B. McCusker and C. Baerlocher, in Introduction to Zeolite Science and 
Practice, 2nd edition, eds. H. van Bekkum, E.M. Flanigen, PA. Jacobs, and J.C. Jansen, 
Elsevier, Amsterdam, p. 37, 2001 .] 
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Table 6.4. Synthesis mixtures (in molar ratio), physical and chemical properties of 
zeolites Na-A and TPA-ZSM-5.'53 

Materials & properties Na-A TPA-SZM-5 

SiOz 

NazO 
A1203 

TPA20 
H 2 0  
T ("C) 
Pore structure 
Density (g/cm3) 
Pore volume (cm3/g) 
Lattice stabilization 
Si/AI ratio 
Bronsted activity 
Affinity 

1 
0.5 
1 

17 
<loo 
3D, cages linked via windows 
1.28 
0.37 
Na', H20 
1 
Low 
Hydrophilic 

- 

1 
<0.14 
0.16 
0.3 
49 
<150 
2D, intersecting channels 
1.77 
0.18 
TPA + 

0.12 
High 
Hydrophobic 

Depending on the mixture composition, the extent of reactions and the 
synthesis temperature, at least four types of liquids can be yielded153: 

(i) Clear solution that consists of molecular, monomeric and ionic 
species only, 

(ii) Sol or colloidal consisting of amorphous clusters with open structure 
(also called dispersed low density gel), 

(iii) Sol or colloidal with dispersed amorphous clusters with dense struc- 
ture (also referred to as separated high density gel), and 

(iv) Sol or colloidal with metastable crystalline solid nanoparticles (also 
called solid phase). 

Zeolites are subsequently formed through nucleation and crystallization 
from these systems. Various studies have been carried out to establish an 
understanding on the crystal growth mechanisms at the molecular level 
and the crystal-building  unit^.'^*,'^^ At least three types of crystal build- 
ing units have been suggested for the growth of zeolites: (i) tetrahedral 
monomeric species are considered as the primary building units, (ii) sec- 
ondary building units are the crystal building units, and (iii) clathrates are 
the building units in the nucleation and crystallization of zeolites. Two 
recent synthesis models are outlined below. Figure 6.15 illustrates the 
mechanism of structure direction and crystal growth in the synthesis of 
TPA-Si-ZSM-5 proposed by Burkett and Davis.154 During the synthesis, 
the inorganic-organic composite clusters are first formed by overlapping 
the hydrophobic hydration spheres of the inorganic and organic compo- 
nents and subsequent releasing of ordered water to establish favorable 
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Fig. 6.14. SEM images showing the crystalline nature of zeolites. Single crystals of (a) 
zeolite A, (b) analcime, and (c) natrolite. (d) A batch of zeolite L and (e) typical needle 
aggregates of zeolite mordenite. [J.C. Jansen, in Introduction to Zeolite Science and 
Practice, 2nd edition, eds. H. van Bekkum, E.M. Flanigen, P.A. Jacobs, and J.C. Jansen, 
Elsevier, Amsterdam, p. 175, 2001.1 

van der Waals interactions. Such inorganic-organic composite clusters 
serve as growth species for both initial nucleation and subsequent growth 
of zeolite crystals. The nucleation occurs through epitaxial aggregation of 
these composite clusters, whereas the crystal growth proceeds through 
difhsion of the same species to the growing surface to give a layer-by- 
layer growth mechanism. Another mechanism, called “nanoslab” hypoth- 
e ~ i s , ’ ~ ~  builds on the mechanism discussed above. The difference is that 
the inorganic-organic composite clusters form “nanoslabs” through epi- 
taxial aggregation first. Such formed “nanoslabs” aggregates with other 
“nanoslabs” to form bigger slabs as shown in Fig. 6. 16.’55 

Effects of structure-directing agent. When different organic mole- 
cules as structure-directing agents are included in an otherwise identical 
synthesis mixture, zeolites with completely different crystal structures can 
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Fig. 6.15. Mechanism of structure-direction crystal growth involving organic-inorganic 
composites in the synthesis of pure-silica ZSM-5 zeolite using TPA' as structure-directing 
agent. [S.L. Burkett and M.E. Davis, J Phys. Chem. 98,4647 (1 994).] 

be formed. For example, when N,N,N-trimethyl 1 -adamantammonium 
hydroxide is used as a structure-directing agent, zeolite SSZ-24 was 
formed, while ZSM-5 was produced by using tetrapropylammonium 
hydroxide as structure-directing agent. In addition, the choice of a structure- 
directing agent can affect the synthesis rate.'56 
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Fig. 6.16. The “nanoslab” hypothesis: (a) the precursor unit containing one TPA cation 
and (b) schematic representation of nanoslab formation by aggregation of precursor units. 
[C.E.A. Kirschhock, R. Ravishankar, L. Van Looveren, PA. Jacobs, and J.A. Martens, 
.I Phys. Chem. B103,4972 (1999).] 

The geometry of the structure-directing agent has a direct impact on the 
geometry of the zeolite synthesized. For example, SSZ-26 is a zeolite with 
intersecting 10- and 12-ring pores,’57 and was synthesized with a priori 
design using a propellane-based structure-directing agent. 158 It has been 
demonstrated experimentally and through molecular force field calcula- 
tions that the geometry of the pore sections of SSZ-26 matches very well 
with that of the organic structure-directing molecules and one structure- 
directing molecule is present at each channel intersection. 159 ZSM- 18 is 
an aluminosilicate zeolite containing 3-member rings’60 and was synthe- 
sized using structure-directing agent what was designed using molecular 
modeling.16’ An excellent fit exists between the zeolite cage and the 
organic structure-directing agent. 

Effects of heteroatoms. The addition of small quantities of tetrahedral 
cations, such as Al, Zn, B etc., to the synthesis mixtures has dramatic 
effects and results in significantly different zeolite structures when using 
identical structure-directing agents.’62 Table 6.5 compares some sys- 
tems.Iu For example, when other synthesis parameters are kept the same 
with tetraethylammonium cation, TEA+, as a structure-directing agent, 
ZSM-12 is formed when the ratio of SO,  to A1,0, is greater than 50. 
When a small amount of alumina is added zeolite beta is formed. Further 
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Table 6.5. Effect of aluminum, boron and zinc on the structure of zeolites or other 
compounds obtained using organic structural-directing agents.'* 

Organic agent SO2 Si02/A120s 
C50 

C8H20N ZSM-12 Zeolite Beta 
C16H32N4 ZSM-12 Zeolite Beta 
c I3H24N* ZSM-I2 Mordenite 

Cl3H24N* ssz-3 1 Mordenite 
c I 3H24N* ssz-24 ssz-25 

CIZH20N ssz-3 1 ssz-37 

Si02/B203 
<30 

Zeolite Beta 
Zeolite Beta 
Zeolite Beta 
ssz-33 
ssz-33 
ssz-33 

SiOZ/Zn 0 
<I00 

VPI-8 
VPI-8 
Layered Mater. 

VPI-8 
- 

~~ ~ ~~ 

* with different molecular structures 

addition of alumina to reach a ratio of 15 of Si02/A1203, ZSM-20 is then 
synthesized. The substitution of divalent and trivalent tetrahedral cations 
for Si4+ in the synthesis mixtures results in a negatively charged zeolite 
framework, which will coordinate more strongly with both the organic 
structure-directing cations and the inorganic cations, such as alkali metal 
cations. In addition, the change of both the cation-oxygen bond lengths 
and the cation-oxygen-cation bond angles would have appreciable influ- 
ences on the formation of building units.163 

Effects of alkali metal cations. The presence of alkali metal cations is 
required for the vast majority of zeolite syntheses at basic  condition^.'^^ 
A small concentration of alkali metal cations in aqueous solutions signif- 
icantly increases the dissolution rate of quartz, up to 15 times as much as 
the rate in deionized ~ a t e r . ' ~ ~ , ' ~ ~  It is generally accepted that the presence 
of alkali metal cations can accelerate the rate of nucleation and crystal 
growth of high-silica  zeolite^.'^^^'^^ However, it was also found that too 
much alkali metal cations may result in competition with the organic 
structure-directing agent for interactions with silica to result in layer- 
structured products.'68 

Organic-inorganic hybrid zeolites. Recently Yamamoto et al. 69 suc- 
ceeded in synthesis of organic-inorganic hybrid zeolites that contain an 
organic framework by partially superseding a lattice oxygen atom by a 
methylene group. Such hybrid zeolites are significantly different from the 
zeolites containing pendant organic groups.'70 The use of methylene- 
bridged organosilane as a silicon source gives zeolite materials containing 
an organic group as lattice, with several zeolitic phases such as the MFI 
and the LTA structures. In such hybrid zeolites, some of siloxane bonds, 
Si-0-25, are replaced by methylene frameworks, Si-CH,-Si. 
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6.4. Core-Shell Structures 

In Chapter 3 ,  we have discussed the synthesis of heteroepitaxial semicon- 
ductor core-shell structure. Although the chemical compositions of the core 
and shell are different, they possess similar crystal structure and lattice con- 
stants. Therefore, the formation of the shell material on the surface of 
grown nanometer sized particle (the core) is an extension of particle growth 
with different chemical composition. The core-shell structures to be dis- 
cussed in this section are significantly different. First, the core and shell 
often have totally different crystal structures. For example, one can be sin- 
gle crystal and another amorphous. Secondly, the physical properties of 
core and shell often differ significantly from one another; one may be 
metallic and another dielectric. Furthermore, the synthesis processes of 
cores and shells in each core-shell structure are significantly different. 
Although a variety of core-shell structures can be fabricated by various 
techniques, such as coating, self-assembly, and vapor phase deposition, the 
discussion in this section will be focused mainly on the core-shell struc- 
tures of novel metal-oxide, novel metal-polymer, and oxide-polymer sys- 
tems mostly by solution methods. Further, a monolayer of molecules 
assembled on the surface of nanoparticles will not be included in the fol- 
lowing discussion. Polymer monolayers are often used to induce the d i f i -  
sion-controlled growth and stabilize the nanoparticles, which has been 
already discussed in Chapter 3. Self-assembly of molecular monolayers has 
been one of the topics discussed in the previous chapter. 

6.4.1. Metal-oxide structures 

We shall take gold-silica core-shell structure as an example to illustrate 
the typical experimental approaches. 1 7 1 9 1 7 2  Gold surface has very little 
electrostatic affinity for silica, since gold does not form a passivation 
oxide layer in solution, and thus no silica layer will form directly on the 
particle surface. Furthermore, there are usually adsorbed organic mono- 
layers on the surface to stabilize the particles against coagulation. These 
stabilizers also render the gold surface vitreophobic. A variety of 
thioalkane and aminoalkane derivatives may be used to stabilize gold 
nan~particles. '~~ However, for the formation of core-shell structures, the 
stabilizers are not only needed to stabilize the gold nanoparticle by form- 
ing a monolayer on the surface, but also required to interact with silica 
shell. One approach is to use organic stabilizers with two fhctionalities at 
two ends. One would link to gold particle surface and the other to silica 
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shell. The simplest way to link to silica is to use silane coupling agents.'74 
(3-aminopropyl)trimethoxysilane (APS) has been the most widely used 
complexing agent to link gold core with silica shell. 

Figure 6.17 sketched the principal procedures of fabricating gold-silica 
core-shell structures. There are typically three steps. The first step is to 
form the gold cores with desired particle size and size distribution. The 
second step is to modify the surface of gold particle from vitreophobic to 
vitreophilic through introducing an organic monolayer. The third step 
involves the deposition of oxide shell. In the first developed fabrication 
p r o ~ e s s , ~ ~ * ~ ' ~ ~  gold colloidal dispersion is first prepared using the sodium 
citrate reduction method,175 resulting in the formation of a stable colloidal 
solution with gold nanoparticles of - 15 nm and 10% dispersity. 

In the second step, a freshly prepared aqueous solution ofAPS (2.5 mL, 
1 mM) is added to 500mL of gold colloidal solution under vigorous stir- 
ring for 15 min. A complete coverage of one monolayer of APS is formed 
on the gold particle surface. During this process, the previously adsorbed, 
negatively charged citrate groups are displaced by APS molecules, with 
the silanol groups pointing into solution. The process is driven by the large 
complexation constant for gold amines. The silane groups in APS mole- 
cules in aqueous solution undergo rapid hydrolysis and convert to silanol 
groups, which may react with one another through condensation reactions 
to form three-dimensional network. However, the rate of condensation 
reaction is rather slow at low c~ncentration. '~~ It should also be noted that 
during the self-assembly of APS on the surface of gold particles, the pH 
needs to be maintained above the isoelectric point of silica, which is 
2-3,'76 so that the silanol groups is negatively charged. In addition, the pH 
is required to ensure the adequate negative surface charge on the gold 

Fig. 6.17. Principal procedures for the formation of gold-silica core-shell structures. 
(a) Formation of monosized gold particles, (b) modifying the surface of gold nanoparticles 
by introducing a monolayer of organic molecules through self-assembly, and (c) deposition 
of silica shell. [L.M. Liz-Marzin, M. Giersig, and I? Mulvaney, Lungmuir 12,4329 (1996).] 
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nanoparticles, so that the positively charged amino groups are attracted to 
the gold surface. 

In the third step, a silica sol prepared by slowly reducing the pH of 
a 0.54wt% sodium silicate solution to 1 6 1  1 is added to the gold colloidal 
solution (with a resulting pH of -8.5) under vigorous stirring for at least 
24 hours. A layer of silica of 2-4nm thick is formed on the modified 
surface of the gold nanoparticles. In this step, slow condensation or poly- 
merization reaction is promoted by controlling the pH, so that the forma- 
tion of a thin, dense and relatively homogeneous silica layer around the 
gold particle can be p r ~ d u c e d . ' ~ ~ , ' ~ ~  Further growth of the silica layer was 
achieved by transferring the core-shell nanostructures to ethanol solution 
and by controlling the growth condition such that further growth of silica 
layer would be diffusion predominant, which is often referred to as Stober 
method.'78 Figure 6.18 shows TEM images of gold-silica core-shell 
nanostructure. 72 

Fig. 6.18. TEM Images of silica-coated gold particles produced during the extensive 
growth of the silica shell around 15 nm Au particles with TES in 4 : 1 ethanol/water mix- 
tures. The shell thicknesses are (a, top left) 10 nm, (b, top right) 23 nm, (c,  bottom left) 
58nm, and (4 bottom right) 83nm. [L.M. Liz-Marzan, M. Giersig, and P. Mulvaney, 
Langmuir 12,4329 (1  996).] 
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6.4.2. Metalkpolymer structures 

Emulsion polymerization is one of the widely used strategies for the 
creation of metal-polymer core-shell str~ctures.”~ For example, silver- 
polystyrene/methacrylate core-shell structures were prepared by emulsion 
polymerization of styrene and/or methacrylic acid in oleic acid. In this 
system, silver particles are coated with a uniform and well-defined layer 
with thickness ranging 2-10 The thickness of the layer can be read- 
ily controlled by changing the concentrations of monomers. Further etch- 
ing tests in concentrated chloride solutions revealed that the polymer 
coatings have a strong protection effect. 

Another example of the formation of metal-polymer core-shell struc- 
tures is membrane-based In this method, the metal parti- 
cles are first trapped and aligned inside the pores of membranes by 
vacuum filtration and then the polymerization of conducting polymers 
inside the pores are followed as schematically illustrated in Fig. 6.19.’83 
A porous alumina membrane with a pore size of 200 nm was used to trap 
gold nanoparticles, Fe(C104)3 was used as polymerization initiator and 
poured on top of the membrane. Several drops of pyrrole or N-methylpyrrole 
were placed underneath the membrane. Upon diffusion of the monomer 
molecules as a vapor inside the pores, it contacted with the initiators and 
formed polymer. The deposition of polymer was found to preferentially 
occur on the surface of the gold nanoparticles. The thickness of polymer 
shell can be controlled by the polymerization time and can be easily var- 
ied from 5 nm to 1OOnm. However, further polymerization time resulted 
in the formation of aggregated core-shell structures. Figure 6.20 shows the 

Au nanoparticles 
Porous A1203 / 

Membrane 0 

t 
Vacuum Entrapment Particle linking 

Fig. 6.19. Schematic representing the fabrication procedures of metal-polymer core-shell 
structures. [S.M. Marinakos, D.A. Shultz, and D.L. Feldheim, Adv. Muter: 11, 34 (1999).] 
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Fig. 6.20. TEM images of the gold-poly(pyrro1e) and composite poly(N-methylpyrrole)/ 
poly(pyrro1e) core-shell structures: (a) -30 nm diameter gold particles coated with Ppy 
and (b) polymer shell after the removal of Au with a mixture of 0.002 M h[Fe(CN),] and 
0.1 M KCN. [S.M. Marinakos, D.A.Shultz, and D.L. Feldheim, Adv. Muter: 11,34 (1999).] 

TEM images of the gold-poly(pyrro1e) and composite polyp-methylpyrrole)/ 
poly(pyrro1e) core-shell structures. 183 

6.4.3. Oxide-polymer structures 

The synthetic routes to produce polymer-coated oxide particles can be 
grouped into two main classes: polymerization at the particle surface or 
adsorption onto the particles. 1 8 4 7 1 8 5  Polymerization-based methods include 
monomer adsorption onto particles followed by subsequent polymeriza- 
tion181,182,186 and emulsion p o l y m e r i ~ a t i o n . ' ~ ~ , ' ~ ~  In the adsorption and 
polymerization of monomer approach, the polymerization can be activated 
by either the addition of an initiator or the oxide itself. For example, 
the coating of aluminum hydrous oxide modified silica particles with 
poly(diviny1benzene) (PDVB) layers was prepared by pre-treatment of the 
silica particles with coupling agents such as 4-vinylpyridine or 1 -vinyl-2- 
pyrrolidone, followed by subsequent admixing of divinylbenzene and a 
radical polymerization ir1itiat0r.I~~ The similar approach can be used to 
synthesize polymer layers of poly(viny1benzene chloride) (PVBC), copoly- 
mers of PDVB-PVBC, and double shells of PDVB and PVBC.I8* 
Polymerization of adsorbed monomers can also be initiated by the surface 
sites of oxide nanoparticles. For example, poly@yrrole) coatings on a range 
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of metal oxide particles have been formed in this way.186*'89 a-Fe2O,, SO2, 
and Ce02 were coated with poly(pyrro1e) by exposing the oxides to the 
polymerization medium of pyrrole in an ethanol and water mixture and 
heating to 100°C.189 Further, it was found that the thickness of the polymer 
coatings can be controlled by varying the contact time of the core with the 
polymerization solution and also depends on the inorganic core composi- 
tion and the additives in the solution. Figure 6.2 1 is the TEM images of sil- 
ica coated with p~ly(pyrrole). '~~ Polymer layers on inorganic nanoparticles 
can also be obtained through emulsion polymerization. 

Self-assembly has been widely studied for the construction of thin 
 film^.'^^,'^^ Self-assembled thin polymer layer has been used to stabilize 
the colloidal particles by direct adsorption of polymers from solution onto 
their surface,192 which has been discussed briefly in Chapters 2 and 3. 
It is also possible to form multilayers of polyelectrolytes by electrostatic 
self-assembly. 

Fig. 6.21. TEM (a,b) CuO, (c) NiO, and (d) Si02 particles coated with polypyrrole pre- 
pared with the same mass of metal oxides ( l .Omg~rn-~) ,  pyrrole (0.039gcrn-)), and 
ethanol (So/,), using 0 . 0 0 1 6 g ~ m " ~  PVA in (b) and no PVA in other cases. [C.L. Huang and 
E. Metijevic, J: Muter: Res. 10, 1327 (1995).] 
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6.5. 0 rg an i c-l no rg a n ic Hybrids 

Organic-inorganic hybrids are materials in which organic and inorganic 
components interpenetrate each other in nanometer scale and both form 
percolated three-dimensional networks commonly by sol-gel processing. 
Such organic-inorganic hybrids have also been termed Ormosils (organi- 
cally modified silicates) or Ormocers (organically modified ceramics) in 
literature. Hybrids are generally divided into two classes: (i) hybrids that 
consist of organic molecules, oligomers or low molecular weight polymers 
embedded in an inorganic matrix to which they are held by weak hydrogen 
bonds or van der Waals forces, and (ii) hybrids in that the organic and inor- 
ganic components are linked to each other through covalent bonds. Class I 
hybrids can be considered as molecular scale nanocomposites where 
organic components are physically trapped in an inorganic matrix; whereas 
class I1 hybrids can be considered as a huge molecule that links organic and 
inorganic components through true chemical bonds. 

6.5.1. Class I hybrids 

There are a few routes developed for the synthesis of class I hybrids, 
including hydrolysis and condensation of alkoxides inside soluble organic 
polymers, mixing alkoxides and organic compounds in a common solvent, 
and impregnating a porous oxide gel with organic compounds. All three 
techniques have been widely explored for the formation of various 
organic-inorganic hybrids. For example, hybrids comprising organic dyes 
embedded in inorganic matrix, such as silica, aluminosilicate and transi- 
tion metal  oxide^,'^^,'^^ composed of polymers in inorganic matrix, such 
as poly(N-vinyl pyrrolid~ne)-silica'~~ and poly (methylmethacrylate)- 
silica'96 are made by hydrolysis-condensation of alkoxides together with 
soluble organic polymers. Simultaneous gelation of the organic and inor- 
ganic components by mixing alkoxides and organic components in a 
common solvent is a method to ensure the formation of interpenetrated 
three-dimensional networks of both organic and inorganic components. 
However, the challenge is to prevent phase segregation and precipitation 
of organic components during hydrolysis and condensation processing, 
some precursor moaification is desired.'97 Various silica-based hybrids 
with organics including polyparaphenylene and polyaniline were synthe- 
sized using this approach.'98 Infiltration of organic components into 
highly porous inorganic gel networks is yet another method to make class I 
hybrids such as PMMA-si1i~a.l~~ 
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Ordered hybrids can also be made by intercalation of organic com- 
pounds in ordered inorganic hosts, which include clay silicates, metal phos- 
phates, layered metal oxides, halides or chalcogenides.2w For example, 
alkyl amines can be intercalated in between vanadium oxide layers that was 
made by hydrolyzing and condensing VO(OPrn)3 in n-propanol.201 
Intercalating materials will be discussed further later in Sect. 6.6. 

6.5.2. Class I1 hybrids 

Class I1 hybrids comprise organic and inorganic components chemically 
bonded with each other and truly differ from organic-inorganic nanocom- 
posites. In general, such hybrids are synthesized by hydrolyzing and poly- 
merizing organic and inorganic precursors simultaneously. Inorganic 
precursors are referred to inorganic salts, such as Sic& and ErCl,, organic 
salts, such as Cd(a~ac)~,  and alkoxides, such as Al(OR)3 and Ti(OR)4 
where R is alkyl group. All the coordination groups associated with the 
metal cations in inorganic precursors are hydrolysable, i.e. readily replace- 
able by hydroxyl andor 0x0 groups during hydrolysis and condensation 
process. Organic precursors consist of at least one unhydrolyzable coordi- 
nation group and examples are Si(OR)3R' and Si(OR)2R'2, which are also 
known as organoalkoxysilanes where R' is also an alkyl group linked to Si 
through Si-C bond. Such unhydrolyzable organic groups are referred to as 
pendant organic groups. For organoalkoxysilanes, no three-dimensional 
network would be formed if there are more than one pendant organic 
group attached to each silicon atom. There are other forms of organic pre- 
cursors in which unhydrolyzable organic groups bridge two silicon atoms. 
Such organic groups are referred to as bridge groups. Examples of such 
organoalkoxysilanes are given in Fig. 6.22.202.203 Since metal-carbon 
bonds are very stable during sol-gel processing and unhydrolyzable, the 
organic group R associated with the precursors will be incorporated into 
inorganic sol-gel network directly together with the metal cations. Typical 
hydrolysis and condensation reactions in the formation of such hybrids 
can be described as follows, taking silica-based hybrids as an example: 

Si(OR)4 + 4H20 w Si(OH)4 + 4 HOR 
Si(OR),R + 3H20 w Si(OH)3R' + 3HOR 

Si(OH)4 + Si(OH)3R' w (HO)3Si-O-Si(OH)2R' 

(6.2) 
(6.3) 
(6.4) 

Si(OH)3R + Si(OH)3R' a R'(H0)2Si - 0- Si(OH)2R (6.5) 

It should be noted that although organoalkoxysilanes are the most useful 
and widely used family of organometallics for the synthesis of hybrid oxide- 
organic materials, other organometallics are also synthesized and used for 
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Fig. 6.22. Comparison of inorganic and hybrid structures: (a) silica network with some 
hydrolysable organic ligands and (b) an example of organoalkoxysilane with organic 
groups bridging two silicon atoms. In this structure, organic and inorganic components are 
chemically linked to form a single phase material. [K. Shea, D.A. Loy, and 0. Webster, 
J Am. Chem. SOC. 114,6700 (1 992).] 

the synthesis of organic-inorganic hybrids by co-condensation?@’ For 
example, butenyl chains were linked to Sn atom directly with C-Sn bonds. 

The incorporation of organic components into inorganic matrix through 
either physical trapping or chemical bonding not only introduces and 
modifies various physical properties. The presence of organic components 
would also exert appreciable influences on the sol-gel processing and 
the resultant microstructures. Organic groups may have catalytic effects 
to promote hydrolysis and condensation reactions. Long-chained organic 
ligands may also introduce steric diffusion barrier or increase the viscos- 
ity of the sol, resulting in a diffusion-limited condensation or polymeriza- 
tion process. Depending on the nature and amount of organic components 
introduced into the systems, highly porouszo5 or relatively dense 
 hybrid^*'^,*^^ can be prepared without subjecting to heat-treatment at ele- 
vated temperatures. Some unique hierarchical microstructures can also be 
obtained by combining both highly porous and relatively dense structures 
with appropriately designed processing.208 Although almost all the 
organic-inorganic hybrids are made through hydrolysis-condensation 
process, it has been demonstrated that non-hydrolytic sol-gel process is 
also capable of synthesizing hybrids.’09 Organic-inorganic hybrids with 
ordered nanostructures can be easily achieved by evaporation-induced 
self-assembly as demonstrated by Brinker and his c o ~ o r k e r s . ~
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6.6. Intercalation Compounds 

Intercalation compounds are a special family of materials. The intercalation 
refers to the reversible insertion of mobile guest species (atoms, molecules, 
or ions) into a crystalline host lattice that contains an interconnected sys- 
tem of empty lattice site of appropriate size, while the structural integrity 
of the host lattice is formally conserved.214 The intercalation reactions typ- 
ically occur around room temperature. A variety of host lattice structures 
have been found to undergo such low temperature reactions.215 However, 
the intercalation reactions involving layered host lattices have been most 
extensively studied, partly due to the structural flexibility, and the ability to 
adapt to the geometry of the inserted guest species by free adjustment of 
the interlayer separation. In this section, only a brief summary on some lay- 
ered intercalation compounds will be presented. For a more detailed dis- 
cussion, the readers are referred to a comprehensive and excellent article on 
inorganic intercalation compounds.214 In spite of the differences in chemi- 
cal composition and lattice structure of the host sheets, all the layer hosts 
are characterized by strong intralayer covalent bonding and weak interlayer 
interactions. The weak interlayer interactions include van der Waals force 
or electrostatic attraction through oppositely charged species between two 
layers. Various host lattices can react with a variety of guest species to form 
intercalates. Examples of host lattices are metal dichalcogenides, metal 
oxyhalides, metal phosphorus trisulphides, metal oxides, metal phosphates, 
hydrogen phosphates, and phosphonates, graphite and layered clay 
minerals. Guest materials include metal ions, organic molecules and 
organometallic molecules. When guest species are incorporated into host 
lattices, various structural changes would take place. Figure 6.23 shows the 
principle geometrical transitions of layered host lattice matrices upon inter- 
calation of guest species: (i) change in interlayer spacing, (ii) change in 
stacking mode of the layers, and (iii) forming of intermediate phases at low 
guest concentrations may exhibit staging.216 Figure 6.24, as an example, 
shows the schematic structure and the interlayer spacing as a hnction of the 
organic chain length of intercalates of zirconium hydrogen phosphate.217 

There are various synthesis methods for the formation of intercalation 
corn pound^.^^^^^^^ The most commonly used and simplest method is the 
direct reaction of the guest species with the host lattice. The formation of 
LixV205 (0 5 x 4 1) fromV205 and LiI is a typical example of such a syn- 
thesis m e t h ~ d . ~  For direction reactions, intercalation reagent must be 
good reducing agents of the host crystals. Ion exchange is a method to 
replace the guest ion in an intercalation compound with another guest ion, 
which offers a useful route for intercalating large ions that do not directly 
intercalate.220 Appropriate chosen solvents or electrolytes may assist the 
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Fig. 6.23. Principle geometrical transitions of layered host lattice matrices upon intercala- 
tion of guest species: (1) change in interlayer spacing, (2 )  change in stacking mode of the 
layers, and (3) form intermediate phases at low guest concentrations may exhibit staging. 
[R. Schollhorn, NATOSer. B172, 149 (1987).] 

Fig. 6.24. The schematic structure and the interlayer spacing as a function of the organic 
chain length of intercalates of zirconium hydrogen phosphate. [U. Costantino, J.  Chern. 
SOC. Dalton Trans. 402 (1 979).] 

ion exchange reactions by flocculating and reflocculating the host struc- 
ture.221 Electrointercalation is yet another method, in which the host lat- 
tice serves as the cathode of an electrochemical cell.222

6.7. Nanocomposites and Nanograined 
Materials 

Nanocomposites and nanograined materials have been studied extensively 
mainly for improved physical proper tie^.^^^,^^^ Nanocomposites refer to 
materials consisting of at least two phases with one dispersed in another 
that is called matrix and forms a three-dimensional network, whereas 
nanograined materials are generally multi-grained single phase polycrys- 
talline materials. A reduced particle size would definitely promote the 
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densification of composites and polycrystalline materials, due to the large 
surface area and short diffusion distance. The conventional method for 
making small particles by attrition or milling is also likely to introduce 
impurity into the particle surface. Such impurity may serve as sintering 
aid, and may form eutectic liquid so as to introduce liquid phase sintering. 
Attrition or milling may also introduce a lot of damage and defects to the 
particle surface so that the surface energy of particles is high, which is 
again favorable to densification. Other methods of making nanosized 
powders, such as sol-gel processing and citrate combustion, would pro- 
duce highly pure and less surface defect particles. As will be discussed 
briefly in Chapter 8, Hall-Petch relationship suggests that the mechanical 
properties increase inversely proportional to the square root of particle 
size at micrometer scale. However, the relationship between the mechani- 
cal properties and the particle size does not necessarily follow the 
Hall-Petch equation. More study is clearly needed to establish a better 
understanding on the size dependence in the nanometer scale. Obviously 
in nanocomposites and nanograined polycrystalline materials, surface or 
grain boundaries play a much more significant role in determining the 
mechanical properties than in large grained bulk materials. 

Nanocomposites and nanograined materials are not necessarily limited 
to the bulk materials made by sintering nanosized powders. Deposition of 
a solid inside a porous substrate, by vapor chemical reactions, is one estab- 
lished technique, referred to as chemical vapor infiltration, for the synthe- 
sis of ~ o m p o s i t e . ~ ~ ~ - ~ * ~  Ion implantation is a versatile and powerful 
technique for synthesizing nanometer-scale clusters and crystals embedded 
in the near-surface region of a variety of hosts. The principal features of this 
synthesis technique and various materials have been reviewed by Meldrum 
and co-workers.228 Nanocomposites of polymers and metals or polymers 
and semiconductors are reviewed by C a ~ e r i . ~ ~ ~  Extensive research on 
various carbon nanotube composites were reviewed by Terrones20 A vari- 
ety of nanostructured materials that have been discussed in previous chap- 
ters including this one can be perfectly grouped as nanocomposites or 
nanograined materials. For example, class I organic-inorganic hybrids can 
be considered as an organic-inorganic nanocomposite, anodic alumina 
membrane filled with metal nanowires is metal-ceramic composite. 

6.8. Summary 

In this chapter, we discussed various special nanomaterials that were not 
included in the previous three chapters, though they all possess characteristic 
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dimension in the nanometer scale. Most of the nanomaterials discussed in 
this chapter do not exist in nature. Each of these materials brings unique 
physical properties and promises of potential and important applications. 
Such promises have made each of these materials an active research field. 
Although it is not known what types of new or artificial materials will be cre- 
ated in the near fbture, it is for sure that the members of the artificial mate- 
rial family will increase steadily, with more unknown physical properties. 
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Chapter 7 

Nanostructures Fabricated by 
Physical Techniques 

7.1. Introduction 

In the previous chapters, we have discussed various routes for the synthesis 
and fabrication of a variety of nanomaterials; however, the synthesis routes 
applied have been focused mainly on the chemical methods approaches. In 
this chapter, we will discuss a different approach: fabrication of nanoscale 
structures with various physical techniques. Compared to the general chem- 
ical fabrication and processing methods, physical fabrication techniques for 
producing nanostructures are derived mainly from the techniques applied for 
the fabrication of microstructures in semiconductor industry. Particularly the 
hndamentals and basic approaches are mostly based on microfabrications. 
In this chapter, the following techniques for the fabrication of nanostructures 
and nanopatterns are discussed: 

(1) Lithographic techniques 
(a) Photolithography 
(b) Phase shifting optical lithography 
(c) Electron beam lithography 
(d) X-ray lithography 
(e) Focused ion beam lithography 
(0 Neutral atomic beam lithography 
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(2) Nanomanipulation and nanolithography 
(a) Scanning tunneling microscopy (STM) 
(b) Atomic force microscopy (AFM) 
(c) Near-field scanning optical microscopy (NSOM) 
(d) Nanomanipulation 
(e) Nanolithography 

(3) Soft lithography 
(a) Microcontact printing 
(b) Molding 
(c) Nanoimprint 
(d) Dip-pen nanolithography 

(4) Self-assembly of nanoparticles or nanowires 
(a) Capillary force induced assembly 
(b) Dispersion interaction assisted assembly 
(c) Shear force assisted assembly 
(d) Electric-field assisted assembly 
(e) Covalently linked assembly 
(0 Gravitational field assisted assembly 
(8) Template assisted assembly 

( 5 )  Other methods for microfabrication 
(a) LIGA 
(b) Laser direct writing 
(c) Excimer laser micromachining 

Although all the above-mentioned processes are discussed in this chapter, not 
all methods have the same capability in fabricating nanoscaled structures. In 
addition, the hndamentals of various fabrication processes differ signifi- 
cantly from each other. Each method offers some advantages over other tech- 
niques, but suffers from other limitations and drawbacks. No attempt has 
been made to exhaustively list all the methods developed in the literature or 
the technical details for fabricating nanostructured devices. Similar to previ- 
ous chapters, the attention has been focused mainly on the fundamental con- 
cepts and general technical approaches. However, more detailed discussion 
has been devoted to SPM based nanomanipulation and nanolithography, not 
only because the processes are relatively new, but also because they are truly 
capable of fabricating nanometer scaled structures and devices. 

7.2. Lithography 

Lithography is also often referred to as photoengraving, and is the process 
of transferring a pattern into a reactive polymer film, termed as resist, 
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which will subsequently be used to replicate that pattern into an underly- 
ing thin film or Many techniques of lithography have been 
developed in the last half a century with various lens systems and expo- 
sure radiation sources including photons, X-rays, electrons, ions and neu- 
tral atoms. In spite of different exposure radiation sources used in various 
lithographic methods and instrumental details, they all share the same 
general technical approaches and are based on similar fundamentals. 
Photolithography is the most widely used technique in microelectronic 
fabrication, particularly for mass production of integrated circuit.* 

7.2.1. Photolithography 

Typical photolithographic process consists of producing a mask carrying 
the requisite pattern information and subsequently transferring that 
pattern, using some optical technique into a photoactive polymer or pho- 
toresist (or simply resist). There are two basic photolithographic 
approaches: (i) shadow printing, which can be hrther divided into contact 
printing (or contact-mode printing) and proximity printing, and (ii) pro- 
jection printing. The terms “printing” and “photolithography” are used 
interchangeably in the literature. 

Figure 7.1 outlines the basic steps of the photolithographic process, in 
which the resist material is applied as a thin coating over some base and 
subsequently exposed in an image-wise fashion through a mask, such that 
light strikes selected areas of the resist material. The exposed resist is then 
subjected to a development step. Depending on the chemical nature of the 
resist material, the exposed areas may be rendered more soluble in some 
developing solvent than the unexposed areas, thereby producing a positive 
tone image of the mask. Conversely, the exposed areas may be rendered 
less soluble, producing a negative tone image of the mask. The effect of 
this process is to produce a three-dimensional relief image in the resist 
material that is a replication of the opaque and transparent areas of the 
mask. The areas of resist that remain following the imaging and develop- 
ing processes are used to mask the underlying substrate for subsequent 
etching or other image transfer steps. The resist material resists the etchant 
and prevents it from attacking the underlying substrate in those areas 
where it remains in place after development. Following the etching 
process, the resist is removed by stripping to produce a positive or nega- 
tive tone relief image in the underlying substrate. 

Diffraction sets the limit of the maximum resolution or the minimum 
size of the individual elements by photolithography, which can be obtained. 
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Fig. 7.1. Schematic representation of the photolithographic process sequences, in which 
images in the mask are transferred to the underlying substrate surface. 

Diffraction refers to the apparent deviation of light from rectilinear prop- 
agation as it passes an obstacle such as an opaque edge and the phenom- 
enon of diffraction can be understood qualitatively as follows. According 
to geometrical optics, if an opaque object is placed between a point light 
source and a screen, the edge of the object will cast a sharp shadow on the 
screen. No light will reach the screen at points within the geometrical 
shadow, whereas outside the shadow the screen will be uniformly illumi- 
nated. In reality, the shadow cast by the edge is diffuse, consisting of alter- 
nate bright and dark bands that extend into the geometrical shadow. This 
apparent bending of light around the edge is referred to as diffraction, and 
the resulting intensity distribution is called a diffraction pattern. 
Obviously diffraction causes the image of a perfectly delineated edge to 
become blurred or diffused at the resist surface. The theoretical resolution 
capability of shadow photolithography with a mask consisting of equal 
lines and spaces of width b is given by: 

where 2b is the grating period (1/2b is the fundamental spatial frequency 
v), s the gap width maintained between the mask and the photoresist sur- 
face, A the wavelength of the exposing radiation and d the photoresist 
thickness. For hard contact printing, s is equal to 0, and from the equation, 
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the maximum resolution for 400nm wavelength light and a 1 pm thick 
resist film will be slightly less than 1 km. 

In contact-mode photolithography, the mask and wafer are in intimate 
contact, and thus this method can transfer a mask pattern into a photoresist 
with almost 100% accuracy and provides the highest resolution. Other pho- 
tolithographic techniques can approach but not exceed its resolution capa- 
bilities. However, the maximum resolution is seldom achieved because of 
dust on substrates and non-uniformity of the thickness of the photoresist 
and the substrate. Such problems can be avoided in proximity printing, in 
which, a gap between the mask and the wafer is introduced. However, 
increasing the gap degrades the resolution by expanding the penumbral 
region caused by diffraction. The difficulties in proximity printing include 
the control of a small and very constant space between the mask and wafer, 
which can be achieved only with extremely flat wafers and masks. 

Projection printing differs from shadow printing. In projection printing 
techniques, lens elements are used to focus the mask image onto a wafer 
substrate, which is separated from the mask by many centimeters. Because 
of lens imperfections and diffraction considerations, projection techniques 
generally have lower resolution capability than that provided by shadow 
printing. The resolution limit in conventional projection photolithography 
is determined largely by the well-known Rayleigh’s equation. The resolu- 
tion, i.e. the minimum resolvable feature, R, and the corresponding depth 
of focus (DOF) are given by the following6: 

(7.3) 

Here A is the exposure wavelength, k, and k2 are constants that depend on the 
specific resist material, process technology and image-formation techniques 
used, and NA is the numerical aperture of the optical system and is defined as 

NA = nsin0 (7.4) 
where n is the index of refraction in image space and is usually equal to 1 
(air or vacuum), and 0 is the maximum cone angle of the exposure light 
beam. The diffraction limit is a very basic law of physics directly related 
to Heisenberg’s uncertainty relation. It restricts any conventional imaging 
process to a resolution of approximately A/2. Conventional photolithogra- 
phy is capable of fabricating features of 200 nm and above? 

To obtain higher resolutions, shorter wavelength light and lens systems 
with larger numerical apertures should be used. In general, the minimum 
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feature size that can be obtained is almost the same as or slightly smaller 
than the wavelength of light used for the exposure, when a relatively larger 
numerical aperture (typically >0.5) is used. In such high NA lens systems, 
the depth of focus becomes very small and so the exposure process 
becomes sensitive to slight variations in the thickness and absolute posi- 
tion of the resist layer.8 

Deep Ultra-Violet lithography (DUV) based on exposure at wave- 
lengths below 300 nm, presents far more difficult technical challenges. 
Classical UV sources have lower output power in the DUY Excimer lasers 
can provide 10 to 20 watts of power at any one of several wavelengths in 
the DUV: Of particular interest are the KrCl and KrF excimer lasers, 
which have outputs at 222 and 249 nm, respectively. High intensity, 
microwave powered emission sources provide substantially higher DUV 
output than classical electrode discharge mercury lamps9 Light sources 
with shorter wavelengths exploited for optical lithography include: KrF 
excimer laser with a wavelength of 249 nm, ArF excimer laser of 193 nm, 
F2 excimer laser of 157 nm. With DW,  Optical lithography allows one to 
obtain patterns with a minimal size of -lOOnm.lo~*' Extreme UV ( E W )  
lithography with wavelengths in the range of 11-13 nm has also been 
explored for fabricating features with even smaller dimensions and is 
a strong candidate for achieving dimensions of 70nm and be lo^.'^*'^ 
However, EUV lithography meets other problems. The adsorption of light 
in this wavelength regime is very strong, and therefore, refractive lens 
systems cannot be used. The reflectivity from reflective mirrors is rather 
low and, thus, the number of reflective mirrors should be kept as low as 
possible, not more than six. In addition, an extremely high precision 
metrology system is required to make this technique practically viable.I2 

Experimentally it is found that when the width of the slit is narrower 
than the wavelength, the radiation spreads out or is diffracted. Two edges 
very close together constitute a slit from which very distinct diffraction 
patterns are produced when illuminated with monochromatic light. The 
particular intensity distribution observed depends on the distance between 
the slit and the screen. For a short distance, the diffraction is Fresnel dif- 
fraction, which is the case in shadow printing. For a large distance such as 
in projection printing, the diffraction is Fraunhofer diffraction. 

In addition to conventional photoresist polymers, Langmuir-Blodgett 
films and self-assembled monolayers have been used as resist in photoli- 
thography.I4,l5 In such applications, photochemical oxidation, cross-link- 
ing, or generation of reactive groups are used to transfer patterns from the 
mask to the mono layer^.'^^'^ 
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7.2.2. Phase-shifting photolithography 

Phase-shifting photolithography was first developed by Levenson et al. 
In this method, a transparent mask induces abrupt changes of the phase 
of the light used for exposure, and cause optical attenuation at desired loca- 
tions. These phase masks, also known as phase shifters, have produced 
futures of - 100 nm in photore~is t . '~~~ Figure 7.2 schematically illustrates 
the principles of phase-shifting lithography. A clear film, i.e. a phase shifter 
or a phase mask, whose thickness is A/2(n- 1) is placed on a photoresist 
with conformal contact, the phase angle of the exposure light passing 
through the film shifts by the amount of T to the incident light arriving at 
the surface of the photoresist. Here A is the wavelength of the exposure 
light and n is the index of refraction of the phase mask. Because the light 
phase angle between the phase shifter and the photoresist is inverted, the 
electric field at the phase shifter edge is 0. So the intensity of the exposure 
light at the surface of the photoresist would be zero. An image having zero 
intensity can be formed about the edge of the phase shifter. Phase masks 
can be used in both projection and contact-mode photolithographic tech- 
niques. For a phase-shifting contact-mode photolithography, there are two 
possible approaches to increase the resolution: (i) reducing the wavelength 
of the source of exposure light and (ii) increasing the index of refraction of 

n b 

I 1 I I 

r 
Amplitude 
at mask 

at wafer 

Amp'itude - O % 
Intensity 
at wafer 0 

Fig. 7.2. Schematic illustrating the principles of phase shifting lithography, which utilizes 
the optical phase change at the phase shifter edge. 
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Fig. 7.3. Parallel lines formed in photoresist using near field contact-mode photolithogra- 
phy have widths on the order of 100 nm and are -300 nm in height as imaged by (A) AFM 
and (B) SEM. [J.A. Rogers, K.E. Paul, R.J. Jackman, and G.M. Whitesides, .J Vac. Sci. 
Technol. B16, 59 (1998).] 

the photoresist. The achievable photolithographic resolution is roughly of 
-Ah/4n, where A is the wavelength of the exposure light and n is the refrac- 
tive index of the photoresist. Although contact-mode photolithography 
with a phase-shifting mask has a higher resolution, conformal contact 
between the phase-shifting mask and the photoresist on wafer is difficult to 
achieve, due to the presence of dust, non-uniformities in the thickness of 
the photoresist, and bowing of the mask or the substrate. However, by intro- 
ducing elastomeric phase-shifting masks, conformal contact can be rela- 
tively easily achieved and feature lines as narrow as 50nm have been 
generated.2’,22 The resolution achieved corresponds approximately to A/5. 
An improved approach to conformal near field photolithography is to use 
masks constructed from ‘‘soft” organic elastomeric  polymer^.^^-^^ Figure 7.3 
shows a pattern created using such a contact-mode phase-shifting photolith- 
ographic process.25 

7.2.3. Electron beam lithography 

A finely focused beam of electrons can be deflected accurately and precisely 
over a surface. When the surface is coated with a radiation sensitive poly- 
meric material, the electron beam can be used to write patterns of very high 
resolution.2629. The first experimental electron beam writing systems were 
designed to take advantage of the high resolution capabilities in the late 
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sixties.30 Electron beams can be focused to a few nanometers in diameter and 
rapidly deflected either electromagnetically or electrostatically. Electrons 
possess both particle and wave properties; however, their wavelength is on 
the order of a few tenths of angstrom, and therefore their resolution is not 
limited by diffraction considerations. Resolution of electron beam lithogra- 
phy is, however, limited by forward scattering of the electrons in the resist 
layer and back scattering from the underlying substrate. Nevertheless, elec- 
tron beam lithography is the most powerhl tool for the fabrication of feath- 
ers as small as 3-5 n m . 3 1 3 3 2  

When an electron beam enters a polymer film or any solid material, it 
loses energy via elastic and inelastic collisions known collectively as elec- 
tron scattering. Elastic collisions result only in a change of direction of the 
electrons, whereas inelastic collisions lead to energy loss. These scatter- 
ing processes lead to a broadening of the beam, i.e. the electrons spread 
out as they penetrate the solid producing a transverse or lateral electron 
flux normal to the incident beam direction, and cause exposure of the 
resist at points remote from the point of initial electron incidence, which 
in turn results in developed resist images wider than expected. The mag- 
nitude of electron scattering depends on the atomic number and density of 
both the resist and substrate as well as the velocity of the electrons or the 
accelerating voltage. 

Exposure of the resist by the forward and backscattered electrons 
depends on the beam energy, film thickness and substrate atomic number. 
As the beam energy increases, the energy loss per unit path length and scat- 
tering cross-sections decreases. Thus the lateral transport of the forward 
scattered electrons and the energy dissipated per electron decrease while 
the lateral extent of the backscattered electrons increases due to the 
increased electron range. As the resist film thickness increases, the cumu- 
lative effect of the small angle collisions by the forward scattered electrons 
increases. Thus the area exposed by the scattered electrons at the resist- 
substrate interface is larger in thick films than in thin films. Proper expo- 
sure requires that the electron range in the polymer film be greater than the 
film thickness in order to ensure exposure of the resist at the interface. As 
the substrate atomic number increases, the electron reflection coefficient 
increases which in turn increases the backscattered contribution. 

Electron beam systems can be conveniently considered in two broad 
categories: those using scanned, focused electron beams which expose the 
wafer in serial fashion, and those projecting an entire pattern simultane- 
ously onto a wafer. Scanning beam systems can be further divided into 
Gausian or round beam systems and shaped beam systems. All scanning 
beam systems have four typical subsystems: (i) electron source (gun), 
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(ii) electron column (beam forming system), (iii) mechanical stage and 
(iv) control computer which is used to control the various machine sub- 
systems and transfer pattern data to the beam deflection systems. 

Electron sources applicable to electron beam lithography are the same 
as those used in conventional electron microscopes. These sources can be 
divided into two groups: thermionic and field emission. Thermionic guns 
rely on the emission of electrons from a material that is heated above a 
critical temperature beyond which electrons are emitted from the surface. 
These sources are prepared from materials such as tungsten, thoriated 
tungsten, or lanthanum hexaboride. Field emission sources use a high 
electric field surrounding a very sharp point of tungsten. The electric field 
extracts electrons at the tip of the source, forming a Gaussian spot of only 
a few tens of angstroms in diameter. 

It is impossible to deflect an electron beam to cover a large area, in a 
typical electron beam lithography system, mechanical stages are required 
to move the substrate through the deflection field of the electron beam 
column. Stages can be operated in a stepping mode in which the stage is 
stopped, an area of the pattern written and then the stage moved to a new 
location where an adjacent pattern area is exposed. Alternatively, stages 
can be operated in a continuous mode where the pattern is written on the 
substrate while the stage is moving. Figure 7.4 shows SEM images of a 
40 nm pitch pillar grating after nickel lift-off when developing with ultra- 
sonic agi ta t i~n.~ '  

Fig. 7.4. SEM images of a 40 nm pitch pillar grating after nickel lift-off when developing 
with ultrasonic agitation. [C. Vieu, F. Carcenac, A. Pepin, Y. Chen, M. Mejias, A. Lebib, 
L. Manin-Ferlazzo, L. Couraud, and H. Lunois, Appl. Surf Sci. 164, 1 1  1 (2000).] 
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7.2.4. X-ray lithography 

X-rays with wavelengths in the range of 0.04 to 0.5 nm represent another 
alternative radiation source with potential for high-resolution pattern 
replication into polymeric resist materials.33 X-ray lithography was first 
demonstrated that to obtain high-resolution patterns using X-ray proxim- 
ity printing by Spears and Smith.34 The essential ingredients in X-ray 
lithography include: 

(1) A mask consisting of a pattern made with an X-ray absorbing mate- 

(2) An X-ray source of sufficient brightness in the wavelength range of 

( 3 )  An X-ray sensitive resist material. 

There are two X-ray radiation sources: (i) electron impact and (ii) syn- 
chrotron sources. Conventional electron impact sources produce a broad 
spectrum of X-rays, centered about a characteristic line of the material, 
which are generated by bombardment of a suitable target material by a 
high energy electron beam. The synchrotron or storage ring produces 
a broad spectrum of radiation stemming from energy loss of electrons 
in motion at relativistic energies. This radiation is characterized by an 
intense, continuous spectral distribution from the infrared to the long 
wavelength X-ray region. It is highly collimated and confined near the 
orbital plane of the circulating electrons, thereby requiring spreading in 
the vertical direction of moving the mask and wafer combination with 
constant speed through the fan of synchrotron radiation. Synchrotrons 
offer the advantage of high power output. 

Absorption of an X-ray photon results in the formation of a photoelec- 
tron which undergoes elastic and inelastic collisions within the absorbing 
material producing secondary electrons which are responsible for the 
chemical reactions in the resist film. The range of the primary photoelec- 
trons is on the order of 100-200 nm. A major limitation is that of penum- 
bral shadowing, since the X-ray source is finite in size and separated from 
the mask and the edge of the mask does not cast a sharp shadow. Low 
mask contrast is another factor that degrades the pattern resolution. It is 
very important to keep the radiation source in a small area in order to min- 
imize penumbral shadowing and with a maximum intensity of X-rays 
to minimize exposure time. X-ray proximity lithography is known to pro- 
vide a one to one replica of the features patterned on the mask, and the 
resolution limit of the X-ray lithography is -25 nm.35,36 Figure 7.5 shows 
the SEM micrographs of 35 nm wide Au lines and 20 nm wide W dots 

rial on a thin X-ray transparent membrane, 

interest to expose the resist through the mask, and 
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Fig. 7.5. (a) 35 nm wide Au lines grown by electroplating using a template fabricated by 
X-ray lithography. The mean thickness is about 450 nm, which corresponds to an aspect 
ratio close to 13. (b) 20 nm wide W dots obtained after reactive ion etching of 1250nm 
thick W layer. [G. Simon, A.M. Haghiri-Gosnet, J. Bourneix, D. Decanini, Y. Chen, 
F. Rousseaux, H. Launios, and B. Vidal, .I Vac. Sci. Techno/. B15, 2489 (1997).] 

fabricated by electroplating and reactive ion etching in combination with 
X-ray l i th~graphy.~~ 

7.2.5. Focused ion beam (FIB) lithography 

Since the development of liquid metal ion (LMI) source in 1975,37 
focused ion beam has been rapidly developed into a very attractive tool in 
lithography, etching, deposition, and doping3* Since scattering of ions in 
the MeV range is several orders of magnitude less than that for electrons, 
ion beam lithography has long been recognized to offer improved resolu- 
tion.39,40 The commonly used FIBS are Ga and Au-Si-Be alloys LMI 
sources due to their long lifetime and high ~tabil i ty.~' ,~* FIB lithography 
is capable of producing electronic devices with submicrometer dimen- 
s i o n ~ . ~ ~  The advantages of FIB lithography include its high resist exposure 
sensitivity, which is two or more orders of magnitude higher than that of 
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electron beam lithography, and its negligible ion scattering in the resist 
and low back scattering from the substrate.44 However, FIB lithography 
suffers from some drawbacks such as lower throughput and extensive sub- 
strate damage. Therefore, FIB lithography is more likely to find applica- 
tions in fabricating devices where substrate damage is not critical. 

FIB etching includes physical sputtering etching and chemical assisted 
etching. Physical sputtering etching is straightforward and is to use the 
highly energetic ion beams to bombard the area to be etched and to erode 
material from the sample. The advantages of this process are simple, capa- 
ble of self-alignment, and applicable to any sample material. Chemical 
etching is based on chemical reactions between the substrate surface and 
gas molecules adsorbed on the substrate. Chemical etching offers several 
advantages: an increased etching rate, the absence of redeposition and lit- 
tle residual damage. Particularly, the chemical assisted etching rate ranges 
10 to 100 folds for various combinations of materials and etchant gases, 
and the absence of redeposition permits very high aspect ratios.44 

FIB can also be used for depositing. Similar to etching, there are direct 
deposition and chemical assisted deposition. Direct deposition uses low 
energy ions, whereas chemical assisted deposition relies on chemical reac- 
tions between the substrate surface and molecules adsorbed on the sub- 
strate. For example, a regular array of 36 gold pillars as shown in Fig. 7.6, 
each corresponding to an individual ion beam spot has been created using 
chemical assisted FIB d e p o ~ i t i o n . ~ ~  

Fig. 7.6. SEM image showing a regular array of 36 gold pillars in each corresponding to 
an individual ion beam spot created using chemical assisted FIB deposition. [A. Wargner, 
J.P. Levin, J.L. Mauer, PG. Blauner, S.J. Kirch, and P. Longo,J. Vuc. Sci. Technol. B8, 1557 
( 1  990).] 
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FIB lithography offers several advantages for the fabrication and pro- 
cessing of magnetic nanostructures in comparison with electron beam 
lithography. Ions are substantially heavier than electrons, and thus the FIB 
is much less influenced by magnetic properties of the material. Another 
advantage is its ability of achieving direct etching and/or deposition with- 
out using extra patterning steps. Magnetic nanostructures have been fab- 
ricated using FIB etching and dep~s i t i on .~~  A ring-type nanomagnetic 
head was fabricated via FIB etching followed by FIB deposition of non- 
magnetic tungsten into the etched trenches. Magnetic pole tips each with 
a cross-section as narrow as 140 X 60nm2 and with a length as tall as 
500nm were protected and supported from all the sides, and had the 
desired magnetic properties. FIB doping can be considered essentially the 
same as that of conventional ion implantation. 

7.2.6. Neutral atomic beam lithography 

In neutral atomic beams, no space charge effects make the beam diver- 
gent; therefore, high kinetic particle energies are not required. Diffraction 
is no severe limit for the resolution because the de Broglie wavelength of 
thermal atoms is less than 1 angstrom. These atomic beam techniques rely 
either on direct patterning using light forces on atoms that stick on the 
s~rface,4~-~O or on patterning of a special r e ~ i s t . ~ * - ~ ~  

Interaction between neutral atoms and laser light has been explored for 
various applications, such as reduction of the kinetic-energy spread into 
the nanokelvin regime, trapping atoms in small regions of space or manip- 
ulation of atomic trajectories for focusing and imaging.54-56 

Basic principle of atomic beam lithography with light forces can be 
understood in a classical model as follows.57 The induced electric dipole 
moment of an atom in an electromagnetic wave can be resonantly enhanced 
by tuning the oscillation frequency of the light oL close to an atomic dipole 
transition with frequency oA. Depending on the sign of the detuning 
6 = oL - oA, the dipole moment is in phase (6 < 0) or out of phase (6 > 0). 
In an intensity gradient, this induced dipole feels a force towards the local 
minimum (6 < 0) or maximum (6 > 0) of the spatial light intensity distribu- 
tion. Therefore, a standing light wave acts as a periodic conservative poten- 
tial for the motion of the atoms and forms the analogue of an array of 
cylindrical lenses. If a substrate is positioned at the focal plane of this lens 
array, a periodic structure is written onto the surface. Figure 7.7 schemati- 
cally illustrats the basic principles of neutral atom lithography with light 
forces and Fig. 7.8 shows the resulting chromium nanowires of 64 nm on sil- 
icon substrate grown by neutral atomic beam deposition with laser forces.57 
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Fig. 7.7. Schematic illustrating the basic principles of neutral atom lithography with light 
forces. [B. Brezger, Th. Schulze, U. Drodofsky, J. Stuhler, S. Nowak, T. Pfau, and 
J. Mlynek, J.  Vac. Sci. Technol. B15, 2905 (1997).] 

Fig. 7.8. SEM image showing chromium nanowires of 64nm on silicon substrate grown by 
neutral atomic beam deposition with laser forces. [B. Brezger, Th. Schulze, U. Drodofsky, 
J. Stuhler, S. Nowak, T. Pfau, and J. Mlynek, J.  Vac. Sci. Echnol. B15, 2905 (1997).] 

7.3. Nanomanipulation and Nanolithography 

Nanomanipulation and nanolithography are based on scanning probe 
microscopy (SPM). So before discussing the details of nanomanipulation 
and nanolithography, an introduction to SPM will be presented first in this 
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section. SPM differs from other imaging techniques such as scanning 
electron microscopy (SEM) and transmission electron microscopy (TEM) 
and offers the possibility to manipulate molecules and nanostructures on 
a surface. SPM consists of two major members: scanning tunneling 
microscopy (STM) for electrically conductive materials and atomic force 
microscopy (AFM) for dielectrics. In this section, near-field scanning 
optical microscopy and near-field photolithography are also included, 
since they share a lot of similarities with SPM. 

7.3.1. Scanning tunneling microscopy (STM) 

STM relies on electron tunneling, which is a phenomenon based on quan- 
tum mechanics, and can be briefly explained as follows.58 For more 
detailed discussion on the fundamentals, the readers are referred to excel- 
lent  book^.^^,^^ Let us first consider a situation where two flat surfaces of 
a metal or semiconductor are separated by an insulator or a vacuum as 
schematically illustrated in Fig. 7.9.61 Electrons in the material cannot 
transfer from one surface to another through the insulator, since there is 
an energy barrier. However, when a voltage is imposed between the two, 
the shape of the energy barrier is changed and there is a driving force for 
electrons to move across the barrier by tunneling, resulting in a small 

(a) Tunnel barrier 

Fig. 7.9. The energy levels in two solids (metals or semiconductors) separated by an insu- 
lating or vacuum barrier (a) with no electric field applied between the solids and (b) with 
an applied electric field. Energies of the electrons in the solids are indicated by the shaded 
areas up to EFI and EF2, which are the Fermi levels of the respective solids. The applied 
bias V is EF1 -EF2, and z is the distance between the two solids. [D.A. Bonnell and 
B.D. Huey, in Scanning Probe Microscopy and Spectroscopy, ed., D. Bonnell, Wiley-VCH, 
New York, p. 7,2001 .] 
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current when the distance is sufficiently small so that the electron wave 
functions extended from the two surfaces overlap. The tunneling current, 
I, is given by: 

Ia e-2b (7.5) 
where z is the distance between the two metals or the thickness of the insu- 
lator and k is given by: 

2m(V-E) 
k = v  h (7.6) 

where m is the mass of an electron, h is Planck’s constant, E is the energy 
of electron, and V is the potential in the insulator. Similar discussion is 
applicable to a tip-planar surface geometry, the configuration of a STM. 
However, the tunneling current is then given by: 

(7.7) 
where z is the distance between the tip and the planar surface or sample, 
pt is the tip electronic structure, ps is the sample electronic structure, and 
C is a constant dependent on the voltage applied between the tip and the 
sample surface. The tunneling current decays exponentially with the tip- 
sample distance. For example, a 0.1 nm decrease in the distance will 
increase the tunneling current by one order of magnitude. Such a quantum 
mechanical property has been utilized in the STM. 

In a typical STM, a conductive tip is positioned above the surface of a 
sample. When the tip moves back and forth across the sample surface at 
very small intervals, the height of the tip is continually adjusted to keep 
the tunneling current constant. The tip positions are used to construct a 
topographic map of the surface. Figure 7.10 schematically depicts a STM 
structure. An extremely sharp tip usually made of metals or metal alloys, 
such as tungsten or PtIr alloy is mounted on to a three-dimensional posi- 
tioning stage made of an array of piezoelectrics. Such a tip would move 
above the sample surface in three dimensions accurately controlled by the 
piezoelectric arrays. Typically the distance between the tip and the sample 
surface falls between 0.2 and 0.6 nm, thus a tunneling current in the scale 
of 0.1-lOnA is commonly generated. The scanning resolution is about 
0.01 nm in XY direction and 0.002 nm in Z direction, offering true atomic 
resolution three-dimensional image. 

STM can be operated in two modes. In constant current imaging, a feed- 
back mechanism is enabled that a constant current is maintained while a 
constant bias is applied between the sample and tip. As the tip scans over the 
sample, the vertical position of the tip is altered to maintain the constant 
separation. An alternating imaging mode is the constant height operation in 
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Fig. 7.10. Schematic of scanning tunneling microscope. Two operation modes are com- 
monly used. (i) Constant current mode, in which the distance between the tip and sample 
surface is kept constant. (ii) Constant voltage mode, in which the tip position is held 
unchanged during scanning the sample surface. 

which constant height and bias are simultaneously maintained. A variation 
in current results as the tip scans the sample surface because a topographic 
structure varies the tip-sample separation. The constant current mode pro- 
duces a contrast directly related to electron charge density profiles, 
whereas the constant height mode permits faster scan rates. STM was first 
developed by Binnig and Rohrer in 1982,62 and STM was first to demon- 
strate its atomic scale resolution in an image of silicon 7 X 7 restructured 
(1 1 1) surface.63 

7.3.2. Atomic force microscopy (AFM) 

In spite of atomic resolution and other advantages, STM is limited to 
an electrically conductive surface since it is dependent on monitoring 
the tunneling current between the sample surface and the tip. AFM was 
developed as a modification of STM for dielectric materials.64 A variety 
of tipsample interactions may be measured by an AFM, depending on the 
separation. At short distances, the van der Waals interactions are predom- 
inant. Van der Waals force consists of interactions of three components: 
permanent dipoles, induced dipoles and electronic polarization. A more 
detailed discussion on van der Waals force was presented in Chapter 2. 
Long-range forces act in addition to short-range forces between the tip 



Nanostructures Fabricated by Physical Techniques 295 

and sample, and become significant when the tipsample distance 
increases such that the van der Waals forces become negligible. Examples 
of such forces include electrostatic attraction or repulsion, current- 
induced or static-magnetic interactions, and capillary forces due to the 
condensation of water between the sample and tip. Readers are referred to 
an excellent book by I~raelachevili~~ for details and insight of interactions 
of surfaces and molecules. 

In AFM, the motion of a cantilever beam with an ultra small mass is 
measured, and the force required to move this beam through measurable 
distance (104A) can be as small as lo-'* N. Figure 7.11 is a schematic 
drawing, which shows how the AFM works. The instrument consists of a 
cantilever with a nanoscale tip, a laser pointing at the end of a cantilever, 
a mirror and a photodiode collecting the reflected laser beam, and a three- 
dimensional positioning sample stage which is made of an array of piezo- 
electrics. Similar to STM, the images are also generated by scanning the 
tip across the surface. However, instead of adjusting the height of the tip 
to maintain a constant distance between the tip and the surface, and thus 
a constant tunneling current as in STM, the AFM measures the minute 
upward and downward deflections of the tip cantilever while maintaining 
a constant force of contact. 

A combination of STM and AFM is also commonly referred to as 
Scanning Probe Microscope (SPM). There are other variations of micro- 
scopes using various tipsurface forces. For example, the magnetic force 
microscope, the scanning capacitance microscope, and the scanning 

image 4 I 

PZT scanner 

Fig. 7.11. Operating principle of an atomic force microscope. The sample is mounted on 
a scanner, and the cantilever and tip are positioned near the surface with a macroscopic 
positioning device. Cantilever deflected with a photo diode that records the position of a 
laser beam that has been reflected off the top of the cantilever. 
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acoustic microscope are also members of SPM.66 SPM has proved its suit- 
ability in various fields of applications. First, SPM is capable of imaging the 
surface of all kinds of solids virtually under any kind of environment. 
Secondly, with various modifications of tips and operating conditions, SPM 
can be used to measure local chemical and physical properties of sample 
surface. Thirdly, SPM has been explored as a useful tool in nano-manipula- 
tion and nanolithography in fabrication and processing of nanostructures. 
Fourthly, SPM has also been investigated as various nanodevices, such as 
nanosensors and nanotwizers. In this chapter, our discussion will be focused 
only on the applications of SPM on nano-manipulation and fabrication of 
nanostructures as well as the surface chemistry modification. Imaging of 
surface topography and surface property measurements will be discussed in 
Chapter 8, whereas the nanodevices derived fiom SPM will be one of the 
subjects of discussion in Chapter 9. 

7.3.3. Near-field scanning optical microscopy (NSOM) 

The concept of near-field scanning for imaging purposes using 3 cm 
microwaves was first studied in 1 97267 and near-field optical microscopy 
was first developed early in 1 9 8 0 ~ . @ , ~ ~  In NSOM, a resolution of -30nm 
is a~hievable .~~ NSOM has been used as a tool for photolithography on the 
submicron length scale. In this application, the fiber optical probe is used 
as a light source to expose a photoresist, and patterns are generated by 
scanning the probe over the resist surface. Patterns on conventional poly- 
mer resists, amorphous silicon photoresists, and ferroelectric surfaces 
have been dem~nstrated.~ ' -~~ 

In NSOM, the incident radiation is forced through a subwavelength 
aperture. In terms of wave propagation theory, this is only possible by for- 
mation of wavelets with wavelengths similar to the aperture diameter. The 
latter is known as evanescent waves and cannot propagate in free space. 
However, they can wind themselves around the aperture and therefore, 
transmit radiative energy to the other side of the screen. Such a radiation 
on the other side of the screen varies significantly with the distance from 
the screen, and three zones of energy density can be distinguished as shown 
in Fig. 7.12.75 Next to the aperture, within a proximity sheet of 2-5 nm, the 
intensity stays nearly constant and has a relatively large value of the order 
of 10-3-10-4. This is the evanescent wave regime and an absorbing object 
in this zone strongly influences the radiation from the aperture. A little 
away from the aperture (5-500 nm), the intensity decays approximately 
proportional to where s is the distance from the aperture. This is the 
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Fig. 7.12. (a) Schematic showing lines of equal electrical-energy density near a small 
aperture. (b) Same for far field and equivalent dipoles. (c) Calculated on axis electrical- 
energy density versus distance from aperture, magnetic excitation. [U. Diirig, D.W. Pohl, 
and F. Rohner, J: Appl. Phys. 59, 33 18 ( 1  986).] 

zone where the evanescent waves evanesce, and is the better known part 
of the near-field regime. In this regime, the energy density is already very 
small and varies between and lo-''. Absorbing objects in this zone 
have much less influence per unit volume on the evolving radiative field 
than in the proximity zone. Further away from the aperture with a distance 
larger than the wavelength, the radiation from the aperture enters the far- 
field regime and the energy density decreases by sP2. The control of the 
distance between tip and sample in the nanometer range, i.e. in the near- 
field region, is crucial, so that the intensity of the evanescent wave 
remains sufficient for the detection system. 

The NSOM setup is similar to AFM. The ideal aperture is a transparent 
hole in a thin perfectly conducting metal film at optical frequencies. In 
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practice, typical apertures are made of optical fibers coated with a layer of 
metal such as aluminum with a hole at the apex by chemical e t ~ h i n g
or by pulling.78 The minimum feasible aperture and, thus, maximum 
achievable resolution depend on the input power available and the sensi- 
tivity of the detection system. 

7.3.4. Nanomanipulation 

In addition to the ability of imaging surface topography at atomic resolution, 
the interactions or forces between the tip and the sample surface offer a 
means to carry out precise and controlled manipulation of atoms, molecules 
and nanostructures on a surface. Photolithography is capable of fabricating 
features of 200 nm and above.7 The following briefly outlines some exam- 
ples of nanomanipulation and fabrication by STM. 

Eigler and coworkers79 used pulse voltage applied via a STM tip to 
move and place xenon atoms onto an orderly patterned structure. They did 
this in ultrahigh vacuum and ultra low temperature. The low temperature 
and ultrahigh vacuum provided the stability, cleanliness and absence of 
thermal difision of atoms on surface. The tungsten tip was used to posi- 
tion 35 xenon atoms onto a nickel surface to form three letters “IBM” as 
shown in Fig. 7.13.79 Two processes have been identified for the manipu- 
lation of atoms on a substrate surface, namely, parallel and perpendicular 
processes.80 In a parallel process, the STM tip drags the atom along the sur- 
face and positions the atom at a desired spot. In this process, the motion of 
the manipulated adsorbed atom or molecule is parallel to the surface, and 
the bond between the manipulated atom or molecule and the underlying 

Fig. 7.13. The tungsten tip was used to position 35 xenon atoms onto a nickel surface to 
form three letters “IBM”. [D.M. Eigler and E.K. Schweizer, Nature 344, 524 (1990).] 
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surface is never broken. The relevant energy barrier for such a process is 
the energy required for diffusion across the surface, or the corrugation 
energy, which is typically in the range of 1/10 to 1/3 of the adsorption 
energy and thus varies from tens of millivolts for a weakly bound 
physisorbed atom on a closely packed metal surface up to about 
0.1 to 1 .O eV for a strongly bound chemisorbed atom.80 Parallel process 
can be further divided into two groups: field-assisted diffusion and sliding 
process. The field-assisted diffusion is based on the presence of the 
intense and inhomogeneous electric field between the STM probe tip and 
the skface, which interacts with the dipole moment of an adsorbed 
atom81,82 and results in a directional difhsion of the adatom.80 Electric 
field assisted directional diffusion in the STM has been demonstrated with 
Cs atoms on GaAs and InSb surfaces.83 The sliding process is based on 
the force between the STM and the adatom, such as interatomic potential 
or chemical binding force and the directional motion of the adatom is 
achieved by adjusting the position of the tip, so that the force between the 
tip and the adatom will pull the adatom across the surface with the tip.80 
The ability of manipulation of surface atoms by this sliding process has 
been demonstrated in several systems including Xe on Ni (100) surface,79 
CO on Pt (1 1 1) surfaces4 and Pt on Pt (1 11) surface.85 

In a perpendicular process, the STM tip first lifts the adsorbed atom or 
molecule from the surface, and hover the atom above the substrate surface 
to a desired position where the atom is dropped from the tip.80 The energy 
barrier for such a process is that lift-off of the adatom from the surface 
with the STM tip varies from the adsorption energy in the limit of large 
tipsurface separation and zero when the tip is close enough to the 
adatom. Depending on the mechanisms how an atom is transferred 
between the tip and surface, several methods have been developed. 
Transfer on- or near-contact relies on the stronger attraction force between 
the tip and the adatom than that between the adatom and the surface, when 
the STM tip is brought in contact with the adatom during the lift step, 
and the opposite during the drop-off step. Obviously, such a process requires 
transfer adatoms between different surfaces. Field evaporation is another 
method to transfer an atom between the tip and surface by the application 
of a voltage pulse. Field evaporation is described as thermally activated 
evaporation ions over the "Schottky" barrier formed by the lowering of the 
potential energy outside the conductor by the application of an electric 
field.86 The ability of transfer atoms reversibly has been demonstrated 
between a silicon surface and a tungsten tip of a STM in UHV at room 
tempera t~re .~~ Electromigration is yet another phenomenon explored in 
nano manipulation by STMS8 and the ability to reversibly transfer Xe 
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atoms between a Ni (100) surface and the tip of an STM at 4 K by appli- 
cation of voltage pulses has been demon~tra ted .~~ 

STM has also been explored for chemical manipulation and the ability 
of single molecule dissociation and construction has been demon~trated.~~ 
In the study, the STM tip was positioned above the iodobenzene (C,H,I) 
molecules adsorbed at a Cu (1 1 1) step-edge and then the 1.5 eV tunneling 
electrons were injected into the molecules, resulting in the break of C-I 
bond, while the C6H5 radicals remained intact. In the second step, two C,H, 
radicals on the same Cu (1 1 1) step-edge were brought together through lat- 
eral manipulation. Finally, the tunneling electrons were injected to provide 
the two radicals the required energy for the formation of a biphenyl, 
CI2Hl0. Figure 7.14 schematically illustrated the process.90 Cu also served 
as a catalyst in this dissociation and construction process. Electric field and 
tunneling electron beams may also have significant applications in surface 
modification. For example, the electrical conductivity of a polyimide 
Langmuir-Blodgett film on Au electrode was found to increase signifi- 
cantly when exposed to an electric field induced by STM 

Similarly, AFM has been explored for nano manipulation and fabrica- 
tion, though the interaction force between AFM tip and substrate surface 
or object on a surface is different from that between STM tip and sub- 
strates surface. The AFM tip or needle is literally dragged across the sam- 
ple surface, and therefore can be used to manipulate the surface atoms and 

Fig. 7.14. Schematic illustration of the STM tip-induced synthesis steps of a biphenyl 
molecule. (a and b) Electron-induced selective abstraction of iodine from iodobenzene. 
(c) Removal of the iodine atom to a terrace site by lateral manipulation. (d) Bringing 
together two phenyls by lateral manipulation. (e) Electron-induced chemical association of 
the phenyl couple to biphenyl. (f) Pulling the synthesized molecule by its front end with 
the STM tip to confirm the association. [S.W. Hla, L. Bartels, G. Meyer, and K.H.'Rieder, 
Phys. Rev. Lett. 85, 2777 (2000).] 



Nanostructures Fabricated by Physical Techniques 301 

molecules. Depending on the nature of the interactions between the tip 
and adatoms, three basic manipulation modes have been explored: push- 
ing, pulling and sliding.92 The ability of manipulation by AFM has been 
demonstrated with gold nanoparticles on a mica surface. An AFM tip was 
used to mechanically push the gold nanoparticles along a mica surface by 
the repulsive forces between tip and the particle, as shown in Fig. 7.15.92 
Figure 7.16 demonstrated that the patterns of Au nanoparticles can be 
accurately and reliably positioned using these pushing protocols.92 Such a 

Fig. 7 .15 Schematic diagram of the relative motion of the tip and nanoparticles during 
manipulation. The full heavy line is the path of the tip apex, and the line thickness indi- 
cates the tip vibration amplitude. [C. Baur, A. Bugacov, B.E. Koel, A. Madhukar, 
N. Montoya, T.R. Ramachandran, A.A.G. Requicha, R. Resch, and P. Will, Nanotechnology 
9 ,  360 (1998).] 

Fig. 7.16. A 30nm Au particle before (a) and after (b) being pushed over a 1 Onm high step 
along the direction indicated by the arrow. Image sizes are both 1 X 0.5 km. [C. Baur, 
A. Bugacov, B.E. Koel, A. Madhukar, N. Montoya, T.R. Ramachandran, A.A.G. Requicha, 
R. Resch, and I? Will, Nanotechnology 9 ,  360 (1 998).] 
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mechanical pushing is a very versatile process and applicable to a wide 
range of environments and weakly coupled particle/substrate systems. 

In comparison with other nanofabrication processes, manipulation and 
fabrication by SPM offer a promising alternative with some distinct advan- 
tages. First, the SPM tip has a nano-scale sharp point and is the best nano 
manipulation tool, which offers extremely fine positional control in all three 
dimensions. SPM manipulation allows the tip to be brought within a few 
atomic diameters, i.e. approximately a nanometer of the surface of the sam- 
ple. It therefore promises the prospect of manipulating a single atom. 
Secondly, the SPM offers the ability of both manipulation and characteriza- 
tion in situ. With a SPM, one can see the structure while under every con- 
struction step. For example, the construction of a quantum corral of Fe 
atoms on Cu (1 11) surface by STM nano-manipulation was in situ 
monitored using the same STM instrument as shown in Fig. 7.1 7.93-95 In 
situ characterization includes the measurement of various physical, chemi- 
cal and biological properties of the material or structure, when the SPM is 
fimctioned with these capabilities. However, nano manipulation and fabri- 
cation by SPM suffers from several obvious limitations. First of all, the 
scanning area is very small, typically less than 250 X 250 pm and the 
scanning speed is very slow. Only one nanostructure can be fabricated at 
each time with one SPM instrument. Second, SPM tips must possess the 
high quality and invariant size and shape for nano manipulation and fabri- 
cation. Any inconsistency and variation in characteristics of the tip may 
cause a great deviation in the resultant nanostructure. In addition, SPM tips 
for nano manipulation and fabrication can be easily damaged and contami- 
nated. Thirdly, substrate surface is required to be extremely flat and smooth 

Fig. 7.17. Construction of a quantum corral of Fe atoms on Cu (1 11) surface by STM nano 
manipulation was in situ monitored using the same STM instrument. [M.F. Crornrnie, 
C.P. Lutz, D.M. Eigler, E.J. Heller, SurJ Rev. Lett. 2, 127 (1 995).] 
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and no contamination is allowed, otherwise, the tips may be damaged and 
resolution may be lost. Lastly, in general, a well-controlled fabrication envi- 
ronment is required. UHV and extremely low temperatures are commonly 
used. Moisture and dust are big hazards in SPM nanofabrication. 

7.3.5. Nanolifhograph y 

SPM-based nanolithography has been exploited for local oxidation and 
passivation,96 localized chemical vapor depo~it ion,~~ electrodeposition,98 
mechanical contact of the tip with the surface,w and deformation of the sur- 
face by electrical pulses.Io0 There are direct anodic oxidation of the sample 
~urface'~'- '~~and exposure of electron resist.'@' Patterns with a minimal size 
of 10-20 nm105 or to 1 nm in UHVIo6 have been demonstrated. 

Nanometer holes can be formed using low energy electrons from a 
STM tip when a pulsed electric voltage is applied at the presence of suf- 
ficient gas molecules between the substrate and the tip. For example, holes 
of 7 nm deep and 6 nm wide on HOPG substrate were formed in nitrogen 
at a pressure of 25 bar by applying a -7 V pulse to the tip for 130 ms with 
the distance between the tip and the substrate being 0.6-1 .,.Io7 A possi- 
ble mechanism is that the electric field induces the ionization of gas mol- 
ecules near the STM tip, and accelerates the ions towards the substrate. 
Ions bombard the substrate and consequently nanometer-sized holes are 
created. A certain electric field is required to generate field emitted elec- 
trons.'08 The diameter of electron beam ejected from a STM tip is depend- 
ent on the applied bias voltage and the diameter of the tip. At low bias 
(< 12 V), the diameter of the ejected electron beam remains almost con- 
stant; however, the beam diameter changes significantly with bias voltage 
and the diameter of the tip.'09 

Nanostructures can be created using field evaporation by applying bias 
pulses to the STM tipsample tunneling junction. For example, nano-dots, 
lines, and corrals of gold on a clean stepped Si (1 1 1) surface were fabricated 
by applying a series of bias pulses (< 10 V and -30 ps) to a STM gold tip 
at UHV (a base pressure of - mbar).'I0 Nano-dots with diameter as 
small as a few nanometers can be realized. By decreasing the distance 
between adjacent nano-dots, it was possible to create continuous nano-lines 
of a few nanometer wide and over a few hundred nanometer long. A nano- 
corral of about 40 nm in diameter formed by many Au nano-dots for a few 
nanometer in diameter each was also created on the silicon (1 11) surface. 

Field Evaporation, or field desorption, is a basic physical process in 
field-ion microscopy (FIM).' * The theory has also been developed for the 
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STM configuration and is briefly summarized below.''* Considering the 
distance between a STM tip and the sample, d, is comparatively large, the 
tip atom interaction potential energy curve U,, and that of the atom-sample 
interaction U,, do not overlap significantly as shown in Fig. 7.18a. The 
binding energy of the atom with the tip, A,, is too strong for the chemisorbed 
adatom to be thermally activated to the potential well of the tipatom inter- 
action. However, when the tipsample distance d is shortened, U,, and U,, 
start to overlap and the total potential-energy curve of the atom interacting 
with both the tip and the sample, U, = U,, + U,,, shows a hump of height 
Q, from the tip side and Qo' = (3, + (A, - A,) from the sample (Fig. 7.18b). 
At room temperature, the rate of transfer of the atom from the tip side to the 
sample side k = u exp( -Q,lkr) becomes 1 s-l, if Q, is reduced to about 
0.772eV when u is taken to be s-l. An atom at the sample side can 
also be thermally activated over to the tip surface, although with a lower rate 
of k' = u exp(-Q,'lkT). This explains that one can deposit atoms from the 
tip to the surface in a controlled manner using the STM, provided that A, is 
smaller than A,, or to remove an atom from the sample surface to the tip if 
A, is smaller than A,. It should be noted that the above discussion was on 

d 

Fig. 7.18. (a) When the tip to same distanced is large, the atom-tip and atom-sample inter- 
actions Uu, and U,, do not overlap. (b) When d is small, the two start to overlap and U,, 
the sum of U,, and U,,, exhibits a double-well structure having a small activation barrier. 
The atom can either be transferred from the tip to the sample or from the sample to the tip. 
[T.T. Tsong, Phys. Rev. B44, 13703 (1991).] 
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the tipatom-sample interaction in the absence of electric field. Therefore, 
the theory is also applicable to AFM. 

When an electric field is applied between the tip and the sample, two 
theoretical models, known as the charge-exchange model' l 3  and the 
image-hump mode1,l l 4  have been developed and well accepted, which can 
be directly applied in the STM configuration. Similar discussion to the 
preceding paragraph can be applied here, except that an applied electric 
field, E, is present and the interaction between the electric field and 
charged species needs to be considered.' l2 When the tipsample distance 
is shortened, both the atomic potential curve and the ionic potential curve 
are changed. In the absence of an electric field, the atomic and ionic 
curves are simply the sum of U,, and U,, and that of U, and Uit, respec- 
tively. When a positive electric field is applied to the tip, an externally 
applied electric potential, -neEz, is added to the ionic potential and these 
potential curves are modified to U, = UI(0) - neEz. Here n is the charge 
state of ions and z is the distance from the tip. As a result, the potential 
barrier a tip atom has to activate over to reach the sample is greatly 
reduced, in the case of field evaporation of positive ions. On the other 
hand, the potential barrier an atom at the sample surface has to activate 
over to reach the tip surface is greatly increased. Thus, atom transfer 
between the tip and the sample surface can occur only from the positive 
electrode to the negative electrode, not the other way around, in the case 
of field evaporation of positive ions. It should be noted that field evapo- 
ration of negative ions is a more complicated issue, since field electron 
emission starts at an electric field of -0.3 V/A. When the electric field 
increases to 0.6V/A, the field emission current density will be large 
enough to melt tips of most metals by a resistive heating. l2 

Field-gradient induced surface diffusion. Figure 7.19 explains the basic 
mechanism of field-gradient-induced surface difision.81~82~' l29l 157' l 6  In the 
absence of a voltage pulse, the field at the sample surface produced by the 
probing tip is too small to have an effect. Thus, the adatom sees a horizontal 
but periodic surface potential, assuming the sample has a periodic structure 
such as single crystal. There will be no net difision. However, when a volt- 
age pulse is applied to either the tip or the sample, a field with a large gradi- 
ent will be created at the sample surface around the tip due to the asymmetry 
of the tipsample configuration. As a result, the polarization energy is posi- 
tion dependent and given by E,(r) = -k E - 1/2aE2. When this energy is 
added to the periodic surface potential, the potential-energy curve becomes 
inclined toward the center where the field is the strongest. Therefore, the sur- 
face diffusion becomes directional and the adatoms always move from the 
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Fig. 7.19. Diagrams explaining why adsorbed atoms will migrate toward the tip by apply- 
ing voltage to the tip or to the sample. Regardless of the polarity of the voltage pulses, the 
adsorbed atoms will always migrate toward the center where the field is highest. 
[T.T. Tsong, Phys. Rev. B44, 13703 (1991).] 

outer region toward the position directly below the tip. Although surface dif- 
hsion is a thermally activated process, the activation energy is relatively low 
and reduced by the field gradient. Further, when a voltage pulse is applied, 
the tunneling current is greatly increased with the addition of the field emis- 
sion current that will heat the sample surface slightly and thus promote the 
surface diffusion. It should be noted that field gradient induced surface dif- 
hsion can occur for either polarity of the voltage pulse. 

The field-gradient-induced surface diffusion can not only be used to 
sharpen the tip and create a cusp-shaped cone; it can also be used to attract 
adsorbed atoms on the sample surface to the position directly under the prob- 
ing tip as demonstrated by Whitman et aLE3 They manipulated adsorbed 
atoms and molecules to diffuse toward the probing tip by applying voltage 
pulses to the tip. When a voltage pulse is applied, a high electric field regard- 
less of whether it is a positive or negative field, the tunneling current from 
the tip is suddenly increased greatly by the onset of field electron emission 
which produces a heat pulse to the tip by a joule heating. If the temperature 
reaches near the melting point, a cusp-shaped liquid metal cone will be 
formed by either field gradient induced surface diffusion or by a hydrody- 
namic flow of atoms, as illustrated in Fig. 7.2O.lI2 STM has also been used 
to impress or deposit molecules and mounts of atoms on a surface117J18 and 
to remove molecules from the surface by applying voltage  pulse^."^^'*^ 

AFM based nanolithography. Direct contacting, writing, or scratching is 
referred to as a mechanical action of the AFM tip that is used as a sharply 
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Fig. 7.20. Diagrams illustrating how piles of metal atoms can be deposited on a sample 
surface by applying either negative or positive voltage pulses to either the sample or the 
tip. When a high voltage pulse is applied, field electrons are emitted either from the tip or 
the sample according to the polarity of the pulse. This electron current will heat up or even 
melt the tip. Because the field gradient exists at the tip surface, atoms will migrate from 
the tip shank to the tip apex either by a directional surface diffusion or by a hydrodynamic 
flow of atoms, resulting in the formation of a liquid like cone, which will touch the sam- 
ple. When the pulse is over and the liquid like metal cone cools down, the neck is broken 
by the surface tension leaving a mount of tip atoms on the sample surface. [T.T. Tsong, 
Phys. Rev. B44, 13703 (1991).] 

Fig. 7.21. Layout of the sample and the process steps: (a) sample multilayer structure, 
(b) thin mask patterning by AFM lithography, (c) polymer removal in plasma oxygen, 
(d) titanium stripe etching, and (e) resulting electrodes after sacrificial layers removal. 
[A. Notargiacomo, V Foglietti, E. Cianci, G. Capellini, M. Adami, P. Faraci, F. Evangelisti, 
and C. Nicolini, Nanotechnology 10, 458 (1999).] 
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pointed tool in order to produce fine grooves on sample ~ u r f a c e s . ~ ~ ~ - ' ~ ~  
Although direct scratching creates grooves with high precision, low quality 
results are often obtained due to tip wear during the process. An alternative 
approach is to combine scratching on a soft resist polymer layer, such as 
PMMA or polycarbonate, as a mask for the etching process and subsequent 
etching to transfer the pattern to the sample surface. This method ensures 
reduced tip damage, but also precludes an accurate alignment to the structures 
underneath. A two-layer mask has been investigated as a hrther improvement. 
For example, a mask coating consisting of a thin layer of polycarbonate of 
50-100m and a film of easy-to-deform and fusible metal such as indium or 
tin was used to create 50nm wide structures.125 Figure 7.21 is the typical 
layout of the sample and the process steps with AFM lith~graphy.'~~ 

7.4. Soft Lithography 

Soft lithography is a general term describing a set of non-photolithographic 
techniques for microfabrication that are based on the printing of SAMs and 
molding of liquid precursors. Soft lithography techniques include contact 
printing, micromolding in capillaries, microtransfer molding and replica 
molding. Soft lithography has been developed as an alternative to photoli- 
thography and a replication technology for both micro- and nanofabrica- 
tion. The techniques of soft lithography were developed at Whitesides' 
group and have been summarized in excellent review articles.12c128 In this 
section, only a brief introduction to the method will be presented. 

7.4.1. Microconfact printing 

Microcontact printing is a technique that uses an elastomeric stamp with 
relief on its surface to generate patterned S A M s  on the surface of both pla- 
nar and curved ~ubs t r a t e . ' *~~*~~  The procedure of microcontact printing is 
experimentally simple and inherently parallel. The elastomeric stamp is fab- 
ricated by casting and polymerizing PDMS monomer in a master mold, 
which can be prepared by photolithography or other relevant techniques. 
The stamp with a desired pattern is brought in contact with "ink", a solution 
to form a SAM on the surface of the stamp. The inked stamp then contacts 
a substrate and transfers the SAM onto the substrate surface with patterned 
structure. A very important advantage that the microcontact printing offers 
over other patterning techniques is the capability to fabricate a patterned 
structure on a curved ~urface. '~ ' , '~* The success of microcontact printing 
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relies (i) on the conformal contact between the stamp and the surface of the 
substrate, (ii) on the rapid formation of highly ordered monolayers as a 
result of self-a~sembly,'~~ and (iii) on the autophobicity of the S A M ,  which 
effectively blocks the reactive spreading of the ink across the surface.134 

Microcontact printing has been used with a number of systems includ- 
ing SAMs of alkanethiolates on gold, silver and copper, and SAMs of 
alkylsiloxanes on HO-terminated surfaces. 126 Microcontact printing can 
routinely form patterns of alkanethiolate SAMs on gold and silver with in- 
pane dimensions at the scale of -500nm. But smaller futures, such 
trenches in gold as -35 nm wide and separated by -350 nm can be fabri- 
cated with a combination of microcontact printing of alkanethiolate 
SAMs and wet etching.*35 Figure 7.22 is the schematic showing of the 

Etch 1 Deposit I 

Fig. 7.22. Schematic showing the principal procedures of a typical microcontact printing: 
(a) printing on a planar substrate with a planar PDMS stamp, (b) printing on a planar sub- 
strate with a rolling stamp, and (c )  printing on a curved substrate with a planar stamp. 
[D. Qin, Y.N. Xia, J.A. Rogers, R.J. Jackman, X.M. Zhao, and G.M. Whitesides, Top. Cum 
Chern. 194, 1 (1998).] 
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principal procedures of a typical microcontact printing: (a) printing on a 
planar substrate with a planar PDMS stamp, (b) printing on a planar sub- 
strate with a rolling stamp, and (c) printing on a curved substrate with a 
planar stamp.7 

7.4.2. Molding 

A number of molding techniques have been developed for the fabrication 
of microstructures, but are also capable of fabricating nanostructures. 
These techniques include micromolding in ~api l lar ies , '~~ microtransfer 
molding,'37 and replica m01ding.I~~ An elastomeric (PDMS) stamp with 
relief on its surface is central to each of these procedures. In micromold- 
ing in capillaries, a liquid precursor wicks spontaneously by capillary 
action into the network of channels formed by conformal contact between 
an elastomeric stamp and a substrate. In microtransfer molding, the 
recessed regions of an elastomeric mold are filled with a liquid precursor, 
and the filled mold is brought into contact with a substrate. After solidi- 
fying, the mold is removed, leaving a micro- or nanostructure on the sub- 
strate. Micromolding in capillaries can only be used to fabricate 
interconnected structures, whereas microtransfer molding is capable of 
generating both isolated and interconnected structures. In replica molding, 
micro- or nanostructures are directly formed by casting and solidifying a 
liquid precursor against an elastomeric mold. This method is effective for 
replicating feature sizes ranging from -30 nm to several centimeters and 
Fig. 7.23 shows AFM images of such prepared structures.139 Replica 
molding also offers a convenient route to fabricating structures with high 
aspect ratios. Molding has been used to fabricate microstructures and 
nanostructures of a wide range of materials, including polymers,'40 
inorganic and organic salts, sol-gels, 14' polymer beads, and precursor 
polymers to ceramics and carbon.14* 

7.4.3. Nanoimprint 

Nanoimprint lithography was developed in the middle of 1990's and is a 
conceptually straightforward method in fabrication of patterned nanostruc- 
tures. 143 Nanoimprint lithography has demonstrated both high resolution 
and high throughput for making nanometer scale structures. 144y145 Figure 7.24 
schematically illustrates the principal steps of a typical nanoimprint 
process.146 First a stamp with the desired features is fabricated, for example, 
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Fig. 7.23. (a and b) AFM images of chromium nanostructures on a master, and a 
polyurethane replica prepared from a PDMS mold cast from this master. (c and d) AFM 
images of Gold nanostructures on another master, and a polyurethane replica produced from 
a different PDMS mold cast from this master. [Y.N. Xia, J.J. McClelland R. Gupta, D. Qin, 
X.M. Zhao, L.L. Sohn, R.J. Celotta, and G.M. Whitesides, Adv. Muter 9, 147 (1997).] 

Fig. 7.24. Principal steps of a typical nanoimprint process. A stamp with the desired fea- 
tures is pressed on the polymer layer with the temperature raised above the glass transition 
point for a certain period of time to allow the plastic to deform. The stamp is separated 
from the polymer after cooling and the patterned polymer left on the substrate are used for 
further processing, such as drying etching or lift off, or for use directly as a device com- 
ponent. [S. Zankovych, T. Hoffinann, J. Seekamp, J.U. Bruch, and C.M. Sotomayor Torres, 
Nanotechnology 12, 91 (2001).] 
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by optical or electron beam lithography followed by dry etching or reactive 
ion etching. The material to be printed, typically a thermoplastic polymer, is 
spun onto a substrate where the nanostructures are to be fabricated, The sec- 
ond step is to press the stamp on the polymer layer with the temperature 
raised above the glass transition point for a certain period of time to allow 
the plastic to deform. In the third step, the stamp is separated from the poly- 
mer after cooling. The patterned polymer left on the substrate is used for fur- 
ther processing, such as dry etching or lift-off, or for use directly as a device 
component. Although the process is technically straightforward, there are 
several key issues that require special attention to make the process com- 
petitive as a nanofabrication technology as briefly summarized below. 146 

The first challenge for the nanoimprint lithography is the multilevel 
capability or the ability of exact alignment of multilayers. Various 
approaches have been explored to achieve exact alignment including use 
of commercially available stepper and aligner.'47-149 Stamp size should be 
controlled, since large stamp size may introduce potential drawback, such 
as the parallelity of the substrate and stamp and thermal gradients in print- 
ing.I5O The flow of the displaced polymer could set a limit to the feature 
density that imprinting stamps can achieve. Imprint of 50 nm features sep- 
arated by 50 nm spaces within an area of 200 X 200 Fm2 has been demon- 
~ t r a t e d . ' ~ ~  Sticking is another challenge to the nanoimprint lithography. 
Ideally, there should be no sticking at all between the polymer layers to be 
imprinted and the stamp. The choice of printing temperature, the visco- 
elastic properties of the polymer and the interfacial energy are among the 
key f a ~ t 0 r s . I ~ ~  

Processing control includes printing temperature and pressure and cur- 
ing time. In principle, both temperature and pressure should be chosen as 
low as possible in view of the time needed for temperature and pressure 
cycling. Pressure is less important, since its application takes only a 
minute or so; more significant may be the rate at which pressure is 
increased, again with respect to the mechanical recovery of the polymer. 
Various nanostructured devices have been demonstrated by nanoimprint 
lithography. For example, InP/GaInAs two-dimensional electron gas 
three-terminal ballistic junction devices were fabricated using NIL. 152 

Si02/Si stamps fabricated by electron beam lithography and reactive ion 
etching were used to transfer sub- 100 nm features into a high-mobility 
InP-based two-dimensional electron gas material. After NIL, the resist 
residues are removed in oxygen plasma and followed by wet etching 
of InP/GaInAs to create the desired three-terminal junctions devices. 
Figure 7.25 gives an example of nanostructures created by means of 
nanoimprint lithography. 152 



Nanostructures Fabricated by Physical Techniques 313 

Fig. 7.25. SEM image of a device structure in InP/GaInAs with electron waveguide 
(A) and three-terminal ballistic junction (B) areas fabricated by nanoimprint lithography. 
Electrode (1) is a side gate used to control electron waveguide (2); gate (3) controls the 
TBJ (4) device. The voltages on the TBJ electrodes are denoted V,, V,, and V,. 
[I. Maximov, I? Carlberg, D. Wallin, I. Shorubalko, W. Seifert, H.Q. Xu, L. Montelius, and 
L. Samuelson, Nanotechnology 13, 666 (2002).] 

Fig. 7.26. Schematic illustrating the concepts of dip-pen nanolithography. Chemisorption 
acts as a driving force for moving the molecules from the AFM tip to the substrate via the 
water filled capillary, when the tip is scanned across a substrate. [R.D. Piner, J. Zhu, F. Xu, 
S. Hong, and C.A. Mirkin, Science 283, 661 (1999).] 

7.4.4. Dip-pen nanolithography 

Dip-pen nanolithography is a direct-write method based upon an AFM 
and works under ambient  condition^.'^^,'^^ Figure 7.26 illustrates the con- 
cepts of dip-pen nan01ithography.I~~ Chemisorption is acted as a driving 
force for moving the molecules from the AFM tip to the substrate via the 
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Fig. 7.27. SEM micrograph showing an example by dip-pen nanolithography: fifteen 
nanometer dots spaced -5 nm apart in the form of an “N’ on an Au (1 11) substrate. 
[C.A. Mirkin, Znorg. Chern. 39,2258 (2000).] 

water filled capillary, when the tip is scanned across a substrate. Various 
nanostructures have been demonstrated and multicomponent nanostruc- 
tures can readily be created.’55 Figure 7.27 shows an example by DPN: 
fifteen nanometer dots spaced - 5  nm apart in the form of an “N” on an 
Au (1 11) ~ u b s t r a t e . ’ ~ ~  

7.5. Assembly of Nanoparticles and Nanowires 

Self-assembly as a processing technique for the deposition of thin films 
using molecules as building blocks has been discussed in Chapter 5 ;  how- 
ever, this deceivingly simple technique also offers a versatile approach to 
the fabrication of nanoscale devices. The key idea of a self-assembly 
process is that the final structure or assembly is close to or at a thermo- 
dynamic equilibrium, it thus tends to form spontaneously and to reject 
defects. Self-assembly usually provides routes to structures of greater 
order than that can be reached in non-self-assembly structures. A variety 
of interactions between the substrate and building blocks and between 
building blocks have been exploited as the driving forces for the forma- 
tion of self-assembled structures. For example, molecular self-assembly, 
in general, involves noncovalent interactions including van der Waals, 
electrostatic and hydrophobic interactions as well as hydrogen and coor- 
dination bonds. In the self-assembly of meso- and macroscopic objects 
with nanostructures as building blocks, other forces may play a significant 
ro1e.’56,’57 Examples include gravitation, electromagnetic field, shear 
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force, capillary and entropy. 158 Although the fabrication of functional 
nanoscale devices is still a subject of intensive research and many new 
techniques are being discovered, the following discussion will provide a 
general picture about the most commonly used approaches in the self- 
assembly of nanoclusters and n a n ~ c r y s t a l ' ~ ~ - ' ~ '  and nanorods.16* 

7.5.1. Capillary forces 

One of the commonly used strategies of self-assembly of nanoparticles into 
ordered 2D arrays is based on the lateral capillary interactions. The origin 
of the lateral capillary forces is the deformation of the liquid surface, which 
is supposed to be flat in the absence of particles. The magnitude of the cap- 
illary interaction between two colloidal particles is directly proportional to 
the interfacial deformation created by the particles. The capillary interac- 
tions between two adjacent particles either floating on the liquid-air 
surface or partially immersed into a liquid film on a substrate are briefly 
introduced below. 163 Figure 7.28 schematically shows two typical 

Fig. 7.28. Schematic showing two typical approaches of self-assembly of colloidal parti- 
cles by capillary force. Flotation (a,c,e) and immersion (b,d,f) lateral capillary forces 
between two particles attached to fluid interface: (a and b) two similar particles; (c) a light 
and a heavy particle; (d) a hydrophilic and a hydrophobic particle; (e) small floating par- 
ticles that do not deform the interface; (f) small particles captured in a thin liquid film 
deforming the interfaces due to the wetting effects. [P.A. Kralchevsky, K.D. Danov, and 
N.D. Denkov, in Handbook of Surface and Colloid Chemistry, ed. K.S. Birdi, CRC Press, 
Boca Raton, FL, p. 333, 1997.1 
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approaches of self-assembly of colloidal particles by capillary force. 63 In 
the first method, solid particles are partially immersed in a liquid after they 
have been spread onto the surface of the air-liquid interface through a 
spreading agent. The arrays assembled on the surface of liquid are then 
transferred onto solid substrates. The quality of the 2D arrays formed using 
this method can be fine-tuned by controlling the particle size, the number 
of particles, the surface properties and charge density of the particles, and 
the properties of the underlying In the second method, parti- 
cles are partially immersed into a liquid and are directly in contact with the 
substrate. Deformation of liquid surface is related to the wetting properties 
of particles. A complete wetting of liquid or colloidal dispersion on the 
substrate and an electrostatic repulsion between the colloidal particles and 
the substrate are critical in obtaining a uniform monolayer. The wetting can 
be improved by adding surfactants to the colloidal dispersion or simply by 
precoating the substrate with a thin layer of surfactants.167 By using the two 
approaches described above, spherical colloids have been organized into 
hexagonal closely packed 2D arrays either on solid substrates or in thin 
films of l i q~ ids . ' ~~- '~ '  It should be noted that lateral attractive capillary 
forces could be directly used to form 3D structures as well.172 

When two particles have equal size and are not in contact, the capillary 
force can be simplified as follows, for floating force'63: 

And for immersion force: 

F a O R X ,  (t) (7.9) 
where u is the interfacial tension between air and liquid, R is the radius of 
particles, Kl(L)  is the modified Bessel function of the first order, and L is 
the inter-particle distance. These two forces exhibit similar dependence on 
the inter-particle separation, but very different dependence on the size of 
particles and the interfacial tension. The flotation force decreases, while 
the immersion force increases, when the interfacial tension increases. In 
addition, the flotation force decreases much faster with the decrease of 
radius than the immersion force. Figure 7.29 is SEM images of 3D struc- 
tures of nanospheres self-assembled using capillary force.172 

7.5.2. Dispersion interactions 

Ohara and coworkersi73 reported that for the unique cases of metallic 
nanoparticles, size dependent interparticle dispersion attractions were 
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Fig. 7.29. (A) Typical scanning electron micrograph (SEM) of a sample (top view) show- 
ing spheres of 298.6nm diameter. The inset shows a Fourier transform of a 40 X 40 pm2 
region. (B) Typical SEM side view of the same sample at the same magnification 
(X  12 000), showing a perspective view of the cleaved face and the underlying substrate. 
[P. Jiang, J.F. Bertone, K.S. Hwang, and VL. Colvin, Chem. Muter. 11, 2132 (1999).] 

sufficient to drive size segregation and assembly of nanoparticles. 
According to Hamaker theory, the dispersion interaction force between 
two finite-volume spheres is a hnction of separation between the 
spheres.174 At large interparticle separations, D, the attractive potential, V, 
is proportional to DP6,  whereas at small interparticle separation distances, 
V is inversely proportional to D. So for the self-assembly, V must be com- 
parable to kT. If V << kT, there is no driving force for assembly. On the 
other hand, if V>> kT, the particles will aggregate. In order to form long- 
range ordered arrays, interparticle attractions must be strong enough to 
drive nanoparticles to assemble into ordered structure, yet weak enough to 
allow annealing.'75 A narrow size distribution is another critical require- 
ment for the formation of long-range order. 176 However, other factors, 
such as the surface chemistry and the capping material, and the nature of 
the nanoparticle, all play important r01es.I~~ For example, semiconductors 
are characterized by substantially weaker interparticle dispersion attrac- 
tions than are metal nanoparticles, and thus a very narrow size distribution 
is necessary to form ordered arrays of semiconductor nanoparticles. 

Nanoparticle superlattices with nanoparticles as building blocks have 
been synthesized from colloidal suspensions, and have been summarized 
by Collier et ~ 1 . l ~ ~  Both the 2-D and 3-D superlattices can be readily 
formed, with structures of body-centered cubic (bcc), face-centered cubic 
(fcc) and hexagonally closest packed ( h ~ p ) . ' ~ ~  The spontaneous formation 
of ordered 3-D arrays of iron oxide particles occurs when a drop of col- 
loidal solution containing the particles is placed on a TEM grid and the 
solvent is allowed to e v a p ~ r a t e . ' ~ ~ , ' ~ ~  The nanoparticle packing arrange- 
ments were found to be dependent on the shape and faceted morphology of 
the particles and the organic capping molecules tethered to various facets. 
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7.5.3. Shear force assisted assembly 

Huang et directed assembly of one-dimensional nanostructures with 
nanowires as building blocks into hctional networks by combining fluidic 
alignment with surface-patterning techniques. Nanowires of GaP, InP and Si 
were suspended in ethanol solution. The suspensions of nanowires are then 
passed through fluidic channel structures formed between a poly(dimethy1- 
siloxane) (PDMS) mold and a flat substrate. Parallel and cross arrays of 
nanowires can be readily achieved with single and sequential crossed flows, 
respectively, All the nanowires are aligned along the flow direction over hun- 
dreds of micrometers. It was also found that the degree of alignment could be 
controlled by the flow rates. Such a self-assembly can be explained by means 
of shear Specifically, the channel flow near the substrate surface 
resembles a shear flow and aligns the nanowires in the flow direction before 
they are immobilized on the substrate. Higher flow rates produce larger 
shear forces and hence lead to better alignment. Extended deposition time 
would result in a reduced separation space between assembled nanowire 
arrays. Furthermore, the deposition rate and hence the average separation 
versus time depend strongly on the surface chemical functionality. 

7.5.4. Electric-field assisted assembly 

Electric field has also been explored to assist the assembly of rod-shaped 
metallic nanoparticles, carbon nanotubes and metallic nanowi re~ . '~~- '~~  A 
non-uniform alternating electric field ranging from 1 X lo4 to 14 X 104V/cm 
has been demonstrated to be able to precisely align metallic nanowires of 
70-350 nm in diameter from a colloidal suspension (isopropyl alcohol 
used as solvent) between two lithographically defined metal fingers.Ig5 
The alignment of the nanowires between the electrodes is due to forces 
that direct the nanowires toward regions of high field strength. The metal- 
lic nanowires polarize readily in the alternating electric field due to charge 
separation at the surface of the nanowires. Because the nanowires are 
more polarizable than the dielectric medium, they will experience a 
dielectrophoretic force that produces net movement in the direction of 
increasing field strength.186 As the nanowires approach the electrodes, the 
electric field strength between the electrodes and nanowire tips increases 
inversely proportional to the distance, and such a strong near field 
strength connects the metallic nanowires with the electrodes in addition to 
the alignment. Ordered hexagonal monolayers of 14-nm nanoparticles can 
be formed using electrophoretic deposition. 187,188 
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7.5.5. Covalently linked assembly 

Another approach for the rational construction of complex assemblies of 
nanopaprticles and nanowires is to use traditional organic synthetic meth- 
ods to covalently bind the nanostructures. Judicious choice of the func- 
tionality of the coordinating ligands allows chemical reactivity to direct the 
assembly, in potentially very specific ways. Covalently assembled particles 
or rods form irreversible and much more stable cross-linkages; however, 
long-range order is difficult to achieve. Typically, such covalently linked 
assembly is used to build devices requiring short-range order, such as 
single-electron tunnel junctions, nanoelectrodes or surface enhanced Raman 
spectroscopy (SERS) substrates. For example, gold nanoparticles capped 
with dithiols can be self-assembled into 3-D n e t ~ 0 r k s . I ~ ~  Anchoring metal 
nanoparticles onto polymers of functionalized alkoxysilanes is a conven- 
ient way to attach metal nanoparticles onto solid substrates, and has been 
used to form colloidal gold and silver films attached to solid ~uppor ts . '~~ , '~ '  
Substrate surface can also be organically derivatized and terminated with 
specific active groups or ligands so as to promote substrate-selective assem- 
bly.'92~'93 Further, when the substrate surface is patterned, a spatially 
patterned self-assembly can be formed.'943'95 

7.5.6. Gravitational field assisted assembly 

Sedimentation in a gravitational field is another method used in self- 
assembly of nan~part ic les '~~ and used in the growth of colloidal crys- 
t a l ~ . ' ~ ~  A number of parameters have to be carefully chosen to grow highly 
ordered colloidal crystals, which include the size and density of the parti- 
cles and the rate of sedimentation. The sedimentation process has to be 
slow enough so that the colloids concentrated at the bottom of the con- 
tainer will undergo a hard-sphere disorder-to-order phase transition to 
form a three-dimensionally ordered s t r u ~ t u r e . ' ~ ~ > ~ ~ ~  The major disadvan- 
tage of the sedimentation method is that it has very little control over the 
morphology of the top surface and the number of layers. It also takes rel- 
atively long time to complete the sedimentation. 

7.5.7. Template-assisted assembly 

Template-assisted assembly is to introduce surface or spatial confinement 
to self-assembly. Various approaches have been explored. For example, the 
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surface confinement provided by liquid droplets has been used to assem- 
ble colloidal particles or microfabricated building blocks into spherical 
objects.200,201 Patterned arrays of relieves on solid substrates were used to 
grow colloidal ~ r y s t a l s . ~ ~ ~ , ~ ~ ~  Patterned monolayers have been explored to 
direct the deposition of colloidal particles onto designated regions on a 
solid substrate.204 A fluidic cell has also been investigated for self-assembly 
of colloidal ~ r y s t a l s . ~ ~ ~ , ~ ~ ~  

Other forces may also play important roles in self-assembly process. 
For example, sonication has been used in the self-assembly of spherical 
particles into closely packed structures. Magnetic field, similar to electric 
field, would be another force applicable in directing self-assembly of mag- 
netic nanostructures. Figure 7.30 shows SEM micrographs of various 
structures fabricated by template-assisted assembly.207 

Fig. 7.30. The SEM images of 2D arrays of colloidal aggregates that were assembled under 
the confinement of templates etched in the surfaces of Si(100) substrates: (A) 800-nm PS 
beads in square pyramidal cavities 1.2 pm wide at the base; (B) 1 .O pm silica colloids in 
square pyramidal cavities 2.2 pm wide at the base; (C) 0.8 pm PS beads in V-shaped 
grooves 2.5 pm wide at the top; and (D) I .6 pm PS beads in V-shaped grooves 10 pm wide 
at the top. Note that the use of V-shaped grooves as the templates also allowed one to con- 
trol the orientation of the colloidal crystals. In parts C and D, the face-center-cubic struc- 
tures have a (100) orientation rather than (1  1 I ) ,  the one that is most commonly observed 
when spherical colloids are crystallized into three-dimensional lattices. The arrows indicate 
defects, where one can also see the colloidal beads underneath the first layer of the struc- 
ture. [Y. Yin,Y. Lu, B. Gates, andY. Xia, J: Am. Chem. Soc. 123,8718 (2001).] 
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7.6. Other Methods for Microfabrication 

In this section, we will briefly summarize some of the important fabrica- 
tion methods for patterns with sizes in the micrometer range. 

Laser direct writing is a technique that combines laser assisted depo- 
sition and a high resolution transformational stage to fabricate patterned 
microstructures from a wide range of materials?08-21 For example, 
laser-assisted deposition can be used for generating micropatterns of seed- 
ing materials for electroless plating.212 Laser-assisted polymerization 
enables the fabrication of patterned microstructures of polymers.213 
Stereolithography, based on laser-assisted processing, can be used to fab- 
ricate three-dimensional microstructures.214>215 

There are two basic techniques for deposition, which use gas-phase 
reagents, are pyrolytical (or thermochemical) deposition and photolytical (or 
photochemical) deposition. In the former, the substrate is heated to decom- 
pose the gases on the ~ u r f a c e . ~ ' ~ , ~ ~ ~  In the latter, molecules in the gas or 
weakly bound on the substrate or film are directly dissociated on the sub- 
strate by relying on an electronic transition through photon absorption.218-220 
The very different laser chemical interactions in these two approaches result 
in different advantages and disadvantages for use in the writing process. For 
example, pyrolytic deposition is more substrate sensitive, but yields a deposit 
with better microstructure and properties. Photolytic deposition is substrate 
insensitive and permits substantial reaction selectivity, since the chemistry is 
efficiently driven by non-equilibrium process. 

LIGA (Lithography, Electroforming and Molding) is a technique that 
combines X-ray (or synchrotron) lithography, electroplating, and molding 
for fabricating microstructures with high aspect ratios and relatively large 
feature sizes.2219222 Although the standard equipment for W exposure can 
be adapted for this application, special optics and alignment systems are 
needed for structures thicker than 200 p.m. 

Excimer laser micromachining is a technique based on laser abla- 
tion.223,224 All types of materials can be ablated routinely, including poly- 
mers, glasses, ceramics and metals. The minimum size of the features that 
this method can produce is limited by diffraction and by heat and mass 
transport. 

7.7. Summary 

Various physical techniques for fabrication of micro- and nanostructures 
have been discussed in this chapter. In some of these physical techniques, 
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chemical reaction or process plays an dispensable role. However, physical 
processes determine the size and shape of the resultant nanostructures. 
Although lithographic techniques are not new, with continuous improve- 
ment, they are capable of mass production of nanostructures. Feature size 
less than lOOnm can now be routinely achieved by these methods, and it 
is expected that the feature size will keep decreasing further. Limitation of 
these physical approaches will be the damage on the surfaces of nanos- 
tructures fabricated. Such surface damages can have significant impact on 
the physical properties, and thus the performance of the resultant nanos- 
tructures and nanodevices. 

SPM based nanomanipulation and nanolithography are relatively new 
and promise the capability of fabricating structures with atoms and mole- 
cules as building blocks; however, the processes are very slow and not 
capable of mass production. Most of the work done so far remains as proof 
of concepts. Soft lithography is another relatively new technique and 
would find their roles in the fabrication of nanostructures and nanode- 
vices. There is no doubt that the self-assembly will play a crucial role in 
the fabrication of macroscale structures and devices using molecules, 
nanoparticles and nanowires as fundamental building blocks. There are a 
lot of things to be learned. 
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Chapter 8 

Characterization and 
Properties of Nanomaterials 

8.1. Introduction 

Materials in the nanometer scale, such as colloidal dispersions and thin 
films, have been studied over many years and many physical properties 
related to the nanometer size, such as coloration of gold nanoparticles, have 
been known for centuries. One of the critical challenges faced currently by 
researchers in the nanotechnology and nanoscience fields is the inability 
and the lack of instruments to observe, measure and manipulate the mate- 
rials at the nanometer level by manifesting at the macroscopic level. In the 
past, the studies have been focused mainly on the collective behaviors and 
properties of a large number of nanostructured materials. The properties 
and behaviors observed and measured are typically group characteristics. A 
better fundamental understanding and various potential applications 
increasingly demand the ability and instrumentation to observe, measure 
and manipulate the individual nanomaterials and nanostructures. 
Characterization and manipulation of individual nanostructures require not 
only extreme sensitivity and accuracy, but also atomic-level resolution. It 
therefore leads to various microscopy that will play a central role in char- 
acterization and measurements of nanostructured materials and nanostruc- 
tures. Miniaturization of instruments is obviously not the only challenge; 
the new phenomena, physical properties and short-range forces, which do 
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not play a noticeable role in macroscopic level characterization, may have 
significant impacts in the nanometer scale. The development of novel tools 
and instruments is one of the greatest challenges in nanotechnology. 

In this chapter, various structural characterization methods that are most 
widely used in characterizing nanomaterials and nanostructures, are first 
discussed. These include: X-ray diffraction (XRD),1,2 various electron 
microscopy (EM) including scanning electron microscopy (SEM) and 
transmission microscopy (TEM),3-6 and scanning probe microscopy 
(SPM).7 Then some typical chemical characterization techniques are dis- 
cussed. Examples include optical and electron spectroscopy and ionic 
spectrometry. Then the relationships between the physical properties of 
nanomaterials and dimensions are briefly discussed. The physical proper- 
ties discussed in this chapter include thermal, mechanical, optical, electri- 
cal and magnetic properties. The discussion in this chapter is focused 
mainly on the fundamentals and basic principles of the characterization 
methods and physical properties. Technical details, operation procedures 
and instrumentations are not the subjects of detailed discussion here. The 
intention of this chapter is to provide readers with the basic information on 
the fundamentals that the characterization methods are based on. For tech- 
nique details, readers are recommended to relevant l i terat~re .~,~ 

8.2. Structural Characterization 

Characterization of nanomaterials and nanostructures has been largely 
based on the surface analysis techniques and conventional characteriza- 
tion methods developed for bulk materials. For example, XRD has been 
widely used for the determination of crystallinity, crystal structures and 
lattice constants of nanoparticles, nanowires and thin films; SEM and 
TEM together with electron diffraction have been commonly used in char- 
acterization of nanoparticles; optical spectroscopy is used to determine 
the size of semiconductor quantum dots. SPM is a relatively new charac- 
terization technique and has found wide spread applications in nanotech- 
nology. The two major members of the SPM family are scanning tunneling 
microscopy (STM) and atomic force microscopy (AFM). Although both 
STM and AFM are true surface image techniques that can produce topo- 
graphic images of a surface with atomic resolution in all three dimensions, 
combining with appropriately designed attachments, the STM and AFM 
have found a much broadened range of applications, such as nanoindenta- 
tion, nanolithography (as discussed in the previous chapter), and patterned 
self-assembly. Almost all solid surfaces, whether hard or soft, electrically 
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conductive or not, can all be studied with STM and AFM. Surfaces can be 
studied in gas such as air or vacuum or in liquid. In the following, we will 
briefly discuss the aforementioned characterization techniques and their 
applications in nanotechnology. 

8.2.1. X-ray diffraction (XRD) 

XRD is a very important experimental technique that has long been used 
to address all issues related to the crystal structure of solids, including 
lattice constants and geometry, identification of unknown materials, ori- 
entation of single crystals, preferred orientation of polycrystals, defects, 
stresses, etc. In XRD, a collimated beam of X-rays, with a wavelength typ- 
ically ranging from 0.7 to 2 A, is incident on a specimen and is diffracted 
by the crystalline phases in the specimen according to Bragg's law: 

A = 2d sin0 (8.1) 

where d is the spacing between atomic planes in the crystalline phase and 
A is the X-ray wavelength. The intensity of the diffracted X-rays is meas- 
ured as a fimction of the diffraction angle 28 and the specimen's orienta- 
tion. This diffraction pattern is used to identify the specimen's crystalline 
phases and to measure its structural properties. XRD is nondestructive 
and does not require elaborate sample preparation, which partly explains 
the wide usage of XRD method in materials characterization. For more 
details, the readers are highly recommended to an excellent book by 
Cullity and Stock.' 

Diffraction peak positions are accurately measured with XRD, which 
makes it the best method for characterizing homogeneous and inhomoge- 
neous strains.','0 Homogeneous or uniform elastic strain shifts the diffi-ac- 
tion peak positions. From the shift in peak positions, one can calculate the 
change in d-spacing, which is the result of the change of lattice constants 
under a strain. Inhomogeneous strains vary from crystallite to crystallite or 
within a single crystallite and this causes a broadening of the diffraction 
peaks that increase with sin 0. Peak broadening is also caused by the finite 
size of crystallites, but here the broadening is independent of sin 0. When 
both crystallite size and inhomogeneous strain contribute to the peak width, 
these can be separately determined by careful analysis of peak shapes. 

If there is no inhomogeneous strain, the crystallite size, D, can be esti- 
mated from the peak width with the Scherrer's formula": 

KA D =  
B cos 0s 
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where A is the X-ray wavelength, B is the full width of height maximum 
(FWHM) of a diffraction peak, OB is the diffraction angle, and K is the 
Scherrer’s constant of the order of unity for usual crystal. However, one 
should be alerted to the fact that nanoparticles often form twinned struc- 
tures; therefore, Scherrer’s formula may produce results different from the 
true particle sizes. In addition, X-ray diffraction only provides the collec- 
tive information of the particle sizes and usually requires a sizable amount 
of powder. It should be noted that since the estimation would work only 
for very small particles, this technique is very useful in characterizing 
nanoparticles. Similarly, the film thickness of epitaxial and highly tex- 
tured thin films can also be estimated with XRD.’* 

One of the disadvantages of XRD, compared to electron diffraction, is 
the low intensity of diffracted X-rays, particularly for low-Z materials. XRD 
is more sensitive to high-Z materials, and for low-Z materials, neutron or 
electron diffraction is more suitable. Typical intensities for electron diffrac- 
tion are - lo8 times larger than for XRD. Because of small diffraction inten- 
sities, XRD generally requires large specimens and the information 
acquired is an average over a large amount of material. Figure 8.1 shows the 
powder XRD spectra of a series of InP nanoparticles with different sizes.13 

20 30 40 50 60 
20 

Fig. 8.1. Powder X-ray diffraction of a series of InP nanocrystal sizes. The stick spectrum 
gives the bulk reflections with relative intensities. [A.A. Guzelian, J.E.B. Katari, 
A.V. Kadavanich, U, Banin, K. Hamad, E. Juban, A.P. Alivisatos, R.H. Wolters, 
C.C. Arnold, and J.R. Heath, 1 Phys. Chem. 100,7212 (1996).] 
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8.2.2. Small angle X-ray scattering (SAXS) 

SAXS is another powerful tool in characterizing nanostructured materials. 
Strong diffraction peaks result from constructive interference of X-rays 
scattered from ordered arrays of atoms and molecules. A lot of informa- 
tion can be obtained from the angular distribution of scattered intensity at 
low angles. Fluctuations in electron density over lengths on the order of 
lOnm or larger can be sufficient to produce an appreciable scattered 
X-ray intensities at angles 28 < 5". These variations can be from differ- 
ences in density, from differences in composition or from both, and do not 
need to be p e r i ~ d i c . ' ~ > ' ~  The amount and angular distribution of scattered 
intensity provides information, such as the size of very small particles or 
their surface area per unit volume, regardless of whether the sample or 
particles are crystalline or amorphous. 

Let us consider a body with an inhomogeneous structure, assuming it 
consists of two phases separated by well-defined boundaries, such as 
nanoparticles dispersed in a homogeneous medium, the electron density 
of such a two-phase structure can be schematically described in Fig. 8.2. 
The variation of electron density should evidently be divided into two cat- 
egories. The first type is the deviation resulting from the atomic structure 
of each of the phases, and the second type is due to the heterogeneity of 
the material.16 SAXS is the scattering due to the existence of inhomo- 
geneity regions of sizes of several nanometers to several tens nanometers, 
whereas XRD, is to determine the atomic structures. 

The SAXS intensity, I(q), scattered from a collection of a number, N, 
of noninteracting nanoparticles that have uniform electron density, p, in 

t 

A B A B b 
Phase position 

Fig. 8.2. Schematic representing the electron density of a two-phase structure. The varia- 
tion of electron density can evidently be divided into two categories. The first type is the 
deviation resulting from the atomic structure of each of the phases, and the second type is 
due to the heterogeneity of the material. 
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a homogeneous medium of electron density, po is given by a simplified 
f ~ r m ' ~ J ~ :  

4 4 )  = 10 N (P - Pol2 P(q) (8.3) 

1, is the incident X-ray intensity and F(q) is the form factor-the Fourier 
transform of the shape of the scattering object. For spheres of radius, R, 
the form factor is expressed by14J5: 

(8.4) 

where q =  I IT sin(0/2)]/X, A is the X-ray wavelength, and 8 is the angle 
between a primary and a scattering X-ray beam. SAXS has been widely 
used in the characterization of nanocry~tals'~-'~ and Fig. 8.3 shows simu- 
lated and measured SAXS spectra of CdSe nanocrystals with various sizes 
and shapes.I9 Figure 8.4 shows the scattering patterns and their correspon- 
ding laminate structures.' Small angle scattering has been widely used for 

1 2 3 4 5 6 7 8 910 

2 Theta 2 Theta 

Fig. 8.3. (A) SAXS patterns for model structures having 4500atoms, comparable to a 
62 A diameter CdSe nanocrystals. The curves are models for (a) 62 8, spheres of uniform 
electron density, (b) monodisperse, 4500 atom spherical fragments of the bulk CdSe lat- 
tice, (c) monodisperse, 4500 atom ellipsoidal fragments of the bulk CdSe lattice, having a 
1.2 aspect ratio, and (d) fit to SAXS data (dots) assuming a Gaussian distribution of elli- 
posoids (as in curve c), yielding the nanocrystal sample size and size distribution. 
(B) SAXS patterns for CdSe nanocrystal samples ranging from 30 to 75A in diameter 
(dots). Fits are used to devise the nanocrystal sample size, reported in equivalent diame- 
ters, and size distributions, ranging from 3.5 to 4.5% for the samples shown. [C.B. Murray, 
C.R. Kagan, and M.G. Bawendi, Ann. Rev. Muter: Sci. 30, 545 (2000).] 
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the determination of size and ordering of mesoporous materials synthesized 
by organic-templated condensation, which were discussed in Chapter 6.  
Further information on the structure can be obtained by studying the asymp- 
totic behavior of the intensity. For large enough q values and for spherical 
particles with uniform size, the following Porod’s Law is observed20,21: 

where N is the total number of spherical particles with a radius of R. 
Deviations from Porod’s Law can be due to two reasons: (i) the presence 
of smeared transition boundaries between the phases and (ii) the existence 
of electron density fluctuations in inhomogeneity regions, over distances 
exceeding interatomic ones. Further information concerning the system 
geometry can be conveyed by the slope of the curve of the dependency of 
log I(q) on log q in the intermediate range of angles, where Porod’s Law 
has not yet been observed. For example, with a fibrous or a foliage-shaped 
structure the curve has a smaller slope.16 

Apparatus for measuring the distribution of small angle scattering 
generally employ the transmission geometry using a fine monochromatic 
radiation beam. SAXS permits measuring the size of inhomogeneity regions 
in the range from 1 to 100 nm. Applications of small angle scattering span 

r-1 f 
... ̂ I 

Fig. 8.4. Schematic of long-range ordered structures and corresponding diffraction patterns 
in the small angle region. (a) A ring pattern corresponds to spherically symmetric assem- 
blies of crystallites or unoriented stacks of lamellar crystallites. (b) Two-point/line patterns 
reveal the oriented stacks of lamellar crystallites. (c) Four-pointhe patterns indicate lamel- 
lar crystallites stacked in two different orientations. [B.D. Cullity and S.R. Stock, Elements 
ofX-Ray Diffraction, 3rd edition, Prentice Hall, Upper Saddle River, NJ, 2001.1 



336 Nanostructures and Nanomaterials 

fields fiom biological structures to porosity in coals to dispersoids in struc- 
tural engineering materials. It should also be noted that the theory of visible 
light scattering2* is almost identical to that of SAXS described above if the 
following condition is met: 

81~R(n1-  n2) 
n2X << 1 

where nl and n2 are the refractive indices of a particle and its environment, 
respectively. However, visible light scattering is limited to systems only 
when R is larger than approximately 80 nm. 

8.2.3. Scanning electron microscopy (SEM) 

SEM is one of the most widely used techniques used in characterization 
of nanomaterials and nanostructures. The resolution of the SEM 
approaches a few nanometers, and the instruments can operate at magni- 
fications that are easily adjusted from - 10 to over 300,000. Not only does 
the SEM produce topographical information as optical microscopes do, it 
also provides the chemical composition information near the surface. 

In a typical SEM, a source of electrons is focused into a beam, with a 
very fine spot size of - 5  nm and having energy ranging from a few hun- 
dred eV to 50Key that is rastered over the surface of the specimen by 
deflection coils. As the electrons strike and penetrate the surface, a num- 
ber of interactions occur that result in the emission of electrons and pho- 
tons from the sample, and SEM images are produced by collecting the 
emitted electrons on a cathode ray tube (CRT). Various SEM techniques 
are differentiated on the basis of what is subsequently detected and 
imaged, and the principle images produced in the SEM are of three types: 
secondary electron images, backscattered electron images and elemental 
X-ray maps. When a high-energy primary electron interacts with an atom, 
it undergoes either inelastic scattering with atomic electrons or elastic 
scattering with the atomic nucleus. In an inelastic collision with an elec- 
tron, the primary electron transfers part of its energy to the other electron. 
When the energy transferred is large enough, the other electron will emit 
from the sample. If the emitted electron has energy of less than 50 eV, it is 
referred to as a secondary electron. Backscattered electrons are the high- 
energy electrons that are elastically scattered and essentially possess the 
same energy as the incident or primary electrons. The probability of 
backscattering increases with the atomic number of the sample material. 
Although backscattering images cannot be used for elemental identifica- 
tion, useful contrast can develop between regions of the specimen that dif- 
fer widely in atomic number, Z. An additional electron interaction in the 
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SEM is that the primary electron collides with and ejects a core electron 
from an atom in the sample. The excited atom will decay to its ground state 
by emitting either a characteristic X-ray photon or an Auger electron, both 
of which have been used for chemical characterization and will be 
discussed later in this chapter. Combining with chemical analytical capa- 
bilities, SEM not only provides the image of the morphology and 
microstructures of bulk and nanostructured materials and devices, but can 
also provide detailed information of chemical composition and distribution. 

The theoretical limit to an instrument’s resolving power is determined 
by the wavelengths of the electron beam used and the numerical aperture 
of the system. The resolving power, R, of an instrument is defined as: 

A R=- 
2NA 

where A is the wavelength of electrons used and NA is the numerical 
aperture, which is engraved on each objective and condenser lens system, 
and a measure of the electron gathering ability of the objective, or the 
electron providing ability of the condenser. Figure 8.5 shows SEM 
pictures (A and B), together with TEM image with electron diffraction 

Fig. 8.5. (A) and (B) SEM images of nanorod arrays (C) TEM image with electron 
diffraction pattern, and (D) the EDS spectrum of indium doped tin oxide (ITO) grown 
by template-based sol-gel electrophoretic deposition. [S.J. Limmer, S. Vince Cruz, and 
G.Z. Cao, unpublished results (2003).] (only A and B) 
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pattern (C) and the spectrum of EDS (D) of nanorod arrays of indium 
doped tin oxide (ITO) grown by sol-gel electrophoretic depo~i t ion .~~ 

8.2.4. Transmission electron microscopy (TEM) 

In TEM, electrons are accelerated to 100 KeV or higher (up to 1 MeV), 
projected onto a thin specimen (less than 200nm) by means of the con- 
denser lens system, and penetrate the sample thickness either undeflected 
or deflected. The greatest advantages that TEM offers are the high magni- 
fication ranging from 50 to lo6 and its ability to provide both image and 
diffraction information from a single sample. 

The scattering processes experienced by electrons during their passage 
through the specimen determine the kind of information obtained. Elastic 
scattering involves no energy loss and gives rise to diffraction patterns. 
Inelastic interactions between primary electrons and sample electrons at 
heterogeneities such as grain boundaries, dislocations, second-phase parti- 
cles, defects, density variations, etc., cause complex absorption and scatter- 
ing effects, leading to a spatial variation in the intensity of the transmitted 
electrons. In TEM one can switch between imaging the sample and viewing 
its diffraction pattern by changing the strength of the intermediate lens. 

The high magnification or resolution of all TEM is a result of the 
small effective electron wavelengths, A, which is given by the de Broglie 
relationship: 

h 
" S V  

where m and q are the electron mass and charge, h is Planck's constant, and 
V is the potential difference through which electrons are accelerated. For 
example, electrons of 100 KeV energy have wavelengths of 0.37 nm and are 
capable of effectively transmitting through -0.6 pm of silicon. The higher 
the operating voltage of a TEM instrument, the greater its lateral spatial 
resolution. The theoretical instrumental point-to-point resolution is propor- 
tionalZ4 to X3I4. High-voltage TEM instruments (with e.g. 400KV) have 
point-to-point resolutions better than 0.2 nm. High-voltage TEM instru- 
ments have the additional advantage of greater electron penetration, 
because high-energy electrons interact less strongly with matter than lower- 
energy electrons. So it is possible to work with thicker samples on a high- 
voltage TEM. One shortcoming of TEM is its limited depth resolution. 
Electron scattering information in a TEM image originates from a three- 
dimensional sample, but is projected onto a two-dimensional detector. 
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Therefore, structure information along the electron beam direction is super- 
imposed at the image plane. Although the most difficult aspect of the TEM 
technique is the preparation of samples, it is less so for nanomaterials. 

Selected-area diffraction (SAD) offers a unique capability to determine 
the crystal structure of individual nanomaterials, such as nanocrystals and 
nanorods, and the crystal structures of different parts of a sample. In SAD, 
the condenser lens is defocused to produce parallel illumination at the 
specimen and a selected-area aperture is used to limit the diffracting vol- 
ume. SAD patterns are often used to determine the Bravais lattices and lat- 
tice parameters of crystalline materials by the same procedure used in 
XRD.' Although TEM has no inherent ability to distinguish atomic 
species, electron scattering is exceedingly sensitive to the target element 
and various spectroscopy are developed for the chemical composition 
analysis. Examples include Energy-dispersive X-ray Spectroscopy (EDS) 
and Electron Energy Loss Spectroscopy (EELS). 

In addition to the capability of structural characterization and chemical 
analyses, TEM has been also explored for other applications in nan- 
otechnology. Examples include the determination of melting points of 
nanocrystals, in which, an electron beam is used to heat up the nanocrys- 
tals and the melting points are determined by the disappearance of elec- 
tron d i f f r a ~ t i o n . ~ ~  Another example is the measurement of mechanical 
and electrical properties of individual nanowires and nanotubes.2c28 The 

Fig. 8.6. A selected Si nanowires at (a) stationary, (b) the first harmonic resonance with the 
vibration plane parallel to the viewing direction, and (c) the resonance with the vibration 
plane perpendicular to the viewing direction. A slight difference in the resonance fiequen- 
cies in (b) and (c) results from the anisotropic structure of the nanowire. [Z.L. Wang, Adv. 
Mate,: 12, 1295 (2000).] 
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technique allows a one-to-one correlation between the structure and prop- 
erties of the nanowires. Figure 8.6 shows TEM micrographs of a silicon 
nanowire when stationary and vibrating at resonance from 
which the Young's modulus of this silicon nanowire is determined. 

8.2.5. Scanning probe microscopy (SPM) 

SPM is unique among imaging techniques in that it provides three-dimen- 
sional (3-D) real-space images and among other analysis techniques in 
that it allows spatially localized measurements of structure and properties. 
Under optimum conditions subatomic spatial resolution is achieved. SPM 
is a general term for a family of microscopes depending on the probing 
forces used. Two major members are STM and AFM. The principles of 
electron tunneling and atomic forces have been already discussed in 
Chapter 7. For more details, the readers are recommended to an excellent 
book7 and references therein. 

STM was first developed by Binnig and his coworkers in 1981Z9 and 
AFM was invented a few years later.30 The limitation of STM, which is 
restricted to electrically conductive sample surface, is complemented by 
AFM, which does not require conductive sample surface. Therefore, 
almost any solid surface can be studied with SPM: insulators, semicon- 
ductors and conductors, magnetic, transparent and opaque materials. In 
addition, surface can be studied in air, in liquid, or in ultrahigh vacuum, 
with fields of view from atoms to greater than 250 pm X 250pm, and ver- 
tical ranges of about 15 ~1 .m.~ '  In addition, sample preparation for SPM 
analysis is minimal. 

STM was first used in the study of the Si (1 1 1) surface.32 In ultrahigh 
vacuum (UHV), STM resolved 7 X 7 reconstruction on Si (1 1 1) surface in 
real space with atomic resolution shown in Fig. 8.7. The experimental pro- 
cedures can be summarized below. After etching the oxide with an HF 
solution, the (1 1 1) silicon wafer was immediately transferred to the STM 
in UHV chamber. Repeated heating to 900°C in a vacuum not exceeding 
3 X 1 O-* Pa resulted in effective sublimation of the SiO layer grown dur- 
ing the transfer, resulting in a clean surface. The micrographs were taken 
at 2.9 V with tip positive. Only unidirectional scans were recorded to avoid 
nonlinear effects of the scanning piezoelectric drives. 

As summarized by Lang et u Z . ~ ~  in their excellent tutorial article, SPM 
has been developed to a wide spectrum of techniques using various probe 
and sample surface interactions, as shown in Fig. 8.8. The interaction 
force may be the interatomic forces between the atoms of the tip and those 
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Fig. 8.7. (a) STM imagine of 7 X 7 reconstruction on Si (1 1 1 )  surface in real space with 
atomic resolution. (b) Modified adatom model. The underlying top-layer atom positions 
are shown by dots, and the remaining atoms with unsatisfied dangling bonds carry circles, 
whose thickness indicates the measured depth. The adatoms are represented by large dots 
with corresponding bonding arms. The empty potential adatom position is indicated by an 
empty circle in the triangle of adjacent rest atoms. The grid indicates the 7 X 7 unit cells. 
[G. Binnig, H. Rohrer, C. Gerber, and E. Weibel, Phys. Rev. Lett. 50, 120 ( 1  983).] 

of a surface, short-range van der Waals forces, or long-range capillary 
forces, or stick-slip processes producing friction forces. Modifying the tip 
chemically allows various properties of the sample surface to be meas- 
ured. Depending on the type of interactions between the tip and the sam- 
ple surface used for the characterization, various types of SPM have been 
developed. Electrostatic force microscopy is based on local charges on the 
tip or surface, which lead to electrostatic forces between tip and sample, 
which allow a sample surface to be mapped, i.e. local differences in the 
distribution of electric charge on a surface to be visualized. In a similar 
way, magnetic forces can be imagined if the tip is coated with a magnetic 
material, e.g. iron, that has been magnetized along the tip axis, which is 
magnetic force m i c r o ~ c o p y . ~ ~  The tip probes the stray field of the sample 
and allows the magnetic structure of the sample to be determined. When 
the tip is functionalized as a thermal couple, temperature distribution on 
the sample surface can be measured, which is scanning thermal 
m i c r o ~ c o p y . ~ ~  The capacity change between tip and sample is evaluated in 
scanning capacitance m i c r o ~ c o p y , ~ ~  whereas locally resolved measure- 
ment of the chemical potential is done by Kelvin probe m i c r o ~ c o p y . ~ ~  The 
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Fig. 8.8. SPM consists of a wide spectrum of techniques using various probe and sample 
surface interactions. [H.P. Lang, M. Hegner, E. Meyer, and Ch. Gerber, Nanotechnology 
13, R29 (2002).] 

tip can be driven in an oscillating mode to probe the elastic properties of 
a surface, which is referred to as elastic modulus microscopy. At high 
oscillation frequencies (cantilevers with high resonance frequency), fur- 
ther information on inter-atomic forces between tip and sample can be 
obtained, which is referred to as dynamic force microscopy. 

Near-Field Scanning Optical Microscopy (NSOM) can be considered 
as yet another member of SPM. The fundamentals of NSOM have been 
summarized in a previous chapter when the near-field optical lithography 
for the fabrication of nanostructures was discussed, and detailed informa- 
tion can be found in Refs. 38-41. NSOM breaks the diffraction limit ( U 2 )  
to the resolution of ordinary microscopy by scanning an optical probe 
(source or detector) in close proximity to the sample. The resolution of a 
NSOM is dependent on the probe size and the probe and sample separa- 
tion. When both dimensions are much smaller than the optical wave- 
length, the resolution in the NSOM experiment is also much smaller than 
the optical wavelength. In typical NSOM apparatus and experiments, the 
sample is irradiated through a sub-wavelength aperture in the probe, 
which is typically a tapered, metal-coated single mode optical fiber with 
an aperture of a few tens of nanometers at one end.42 The probe-sample 
distance is regulated by scanning the lateral shear force interaction of the 
probe with the sample during the scanning process.43 During the scanning 
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process two simultaneous images are recorded: the scanning force 
microscopy topographic image and the near-field optical image. A resolu- 
tion approaching 1 nm, by NSOM using apertureless NSOM probes cou- 
pled to far-field excitation has been achieved.44 

8.2.6. Gas adsorption 

Physical and chemical adsorption isotherm is a powerful technique in 
determining the surface area and characteristic sizes of particles and 
porous structures regardless of their chemical composition and crystal 
structures. When a gas comes in contact with a solid surface, under suit- 
able temperature and pressure, gas molecules will adsorb onto the surface 
so as to reduce the imbalanced attractive force on surface atoms, and thus 
to reduce the surface energy. Adsorption may be either physical or chem- 
ical in n a t ~ r e . ~ ~ . ~ ~  Physically adsorbed gases can be removed readily from 
the solid surface by reducing the partial pressure, whereas chemisorbed 
gases are difficult to remove unless heated to higher temperatures. For 
physical adsorption, the amount of gas needed to form a monolayer or to 
fill pores in various sizes can be measured as a function of gas pressure; 
such a plot is referred to as gas adsorption isotherm. 

Physical adsorption is particularly useful in the determination of spe- 
cific surface area and pore volume in mesopores (2-5Onm) or micro- 
pores (< 2 nm) materials. When a vapor of a condensable gas is brought 
in contact with porous media at constant temperature, several mechanisms 
of adsorption occur successively on the inner surface of the pore as the rel- 
ative pressure increases from zero to unity. With increasing relative vapor 
pressure, first a monomolecular layer is formed on the inner surface of the 
pores. As the relative vapor pressure increases further, a multi-molecular 
layer starts to form. Pore volume is based on the assumption that all pores 
are filled up through capillary condensation. When the relative pressure 
continues to increase further, capillary condensation will occur on the 
inner surface of the pores in accordance with the Kelvin equation: 

This equation relates the equilibrium vapor pressure, P, of a curved sur- 
face, such as that of a liquid in a capillary or pore of radius r, to the equi- 
librium pressure, Po, of the same liquid on a plane surface. The remaining 
terms, y, K 0, Rg and T, represent the surface tension, molar volume, con- 
tact angle of the adsorbate, the gas constant and absolute temperature, 
respectively. According to this equation, vapor will condense into pores of 
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Fig. 8.9. Five basic types of gas sorption isotherms: (I), monolayer sorption in pores of 
molecular dimension; (11, IV and V), multilayer sorption in highly porous materials with 
pores up to -100nm; (111), multilayer sorption on a nonwetting material. [S. Brunauer, 
The Adsoption of Gases and Vapors, Princeton University Press, Princeton, NJ, 1945.1 

radius, r ,  when the equality expressed in the equation is realized.47 In 
practice, the measurement was performed whenp/Po was adjusted to 0.99, 
corresponding to pore size up to 95nm.48 The amount of gas adsorbed 
as a function of pressure at constant temperature is termed an isotherm. 
Figure 8.9 shows five basic types of isotherms.49 The surface area can be 
determined from the monolayer adsorption, when the area occupied by 
each adsorbed gas molecule is known, whereas the pore size distribution 
can be calculated based on Eq. (8.9). 

Chemisorption has also been explored for the determination of surface 
area; however it takes place via specific chemical forces and is thus 
unique to the gas and solid in question.50 In general, it is studied at tem- 
peratures much higher than the boiling point of the gas, so there would be 
no physical adsorption. 

8.3. Chemical Characterization 

Chemical characterization is to determine the surface and interior atoms 
and compounds as well as their spatial distributions. As mentioned in the 
introduction section, many chemical analysis methods have been devel- 
oped for the surface analysis or thin films, but are readily applicable to the 
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characterization of nanostructures and nanomaterials. Our discussion will be 
limited to the most popular methods; these techniques can be generally 
grouped into various optical and electron spectroscopy and ion spectrometry. 

8.3.1. Optical spectroscopy 

Optical spectroscopy has been widely used for the characterization of nano- 
materials, and the techniques can be generally categorized into two groups: 
absorption and emission spectroscopy and vibrational spectroscopy. 
The former determines the electronic structures of atoms, ions, molecules 
or crystals through exciting electrons from the ground to excited states 
(absorption) and relaxing from the excited to ground states (emission). To 
illustrate the principles of the techniques, absorption and photolumines- 
cence spectroscopy are discussed in this section. The vibrational techniques 
may be summarized as involving the interactions of photons with species 
in a sample that results in energy transfer to or from the sample via vibra- 
tional excitation or de-excitation. The vibrational frequencies provide the 
information of chemical bonds in the detecting samples. In this section, 
infrared spectroscopy and Raman spectroscopy will be used as examples to 
illustrate the principles of vibrational spectroscopy. 

Absorption and transmission spectroscopy. The characteristic lines 
observed in the absorption and emission spectra of nearly isolated atoms 
and ions due to transitions between quantum levels are extremely sharp. 
As a result, their wavelengths or photon energies can be determined with 
great accuracy. The lines are characteristic of a particular atom or ion and 
can be used for identification purposes. Molecular spectra, while usually 
less sharp than atomic spectra, are also relatively sharp. Positions of spec- 
tral lines can be determined with sufficient accuracy to verify the elec- 
tronic structure of molecules. In solids, the large degeneracy of the atomic 
levels is split by interactions into quasi-continuous bands (valence and 
conduction bands), and makes their optical spectra rather broad. The 
energy difference between the highest lying valence (the highest occupied 
molecular orbital, HOMO) and the lowest lying conduction (the lowest 
unoccupied molecular orbital, LUMO) bands is designated as the funda- 
mental gap. Penetration depths of electromagnetic radiation are on the 
order of 50 nm through most of the optical spectrum (visible light). Such 
small penetration depths limit the applications of optical absorption spec- 
troscopy for the characterization of bulk solids; however, this technique is 
readily applicable for the characterization of nanostructures and nanoma- 
terials. Figure 8.10 shows optical absorption spectra of CdSe nanocrystals 
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Fig. 8.10. Optical absorption spectra of CdSe nanocrystals with varying diameters. 
(A) This is seen spectroscopically as a blue shift in the absorption edge and a larger sepa- 
ration between electronic transitions for a homogeneous size series of CdSe nanocrystal 
dispersion, collected at room temperature. (B) Observation of discrete electronic transi- 
tions in optical absorption. [C.B. Murray, C.R. Kagan, and M.G. 'Bawendi, Ann. Rev. 
Muter. Sci. 30, 545 (2000).] 

with varying diameters and reveals the increased band gap as indicated by 
a blue shift in the absorption edge and discrete electronic transitions as the 
nanocrystals get ~ma1ler.l~ 

Photoluminescence (PL). Luminescence refers to the emission of light by a 
material through any process other than blackbody radiati~n.~' The emission 
of light can result from a variety of stimulations. For example, when the emis- 
sion is resulted from electronic stimulation, it is referred to as cathodolumi- 
nescence (CL). Another example is X-ray fluorescence, when high-energy 
photons, i.e. X-ray, are used to excite the sample. In PL one measures physi- 
cal and chemical properties of materials by using photons to induce excited 
electronic states in the material system and analyzing the optical emission as 
these states relax. Typically, light is directed onto the sample for excitation, 
and the emitted luminescence is collected by a lens and passed through an 
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optical spectrometer onto a photon detector. The spectral distribution and time 
dependence of the emission are related to electronic transition probabilities 
within the sample, and can be used to provide qualitative and, sometimes, 
quantitative information about chemical composition, structure, impurities, 
kinetic process and energy transfer. Sensitivity is one of the strengths of the 
PL technique, allowing very small quantities (nanograms) or low concentra- 
tions (parts-per-trillion) of material to be analyzed. Precise quantitative con- 
centration determinations are difficult unless conditions can be carefully 
controlled, and many applications of PL are primarily qualitative. 

In PL, a material gains energy by absorbing photon at some wavelength 
by promoting an electron from a low to a higher energy level. This may be 
described as making a transition from the ground state to an excited state 
of an atom or molecule, or from the valence band to the conduction band 
of a semiconductor crystal or polymer (electron-hole creation). The sys- 
tem then undergoes a non-radiative internal relaxation involving interac- 
tion with crystalline or molecular vibrational and rotational modes, and 
the excited electron moves to a more stable excited level, such as the bot- 
tom of the conduction band or the lowest vibrational molecular state. After 
a characteristic lifetime in the excited state, electron will return to the 
ground state. In the luminescent materials some or all of the energy 
released during this final transition is in the form of light, in which case 
the relaxation is called radiative. The wavelength of the emitted light is 
longer than that of the incident light. It should be noted that depending on 
the characteristic life-time of emission, fast PL with life-time of submi- 
crosecond is also called “fluorescence”, whereas slow ones, lop4 to 10 s, 
are referred to as “phosphorescence.” 

Optical absorption and photoluminescence spectra are commonly used 
in the characterization of the size of nanocrystals of  semiconductor^.^^^^^ 
For example, Fig. 8.11 shows the optical absorption and PL spectra as a 
function of nanocrystal size and clearly demonstrates that the band gap of 
CdSe nanocrystals increases with a decreasing size.52 

Infrared Spectroscopy. Molecules and crystals can be thought of as systems 
of balls (atoms or ions) connected by springs (chemical bonds). These sys- 
tems can be set into vibration, and vibrate with frequencies determined by 
the mass of the balls (atomic weight) and by the stiffness of the springs (bond 
strengths). The mechanical molecular and crystal vibrations are at very high 
frequencies ranging from 10l2 to 1Ol4Hz (3-300 km wavelength), which is 
in the infrared (IR) regions of the electromagnetic spectrum. The oscillations 
induced by certain vibrational frequencies provide a means for matter to cou- 
ple with an impinging beam of infrared electromagnetic radiation and to 
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Fig. 8.11. 10-K optical absorption and photoluminescence spectra of optically thin and 
clear, close-packed nanocrystals of CdSe of (A) 30.3, (B) 39.4, (C) 48.0, and (D) 62.1 A 
in diameter. [C.R. Kagan, C.B. Murray, and M.G. Bawendi, Phys. Rev. B54,8633 (1996).] 

exchange energy with it when the frequencies are in resonance. These 
absorption frequencies represent excitations of vibrations of the chemical 
bonds and, thus, are specific to the type of bond and the group of atoms 
involved in the vibration. In the infrared experiment, the intensity of a beam 
of infrared radiation is measured before and after it interacts with the sample 
as a function of light frequency. A plot of relative intensity versus frequency 
is the “infrared spectrum.” A familiar term “FTIR’ refers to Fourier 
Transform Infrared Spectroscopy, when the intensity-time output of the 
interferometer is subjected to a Fourier transform to convert it to the fmil-  
iar infrared spectrum (intensity-frequency). The identities, surrounding 
environments or atomic arrangement, and concentrations of the chemical 
bonds that are present in the sample can be determined. 

Raman spectro~copy~~ is another vibrational technique and differs from 
the infrared spectroscopy by an indirect coupling of high-frequency radia- 
tion, such as visible light, with vibrations of chemical bonds.55 Raman spec- 
trum is very sensitive to the lengths, strengths and arrangements of chemical 
bonds in a material, but less sensitive to the chemical composition. When 
the incident photon interacts with the chemical bond, the chemical bond is 
excited to a higher energy state. Most of the energy would be re-radiated at 
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the same frequency as that of the incident exciting light, which is known as 
the Rayleigh scattering. A small portion of the energy is transferred and 
results in exciting the vibrational modes, and this Raman process is called 
Stokes scattering. The subsequent re-radiation has a frequency lower (a 
smaller wavenumber) than that of the incident exciting light. The vibrational 
energy is deducted by measuring the difference between the frequency of 
the Raman line and the Rayleigh line. Existing exciting vibrations, e.g. 
through thermal activation, can also couple with and add their energies to 
the incident beam, which is called anti-Stokes scattering. The resulting 
Raman lines appear at higher frequencies or larger wavenumbers. The 
Stokes and anti-Stokes scattering spectra are mirror images on opposite 
sides of the Rayleigh line. However, Stokes scattering spectra are mostly 
used, since they are less temperature sensitive. The Raman effect is 
extremely weak and, thus, intense monochromatic continuous gas lasers are 
used as the exciting light. It should be noted that Raman spectroscopy is 
more a structural characterization technique than a chemical analysis. 

8.3.2. Electron spectroscopy 

In this section we will briefly discuss the basic and methodologies 
of Energy Dispersive X-ray Spectroscopy (EDS), Auger Electron 
Spectroscopy (AES), and X-ray Photoelectron Spectroscopy (XPS). The 
electron spectroscopy relies on the unique energy levels of the emission of 
photons (X-ray) or electrons ejected from the atoms in question. As 
schematically shown in Fig. 8. 12,55 when an incident electron or photon, 
such as X-ray or y-ray, strikes an unexcited atom, an electron from an inner 
shell is ejected and leaves a hole or electron vacancy in the inner shell (Fig. 
8.12b). An electron from an outer shell fills the hole by lowering its energy, 
and simultaneously the excess energy is released through either emission 
of an X-ray (Fig. 8 . 1 2 ~ ) ~  which is used in EDS, or ejection of a third elec- 
tron that is known as an Auger electron (Fig. 8.12d), from a fiuther outer 
shell, which is used in AES. If incident photons are used for excitation, the 
resulting characteristic X-rays are known as fluorescent X-rays. Since each 
atom in the Periodic Table has a unique electronic structure with a unique 
set of energy levels, both X-ray and Auger spectral lines are characteristic 
of the element in question. By measuring the energies of the X-rays and 
Auger electrons emitted by a material, its chemical compositions can be 
determined. 

A similar discussion is applicable to XPS. In XPS, relatively low-energy 
X-rays are used to eject the electrons from an atom via the photoelectric 
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Fig. 8.12. Schematic of electron energy transitions: (a) initial state, @) incident photon or 
electron ejects K shell electron, (c) X-ray emission when 2s electron fills electron hole, and 
(d) Auger electron emission with a KLL transition. [M. Orhring, The Materials Science of 
Thin Films, Academic Press, San Diego, CA, 1992.1 

effect. The energy of the ejected electron, EE, is determined by both the 
energy of the incident photon, hv and the bound electron state, Es: 

E E =  h v -  EB (8.10) 

Since values of the binding energy are element-specific, atomic identifi- 
cation is possible through measurement of photoelectron energies. 

8.3.3. Ionic spectrometry 

Rutherford Backscattering Spectrometry (RBS) is a popular thin film 
characterization technique and relies on the use of very high-energy 
beams (MeV) of low mass ions.56 Such ions can penetrate hundreds of 
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nanometers deep into samples and lose their energies through electronic 
excitation and ionization of target atoms. Sometimes, such fast-moving 
light ions (usually 4Hef) penetrate the atomic electron cloud shield and 
undergo close impact collisions with the nuclei of the much heavier target 
atoms. The resulting scattering from the Coulomb repulsion between ion 
and nucleus is known as Rutherford Backscattering. This collision is elas- 
tic and insensitive to the electronic configuration or chemical bonding of 
target atoms. The energy of the backscattered ion after such a collision, E l ,  
is solely dependent on the mass, Mo, and energy, Eo, of the incident ion, 
the mass of the target atom, M, and the scattering angle, 9, as given by: 

With known mass and energy of incident ions and angular position of the 
ion detector (typically 170°), information on the nature of the elements 
present, their concentrations and depth distribution can all be simultane- 
ously determined by measuring the number and energy of backscattered 
incident ions. 

Secondary Ion Mass Spectrometry (SIMS) is capable of detecting an 
extremely low concentration in a solid, far exceeding any known analyti- 
cal  technique^.^^ In SIMS, a source of ions bombards the surface and sput- 
ters neutral atoms, for the most part, but also positive and negative ions 
from the outermost surface layer. Once in the gas phase, the ions are mass- 
analyzed in order to identify the species present as well as determine their 
abundance. SIMS can be further distinct as “static” and “dynamic” SIMS. 
Static SIMS requires that data be collected before the surface is apprecia- 
bly modified by ion bombardment, and is well suited to surface analysis. 
Dynamic SIMS is operated with high sputtering rates, and thus enables 
depth profiling. 

Table 8.1 summarizes the chemical characterization methods of 
electron spectroscopy and ionic spectrometry discussed above, and the 

Table 8.1. Summary of some chemical characterization techniques. 

Method Element Detection Lateral Effective Probe 
Sensitivity Limit (at %) Resolution Depth 

SEM/EDS Na-U -0.1 -1  pm -I pm 
AES Li-U -0.1 - 1  50 nm -1.5nm 
XPS Li-U -0.1 - 1  -1OOkm -1.5nm 
RBS He-U -1 1 mm -20 nm 
SIMS H-U - 104% -1 p,m 1.5nm 
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following summarizes the capabilities and limitations of each method as 
well as some of the distinctions among these techniques5? 

(1 )  AES, XPS and SIMS are true surface analytical techniques, since the 
detected electrons and ions are emitted from surface layers less than - 1.5 nm deep. Provision is made to probe deeper, or depth profile, 
by sputter-etching and continuously analyzing the newly exposed 
surfaces. 

(2) AES, XPS and SIMS are broadly applicable to detecting almost all the 
elements in the Periodic Table, with few exceptions, whereas EDS can 
only detect elements with Z> 11 and RBS is restricted to only 
selected combinations of elements whose spectra do not overlap. 

( 3 )  Only RBS is quantitatively precise to within an atomic percent with- 
out the use of composition standards. EDS is the second better choice 
for quantitative analysis of chemical compositions. AES, XPS and 
SIMS all require composition standards for quantitative analysis and 
have composition error of several atomic percent. 

(4) XPS, and to a much lesser extent AES, are capable of readily provid- 
ing information on the nature of chemical bonding and valence states. 

8.4. Physical Properties of Nanomaterials 

Between the dimensions on an atomic scale and the normal dimensions, 
which characterize bulk material is a size range where condensed matter 
exhibits some remarkable specific properties that may be significantly dif- 
ferent from the physical properties of bulk materials. Some such peculiar 
properties are known, but there may be a lot more to be discovered. Some 
known physical properties of nanomaterials are related to different ori- 
gins: for example, (i) large fraction of surface atoms, (ii) large surface 
energy, (iii) spatial confinement, and (iv) reduced imperfections. The 
following are just a few examples: 

(1) Nanomaterials may have a significantly lower melting point or phase 
transition temperature and appreciably reduced lattice constants, due 
to a huge fraction of surface atoms in the total amount of atoms. 

(2) Mechanical properties of nanomaterials may reach the theoretical 
strength, which are one or two orders of magnitude higher than that of 
single crystals in the bulk form. The enhancement in mechanical 
strength is simply due to the reduced probability of defects. 

( 3 )  Optical properties of nanomaterials can be significantly different 
from bulk crystals. For example, the optical absorption peak of a 
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semiconductor nanoparticle shifts to a short wavelength, due to an 
increased band gap. The color of metallic nanoparticles may change 
with their sizes due to surface plasmon resonance. 

(4) Electrical conductivity decreases with a reduced dimension due to 
increased surface scattering. However, electrical conductivity of 
nanomaterials could also be enhanced appreciably, due to the better 
ordering in microstructure, e.g. in polymeric fibrils. 

(5 )  Magnetic properties of nanostructured materials are distinctly differ- 
ent from that of bulk materials. Ferromagnetism of bulk materials dis- 
appears and transfers to superparamagnetism in the nanometer scale 
due to the huge surface energy. 

(6) Self-purification is an intrinsic thermodynamic property of nanostruc- 
tures and nanomaterials. Any heat treatment increases the diffusion of 
impurities, intrinsic structural defects and dislocations, and one can 
easily push them to the nearby surface. Increased perfection would 
have appreciable impact on the chemical and physical properties. For 
example, chemical stability would be enhanced. 

Many such properties are size dependent. In other word, properties of 
nanostructured materials can be tuned considerably simply by adjusting 
the size, shape or extent of agglomeration. For example, the optical 
absorption peak, A,, of metal particles can shift by hundreds of nanome- 
ters and particle charging energies altered by hundreds of millivolts via 
particle size and shape. 

8.4.1. Melting points and lattice constants 

Nanoparticles of metals, inert gases, semiconductors and molecular crys- 
tals are all found to have lower melting temperatures as compared with 
their bulk forms, when the particle size decreases below 100 nm. The low- 
ering of the melting points is in general explained by the fact that the sur- 
face energy increases with a decreasing size. The decrease in the phase 
transition temperature can be attributed to the changes in the ratio of sur- 
face energy to volume energy as a function of particle size. One can apply 
the known methods of phenomenological thermodynamics to systems of 
nanoparticles with finite size by introducing the Gibbs model to account 
for the existence of a surface. Some assumptions are applied to develop a 
model or approximation to predict a size dependence of melting tempera- 
ture of nanoparticles. The starting assumption is made of the simultaneous 
existence of a solid particle, of a liquid particle having the same mass, and 
of a vapor phase. The equilibrium conditions are then described based on 
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these  assumption^.^^,^^. The relationship between the melting points of a 
bulk material, T,, and a particle, T, is given by59,60 

(8.12) 

Where r, is the radius of the particle, AH is the molar latent heat of fusion, 
and y and p are surface energy and density, respectively. It should be noted 
that the above theoretical description is based on classical thermodynamic 
considerations, in which the system dimensions are infinite, which is 
obviously inconsistent with the subject of nanoparticles in the range of a 
few nanometers. It should also be noted that the model is developed based 
on the assumption that nanoparticles all have the equilibrium shape and 
are perfect crystals. The equilibrium shape of a perfect crystal is given by 
the Wulff relationship6'>62 as discussed in detail in Chapter 2. However, 
small crystal particles are likely to consist of a multiple twinned structure, 
which may produce particles with energy less than a Wulff crystal. Further 
experimental results support that the multiple-twinned crystal particles 
possess well-defined and invariant shapes.63@ As will become clear in the 
following discussion, the approximation or the model discussed above has 
been found to be in a good agreement with the experimental results,60 
regardless of these assumptions. 

It is not always easy to determine or define the melting temperature of 
nanoparticles. For example, the vapor pressure of a small particle is sig- 
nificantly higher than that of bulk counterpart, and the surface properties 
of nanoparticles are very different from the bulk materials. Evaporation 
from the surface would result in an effective reduction of particle size, 
and thus affect the melting temperature. Increased surface reactivity may 
promote oxidation of the surface layer and, thus, change the chemical 
composition on the particle surface through reactions with surrounding 
chemical species, leading to a change of melting temperature. However, it 
is possible to make an experimental determination of the size dependence 
of melting temperature of nanoparticles. Three different criteria have been 
explored for this determination: (i) the disappearance of the state of order 
in the solid, (ii) the sharp variation of some physical properties, such as 
evaporation rate, and (iii) the sudden change in the particle shape.59 The 
melting point of bulk gold is of 1337 K and decreases rapidly for nanopar- 
ticles with sizes below 5nm as shown in Fig. 8.13.59 This figure shows 
both experimental data (the dots) and the results of a least-squares fits to 
Eq. (8.1) (the solid line). Such size dependence has also been found 
in other materials such as copper,65 tin,66 indium,67 lead and bismuth68 in 
the forms of particles and films. 
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Fig. 8.13. The melting point of bulk gold is of 1337 K and decreases rapidly for nanopar- 
ticles with diameters below 5nm. Both experimental data (the dots) and the results of a 
least-squares fits to Eq. (8.1) (the solid line) are included. [Ph. Buffat and J.-P. Borel, Phys. 
Rev. A13, 2287 (1976).] 

Size dependence is found not to be limited to the melting points of 
metallic nanoparticles. Similar relationship has been reported in other 
materials including semiconductors and oxides. Furthermore, other phase 
transitions have similar size dependence. For example, the ferroelectric- 
paraelectric transition temperatures, or the Curie temperatures, of lead 
titanate and barium titanate decrease sharply below a certain size. For 
barium titanate (BaTi03), the Curie temperature of bulk material is 130°C 
and drops drastically at sizes below 200 nm, reaching 75°C at - 120 nm.69 
The bulk Curie temperature of lead titanate (PbTiO,) is retained till the 
particle size drops below 50nm and such size dependence of phase tran- 
sition temperature has been summarized in Fig. 8. 14.70 

As expected, melting temperatures of various nanowires have also 
found to be lower than that of bulk forms. For example, gold nanorods 
were melted and transformed to spherical particles when heated by laser 
pulses.71 Ge nanowires with diameters of lO-lOOnm, prepared by VLS 
process and coated with carbon sheath demonstrated a significantly low- 
ered melting temperature of -650°C as compared to the melting point of 
bulk Ge of 930"C.72*73 As driven by Rayleigh instabilityY4 nanowires may 
spontaneously undergo a spheroidization process to break up into shorter 
segments and form spherical particles at a relatively low temperature to 
reduce the high surface energy of nanowires or nanorods, when their 
diameters are sufficiently thin or the bonding between constituent atoms 
are weak. 
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Fig. 8.14. The transition temperature as a function of lead titanate particle size. 
Experimental data are denoted by full circles and the solid curve is obtained by an empir- 
ical expression Tc= 500 - 588.5/(D - 12.6), where D is the particle diameter in nm. 
[K. Ishikawa, K. Yoshikawa, and N. Okada, Phys. Rev. B37, 5852 (1988).] 

There is little information on the size dependence of the melting temper- 
atures of thin films; however, thermal stability of thin films has been stud- 
ied. Thin films of gold or platinum, which are commonly used as bottom 
electrodes, become discontinuous by forming holes and then isolated 
islands, when heated at elevated temperatures. However, there is no work 
reported on the thickness dependence of melting temperature of thin films. 

Goldstein et al.25 studied the dependence of melting points and lattice 
constant of spherical semiconductor CdS nanoparticles using TEM and 
XRD. The CdS nanoparticles were prepared by colloidal synthesis and the 
size of particles ranges from 24 to 76 A in diameter with a standard devi- 
ation of +7%. CdS nanoparticles were either bare surfaced or mercapto- 
acetic acid capped. The samples were heated using electron beams and the 
melting points were defined as the temperature at which the electron dif- 
fraction peaks associated with CdS crystalline structure disappear. Figure 
8.15 shows the lattice constants and melting temperature of CdS nanopar- 
ticles as functions of particle size.25 Figure 8.15a shows that the lattice 
constants of nanoparticles decrease linearly with an increasing reciprocal 
particle radius. It is further noticed that the CdS nanoparticles with sur- 
face modification demonstrate less reduction in lattice constant than that 
of bare nanoparticles. The increase of surface energy would explain the 
appreciable decrease in the melting temperatures of nanoparticles as 
shown in Fig. 8.15b. It should be noted that the change of the lattice con- 
stants is difficult to observe, and become measurable only at very small 
nanoparticles. In Chapter 3, the lattice constants of nanoparticles were 
generally found to have crystal structures and lattice constants the same as 
that of bulk materials. 
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Fig. 8.15. (a) Lattice parameter of CdS nanocrystals as a function of the reciprocal particle 
radius, R. A: points from bare nanocrystals, the dashed line for bare nanocrystals yields a 
surface tension of 2.50 N.m., points from mercaptoacetic acid-capped nanocrystals, the 
solid line fit yields a surface tension of 1.74N/m. (b) Size dependence of the melting point 
of CdS nanocrystals, and +: thiophenol or mercaptoacetic acid-capped nanocrystals deter- 
mined by the disappearance of electron diffraction. V: determined by observing the change 
in dark field of a single CdS particle. [AN. Goldstein, C.M. Echer, and A.P. Alivisatos, 
Science 256, 1425 (1 992).] 

The change of crystal structure may occur when the dimension of mate- 
rials is sufficiently small. For example, Arlt et ~ 1 . ~ ~  found that the crystal 
structure of BaTi03 changes with particle size at room temperature. 
Figure 8.16 shows the dependence of the lattice constant ratio on the aver- 
age particle size.77 At grain sizes larger than 1.5 pm, a constant ratio of 
the lattice parameters, c/a - 1 = 1.02%, whereas at grain sizes smaller 
than 1.5 pm, the tetragonal distortion of the BaTi03 unit cell decreases at 
room temperature to c/u - 1 < 1%. It is very interesting to observe that a 
phase change from tetragonal to pseudocubic structure gradually takes 
place as shown in Fig. 8.17.77 

8.4.2. Mechanical properties 

The mechanical properties of materials increase with a decreasing size. 
Many studies have been focused on the mechanical properties of one- 
dimensional structure; particularly a lot of work has been done on 
whiskers. It was found that a whisker can have a mechanical strength 
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approaching to the theoretical as first demonstrated by Herring and Galt 
in 1952.76 It has been long known that the calculated strength of perfect 
crystals exceeds that of real ones by two or three orders of magnitude. It 
has also been found that the increase of mechanical strength becomes 
appreciable only when the diameter of a whisker is less than 10 microns. 
So the enhancement in mechanical strength starts in micron meter scale, 
which is noticeably different from other property size dependence. 

Two possible mechanisms have been proposed to explain the enhanced 
strength of nanowires or nanorods (in reality with diameters less than 10 
microns). One is to ascribe the increase of strength to the high internal 
perfection of the nanowires or whiskers. The smaller the cross-section of 
a whisker or nanowires, the less is the probability of finding in it any 
imperfections such as dislocations, micro-twins, impurity precipitates, 
e t ~ . ~ ~  Thermodynamically, imperfections in crystals are highly energetic 
and should be eliminated from the perfect crystal structures. Small size 
makes such elimination of imperfections possible. In addition, some 
imperfections in bulk materials, such as dislocations are often created to 
accommodate stresses generated in the synthesis and processing of bulk 
materials due to temperature gradient and other inhomogeneities. Such 
stresses are unlikely to exist in small structures, particularly in nanomate- 
rials. Another mechanism is the perfection of the side faces of whiskers or 
nanowires. In general, smaller structures have less surface defects. It is 
particularly true when the materials are made through a bottom-up 
approach. For example, Nohara found that vapor grown whiskers with 

Fig. 8.16. The dependence of the lattice constant ratio of tetragonal BaTio3 on the aver-
age particle size. [G. Arlt, D. Hennings, and G. de With,J.Appl. Phys. 58, 1619 (1985).]
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Fig. 8.17. A gradual phase transition from tetragonal structure of large sized BaTi03 
particles of 1.7 pm in diameter to pseudocubic or orthorhombic structure of small size 
BaTiO, particles of 0.28 pm in diameter. [G.  Arlt, D. Hennings, and G. de With, J.  Appl. 
Phys. 58, 1619 (1985).] 

(400) 

diameters of IOmicrons or less had no detectable steps on their surfaces 
by electron microscopy, whereas irregular growth steps were revealed on 
whiskers with diameters above 10 microns.78 Clearly, two mechanisms are 
closely related. When a whisker is grown at a low supersaturation, there 
is less growth fluctuation in the growth rate and both the internal and 
surface structures of the whiskers are more perfect. Figure 8.18 shows a 
typical dependence of strength on the diameter of a sodium chloride 
whisker,79 and similar dependences are found in metals, semiconductors, 
and insulators.80~8' In the last few years, AFM and TEM have been applied 
for measuring the mechanical property of nanowires or nanorod~ ,~
both AFM and TEM promise some direct evidence for the mechanical 
behavior of nanostructures and nanomaterials. 
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Fig. 8.18. The mechanical strength of NaCl whiskers increases significantly and 
approaches the theoretical strength as the diameters decrease below -1  pm due to an 
increased bulk and surface perfections. [Z. Gyulai, Z. Phys. 138, 317 (1954).] 

Yield strength, cTS, and hardness, H, of polycrystalline materials are 
known to be dependent on the grain size on the micrometer scale, follow- 
ing the Hall-Petch re1ationshipg5J? 

or 

(8.13) 

(8.14) 

where oo and Ho are constants related to the lattice friction stress, d the 
average grain size, and KTs and KH material-dependent constants.*' The 
inverse square-root dependence on the average grain size follows a scal- 
ing of the length of the pile-up with the grain size.88 The Hall-Petch 
model treats grain boundaries as barriers to dislocation motion, and thus 
dislocations pile up against the boundary. Upon reaching a critical stress, 
the dislocations will cross over to the next grain and induce yielding. As 
discussed above about the mechanical properties of fine whiskers, nano- 
materials such as whiskers possess high perfection and no dislocations 
have been found in nanostructured materials as of 1992.89 Therefore, the 
Hall-Petch model would be invalidated in the nanometer regime.90 

Experimentally, it has been found that nanostructured metals have higher 
or lower strength and hardness compared to coarse-grained materials, 
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depending on the methods used to vary the grain size.89 For example, cop- 
per with an average grain size of 6nm has 5 times higher microhardness 
over annealed sample having a grain size of 50 pm, and the hardness of pal- 
ladium with 5-1Onm grains is also 5 times higher than that of 100pm 
grained sample.% Pure nanocrystalline copper has a yield strength in excess 
of 400 MPa, approximately 6 times higher than that of coarse-grained cop- 
per.91,92 However, opposite size dependence in copper and palladium was 
also reported, i.e. a decrease in hardness with decreasing grain size.93 
Various models have been proposed for predicting and explaining the size 
dependence of strength and hardness in nanomaterials. Two models are 
developed to predict opposite size dependence of hardness. Hahn et al.94 
proposed that grain boundary sliding is the rate-limiting step of deforma- 
tion, which explains reasonably well the experimental data that strength and 
hardness decrease with a decreasing grain size. Another model used a rule 
of mixture approach, in which two phases-the bulk intragranular phase and 
the grain boundary phase are ~ o n s i d e r e d . ~ ~ . ~ ~  The model predicts an increas- 
ing hardness with a decreasing grain size, before reaching a maximum at a 
critical grain size of approximately 5 nm, below which the material begins 
to soften. This model fits very well with the experimental data that hardness 
increases with a decreasing grain However, so far there is no exper- 
imental result to verify the presence of a critical grain size of 5 nm. Although 
mechanical properties of various nanostructured element metals have been 
studied, including silver,97 ~ o p p e r , ~ ~ ? ~ ~  p a l l a d i ~ m , ~ ~ ? ~ ~  iron,99 and 
nicke1,Io0 the actual role of grain size or grain boundaries on mechanical 
properties is not clear, and many factors can have significant influence on 
the measurement of mechanical properties of nanostructured materials, such 
as residual strains, flaw sizes and internal stresses. Compared to nanostruc- 
tured bulk metals, there is even less research and, thus, understanding of the 
size effect on the mechanical properties of oxides, though some research has 
been reported on Sn02,101 Ti02102,103 and ZnO.Io5 Other mechanical prop- 
erties of nanostructured materials, such as Young's modulus, creep and 
superplasticity, have also been studied; however, there is no solid under- 
standing on the size dependence that have been established. 

Nanostructured materials may have different elastoplasticity from that 
of large-grained bulk materials. For example, near-perfect elastoelasticity 
was observed in pure nanocrystalline copper, prepared by means of pow- 
der metallurgy, as shown in Fig. 8.1 9.'04 Neither work hardening nor neck 
formation was observed in tensile tests, which are common characteristics 
of ductile metals and alloys. However, no explanation is available to this 
finding. Twinning is observed in nanosized aluminum grains, which have 
never been found in particles in micrometers or above.lo5 
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Fig. 8.19. (a) Tensile test specimens are machine cut from the nanocrystalline metal, pre- 
pared by powder metallurgy. (b) Comparison of stress and strain for nanocrystalline and 
microcrystalline copper. The tensile tests are carried out at room temperature and at the 
low strain rate of 5 X s-I. [Y. Champion, C. Langlois, S. Gutrin-Mailly, P. Langlois, 
J. Bonnentien, and M.J. Hytch, Science 300, 310 (2003).] 

8.4.3. Optical properties 

The reduction of materials' dimension has pronounced effects on the optical 
properties. The size dependence can be generally classified into two groups. 
One is due to the increased energy level spacing as the system becomes 
more confined, and the other is related to surface plasmon resonance. 

8.4.3.1. Surface plasmon resonance 

Surface plasmon resonance is the coherent excitation of all the "free" 
electrons within the conduction band, leading to an in-phase oscilla- 
tion.'06,107 When the size of a metal nanocrystal is smaller than the wave- 
length of incident radiation, a surface plasmon resonance is generated1O8 
and Fig. 8.20 shows schematically how a surface plasmon oscillation of a 
metallic particle is created in a simple manner.lo9 The electric field of an 
incoming light induces a polarization of the free electrons relative to the 
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Fig. 8.20. Surface plasmon absorption of spherical nanoparticles and its size dependence. 
(a) A schematic illustrating the excitation of the dipole surface plasmon oscillation. The 
electric field of an incoming light wave induces a polarization of the (free) conduction 
electrons with respect to the much heavier ionic core of a spherical metal nanoparticle. 
A net charge difference is only felt at the nanoparticle surfaces, which in turn acts as a 
restoring force. In this way a dipolar oscillation of the electrons is created with period T. 
(b) Optical absorption spectra of 22, 48 and 99nm spherical gold nanoparticles. The 
broad absorption band corresponds to the surface plasmon resonance. [S. Link and 
M.A. El-Sayed Int. Rev. Phys. Chem. 19,409 (2000).] 

cationic lattice. The net charge difference occurs at the nanoparticle 
boundaries (the surface), which in turn acts as a restoring force. In this 
manner a dipolar oscillation of electrons is created with a certain fre- 
quency. The surface plasmon resonance is a dipolar excitation of the entire 
particle between the negatively charged free electrons and its positively 
charged lattice. The energy of the surface plasmon resonance depends on 
both the free electron density and the dielectric medium surrounding the 
nanoparticle. The width of the resonance varies with the characteristic 
time before electron scattering. For larger nanoparticle, the resonance 
sharpens as the scattering length increases. Noble metals have the reso- 
nance frequency in the visible light range. 

Mie was the first to explain the red color of gold nanoparticle colloidal 
in 1908 by solving Maxwell's equation for an electromagnetic light 
wave interacting with small metallic spheres."O The solution of this 
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electrodynamic calculation leads to a series of multi-pole oscillation 
cross-section of the nanoparticles' lo: 

aL = 

bL = 

(8.15) 

(8.16) 

(8.18) 

where m = nh, ,  where n is the complex refractive index of the particle 
and n,  is the real refractive index of the surrounding medium. k is the 
wave-vector and x = k r with r being the radius of a metallic nanoparticle. 
$L and T ) ~  are the Ricatti-Bessel cylindrical functions. L is the summation 
index of the partial waves. 

Equations (8.17) and (8 .18)  clearly indicate that the plasmon resonance 
depends explicitly on the particle size, r.  The larger the particles, the more 
important the higher-order modes as the light can no longer polarize the 
nanoparticles homogeneously. These higher-order modes peak at lower 
energies. Therefore, the plasmon band red shifts with increasing particle 
size. At the same time, the plasmon bandwidth increases with increasing 
particle size. The increase of both absorption wavelength and peak width 
with increasing particle size has been clearly demonstrated experimen- 
tally, e.g. as shown in Fig. 8.21."' Such direct size dependence on the 
particle size is regarded as extrinsic size effects. 

The situation concerning the size dependence of the optical absorption 
spectrum is more complicated for smaller nanoparticles for which only the 
dipole term is important. For nanoparticles much smaller than the wave- 
length of incident light (2r << A, or roughly 2r < X,,/lO), only the dipole 
oscillation contributes to the extinction cross-section.10s~109 The Mie theory 
can be simplified to the following relationship (dipole approximation): 

where V is the particle volume, o is the angular frequency of the exciting 
light, c is the speed of light, and E, and E ( O )  = e l (@)  + ie2(0) are the bulk 

with and
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Fig. 8.21. (a) UV-Vis absorption spectra of 9, 22, 48 and 99nm gold nanoparticles in 
water. All spectra are normalized at their absorption maxima, which are 517,521,533 and 
575 nm, respectively. (b) The plasmon bandwidth AX as a function of particle diameter. 
[S. Link and M.A. El-Sayed, J.  Phys. Gem. B103,4212 (1999).] 

dielectric constant of the surround material and the particle, respectively. 
While the first is assumed to be frequency independent, the latter is com- 
plex and is a function of energy. The resonance condition is fulfilled when 
E, (w)  = -2~,,  if c2 is small or weakly dependent on o. Equation (8.19) 
shows that the extinction coefficient does not depend on the particle sizes; 
however, a size dependence is observed l4  This dis- 
crepancy arises obviously from the assumption in the Mie theory, that 
the electronic structure and dielectric constant of nanoparticles are the 
same as those of its bulk form, which becomes no longer valid when 
the particle size becomes very small. Therefore, the Mie theory needs to 
be modified by introducing the quantum size effect in smaller particles. 

In small particles, electron surface scattering becomes significant, 
when the mean free path of the conduction electrons is smaller than the 
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physical dimension of the nanoparticles. For example, conduction elec- 
trons in silver and gold have a mean free path of 40-50 nm' l 5  and will be 
limited by the particle surfaces in particles of 20 nm. If the electrons scat- 
ter with the surface in an elastic but totally random way, the coherence of 
the overall plasmon oscillation is lost. Inelastic electron-surface collisions 
would also change the phase. The smaller the particles, the faster the elec- 
trons reach the surface of the particles, the electrons can scatter and lose 
the coherence more quickly. As a result, the plasmon bandwidth increases 
with decreasing particle size.' l6?' l7  The reduction of the effective electron 
mean free path and enhanced electron-surface scattering can also cor- 
rectly explain the size dependence of the surface plasmon absorption as 
follows. y is introduced as a phenomenological damping constant and is 
found to be a function of the particle size"*?* 19: 

(8.20) 

where yo is the bulk damping constant and dependent on the electron scat- 
tering frequencies, A is a constant, depending on the details of the scatter- 
ing processes, vF is the velocity of the electrons at the Fermi energy, and 
r is the radius of the particles. This size effect is considered as an intrin- 
sic size effect, since the materials' dielectric function itself is size depend- 
ent. In this region, the absorption wavelength increases, but the peak 
width decreases with increasing particle size (also shown in Fig. 8.21). 

The molar extinction coefficient is of the order of 1 X lo9 M-' cm-' for 
20 nm gold nanoparticles and increases linearly with increasing volume of 
the particles.'I6 These extinction coefficients are three to four orders of 
magnitude higher than those for the very strong absorbing organic dye 
molecules. The coloration of nanoparticles renders practical applications 
and some of the applications have been explored and practically used. For 
example, the color of gold ruby glass results from an absorption band 
at about 0.53 km."* This band comes from the spherical geometry of the 
particles and the particular optical properties of gold according to Mie 
theory112 as discussed above. The spherical boundary condition of the 
particles shifts the resonance oscillation to lower frequencies or longer 
wavelength. The size of the gold particles influences the absorption. For 
particle larger than about 20 nm in diameter, the band shifts to longer wave- 
length as the oscillation becomes more complex. For smaller particles, the 
bandwidth progressively increases because the mean free path of the free 
electrons in the particles is about 40nm, and is effectively reduced.'19 
Silver particles in glass color it yellow, resulting from a similar absorption 
band at 0.41 pm.120 Copper has a plasma absorption band at 0.565 pm for 
copper particles in glass.12' 

Y O + A v F  
y =  
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Similar to nanoparticles, metal nanowires have surface plasmon reso- 
nance properties. 122 However, metal nanorods exhibited two surface plas- 
mon resonance modes, corresponding to the transverse and longitudinal 
excitations. While the wavelength of transverse mode is essentially fixed 
around 520 nm for Au and 4 10 nm for Ag, their longitudinal modes can be 
easily tuned to span across the spectral region from visible to near infrared 
by controlling their aspect ratios. It was also demonstrated that gold 
nanorods with an aspect ratio of 2-5.4 could fluoresce with a quantum 
yield more than one million times that of the bulk meta1.Iz3 

8.4.3.2. Quantum size effects 

Unique optical property of nanomaterials may also arise from another quan- 
tum size effect. When the size of a nanocrystal (i.e. a single crystal nanopar- 
ticle) is smaller than the de Broglie wavelength, electrons and holes are 
spatially confined and electric dipoles are formed, and discrete electronic 
energy level would be formed in all materials. Similar to a particle in a box, 
the energy separation between adjacent levels increases with decreasing 
dimensions. Figure 8.22 schematically illustrates such discrete electronic 
configurations in nanocrystals, nanowires and thin films; the electronic 

X 

Fig. 8.22. Schematic illustrating discrete electronic configurations in nanocrystals, 
nanowires and thin films and enlarged band gap between valence band and conduction band. 
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configurations of nanomaterials are significantly different from that of their 
bulk counterpart. These changes arise through systematic transformations 
in the density of electronic energy levels as a function of the size, and these 
changes result in strong variations in the optical and electrical properties 
with s i ~ e . ' ~ ~ , ' ~ ~  Nanocrystals lie in between the atomic and molecular limit 
of discrete density of electronic states and the extended crystalline limit of 
continuous band.126 In any material, there will be a size below which there 
is substantial variation of hndamental electrical and optical properties with 
size, when energy level spacing exceeds the temperature. For a given tem- 
perature, this occurs at a very large size (in nanometers) in semiconductors 
as compared with metals and insulators. In the case of metals, where the 
Fermi level lies in the center of a band and the relevant energy level spac- 
ing is very small, the electronic and optical properties more closely resem- 
ble those of continuum, even in relatively small sizes (tens or hundreds of 
a t ~ m s ) . l ~ ~ , ~ ~ *  In semiconductors, the Fermi level lies between two bands, so 
that the edges of the bands are dominating the low-energy optical and elec- 
trical behavior. Optical excitations across the gap depend strongly on the 
size, even for crystallites as large as 10,000 atoms. For insulators, the band 
gap between two bands is already too big in the bulk form. 

The quantum size effect is most pronounced for semiconductor 
nanoparticles, where the band gap increases with a decreasing size, result- 
ing in the interband transition shifting to higher f r eq~enc ie s . ' ~~- '~~  In a 
semiconductor, the energy separation, i.e. the energy difference between 
the completely filled valence band and the empty conduction band is of the 
order of a few electrovolts and increases rapidly with a decreasing size.'31 
Figure 8.23 shows the optical absorption and luminescence spectra of InP 
nanocrystals as a function of particle size.I3 It is very clear that both the 
absorption edge and the luminescence peak position shift to a higher 
energy as the particle size reduces. Such a size dependence of absorption 
peak has been widely used in determining the size of nanocrystals. Figure 
8.24 shows the band gap of silicon nanowires as a function of the nanowire 
diameter, including both experimental results133 and calculated data.134>'35 

The same quantum size effect is also known for metal nanoparti- 
cles136,137; however, in order to observe the localization of the energy lev- 
els, the size must be well below 2 nm, as the level spacing has to exceed the 
thermal energy (-26 meV). In a metal, the conduction band is half filled 
and the density of energy levels is so high that a noticeable separation in 
energy levels within the conduction band (intraband transition) is only 
observed when the nanoparticle is made up of -100atoms. If the size 
of metal nanoparticle is made small enough, the continuous density of 
electronic states is broken up into discrete energy levels. The spacing, 6 ,  
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Fig. 8.23. Optical absorption and PL spectra of InP nanocrystals as a function of particle 
size. The PL spectra are composed of a high-energy band edge emission band and a low- 
energy trapped emission band. The insert shows additional scaled PL spectra of a sequence 
of samples with decreasing sizes exhibiting a smooth blue shift of the band edge emission 
feature with decreasing nanocrystal size. The samples have been treated with decylamine 
and were exposed to air. [A.A. Guzelian, J.E.B. Katari, A.V Kadavanich, U. Banin, 
K. Hamad, E. Juban, A.P. Alivisatos, R.H. Wolters, C.C. Arnold, and J.R. Heath, J.  Phys. 
Chem. 100,7212 (1996).] 

d- This work (Exp.) 

Fig. 8.24. The band gap of silicon nanowires as a function of the nanowire diameter, 
including both experimental results [D.D.D. Ma, C.S. Lee, F.C.K. Au, S.Y. Tong, and 
S.T. Lee, Science 299, 1874 (2003)l and calculated data. [A.J. Read, R.J. Needs, K.J. Nash, 
L.T. Canham, P.D.J. Calcott, and A. Qteish, Phys. Rev. Lett. 69, 1232 (1992) and B. Delley 
and E.F. Steigmeier, Appl. Phys. Lett. 67, 2370 (1999.1 
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between energy levels depends on the Fermi energy of the metal, EF, and 
on the number of electrons in the metal, N, as given by138: 

a=-- 4EF 

3N 
(8.21) 

where the Fermi energy EF is typically of the order of 5 eV in most met- 
als. The discrete electronic energy level in metal nanoparticles has been 
observed in far-infrared absorption measurements of gold nanoparticle. 139 

At finite size, the evolution of properties of metals from the atomic level 
to bulk solid is observable. 

When the diameter of nanowires or nanorods reduces below the de 
Broglie wavelength, size confinement would also play an important role 
in determining the energy level just as for nanocrystals. For example, the 
absorption edge of Si nanowires has a significant blue shift with sharp, 
discrete features and silicon nanowires also has shown relatively strong 
"band-edge" photoluminescence. 14@14* 

In addition to the size confinement, light emitted from nanowires is 
highly polarized along their longitudinal  direction^.'^^-'^^ Figure 8.25 
shows such a distinct anisotropy in the PL intensities recorded in the 
direction parallel and perpendicular to the long axis of an individual, iso- 
lated indium phosphide (InP) n a n 0 ~ i r e s . l ~ ~  The magnitude of polarization 
anisotropy could be quantitatively explained in terms of the large dielec- 
tric contrast between the nanowire and the surrounding environment, as 

Fig. 8.25. (A) Excitation and (B) emission spectra recorded from an individual InP 
nanowires of 15 nm in diameter. The polarization of the exciting laser was aligned parallel 
(solid line) and perpendicular (dashed line) to the long axis of this nanowire, respectively. 
The inset plots the polarization ratio as a function of energy. [J.F. Wang, M.S. Gudiksen, 
X.F. Duan,Y. Cui, and C.M. Lieber, Science 293, 1455 (2001).] 
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opposed to quantum mechanical effects such as mixing of valence bands. 
As noted in Chapter 3, there are other terms commonly used in describing 
nanoparticles. Nanocrystals are specifically denoted to single crystal 
nanoparticles. Quantum dots are used to describe small particles that 
exhibit quantum size effects. Similarly, quantum wires are referred to as 
quantum wires when exhibiting quantum effects. 

8.4.4. EIectrical conductivity 

The effects of size on electrical conductivity of nanostructures and nanoma- 
terials are complex, since they are based on distinct mechanisms. These 
mechanisms can be generally grouped into four categories: surface scatter- 
ing including grain boundary scattering, quantized conduction including 
ballistic conduction, Coulomb charging and tunneling, and widening and 
discrete of band gap, and change of microstructures. In addition, increased 
perfection, such as reduced impurity, structural defects and dislocations, 
would affect the electrical conductivity of nanostructures and nanomaterials. 

8.4.4.1. Surface scattering 

Electrical conduction in metals or Ohmic conduction can be described by 
the various electron scattering, and the total resistivity, p T ,  of a metal is a 
combination of the contribution of individual and independent scattering, 
known as Matthiessen’s rule: 

P T  = PTh -t P D  (8.22) 

PTh is the thermal resistivity and pD the defect resistivity. Electron colii- 
sions with vibrating atoms bhonons) displaced from their equilibrium lat- 
tice positions are the source of the thermal or phonon contribution, which 
increases linearly with temperature. Impurity atoms, defects such as vacan- 
cies, and grain boundaries locally disrupt the periodic electric potential of 
the lattice and effectively cause electron scattering, which is temperature 
independent. Obviously, the defect resistivity can be hrther divided into 
impurity resistivity, lattice defect resistivity, and grain boundary resistivity. 
Considering individual electrical resistivity directly proportional to the 
respective mean free path (A)  between collisions, the Matthiessen’s rule can 
be written as: 

1 1 1  +- 
AT ATh AD 

-=- (8.23) 
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Theory suggests that XT ranges from several tens to hundreds of nano- 
meters. Reduction in material’s dimensions would have two different effects 
on electrical resistivity. One is an increase in crystal perfection or reduction 
of defects, which would result in a reduction in defect scattering and, thus, 
a reduction in resistivity. However, the defect scattering makes a minor con- 
tribution to the total electrical resistivity of metals at room temperature, and 
thus the reduction of defects has a very small influence on the electrical 
resistivity, mostly unnoticed experimentally. The other is to create an addi- 
tional contribution to the total resistivity due to surface scattering, which 
plays a very important role in determining the total electrical resistivity of 
nanosized materials. If the mean free electron path, As, due to the surface 
scattering is the smallest, then it will dominate the total electrical resistivity: 

1 1 1 1  +-+- -=- 
AT A~ AD AS 

(8.24) 

In nanowires and thin films, the surface scattering of electrons results in 
reduction of electrical conductivity. When the critical dimension of thin 
films and nanowires is smaller than the electron mean-free path, the 
motion of electrons will be interrupted through collision with the surface. 
The electrons undergo either elastic or inelastic scattering. In elastic, also 
known as specular, scattering, the electron reflects in the same way as a 
photon reflects from a mirror. In this case, the electron does not lose its 
energy and its momentum or velocity along the direction parallel to the 
surface is preserved. As a result, the electrical conductivity remains the 
same as in the bulk and there is no size effect on the conductivity. When 
scattering is totally inelastic, or nonspecular or diffuse, the electron mean- 
free path is terminated by impinging on the surface. After the collision, the 
electron trajectory is independent of the impingement direction and the 
subsequent scattering angle is random. Consequently, the scattered elec- 
tron loses its velocity along the direction parallel to the surface or the con- 
duction direction, and the electrical conductivity decreases. There will be 
a size effect on electrical conduction. 

Figure 8.26 depicts the Thompson for inelastic scattering of 
electrons from film surface with film thickness, d, less than the bulk free 
mean electron path, Xo. The mean value of A, is given by: 

(8.25) 

After integration, we have: 

(8.26) 
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Fig. 8.26. Schematic illustrating the Thompson model for inelastic scattering of electrons 
from film surface with film thickness, d, less than the bulk free mean electron path, Xo. 
[J.J. Thompson, Proc. Cambridge Phil. SOC. 11, 120 (1901).] 

Finally the film resistivity, pf, relative to bulk values are given by: 

(8.27) 

From Eqs. (8.15) and (8.16), it is clear that as d shrinks, A,-decreases and p,- 
increases, and there is an obvious size dependence or size effect. It should be 
noted that the above model is based on an assumption that all surface scatter- 
ing is inelastic and in terms of classical physics. A more accurate quantum 
theory, known as Fuchs-Sondheimer (F-S) theory, was also developed. 147,148 

When the model is further improved by considering an admixture of both 
elastic and inelastic contributions, with P being the fraction of elastic surface 
scattering, an approximate formula for thin films, where 4 >> d, is obtained 

- 3d (1 + 2P) 
pf 4x0 

(8.28) 

Clearly, the character of the Thompson equation [Eq. (8.27)] is preserved. 
The fraction of elastic scattering on a surface is very difficult to determine 
experimentally; however, it is known that surface impurity and roughness 
favor inelastic scattering. It should be noted that although the surface scat- 
tering discussed above is focused on metals, the general conclusions are 
equally applicable to semiconductors. An increased surface scattering 
would result in reduced electron mobility and, thus, an increased electri- 
cal resistivity. Increased electrical resistivity of metallic nanowires with 
reduced diameters due to surface scattering has been widely reported. 149 

Figure 8.27 shows the thickness dependence of electrical resistivities of 
thin films as a function of temperat~re. '~~ In this experiment, epitaxial 
films were prepared by first depositing Co on atomically clean silicon sub- 
strates under ultrahigh vacuum conditions and followed by vacuum anneal- 
ing to promote the formation of cobalt silicide. The stoichiometry was well 
controlled; the film substrate interface was found to be nearly atomically 
perfect; and the outer surface was extremely smooth. A little dependence 
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Fig. 8.27. The thickness dependence of electrical resistivities of thin films as a function 
of temperature. [J.C. Hensel, R.T. Tung, J.M. Poate, and F.C. Unterwald, Phys. Rev. Lett. 
54, 1840 (1985).] 

on film thickness down to 6nm was found. Further, it was found that the 
average A,, was 97 nm by independent low temperature magnetoresistance 
measurements, and an average degree of specularity of about 90% from 
both the free surface and CoSi2-Si interface was suggested. In a polycrys- 
talline material, as the crystallite size becomes smaller than the electron 
mean-free path, a contribution to electrical resistivity from grain boundary 
scattering arises. Proton conductivity of polycrystalline hydrated antimony 
oxide films was found to decrease with small grain sizes as shown in 
Fig. 8.28, which was attributed to grain boundary ~cattering. '~' 

It should also be noted that the surface inelastic scattering of electrons and 
phonons would result in a reduced thermal conductivity of nanostructures 
and nanomaterials, similar to the surface inelastic scattering on electrical 
conductivity, though very little research has been reported so far. Theoretical 
studies suggest that thermal conductivity of silicon nanowires with a diame- 
ter less than 20nm would be significantly smaller than the bulk v a I ~ e . ' ~

8.4.4.2. Change of electronic structure 

As shown in Fig. 8.22, a reduction in characteristic dimension below a crit- 
ical size, i.e. the electron de Broglie wavelength, would result in a change 
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Fig. 8.28. The proton conductivity of polycrystalline hydrated antimony oxide discs at 
19.5 "C as a function of relative humidity. Throughout the entire measurement region of 
humidity, the disc consisting of larger grains has a larger proton conductivity than of small 
grained sample, which was attributed to grain boundary scattering. [K. Ozawa, Y. Sakka, 
and M. Amano, J.  Sol-Gel Sci. Technol. 19, 595 (2000).] 

of electronic structure, leading to widening and discrete band gap. Effects 
of such a change of band gap on the optical properties has been extensively 
studied and discussed in the previous section. Such a change generally 
would also result in a reduced electrical conductivity. Some metal 
nanowires may undergo a transition to become semiconducting as their 
diameters are reduced below certain values, and semiconductor nanowires 
may become insulators. Such a change can be partially attributed to the 
quantum size effects, i.e. increased electronic energy levels when the 
dimensions of materials are below a certain size as discussed in the previ- 
ous section. For example, single crystalline Bi nanowires undergo a metal- 
to-semiconductor transition at a diameter of -52 nm155 and the electrical 
resistance of Bi nanowires of -4Onm was reported to decrease with 
decreasing tern~erature . '~~ GaN nanowires of 17.6 nm in diameter was 
found to be still s e m i c ~ n d u c t i n g , ' ~ ~ ~ ~ ~ ~  however, Si nanowires of - 15 nm 
became ins~1at ing. l~~ 

8.4.4.3. Quantum transport 

Quantum transport in small devices and materials has been studied exten- 
sively. 160,161 Only a brief summary is presented below including discussions 
on ballistic conduction, Coulomb charging and tunneling conduction. 

Ballistic conduction occurs when the length of conductor is smaller than 
the electron mean-free ~ a t h . ' ~ * - l ~ ~  In this case, each transverse waveguide 
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mode or conducting channel contributes Go = 2e2/h = 12.9 k W  to the total 
conductance. Another important aspect of ballistic transport is that no 
energy is dissipated in the conduction,162 and there exist no elastic scatter- 
ing. The latter requires the absence of impurity and defects. When elastic 
scattering occurs, the transmission coefficients, and thus the electrical 
conductance will be reduced,162p166 which is then no longer precisely quan- 
tized. 167 Ballistic conduction of carbon nanotubes was first demonstrated by 
Frank and his co-workers in Fig. 8.29.16* The conductance of arc-produced 
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Fig. 8.29. (A) Conductance of a nanotube contact that is moved at constant speed into and out 
of the mercury contact as a function of time. The period of motion is 2 s and the displacement 
Az= 22.5 wm. The conductance “jumps” to -1 Go and then remains constant for -2 pm of 
its dipping depth. The direction of motion is then reversed and the contact is broken after 
2 pm. The cycle is repeated to show its reproducibility; cycles 201 through 203 are displayed 
as an example. (B) Histogram of the conductance data of all 250 traces in the sequence. The 
plateaus at 1 Go and at 0 produce peaks in the histogram. The relative areas under the peaks 
correspond to the relative plateau lengths. Because the total displacement is known, the 
plateau lengths can be accurately determined; in this case, the 1 Go plateau corresponds to a 
displacement of 1880nm. Plateau lengths thus determined are insensitive to random oscilla- 
tions of the liquid level and hence are more accurate than measurements from individual 
traces. (C) A trace of a nanotube contact with two major plateaus, each with a minor pre-step. 
This trace is interpreted as resulting from a nanotube that is bundled with a second one (as in 
Fig. (A), inset). The second tube comes into contact with the metal -200nm after the first. 
Shorter plateaus (from - 10 to 50 nm long) with noninteger conductance are often seen and 
are interpreted to result from the nanotube tips. A clear example of this effect is shown in (D). 
[S. Frank, I? Poncharal, Z.L. Wang, and W.A. de Heer, Science 280, 1744 (1 998).] 
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multi-wall carbon nanotubes is one unit of the conductance quantum Go, 
and no heat dissipation is observed. Extremely high stable current densities, 
J >  lo7 Ncm2 have been attained. 

Coulomb blockade or Coulomb charging occurs when the contact resist- 
ance is larger than the resistance of nanostructures in question and when 
the total capacitance of the object is so small that adding a single electron 
requires significant charging energy. 169 Metal or semiconductor nanocrys- 
tals of a few nanometers in diameter exhibit quantum effects that give rise 
to discrete charging of the metal particles. Such a discrete electronic con- 
figuration permits one to pick up the electric charge one electron at a time, 
at specific voltage values. This Coulomb blockade behavior, also known 
as "Coulombic staircase", has originated the proposal that nanoparticles 
with diameters below 2-3 nm may become basic components of single 
electron transistors (SETs).170 To add a single charge to a semiconductor 
or metal nanoparticle requires energy, since electrons can no longer be 
dissolved into an effectively infinite bulk material. For a nanoparticle sur- 
rounded by a dielectric with a dielectric constant of cr, the capacitance of 
the nanoparticle is dependent on its size as: 

C(r) = ~ T ~ E ~ E ,  (8.29) 
where r is the radius of the nanoparticle and c0 is the permittivity of vac- 
uum. The energy required to add a single charge to the particle is given by 
the charging en erg^'^','^^: 

(8.30) 

Tunneling of single charges onto metal or semiconductor nanoparticles 
can be seen at temperatures of kBT < E,, in the I-V characteristics from 
devices containing single n a n o p a r t i ~ l e s ~ ~ ~ , ' ~ ~  or fi-om STM measurements 
of nanoparticles on conductive surfaces.'75 Such Coulomb staircase is 
also observed in individual single-wall carbon nanotube~. '~~  It should be 
noted that Eqs. (8.29) and (8.30) clearly indicate that the charging energy 
is independent of materials. Figure 8.30 shows a characteristic I-V curve 
for such a device with a single gold nanoparticle, where the charging 
energy gives rise to a barrier to a current flow known as Coulomb block- 
ade.177 When a gate electrode is added to the structure, the chemical 
potential of the nanoparticle as well as the voltage of current flow can be 
modulated. Such a three-terminal device known as a single-electron tran- 
sistor has received great attention as an exploratory device ~tructure.'~~J'* 

Tunneling conduction is another charge transport mechanism important 
in the nanometer range and has been briefly discussed in Chapter 7. 
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Fig. 8.30. (A) Au STM tip addressing a single cluster adsorbed on an Au-on-mica sub- 
strate (inset) and Coulomb staircase I-V curve at 83 K; potential is tip-substrate bias; 
equivalent circuit of the double tunnel junction gives capacitances Cupper= 0.59 aF and 
C,,,,= 0.48 aF. (B) voltammetry (CV -, 100 mV/s; DPV -, * are current peaks, 20mV/s, 
25 mV pulse, top and bottom are negative and positive scans, respectively) of a 0.1 mM 
28 kDa cluster solution in 2 : 1 toluene: acetonitrile/0.05 M Hx4NC104 at a 7.9 X 10-3cm2 
Pt electrode, 298 K, Ag wire pseudoreference electrode. [R.S. Ingram, M.J. Hostetler, 
R.W. Murray, T.G. Schaaff, J.T. Khoury, R.L. Whetten, T.P. Bigioni, D.K. Guthrie, and 
P.N. First, J.  Am. Chem. SOC. 119, 9279 ( 1  997).] 

Tunneling involves charge transport through an insulating medium sepa- 
rating two conductors that are extremely closely spaced. It is because the 
electron wave functions from two conductors overlap inside the insulating 
material, when its thickness is extremely thin. Figure 8.3 1 gives the tun- 
neling conductivity as a function of C,, to C,, fatty acid monolayers and 
is demonstrated that the electrical conductivity decreases exponentially 
with increasing thickness of insulating layer. *79 Under such conditions, 
electrons are able to tunnel through the dielectric material when an elec- 
tric field is applied. It should be noted that Coulomb charging and tun- 
neling conduction, strictly speaking, are not material properties. They are 
system properties. More specifically, they are system properties depend- 
ent on the characteristic dimension. 
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Fig. 8.31. The tunneling conductivity of a self-assembled monolayer as a function of 
molecular length or film thickness, when changing from CI4 to C23 fatty acid monolayers, 
demonstrating that the electrical conductivity decreases exponentially with increasing 
thickness of insulating layer. [H. Kuhn, J. Photochem. 10, 11 1 (1979).] 

8.4.4.4. Effect of microstructure 

Electrical conductivity may change due to the formation of ordered 
microstructure, when the size is reduced to a nanometer scale. For exam- 
ple, polymer fibers demonstrated an enhanced electrical conductivity.'80 
The enhancement was explained by the ordered arrangement of the poly- 
mer chains. Within nanometer fibris, polymers are aligned parallel to the 
axis of the fibris, which results in increased contribution of intramolecu- 
lar conduction and reduced contribution of intermolecular conduction. 
Since intermolecular conduction is far smaller than intramolecular con- 
duction, ordered arrangement of polymers with polymer chains aligned 
parallel to the conduction direction would result in an increased electrical 
conduction. Figure 8.32 shows the electrical conductivity of polyhetero- 
cyclic fibris as a function of diameter.ls2 A drastic increase in electrical 
conductivity with a decreasing diameter was found at diameters less than 
500 nm. Smaller the diameter, the better alignment of polymer is expected. 
A lower synthesis temperature also favors a better alignment and thus a 
higher electrical conductivity. 
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Fig. 8.32. The electrical conductivity of polyheterocyclic fibris as a function of diameter. 
[Z. Cai, J. Lei, W. Liang, V. Menon, and C.R. Martin, Chem. Muter: 3,960 (1991).] 

8.4.5. Ferroelectrics and dielectrics 

Ferroelectric materials are polar compound crystals with reversible spon- 
taneous polarization,I8' and are now candidate dielectrics for integration 
in the microelectronic systems. 182~183 Ferroelectrics are also pyroelectrics 
and piezoelectrics and, thus, can be used in infrared imaging systems184 
and microelectromechanical systems.185 The causes of size effects on 
ferroelectrics are numerous, and it is difficult to separate true size effects 
from other factors such as defect chemistry and mechanical strain, which 
makes the discussion on size effects difficult. 

Ferroelectricity differs from other cooperative phenomena in that a sur- 
face requires termination of electrical polarization, which forms a depolar- 
izing field. The strength of such a depolarization field is obviously 
dependent on the size and can influence the ferroelectric-paraelectric tran- 
sition.186 Such a size effect has been explained as follows by Mehta et al. lg7 

Assuming the ferroelectric is a perfect insulator and is homogeneously 
poled, and the polarization charge is localized at the surface, the depolar- 
ization electric field, EFE, in the ferroelectric is constant and given by: 

E P( 1-6) 
F E -  &,&, 

(8.3 1) 

where E, is the permittivity of vacuum, E, is the ferroelectric's dielectric 
constant, P is the saturation polarization of the ferroelectric, and 6 is 
dependent on the ferroelectric size: 

r L O =  
2&,C + L 

(8.32) 
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where L is the characteristic size of the ferroelectric, i.e. the distance sep- 
arating oppositely charged surfaces of the ferroelectric as a result of spon- 
taneous polarization, and C is a constant dependent only on the material 
that is in contact with the charged ferroelectric surfaces. It is clear that the 
depolarization field is strongly size dependent, i.e. a decreasing size would 
result in an increasing depolarization field. Size effects on the ferroelec- 
tric phase transition have been investigated both the~re t ica l ly '~~- '~~  and 
e~perimental ly '~~- '~~.  Batra et al. have pointed out that the ferroelectric 
phase in ferroelectric films, for example, cm or lOOnm thick, becomes 
unstable by the presence of strong depolarization fields if the surface 
charges due to the polarization are not fully compensated and that below 
"transition length", the polarizations are not  table.'^^$'^^ 

In a polycrystalline ferroelectric, the ferroelectric properties may dis- 
appear when the particles are smaller than a certain size. Such a relation 
could be understood considering the phase transition temperature reduces 
with the particle size. A reduction in particle size results in a high tem- 
perature crystal structure stable at low temperatures. Consequently, the 
Curie temperature, or the ferroelectric-paraelectric transition temperature 
decreases with a reduced particle size. When the Curie temperature drops 
below room temperature, ferroelectrics lose its ferroelectricity at room 
temperature. Size effects on ferroelectric and dielectric properties of bulk 
and thin film ferroelectrics have been summarized in excellent review 
articles. ' 979198 

Ishikawa and coworkers'99 studied the size effect on the ferroelectric 
phase transition in PbTi03 nanoparticles that were synthesized by wet 
chemical routes from alkoxide precursors, and with the particle size con- 
trolled by firing temperature. They found when the particle size is less 
than 50 nm, the transition temperature determined by Raman scattering, 
decreases from its bulk value of 500°C as the size decreases. They further 
derived the size dependence of the Curie temperature by an empirical 
expression for PbTiO, nanoparticles: 

500 - 588.5 
D- 12.6 

T, ("C) = (8.33) 

where D is the average size of PbTi03 nanoparticles (nm) and their experi- 
mental results are plotted in Fig. 8.14 with the solid line from Eq. (8.33).*01 

In polycrystalline ferroelectrics, there are other factors that may influ- 
ence the ferroelectric properties. For example, residual strains may actu- 
ally stabilize the ferroelectric state to smaller sizes.200,201 Dielectric 
constant or relative permittivity of ferroelectrics would increase with a 
decreasing grain size, and such a decrease becomes much more profound 
when the size is smaller than 1 micrometer as predicted by simulation?02 
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Fig. 8.33. Dielectric constant or relative permittivity of ferroelectrics would increase with 
a decreasing grain size to 1 pm in diameter and then decrease with further decrease in 
grain size or film thickness. [T.M. Shaw, S. Trolier-McKinstry, and RC. McIntyre, Ann. 
Rev. Muter: Sci. 30, 263 (2000).] 

however, the experimental results show that the dielectric constant would 
increase with a decreasing particle size and reach a maximum at - 1 pm 
in diameter and then decrease as the particle size or film thickness reduces 
further as shown in Fig. 8.33.'99 

The mechanical boundary conditions can also affect the stability of the 
ferroelectric phase and impact the equilibrium domain structures, since 
many ferroelectrics are also ferroelastic. This makes the size dependence 
of ferroelectricity very complicated, since the elastic boundary conditions 
of isolated particles, grains within a ceramic, and thin films are different. 
It should be noted that no direct observation of superparaelectric behavior 
in ferroelectrics has been documented yet. 

8.4.6. Superparamagnetism 

Ferromagnetic particles become unstable when the particle size reduces 
below a certain size, since the surface energy provides a sufficient energy 
for domains to spontaneously switch polarization directions. As a result, 
ferromagnetics become paramagnetics. However, nanometer sized ferro- 
magnetic turned to paramagnetic behaves differently from the conventional 
paramagnetic and is referred to as superparamagnetics. 

Nanometer sized ferromagnetic particles of up to N = 1 O5 atoms ferro- 
magnetically coupled by exchange forces, form a single domain,203 with a 
large single magnetic moment p with up to lo5 Bohr magnetons, pB. Bean 
and Livingston demonstrated that these clusters or particles at elevated 
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temperatures can be analogously described as paramagnetic atoms or mol- 
ecules, however with much larger magnetic moments.204 The magnetiza- 
tion behavior of single domain particles in thermodynamic equilibrium at 
all fields is identical with that of atomic paramagnetism, except that an 
extremely large moment is involved, and thus large susceptibilities are 
involved. An operational definition of superparamagnetism would include 
at least two requirements. First, the magnetization curve must show no 
hysteresis, since that is not a thermal equilibrium property. Second, the 
magnetization curve for an isotropic sample must be temperature depend- 
ent to the extent that curves taken at different temperatures must approxi- 
mately superimpose when plotted against H/T after correction for the 
temperature dependence of the spontaneous magnetization. 

Superparamagnetism was first predicted to exist in small ferromagnetic 
particles below a critical size by Frankel and D ~ r f m a n . ~ ~ ~  This critical size 
was estimated to be 15 nm in radius for a spherical sample of the common 
ferromagnetic materials.206 The first example of superparamagnetic prop- 
erty was reported in the literature as early as 1954 on nickel particles 
dispersed in silica matrix?07 Figure 8.34 shows the typical magnetization 

H-KILO-OERSTEDS 

Fig. 8.34. Typical magnetization curves of 2.2nm iron particles suspended in mercury at 
various temperatures and the approximate H/T superposition observed for their 77 K and 
200K data. [C.P. Bean and I.S. Jacobs, J.  Appl. Phys. 27, 1448 (1956).] 
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curves of 2.2 nm iron particles suspended in mercury at various tempera- 
tures and the approximate H/T superposition observed for their 77 K and 
200K data.208 For low temperatures, the coupling of the spin to the 
magnetic anisotropy axis of the system becomes important.*@ The spin 
tends to align to a certain crystal axis. For example, bulk HCP cobalt has 
a uniaxial crystal anisotropy. 

8.5. Summary 

Many characterization and analytical techniques have been applied for the 
study of nanomaterials and nanostructures; only a few widely used methods 
are reviewed in this chapter. Both bulk and surface characterization tech- 
niques find applications in the study of nanomaterials. However, bulk meth- 
ods are used to characterize the collective information of nanomaterials such 
as XRD and gas sorption isotherms. They do not provide information of 
individual nanoparticles or mesopores. Since most nanomaterials have uni- 
form chemical composition and structures, bulk characterization methods 
are extensively used. Surface characterization methods such as SPM and 
TEM offer the possibilities to study individual nanostructures. For example, 
the surface and inner crystallinity and chemical compositions of nanocrys- 
tals can be studied using high resolution TEM. Bulk and surface character- 
ization techniques are complementary in the study of nanomaterials. 

Physical properties of nanomaterials can be substantially different from 
that of their bulk encounters. The peculiar physical properties of nanoma- 
terials arise from many different fundamentals. For example, the huge sur- 
face energy is responsible for the reduction of thermal stability and the 
superparamagnetism. Increased surface scattering is responsible for the 
reduced electrical conductivities. Size confinement results in a change of 
both electronic and optical properties of nanomaterials. The reduction 
of size favors an increase in perfection and, thus, enhanced mechanical 
properties of individual nanosized materials; however, the size effects on 
mechanical properties of bulk nanostructured materials is far more com- 
plicated, since there are other mechanisms involved, such as grain bound- 
ary phase and stresses. 
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Chapter 9 

Applications of Nanomaterials 

9.1. Introduction 

Nanotechnology offers an extremely broad range of potential applications 
from electronics, optical communications and biological systems to new 
materials. Many possible applications have been explored and many 
devices and systems have been studied. More potential applications and 
new devices are being proposed in literature. It is obviously impossible to 
summarize all the devices and applications that have been studied and it is 
impossible to predict new applications and devices. This chapter will sim- 
ply provide some examples to illustrate the possibilities of nanostructures 
and nanomaterials in device fabrication and applications. It is interesting 
to note that the applications of nanotechnology in different fields have dis- 
tinctly different demands, and thus face very different challenges, which 
require different approaches. For example, for applications in medicine, or 
in nanomedicine, the major challenge is “miniaturization”: new instruments 
to analyze tissues literally down to the molecular level, sensors smaller than 
a cell allowing to look at ongoing fhctions, and small machines that lit- 
erally circulate within a human body pursuing pathogens and neutralizing 
chemical toxins. 

Applications of nanostructures and nanomaterials are based on 
(i) the peculiar physical properties of nanosized materials, e.g. gold 
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nanoparticles used as inorganic dye to introduce colors into glass and as 
low temperature catalyst, (ii) the huge surface area, such as mesoporous 
titania for photoelectrochemical cells, and nanoparticles for various sen- 
sors, and (iii) the small size that offers extra possibilities for manipulation 
and room for accommodating multiple hnctionalities. For many applica- 
tions, new materials and new properties are introduced. For example, var- 
ious organic molecules are incorporated into electronic devices, such as 
sensors.2 This chapter intends to provide some examples that have been 
explored to illustrate the vast range of applications of nanostructures and 
nanomaterials. 

9.2. Molecular Electronics and Nanoelectronics 

Tremendous efforts and progress have been made in the molecular elec- 
tronics and nanoelectr~nics.~-'~ In molecular electronics, single molecules 
are expected to be able to control electron transport, which offers the 
promise of exploring the vast variety of molecular functions for electronic 
devices, and molecules can now be crafted into a working circuit as shown 
schematically in Fig. 9.1 .3 When the molecules are biologically active, 
bioelectronic devices could be d e ~ e l o p e d . ~ . ' ~  In molecular electronics, 
control over the electronic energy levels at the surface of conventional 
semiconductors and metals is achieved by assembling on the solid 

Fig. 9.1. Schematic showing that molecules can now be crafted into working circuit, 
though constructing real molecular chips remains a big challenge. [R. E Service, Science 
293, 782 (2001).] 
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surfaces, poorly organized, partial monolayers of molecules instead of the 
more commonly used ideal ones. Once those surfaces become interfaces, 
these layers exert electrostatic rather than electrodynamic control over the 
resulting devices, based on both electrical monopole and dipole effects of 
the molecules. Thus electronic transport devices, incorporating organic 
molecules, can be constructed without current flow through the mole- 
cules. The simplest molecular electronics are sensors that translate unique 
molecular properties into electrical signals. Sensors using a field effect 
transistor (FET) configuration with its gate displaced into a liquid elec- 
trolyte, and an active layer of molecules for molecular recognition were 
reported in early 197O’s.l4 A selective membrane is inserted on the insu- 
lator surface of the FET, and this permits the diffusion of specific analyte 
ions and construction of a surface dipole layer at the insulator surface. 
Such a surface dipole changes the electric potential at the insulator surface 
and, thus, permits the current going through the device. Such devices are 
also known as ion-selective FET (ISFET) or chemical FET (CHEM- 
FET).2,15,’6 Thin films attached to metal nanoparticles have been shown to 
change their electrical conductivity rapidly and reproducibly in the pres- 
ence of organic vapors, and this has been exploited for the development of 
novel gas  sensor^.'^^'^ The monolayer on metal nanoparticles can 
reversibly adsorb and desorb the organic vapor, resulting in swelling and 
shrinking of the thickness of the monolayer, thus changing the distance 
between the metal cores. Since the electron hopping conductivity through 
the monolayers is sensitively dependent on the distance, the adsorption of 
organic vapor increases the distance and leads to a sharp decrease in elec- 
trical conductivity. 

Many nanoscale electronic devices have been demonstrated: tunneling 
junctions, 19-21 devices with negative differential electrically 
configurable s ~ i t c h e s , 2 ~ ? ~ ~  carbon nanotube  transistor^,^^^^^ and single 
molecular  transistor^.^^>^^ Devices have also been connected together 
to form circuits capable of performing single functions such as basic 
memory23,24929 and logic  function^.^^^^ Ultrahigh density nanowires lat- 
tices and circuits with metal and semiconductor nanowires have also been 
dem~nstrated.~~ Computer architecture based on nanoelectronics (also 
known as nanocomputers) has also been s t ~ d i e d , ~ ~ ~ ~ ~  though very limited. 
Various processing techniques have been applied in the fabrication of 
nanoelectronics such as focused ion beam (FIB),37-39 electron beam 
lithogra~hy,~~9~O and imprint l i th~graphy.~~ Major obstacles preventing the 
development of such devices include addressing nanometer-sized objects 
such as nanoparticles and molecules, molecular vibrations, robustness and 
the poor electrical conductivity. 
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Au nanoparticles have been widely used in nanoelectronics and molecu- 
lar electronics using its surface chemistry and uniform size. For example, Au 
nanoparticles function as carrier vehicles to accommodate multiple func- 
tionalities through attaching various functional organic molecules or bio- 
components.'" Au nanoparticles can also function as mediators to connect 
different functionalities together in the construction of nanoscale electronics 
for the applications of sensors and detectors. Various electronic devices based 
on Au nanoparticles and AuS5 clusters have been In particular, 
single electron transistor action has been demonstrated for systems that con- 
tain ideally only one nanoparticle in the gap between two electrodes sepa- 
rated by only a few nanometers. This central metal particle represents a 
Coulomb blockade and exhibits single electron charging effects due to its 
extremely small capacitance. It can also act as a gate if it is independently 
addressable by a third terminal. An electrochemically addressable nano- 
switch, consisting of a single gold particle covered with a small number of 
dithiol molecules containing a redox-active viologen moiety has been 
demonstrated, and the electron transfer between the gold substrate and the 
gold nanoparticle depend strongly on the redox-state of the v i ~ l o g e n . ~ ~  

Single-walled carbon nanotubes have also been intensively studied for 
nanoelectronic devices, due to the semiconducting behavior of different 
 allotrope^.^^ Examples of single-walled carbon nanotube nanoelectronic 
devices include single-electron FET,30950,51 s e n ~ o r s , ~ ~ ~ ~ ~  

and a molecular electronics toolbox.55 Carbon nanotubes have 
been explored for many other applications, such as  actuator^,^^?^^ sen- 
s o r ~ , ~ * ~ ~ ~  and thermometers made of multiple-walled carbon nanotubes 
filled with gallium.60 

9.3. Nanobots 

A very promising and fast growing field for the applications of nanotech- 
nology is in the practice of medicine, which, in general, is often referred 
to as nanomedicine. One of the attractive applications in nanomedicine 
has been the creation of nanoscale devices for improved therapy and 
diagnostics. Such nanoscale devices are known as nanorobots or more 
simply as nanobots.61 These nanobots have the potential to serve as vehi- 
cles for delivery of therapeutic agents, detectors or guardians against early 
disease and perhaps repair of metabolic or genetic defects. Similar to the 
conventional or macroscopic robots, nanobots would be programmed to 
perform specific functions and be remotely controlled, but possess a much 
smaller size, so that they can travel and perform desired functions inside 
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the human body. Such devices were first described by Drexler in his book, 
Engines of Creation in 1986.62 

Haberzettl6I described what nanobots would do in practice in medicine, 
which is briefly summarized below. Nanobots applied to medicine would 
be able to seek out a target within the body such as a cancer cell or an 
invading virus, and perform some function to fix the target. The fix deliv- 
ered by the nanobots may be that of releasing a drug in a localized area, 
thus minimizing the potential side effects of generalized drug therapy, or 
it may bind to a target and prevent it from further activity thus, for exam- 
ple, preventing a virus from infecting a cell. Further in the future, gene 
replacement, tissue regeneration or nanosurgery are all possibilities as the 
technology becomes more mature and sophisticated. 

Although such capable and sophisticated nanobots are not yet realized, 
many functions in much simplified nanobots are being investigated and 
tested in the lab. It is also being argued that the nanobots would not take 
the conventional approach of macroscopic robots. Examples include: 

(1) Architecture or structure to carry the payload, known as carrier: Three 
groups of nanoscale materials have been studied extensively as a 
structure or vehicle to carry various payloads. The first group is car- 
bon nanotubes or buckyballs, the second group various dendrimers, 
and the third various nanoparticles and nanocrystals. 

(2) Targeting mechanisms to guide the nanobots to the desired site of action: 
The most likely mechanisms to be employed are based on antigen or 
antibody interactions or binding of target molecules to membrane-bound 
receptors. The navigation system for nanobots would be most likely to 
use the same method that the human body uses, going with the flow and 
“dropping anchor” when the nanobots reached its target. 

( 3 )  Communication and information processing: Single molecular elec- 
tronics may offer simple switch function of on and off, optical label- 
ing would be a more readily achievable reality. 

(4) Retrieve of nanobots from human body: Retrieve of nanobots from 
human body would be another challenge in the development of 
nanobots. Most nanodevices could be eliminated from the body 
through natural mechanisms of metabolism and excretion. 
Nanodevices made of biodegradable or naturally occurring sub- 
stances, such as calcium phosphate, would be another favorable 
approach. “Homing” nanobots would be ideal, which can be collected 
and removed after performing the desire function. The possible nega- 
tive impacts of nanobots include the pollution and clog of systems in 
human body, and the nanobots may become “out of control” when 
some functions are lost or nanobots malfunction. 
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9.4. Biological Applications of Nanoparticles 

Biological applications of colloidal nanocrystals have been summarized in 
an excellent review article, and the following text is mainly based on this 
article.63 One important branch of nanotechnology is nanobiotechnology. 
Nanobiotechnology includes (i) the use of nanostructures as highly 
sophisticated scopes, machines or materials in biology andor medicine, 
and (ii) the use of biological molecules to assemble nanoscale  structure^.^^ 
The following will briefly describe one of the important biological appli- 
cations of colloidal nanocrystals: molecular recognition. But there are 
many more biological applications of nanotechnology. 64-6

Molecular recognition is one of the most fascinating capabilities of 
many biological molecules.67@ Some biological molecules can recognize 
and bind to other molecules with extremely high selectivity and speci- 
ficity. For molecular recognition applications, antibodies and oligonu- 
cleotides are widely used as receptors. Antibodies are protein molecules 
created by the immune systems of higher organisms that can recognize a 
virus as a hostile intruder or antigen, and bind to it in such a way that the 
virus can be destroyed by other parts of the immune system.67 
Oligonucleotides, known as single stranded deoxyribonucleic acid 
(DNA), are linear chains of nucleotides, each of which is composed of a 
sugar backbone and a base. There are four different bases: adenine (A), 
cytosine (C), guanine (G), and thymine (T).67 The molecular recognition 
ability of oligonucleotides arises from two characteristics. One is that each 
oligonucleotide is characterized by the sequence of its bases, and another 
is that base A only binds to T and C only to G. That makes the binding of 
oligonucleotides highly selective and specific. 

Antibodies and oligonucleotides are typically attached to the surface of 
nanocrystals via (i) thiol-gold bonds to gold nanopar t i~ l e s ,~~ ,~~  (ii) covalent 
linkage to silanized nanocrystals with bifknctional crosslinker mole- 
cule~:’-~~ and (iii) a biotin-avidin linkage, where avidin is adsorbed on the 
particle ~ u r f a c e . ~ ~ . ~ ~  When a nanocrystal is attached or conjugated to a 
receptor molecules, it is “tagged”. Nanocrystals conjugated with a receptor 
can now be “directed” to bind to positions where ligand molecules are pres- 
ent, which “fit” the molecular recognition of the receptor76 as schematically 
shown in Fig. 9.2. This facilitates a set of applications including molecular 

For example, when gold nanoparticles aggregate, a change 
of coior from ruby-red to blue is observed, and this phenomenon has been 
exploited for the development of very sensitive colorimetric methods of 
DNA analysis.80 Such devices are capable of detecting trace amounts of a 
particular oligonucleotide sequence and distinguishing between perfectly 
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Fig. 9.2. DNA as a molecular template to arrange nanoscale objects. (a) One oligonu- 
cleotide composed of six bases (A,G,C,C,T,G). (b) One oligonucleotide (AGCCTG) bound 
to a complementary oligonucleotide. (c) Conjugate formed between a silanized CdSe/ZnS 
nanocrystal and an oligonucleotide with six bases. (d) The nanocrystal-oligonucleotide 
conjugate binds to an oligonucleotide with complementary sequence that is immobilized 
on a surface, but does not bind to oligonucleotides with different sequences. [W.J. Parak, 
D. Gerion, T. Pellegrino, D. Zanchet, C. Micheel, S.C. Williams, R. Boudreau, M.A. Le 
Gros, C.A. Larabell, and A.P. Alivisatos, Nanotechnology 14, R15 (2003).] 

complementary DNA sequences and those that exhibit different degrees of 
base pair mismatches. 

9.5. Catalysis by Gold Nanoparticles 

Bulk gold is chemically inert and thus considered to be not active or use- 
ful as a catalyst.8',s2 However, gold nanoparticles can have excellent cat- 
alytic properties as first demonstrated by H a r ~ t a . ~ ~  For example, gold 
nanoparticles with clean surface have demonstrated to be extremely active 
in the oxidation of carbon monoxide if deposited on partly reactive oxides, 
such as Fe203, NiO and MnO,. y - a l ~ m i n a , ~ ~  and are also found 
to be reactive. Figure 9.3 shows a STM image of Au nanoparticles 
Ti02( 1 lo)-( 1 X 1) substrate as prepared before a CO:O2 reaction.85 The 
Au coverage is 0.25 ML, and the sample was annealed at 850 K for 2 min. 
The size of the images is 50 nm by 50 nm.85 Au nanoparticles also exhibit 
extraordinary high activity for partial oxidation of hydrocarbons, hydro- 
genation of unsaturated hydrocarbons and reduction of nitrogen oxides.83 

The excellent catalytic property of gold nanoparticles is a combination 
of size effect and the unusual properties of individual gold atom. The 
unusual properties of gold atom are attributable to the so-called relativis- 
tic effect that stabilizes the 6 s2 electron  pair^.^',^^ The relativistic effect is 
briefly described below. As the atomic number increases, so does the mass 
of nucleus. The speed of the innermost ls2 electrons has to increase to 
maintain their position, and for gold, they attain a speed of 60% light 
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Fig. 9.3. A STM image of Au on Ti02 (1 lo)-( 1 X 1) substrate as prepared before a CO:O2 
reaction. The Au coverage is 0.25 ML, and the sample was annealed at 850 K for 2 min. 
The size of the images is 30 nm by 30nm. [Courtesy of Prof. D. Wayne Goodman at Texas 
A&M University, detailed information seen M. Valden, X. Lai, and D.W. Goodman, Science 
281, 1647 (1998).] 

speed. A relativistic effect on their mass results in the 1s orbital contrac- 
tion. Then all the outer s orbitals have to contract in sympathy, but p and 
d electrons are much less affected. In consequence, the 6 s2 electron pair 
is contracted and stabilized, and the actual size of Au is - 15% smaller 
than it would be in the absence of the relativistic effect. Further, much of 
the chemistry of gold, including the catalytic properties, is therefore deter- 
mined by the high energy and reactivity of the 5 d  electrons. This rela- 
tivistic effect explains why gold differs so much from its neighbors. 
Essential requirements for high oxidation activity of gold particles 
include: small particle size (not larger than 4 nm),ss use of “reactive” sup- 
port, and a preparative method that achieves the desired size of particle in 
intimate contact with the support. As the size of gold nanoparticles is suf- 
ficiently small, (i) the fraction of surface atoms increases, (ii) the band 
structure is week, so surface atoms on such small particles behave more 
like individual atoms, and a greater fraction of atoms are in contact with 
the support, and the length of the periphery per unit mass of metals rises. 

Thiol-stabilized gold nanoparticles have also been exploited for cataly- 
sis applications. Examples include asymmetric dihydroxylation reac- 
t i o n ~ , ~ ~  carboxylic ester cleavage,90 electrocatalytic reductions by 
anthraquinone hnctionalized gold particles9’ and particle-bound ring 
opening metathesis p~lymerization.~~ It should be noted that the above- 
mentioned catalytic applications are based on the carefully designed 
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chemical functionality of the ligand shell, instead of the potential catalytic 
activity of a nanostructured clean metal surface. 

9.6. Band Gap Engineered Quantum Devices 

Band gap engineering is a general term referring to the synthetic tailoring 
of band gaps93.94 with the intent to create unusual electronic transport and 
optical effects, and novel devices. Obviously, most of the devices based on 
semiconductor nanostructures are band gap engineered quantum devices. 
However, the examples discussed in this section are focused mainly on the 
device design and fabrication of quantum well and quantum dot lasers by 
vapor deposition and lithography techniques. 

9.6.1. Quantum well devices 

Lasers fabricated using single or multiple quantum wells based on 111-V 
semiconductors as the active region have been extensively studied over the 
last two decades. Quantum well lasers offer improved performance with 
lower threshold current and lower spectra width as compared to that of 
regular double heterostructure lasers. Quantum wells allow the possibility 
of independently varying barriers and cladding layer compositions and 
widths, and thus separate determination of optical confinement and 
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Fig. 9.4. Schematic energy band diagrams of different types of quantum well structures 
used to optimize the laser performance. [PK. Bhattacharya and N.K. Dutta, Ann. Rev. 
Muter: Sci. 23, 79 (1993).] 
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electrical injection. Quantum well lasers were first fabricated using the 
GaAslAlGaAs material ~ y s t e m s ? ~ . ~ ~  and Fig. 9.4 shows schematic energy 
band diagrams of different types of quantum well structures used to opti- 
mize the laser perf~rrnance.~~ One of the main differences between the 
single quantum well and the multiple quantum well lasers is that the con- 
finement factor of the optical mode is significantly smaller for the former. 
This results in higher threshold carrier and current densities for single 
quantum well lasers; however the confinement factor of single quantum 
well lasers can be significantly increased using a graded-index cladding 
structure.98 InGaAsP/InP is another material system used in the fabrica- 
tion of quantum well  laser^.^^.'^ InGaAsN/GaAs quantum wells are yet 
another exarnple.l0' Strain has been explored and introduced into quantum 
well lasers, since strain can alter the band structure parameters signifi- 
cantly to produce many desirable features such as better high temperature 
performance resulting from reduced Auger recombination, small chirp, 
and high bandwidth.97 Other quantum well optical devices have also been 
extensively studied and include quantum well electroabsorption and elec- 
tro-optic modulators, quantum well infrared photodetectors, avalanche 
photodiodes and optical switching and logic devices. 

Blue/green light-emitting diodes (LED) have been developed based on 
nanostructures of wide-band gap II-VI semiconductor rnaterials.lo2 Such 
devices take direct advantages of quantum well heterostructure configura- 
tions and direct energy band gap to achieve high internal radiative effi- 
ciency. Various LED at short visible wavelengths have been fabricated 
based on nanostructures or quantum well structures of ZnSe-based mate- 
rial~*~~,'@' and ZnTe-based materials.Io5 

Blue/green lasers were first d e m o n ~ t r a t e d ' ~ ~ ~ ' ~ ~  in a p n  injection diode 
that employed a configuration sketched in Fig. 9.5.'02 In this structure, the 
Zn(S,Se) ternary layers were introduced to serve as cladding layers for the 
optical waveguide region with the ZnSe layers and thus provide the elec- 
tronic barriers for the (Zn,Cd)Se quantum wells. A lot of effects have been 
devoted to the improvement of materials and structure-design from the 
above s t r u c t ~ r e . ' ~ * , ~ ~ ~  The typical blue/green lasers operate continuously 
at room temperature and emit a significant amount of power with wave- 
lengths ranging from 463 to 514nm depending on the actual structure. 
The various laser structures are composed of (Zn,Mg)(Se,S) and Zn(Se,S) 
cladding layers with (Zn,Cd)Se quantum wells and possess a graded 
ohmic contact consisting of Au metal on a pseudo-alloy of Zn(Se,Te). 

Heterojunction bipolar transistor (HBT) is an example of nanostruc- 
tured devices based on GeSi/Si nanostructures."03'1 ' For this structure, 
the GeSi layer is thick enough so that no quantum confinement occurs. In 
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Fig. 9.5. Schematic diagrams of key blue/green laser diode configurations and their evo- 
lution from the initial laser design to the later laser design. [L.A. Kolodziejski, 
R.L. Gunshor, and A.V Nurmikko, Ann. Rev. Muter: Sci. 25, 71 1 (1995).] 

the operation of a bipolar transistor, by applying a small current to the 
base, a large amount of current can flow from the emitter to the collector 
if the gain is high. Comparing to the conventional bipolar junction tran- 
sistor, the HBT offers an advantage of reduction of hole injection into the 
emitter, due to the valence band discontinuity. The barrier to the hole 
injection is exponentially sensitive to the valence band offset, AE,. 

9.6.2. Quantum dot devices 

The key parameter that controls the wavelength is the size of the dot. 
Large sized dots emit at longer wavelengths than small sized ones. 
Quantum dot heterostructures are commonly synthesized by molecular 
beam epitaxy at the initial stages of strained heteroepitaxial growth via the 
layer-island or Stranski-Krastanov growth mode. 1 2 a 1  l 3  

Quantum dots have been established their use in lasers and detectors. 
Quantum dot lasers with ultralow-threshhold current densities and low 
sensitivity to temperature variations have been demonstrated."4,'15 
Intersublevel detectors made of quantum dot nanostructures were found 
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not sensitive to normal-incidence light.116 For the lasers using the quantum 
dot media often suffer from insufficient gain for the device to operate at 
the ground state wavelength, due to the combined consequence of the low 
density of states and the low area density of dots that is normally used. 
Several techniques have been developed to overcome this barrier. For 
example, several layers of quantum dots are used to increase the modal 
gain. Other methods include coating the laser facets to increase their 
reflectivity and lengthen the laser cavity. 

The efficiency of luminescence from quantum dot structures depends 
on a number of factors including the capture of the carriers within the 
dots, the minimization of nonradiative recombination channels within 
the dots and in the surrounding matrix, and the elimination of defects at 
the hetero-interfaces. Embedding quantum dots inside an appropriate 
quantum well structure (also referred to as active region) demonstrated 
dramatically enhanced emission efficiency and low threshold current, due 
to the improved structural and optical properties of the embedding layers, 
and the enhanced ability of capturing and confining carriers to the vicin- 
ity of the dots.117’118 Further structural improvement can be achieved by 
sandwiching quantum dots in a compositionally graded quantum well. l9 

When the quantum dots of InAs are inserted at the center of composition- 
ally graded In,Gal,As layers, the relative emission efficiency has been 
increased by nearly an order of magnitude over the emission of dots inside 
a constant composition (In,Ga)As structure. 

9.7. Nanomechanics 

In the previous two chapters, we have discussed the applications of SPM 
in the field of imaging surface topography and measurement of local 
properties of sample surface (Chapter 8) and nano manipulation and nano- 
lithography in fabrication and processing of nanodevices. In this chapter, 
we will briefly introduce another important application of SPM, i.e. nano- 
devices derived from SPM. Although many devices are being investigated 
and more are to be developed in the conceivable future, we will take two 
examples to illustrate the possibilities and general approaches, specifi- 
cally, nanosensors and nanotwizers. 

Lang e t  al. I2O made an excellent summary of the applications of AFM 
cantilever based sensors in their tutorial article. When the surface of a can- 
tilever or a tip is functionalized in such a way that a chemically active and 
a chemically inactive surface is obtained, chemical or physical processes 
on the active cantilever surface can be observed using the temporal 
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evolvement of the cantilever’s response. Cantilevers can be used as a 
nanomechanical sensor device for detecting chemical interactions 
between binding partners on the cantilever surface and in its environment. 
Such interactions might be produced by electrostatic or intermolecular 
forces. At the interface between an active cantilever surface and the sur- 
rounding medium, the formation of induced stress, the production of heat 
or a change in mass can be detected. In general, detection modes can be 
grouped into three strands: static mode, dynamic mode and heat mode as 
illustrated in Fig. 9.6.120 

In the static mode, the static bending of the cantilever beam due to 
external influences and chemicallphysical reactions on one of the can- 
tilever’s surfaces is investigated. The asymmetric coating with a reactive 
layer on one surface of the cantilever favors preferential adsorption of 
molecules on this surface. In most cases, the intermolecular forces in the 
adsorbed molecule layer produce a compressive stress, i.e. the cantilever 
bends. If the reactive coating is polymer and adsorbing molecules can dif- 
fuse, the reactive coating will swell and the cantilever beam will bend. 
Similarly, if the cantilever beam emerges into a chemical or biochemical 
solution, the asymmetric interaction between the cantilever beam and the 
surrounding environment results in bending of the cantilever beam. Many 
new concepts and devices have been explored. ~ 2 - l ~ ~  

In dynamic mode, the cantilever is driven at its resonance frequency. If 
the mass of the oscillating cantilever changes owing to additional mass 

Fig. 9.6. AFM cantilever based sensors with detection modes being grouped into three 
strands: static mode, dynamic mode and heat mode. [H.P. Lang, M. Hegner, E. Meyer, and 
Ch. Gerber, Nanotechnology 13, K29 (2002).] 
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deposited on the cantilever, or if mass is removed from the cantilever, its 
resonance frequency changes. Using electronics designed to track the res- 
onance frequency of the oscillating cantilever, the mass changes on the 
cantilever are derived from shifts of resonance frequency. The cantilever 
can be regarded as a tiny microbalance, capable of measuring mass 
changes of less than 1 In dynamic mode, active coatings should 
apply on both surfaces of the cantilever to increase the active surface 
where the mass change takes places. Dynamic mode works better in gas 
than in liquid, which complicates the exact determination of the resonance 
frequency of the cantilever. More examples are available in Ref. 126. 

In heat mode, the cantilever is coated asymmetrically, one surface with 
a layer having a different thermal expansion coefficient than that of the 
cantilever itself. When such a cantilever is subjected to a temperature 
change, it will bend. Deflections corresponding to temperature changes in 
the micro-Kelvin range can be easily measured. If the coating is catalyti- 
cally active, e.g. a platinum layer facilitates the reaction of hydrogen and 
oxygen to form water. In such a case, heat is generated on the active sur- 
face and will result in bending of the cantilever. Such a method can also 
be used in the study of phase transition and measurement of thermal prop- 
erties of a very small amount of material~.'*7?'~~ 

Although the above discussion has been limited on the single cantilever 
nanosensors, the same principle is readily applicable to multiple cantilever 
nanosensors. For example, a SPM cantilever array consisting of more than 
1000 cantilevers have been fabri~ated. '~~ 

9.8. Carbon Nanotube Emitters 

There have been numerous reports describing studies on carbon nanotubes 
as field  emitter^,'^@'^^ since the discovery of carbon nanotubes. Standard 
electron emitters are based either on thermionic emission of electrons from 
heated filaments with low work hnctions or field emission from sharp tips. 
The latter generates monochromatic electron beams; however, ultrahigh 
vacuum and high voltages are required. Further, the emission current is 
typically limited to several microamperes. Carbon fibers, typically 7 pm in 
diameter, have been used as electron emitters; however, they suffer from 
poor reproducibility and rapid deterioration of the tip.137 Carbon nanotubes 
have high aspect ratios and small tip radius of curvature. In addition, their 
excellent chemical stability and mechanical strength are advantageous 
for application in field emitters. Rinzler et demonstrated laser- 
irradiation-induced electron field emission from an individual multiwall 
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nanotube. Although the emission current of a single tube is constrained 
because of its very small dimensions, an array of nanotubes oriented per- 
pendicular to an electrode would make an efficient field emitter. 

De Heer and co-workers first demonstrated a high-intensity electron 
gun based on field emission from an array of oriented carbon nano- 
tubes.130 Field emission current densities of - 0.1 mA/cm2 were observed 
when a voltage of 200V was applied, and a current density of 
>100mA/cm2 was realized at 700Y The gun was reported to be air sta- 
ble and inexpensive to fabricate, and hnctions stably and reliably for long 
time. However, later research found a gradual degradation with time of the 
emission performances on both single-wall carbon nanotube and multi- 
wall carbon nanotube emitters.'35 The degradation was explained by the 
destruction of nanotubes by ion bombardment with ions either from gas 
phase ionization or anode emission. It was also found that the degradation 
of single-wall carbon nanotube emitter is significantly faster (a factor 
2 lo), since they are more sensitive to electron or ion bombardment. 

A flat panel display based on nanotube field emission was also demon- 
~ t r a t e d . ' ~ ~  A 32 X 32 matrix-addressable diode nanotube display prototype 
was fabricated and a steady emission was produced in lop6 torr vacuum. 
Pixels were well defined and switchable under a half-voltage "off-pixel'' 
scheme. A fully sealed field emission display of 4.5 inch in size has been 
fabricated using single-wall carbon nanotube-rganic binders.'38 The 
nanotubes were vertically aligned using paste squeeze and surface rubbing 
techniques, and fabricated displays were fully scalable at temperatures as 
low as 4 15°C. The turn-on field of 1 V/pm and brightness of 1800 cd/m2 
at 3.7V/pm was observed on the entire 4.5 inch area from the green 
phosphor-indium-tin-oxide glass. Figure 9.7 shows a CRT lighting ele- 
ment equipped with aligned CNT emitters and the electron tube is 20 mm 
in diameter and 75 mm long.'39 A test of this cathode-ray tube lighting ele- 
ment suggested a lifetime of exceeding 10,000 h.139 

Field emission properties of carbon nanotubes have been studied 
extensively. It was found that both aligned'30.'34,140 and ran- 
domly133J35,141,142 oriented nanotubes have impressive emission capabil- 
ities. Chen et compared field emission data from aligned 
high-density carbon nanotubes with orientations parallel, 45", and per- 
pendicular to the substrate. The different orientations were obtained by 
changing the angle between the substrate and the bias electrical field 
direction. It was found that carbon nanotubes all demonstrated efficient 
field emission regardless of their orientations. The nanotube arrays ori- 
ented parallel to the substrate have a lower onset applied field, and a 
higher emission current density under the same electric field than those 
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Fig. 9.7. A CRT lighting element equipped with aligned CNT emitters on SUS304 
(a) operating device and (b) structure. The electron tube is 20mm in diameter and 75mm 
long. [H. Murakami, M. Hirakawa, C. Tanaka, and H. Yamakawa, Appl. Phys. Lett. 76, 
1776 (2000).] 

oriented perpendicular to the substrate. The result indicates that electrons 
can emit from the body of nanotubes and carbon nanotubes can be used 
as linear emitter. The ability to emit electrons from the body of nanotubes 
was attributed to the small radius of the tubes and the presence of defects 
on the surface of carbon nanotubes. Saito and c o - ~ o r k e r s ' ~ ~ J ~ ~  have con- 
ducted field emission microscopy of single-wall nanotubes and open 
multiwall nanotubes. In addition to field emitters, carbon nanotubes have 
been explored for many other applications including sensors, scanning 
probe tips, hydrogen storage and Li batteries as summarized in an excel- 
lent review paper by T e r r ~ n e s . ' ~ ~  

9.9. Photoelectrochemical Cells 

The development of photoelectrochemical cells, also commonly known as 
photovoltaic cells or solar cells, emphasizes the need for a higher conver- 
sion efficiency of solar energy to electrical power. Photoelectrochemical 
devices consisting of silicon-based p n  junction  material^'^'?^^^ and other 
heterojunction  material^,'^^-'^^ most notably indium-gallium-phosphidel 
gallium-arsenide and cadmium-telluride/cadmium-sulfide, have been 
extensively studied for efficient light conversion, and have obtained the 
highest efficiency close to 20%,1471'48 as compared to cells based on other 
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materials. However, the high cost of production, expensive equipment, 
and necessary clean-room facilities associated with the development of 
these devices have directed exploration of solar energy conversion to 
cheaper materials and devices. 

Sol-gel-derived titania films with a crystal structure of anatase and a 
mesoporous structure have been demonstrated as an excellent material 
for photoelectrochemical cells and have gained a lot of attention since its 
introduction by O'Regan and Gratzel. l 5  Such devices are commonly 
referred to as dye-sensitized solar cells consisting of porous nanocrys- 
talline titania (TiOJ film in conjunction with an efficient light-absorbing 
dye, and have shown an impressive energy conversion efficiency of 
> 10% at lower production c o ~ t s . ' ~ ~ - ' ~ ~  Figure 9.8 shows the operation 
schematic of such a dye-sensitized mesoporous titania photovoltaic cell 
and a SEM micrograph of a mesoporous anatase titania film.'55 In such 
devices, Ti02 functions as a suitable electron-capturing and electron- 
transporting material with a conduction band at 4.2eV and an energy 
band gap of 3.2eV, corresponding to an absorption wavelength of 
387 nm.156 In this process, the dye adsorbed to Ti02 is exposed to a light 
source, absorbs photons upon exposure, and injects electrons into the 
conduction band of the Ti02 electrode. Regeneration of the dye is initi- 
ated by subsequent hole-transfer to the electrolyte and electron capture 
after the completion of the I-& redox couple at the solid electrode- 
liquid electrolyte interface. 

Nanostructures are advantageous for photoelectrochemical cell devices 
for high efficient conversion of light to electrical power due to its large 

Fig. 9.8. (a) The operation schematic of such a dye-sensitized mesoporous titania photo- 
voltaic cell and (b) a SEM micrograph of a mesoporous anatase titania film. [M. Gratzel, 
Nature 414, 338 (2001).] 
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surface area at which photoelectrochemical processes take place, Many 
techniques have been investigated to synthesize TiO, electrodes to improve 
the structure for more efficient electron transport and good stability. 
Chemical vapor deposition of Ti305 has been utilized to deposit layered 
crystalline anatase TiO, thin films that are optically responsive and sta- 
ble. ' 56 Gas-phase hydrothermal crystallization of TiC14 in aqueous mixed 
paste has been done to obtain crack-free porous nanocrystalline Ti02 thick 
film through low-temperature pro~essing. '~~ Compression techniques of 
TiO2 powder have also been used to form porous and stable films.I5* The 
most common and widely used technique for the preparation of crack-free 
TiO, thick film for use as suitable electron-transporting electrodes involves 
the preparation of Ti02 paste by way of sol-gel processing of commercially- 
available Ti02 colloidal precursors containing an amount of organic addi- 
tives and followed with hydrothermal treatment. This conventional method 
requires the deposition of the prepared paste by either doctor-blading, or 
spin coating, or screen-printing on a transparent conducting substrate. 159-161 

Moderate temperature sintering is utilized to remove the organic species and 
to connect the colloidal particles. Typical thickness of mesoporous Ti02 
film'53-'55 using this method ranges from 2 pm to 20 pm, depending on the 
colloidal particle size and the processing conditions, and the maximum 
porosity obtained by this technique has reported to be -50% with an aver- 
age pore size around 15 nm and internal surface area of > 100 mz/g, 

Although various techniques have been utilized and explored to synthe- 
size a more efficient structure of Ti02 film to enhance the electrical and 
photovoltaic properties of solar cell devices, the capability of these devices 
to surpass the 10% light conversion efficiency has been hindered. Efforts to 
find other solar cell devices with various broad-band semiconducting oxide 
materials, including Zn0162-164 and Sn02164,165 films, have been made for 
possible improvement of the current state of TiOz-based dye-sensitized solar 
cell devices. Composite structures consisting of a combination of TiO, and 
SnOz, ZnO or Nb205 m a t e r i a l ~ , ' ~ ~ , ' ~ ~ J ~ ~  or a combination of other 
~ x i d e s , ~ ~ ~ - ' ~ O  have also been examined in an attempt to enhance the overall 
light conversion efficiency. In addition, hybrid structures comprised of a 
blend of semiconducting oxide film and polymeric layers for solid-state 
solar cell devices have been explored in an effort to eliminate the liquid 
electrolyte completely for increased electron transfer and electron regener- 
ation in hopes of increasing the overall effi~iency.'~'- '~~ So far, these 
devices have achieved an overall light conversion efficiency of up to 5% for 
ZnO devices,162 up to 1% for Sn02 up to 6% for composite 
devices,165 and up to 2% for hybrid devices,I7l all of which are still less effi- 
cient than solar cell devices based on dye-sensitized TiO, mesoporous film. 
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9.1 0. Photonic Crystals and Plasmon 
Waveguides 

9.1 0.1. Photonic crystals 

Photonic crystals have a broad range of applications. 174,175 Examples read- 
ily for commercialization include waveguides and high-resolution spectral 
filters. Photonic crystals allow for guiding geometries such as 90" cor- 
ners. 176 Potential applications are photonic crystal lasers, light emitting 
diodes and photonic crystal thin films to serve as anticounterfeit protection 
on credit cards. Ultimately, it is hoped that photonic crystal diodes and tran- 
sistors will eventually enable the construction of an all-optical computer. 

A photonic-band-gap (PBG) crystal, or simply referred to as photonic 
crystal, is a spatially periodic lattice consisting of alternating regions of 
dielectric materials with different refractive indices. 177 The concept of 
PBG crystals was first proposed by Yablon~vitch'~~ and John179 in 1987, 
and the first experimental realization of 3D photonic crystal was reported 
in 199 1. lSo Figure 9.9 shows a schematic of one-, two-, and three-dimensional 
photonic crystals. Because of its long-range order, a photonic crystal is 
capable of controlling the propagation of photons in much the same way 
as a semiconductor does for electrons: that is, there exists a forbidden gap 
in the photonic band structure that can exclude the existence of optical 
modes within a specific range of frequencies. A photonic band gap pro- 
vides a powerful means to manipulate and control photons, and can find 
many applications in photonic structures or systems. For example, pho- 
tonic crystals can be used to block the propagation of photons irrespective 
of their polarization direction, localize photons to a specific area at 
restricted frequencies, manipulate the dynamics of a spontaneous or stim- 
ulated emission process, and serve as a lossless waveguide to confine or 

Fig. 9.9. Schematic representing one-, two-, and three-dimensional photonic crystals con- 
sisting of alternating regions of dielectric materials. 
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direct the propagation of light along a specific channel. It should also be 
noted that photonic crystals work at all wavelengths and, thus, find appli- 
cations in the near-infrared telecommunication window or visible region 
if the size of the periodic structures (lattice constants) is appropriately 
chosen. A number of methods have been explored for the fabrication of 
photonic crystals.Is1 Examples include layer-by-layer stacking tech- 
n i q u e ~ ' ~ ~ , ' ~ ~  electrochemical etching,'84 chemical vapor d e p ~ s i t i o n ,
holographic lithography,Is6 and self-assembly of monodispersed spherical 
~ o l l o i d s . ' ~ ~ , ' ~ ~  Figure 9.10 shows SEM micrograph of a periodic array of 
silicon pillars fabricated using deep anisotropic etching. The silicon pillars 
are 205 nm in diameter and 5 pm tall. This structure possesses a band gap 
of - 1.5 pm for transverse magnetic polarization. By removing an array of 
pillars, a waveguide bend is fabricated. Input and output waveguides are 
integrated with the two-dimensional photonic crystal. Is9 

A complete or full band gap is defined as the one that can extend over 
the entire Brillouin zone in the photonic band structure.'90 An incomplete 
band gap is often referred to as a pseudo gap, because it appears only in 
the transmission spectrum along a certain direction of propagation. A 
complete band gap can be considered as a set of pseudo gaps that overlap 
for a certain range of frequencies over all three dimensions of space. 

Fig. 9.10. SEM micrograph of a periodic array of silicon pillars fabricated using deep 
anisotropic etching. The silicon pillars are 205 nm in diameter and 5 pm tall. This struc- 
ture possesses a band gap of - 1.5 pm for transverse magnetic polarization. By removing 
an array of pillars, a waveguide bend is fabricated. Input and output waveguides are inte- 
grated with the photonic crystal. [T. Zijlstra, E. van der Drift, M. J. A. de Dood, E. Snoeks, 
and A. Polman, J Vac. Sci. Techno[. B17, 2734 ( 1  999).] 
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Fig. 9.11. (a) SEM image of a 60" comer in a plasmon waveguide, fabricated using elec- 
tron beam lithography. The gold dots are -50nm in diameter and spaced by - 75 nm 
(center-to-center). (b) Straight plasmon waveguide made using 30 nm diameter colloidal 
gold nanoparticles. The particles were assembled on a straight line using an AFM in con- 
tact mode, and subsequently imaged in non-contact mode. [S.A. Maier, M.L. Brongersma, 
P.G. Kik, S. Meltzer, A.A.G. Requicha, and H.A. Atwater, Adv. Muter. 13, 1501 (2001).] 

9.1 0.2. Plasmon waveguides 

Plasmon waveguides are optical devices based on surface plasmon reso- 
nance of noble metal nanoparticles. The surface plasmon resonance is due 
to the strong interaction between the electric field of light and free elec- 
trons in the metal particle, which has been discussed in the previous chap- 
ter. Arrays of closely spaced metal nanoparticles set up coupled plasmon 
modes that give rise to coherent propagation of electromagnetic energy 
along the array via near-field coupling between adjacent  particle^.'^^-^^^ 
The dipole field resulting from a plasmon oscillation in a single metal 
nanoparticle can induce a plasmon oscillation in a closely spaced neigh- 
boring particle due to near field electrodynamic  interaction^.'^^,'^^ It has 
been shown that electromagnetic wave can be guided on a scale below the 
diffraction limit and around 90" corners or bending radius << wavelength 
of light as shown in Fig. 9.1 l.I9l Electron beam lithography and AFM 
nanomanipulation have been applied to fabricate plasmon waveguides 
with gold nanoparticles of 30 and 50nm in diameter, and the center-to- 
center space was three times of the particle radius.I9l 

9.11. Summary 

This chapter provided some examples to illustrate some applications 
of nanostructures and nanomaterials. It is apparent that many more 
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applications have not been included in the discussion here, and many more 
are being or will be explored. Although it is not sure which pathway nano- 
technology will take, it is certain that nanotechnology is penetrating into 
every aspects of our life and will make the world different fiom what we 
know now. 
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Appendix 2 

The International System 
of Units 

Quantity Name Symbol SI base units 

Length 
Mass 
Time 
Current 
Temperature 
Luminous intensity 
Force 
Energy 
Pressure 
El. charge 
Power 
Voltage 
El. resistance 
El. conductance 
Magn. flux 
Magn. induction 
Inductance 
Capacitance 

Meter 
Kilogram 
Second 
Ampere 
Kelvin 
Candela 
Newton 
Joule 
Pascal 
Coulomb 
Watt 
Volt 
Ohm 
Siemens 
Weber 
Tesla 
Henry 
Farad 

m 
kg 
S 

A 
K 
Cd 
N 
J 
Pa 
C 
W 
V 
n 
S 
Wb 
T 
H 
F 

m 
kg 
S 

A 
K 
Cd 
kg.m/s2 
kg.m2/s2 
kg.m/s2 
A.s 
kg.m2/s3 
kg/m2/A. s 
kg.m2/A2.s3 
A2.s31kg.m2 
kg.m2/A.s2 
kglA.s2 
kg/A2.s2 
A2.s4/kg.m2 

420 



Appendix 3 

List of Fundamental 
Physical Constants 

Quantity Symbol Value with units 

Avogadro’s number N A  6.023 X 1 023 molecules/mole 
Boltzmann’s constant K 1.38 X J/atom.K 
Bohr magneton FB 9.27 X A.m2 
Constant of gravitation G 6.67 X lo-” m3/kg.s2 
Electron charge e 1.602 X C 
Electron mass me 9.11 X kg 
Faraday’s constant F 96,500 C/mol 
Gas constant Rg 8.31 J/mol.K 
Permeability of a vacuum P O  1.257 X H/m 
Permittivity of a vacuum 8 0  8.85 X F/m 
Planck’s constant h 6.63 x 10-34 J.S 

Velocity of light in a vacuum co  3 x 108m/S 

42 1 



Appendix 4 

The 14 Three-Dimensional 
Lattice Types 

simple bodycentered face-centered 

TETRAGONAL 
a = b t c  

a = p = y= 900 

simple body-centered 

simple bodycentered end-centered face-cantered 

Q RHOMBOHEDRAL 

a = b = c  
I& = p = y # 90°C 1200 

HEXAGONAL 
a = b a c  

y = 120" 
a= p = 90" 

simDle end-centered 

422 



Appendix 3 

The Electromagnetic 
Spectrum 

Frequency Wavelength Photon Energy Photon Energy 
( H a  (m) (ev) (J) 

1 THz 

1 GHz 

1 MHz 

1 kHz 

y- RAYS 

X-RAYS 

ULTRAVIOLET 

LIGHT 

INFRARED 

MICROWAVES 

RADIOFREQUENCY 

423 



Appendix 6 

The Greek Alphabet 

Name Lower case Upper case 

Alpha ci A 
Beta P B 
Gamma Y r 
Delta s A 
Epsilon E E 
Zeta 5 Z 
Eta rl H 
Theta 0 0 
Iota L I 
Kappa K K 
Lambda X A 
Mu P M 
Nu v N 
Xi F; Y 

Omicron 0 0 
Pi 1T n 
Rho P P 
Sigma U z 
Upsilon U Y 
Phi 4) CP 
Chi X X 
Psi cp * 
Omega w n 

- 
w 

Tau r T 

424 



111-V semiconductors 399 
11-VI semiconductor 400 
7x7 reconstruction on Si (1 11) surface 

340 

a-Fe203 nanoparticles 86, 88 
absorption and emission spectroscopy 

accommodation coefficient 1 14 
active surfactant 207 
adsorbing polymer 44 
adsorption isotherm 343 
adsorption limited process 114 
aerogel 245 
aerosol 98 
aerosol-assisted CVD or AACVD 194 
AES 185, 349 
AFM 313,340,411 
AFM based nanolithography 306 
Ag nanoparticles 92, 66, 70, 72, 89, 90, 

agglomeration 
AgTe nanoparticles 100 
aligned carbon nanotubes 235 
alkanethiols 2 10 
alkylsilanes 208 
all-optical computer 409 
alternating layer deposition 203 
amphiphilic molecules 2 13 
amphoteric surfactants 239 
anchored polymer 44 

345 

95,100 
1 I ,  25, 3 1 

anionic surfactants 239 
anisotropic growth 1 12 
anodic oxidation 245 
anodized alumina membrane 143 
anti-Stokes scattering 349 
antibodies 396 
aprotic solvent 43 
arc discharge 23 1 ,  233 
arc evaporation 185, 233 
atomic force microscopy (AFM) 7,292, 

atomic layer CVD (ALCVD) I99 
atomic layer deposition (ALD) 199 
atomic layer epitaxy (ALE) 199 
atomic layer growth (ALG) 199 
Au,, clusters 394 
Au nanoparticles 4, 63, 67, 89, 90, 95, 

Auger electron 349 
Auger electron spectroscopy (AES) 185, 

avalanche photodiodes 400 

294 

363,366,370,377,394,397,411 

349 

P-FeO(0H) nanoparticles 88 
ballistic conduction 375 
band gap engineering 399 
barium titanate 355, 357 
base growth 237 
basic memory 393 
BaTi0, 355, 357 
BaTiO, nanowires 126 

425 
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BCF theory 117 
Bessel function 3 16 
Bi nanowires 375 
biological cell electrodes 238 
biotin-avidin linkage 396 
block copolymers 242 
block polymers 97 
blue/green lasers 400 
blue/green light-emitting diodes 400 
bottom-up approaches 4 , 7  
Bragg’s law 331 
Brownian motion 33, 34, 36 
buckminster fullerene 230 
buckyball 230,395 

Cs0 molecule 230 
cantilever based sensors 402 
capillary condensation 343 
capillary forces 
capping material 74 
carbon aerogels 249 
carbon fibers 404 
carbon fullerenes 6 
carbon nanotube composites 268 
carbon nanotube transistors 393 
carbon nanotubes 6, 143, 230, 232,318, 

catalyst growth mechanism 237 
catalytic carbon filament growth 237 
cathode deposition 147 
cathodoluminescence 346 
cationic surfactants 239 
CdS nanoparticles 
CdSe nanoparticles 75, 97, 100, 101, 

CdSe/CdS core/shell nanostructure 103 
CdSe/ZnS core/shell nanostructure I02 
CdTe nanoparticles 75, 100 
Cd,Zn,-,S nanoparticles 91 
centrifugation deposition 161 
ceramic processing 25 
charge determining ions 32 
charge-exchange model 305 
chemical solution deposition (CSD) 223 
chemical vapor deposition (CVD) 161, 

chemical vapor infiltration (CVI) 196,268 
chemisorption 207, 344 
citrate reduction 258 

158, 207, 246, 3 15 

376,394,395,404 

80, 99, 100, 356 

334, 346 

189,408,410 

CMC 240 
Cofilm 373 
co-ions or coions 32 
coating 220, 257 
coating thickness 220 
colloidal dispersions I5 1 
composition segregation 19 
condensation reaction 82,256 
conformal near field photolithography 284 
constant current mode 294 
constant voltage mode 294 
consumable templates 162 
contact-mode photolithography 28 1 
controlled release of ions 87 
core-shell structure 257 
Coulomb blockade 377,394 
Coulomb charging 375, 377 
Coulombic force 34 
Coulombic staircase 377 
counter ions 33 
covalently linked assembly 3 19 
critical coating thickness 222 
critical energy barrier 55, 94, 175 
critical micellar concentration (CMC) 

critical nucleus size 55, 94, 175 
Cu nanoparticles 90 
Curie temperature 381 
Czochraski crystal growth 23, 129 

240 

dc sputtering 187 
d-spacing 33 1 
de Broglie relationship 338 
de Broglie’s wavelength 5, 290, 367, 

Debye-Huckel screening strength 35 
deep Ultra-Violet lithography (DUV) 

defect scattering 372 
delivery of therapeutic agents 394 
dendrimers 395 
depolarizatjon field 380 
deprotonation 85 
diamond films 197 
diffusion barrier 42 
diffusion layer 152 
diffusion-limited growth 42, 58, 86 
dip-coating 220 
dip-pen nanolithography 3 13 

370,374 

282 
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dipolar oscillation 363 
discrete charging 377 
discrete electronic configuration 367, 377 
dislocations 178 
dislocation-diffusion theory 120 
dispersion interactions 3 16 
dissolution-condensation growth I 12, 123 
DLVO theory 38 
DNA templating 164 
domain structures 382 
double layer structure 34, 152 
dye-sensitized solar cells 407 
dynamic force microscopy 342 
dynamic mode 403 
dynamic SIMS 351 

effusion cells 185 
elastic modulus microscopy 342 
elastic scattering 336, 372 
elastomeric stamp 308 
elastoplasticity 361 
electric-field assisted assembly 3 18 
electrical self-bias field 235 
electrically configurable switches 393 
electrochemical cell 267 
electrochemical deposition 144 
electrochemical etching 410 
electrochemical methods 233 
electrochemical vapor deposition (EVD) 

electrochemically induced sol-gel 

electrodeposition 144 
electrointercalation 267 
electroless deposition 149 
electroless electrolysis 149 
electrolysis 147 
electrolytic cell 147 
electromagnetic spectrum 347 
electron beam evaporation 185 
electron beam lithography 

electron cyclotron resonance (ECR) 

electron density 333 
electron field emission tips 238 
electron mean free path 371 
electron scattering 285, 338, 371 
electron tunneling 292 

196 

deposition 156 

165, 284, 393, 
41 1 

plasma 195 

electrophoresis I53 
electrophoretic deposition 15 1 
electroplating 144 
electrospinning 164 
electrostatic fiber processing 164 
electrostatic force 34, 207, 314 
electrostatic force microscopy 341 
electrostatic interaction 3 14 
electrostatic repulsion 35, 38 
electrostatic stabilization 38, 152 
electrosteric stabilization 47 
emulsion polymerizations 98, 260, 261 
energy barrier 55, 94, I75 
energy dispersive X-ray spectroscopy 

entropic force 33, 34 
enzyme immobilization 209 
epitaxial aggregation 253 
epitaxy 177 
equilibrium crystal 21 
equilibrium vapor pressure 183 
Euler’s theorem 23 1 
evanescent wave regime 296 
evanescent waves 296 
evaporation 183 
evaporation-induced self-assembly 265 
evaporation-condensation process 1 12, 

excimer laser micromachining 321 
excimer lasers 282 
extinction coefficient 366 
extreme UV (EUV) lithography 282 

(EDS) 349 

1 I9 

F-face 117 
far-field regime 297 
fatty acid monolayers 378 
Fe304 nanoparticles 101 
ferroelastic 382 
ferroelectrics 380 
ferroelectric-paraelectric transition 380 
ferromagnetic 382 
FIB deposition 289 
FIB etching 289 
field effect transistor (FET) 393 
field emitters 404 
field evaporation 299, 303 
field-assisted diffusion 299 
field-gradient induced surface diffusion 

305 
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field-ion microscopy 303 
flat panel display 405 
flat surfaces 117 
flocculation 39 
Flory-Huggins theta temperature 44 
flow sensors 238 
fluorescence 347 
focused ion beam (FIB) 289,393 
focused ion beam (FIB) lithography 288 
forced hydrolysis 85 
formation of cracks 222 
Fourier transform infrared spectroscopy 

Frank-van der Menve growth 174 
Fraunhofer diffraction 282 
Fresnel diffraction 282 
Fuchs-Sondheimer theory 373 
fullerene crystals 232 
fullerene solids 230 
fullerenes 230 
fullerites 232 

(FTIR) 348 

GaAs nanoparticles 79,89,96 
GaAs nanowires 142 
GaInP, nanoparticles 78 
Ga,O, nanowires 139 
galvanic cell 146 
GaN nanoparticles 8 1 
GaN nanowires 140,375 
GaP nanoparticles 78 
GaP nanowires 135 
gas adsorption isotherm 343 
gas impingement flux 180 
gas-phase hydrothermal crystallization 408 
Ge nanowires 131, 134, 138 
gene replacement 395 
GeO, nanowires 139 
Gibbs-Thompson relation 28 
gold nanoparticle 4, 63, 67, 89, 90, 95, 

363, 366,370,377, 394,397,411 
gold-silica core-shell structure 257 
good solvent 43 
Gouy layer 34 
grain boundary scattering 374 
graphene 232 
graphite 230 
gravitational field assisted assembly 3 19 
growth mechanisms of zeolite 252 

growth steps 359 
growth termination 99 
growth-limited process 58 

Hall-Petch relationship 268, 360 
Hamaker constants 36 
Hamaker theory 3 17 
hardness 360 
heatmode 403 
helical nanostructures 121 
hetero-condensation 83 
heteroatoms 255 
heteroepitaxial growth 125 
heteroepitaxy 175, 177 
heterogeneous nucleation 93, 174 
heterojunction bipolar transistor (HBT) 

heterojunction materials 406 
hexagonal faces 230 
hexagonal or cubic packing of cylindrical 

hexagons 231 
hierarchically structured mesoporous 

high-resolution spectral filters 409 
highest occupied molecular orbital 

highly oriented pyrolitic graphite (HOPG) 

hollow metal tubules 148 
holographic lithography 41 0 
homoepitaxy 175, 177 
homogeneous nucleation 53 
horizontal lifting 21 6 
Huckel equation 154 
hydrated antimony oxide 374 
hydrogenation of unsaturated 

hydrocarbons 397 
hydrolysis reaction 82 
hydrophilicity 207 
hydrophobic interactions 3 14 
hydrophobicity 207 
hydrothermal growth 126 
hydrothermal synthesis 25 1 
hysteresis 383 

image-hump model 305 
imperfections 358 

400 

micelles 240 

materials 245 

(HOMO) 345 

95 

428
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imprint lithography 393 
impurity enrichment 19 
incident rate 180 
incorporation of organic components 

indium tin oxide (ITO) 243 
inelastic scattering 336, 372 
infrared (IR) spectroscopy 345, 347 
InGa03(ZnO), superlattice structure 205 
inhomogeneous strains 33 1 
InP nanocrystals 78, 368 
InP nanoparticles 78 
InP nanowires 135, 141, 370 
intercalation method 238 
intercalation compounds 266 
intermolecular conduction 379 
intramolecular conduction 379 
ion beam lithography 165 
ion bombardment 405 
ion exchange 266 
ion implantation 268 
ion plating 188 
ionic spectrometry 350 
iron particles 384 
island (or Volmer-Weber) growth 95, 174 
island-layer (or Stranski-Krastanov) 

249 

growth 95, 174, 401 

Kelvin equation 130, 136, 343 
Kelvin probe microscopy 341 
kinked surfaces (K-face) I 17 
Knudsen cells 185 
Knudsen diffusion 196 
Knudsen number 181 
KSV theory 1 16 

laminar flow 182 
Langmuir films 2 15 
Langmuir-Blodgett films (LB films) 

Laplace equation 246 
laser ablation 184, 233 
laser direct writing 321 
laser enhanced or assisted CVD 
lascrs 399 
lattice mismatch 177 
layer (or Frank-van der Merwe) growth 

213, 300 

194 

95, 174 

layer-by-layer growth 253 
layer-by-layer stacking 41 0 
layer-island growth 95, 174,401 
leaching a phase separated glass 245 
lead titanate 355, 381 
LIGA 321 
light emitting diodes 409 
light forces 290 
light-absorbing dye 407 
liquid chromatography 23 1 
liquid metal ion (LMI) source 288 
lithography 278 
local oxidation and passivation 303 
localized chemical vapor deposition 303 
logic functions 393 
lowest unoccupied molecular orbital 

(LUMO) 345 
LPCVD (low pressure CVD) 194 
luminescence 346, 368 

macroporous 238 
magnetic force microscopy 295, 341 
magnetron sputtering 188 
Matthiessen’s rule 371 
MCM-41 241 
MCM-48 241 
mean diffusion distance 1 15 
mean free path 
mechanical properties 357 
mechanical strength 358 
membrane-based synthesis 260 
mesopores 343 
mesoporous 238 
mesoporous materials 143 
metal alloy nanoparticles 74 
metal catalyst 235 
metal nanoparticles 393 
metal-to-semiconductor transition 375 
metallic colloidal dispersions 63 
metal-polymer core-shell structures 

micelles 96, 239 
microcontact printing 308 
microemulsion 96, 121 
micromolding in capillaries 3 10 
micropores 343 
microporous 238 
microtransfer molding 3 10 

179, 185, 371 

260 
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Mietheory 362 
Miller indices 21 
mineralizing agent 25 1 
miniature bull 9 
MOCVD (metalorganic CVD) 194 
molding 310 
molecular beam epitaxy (MBE) 185,401 
molecular density 180 
molecular electronics 392 
molecular electronics toolbox 394 
molecular flow 18 1 
molecular labeling 396 
molecular layer epitaxy (MLE) 199 
molecular person 9 
molecular recognition 393, 396 
monolayers 393 
mononuclear growth 59 
Moore’s law 4 
multi-pole oscillation 364 
multi-wall carbon nanotube (MWCNT) 

232 

nano-rings 12 1 
nanobelts 120 
nanobiotechnology 396 
nanobots 6, 394 
nanochannel array glass 143 
nanocomposites 238,263,267 
nanocomputers 393 
nanocrystals 53, 395, 396 
nanoelectronics 392 
nanograined materials 267 
nanoimprint 3 10 
nanolithography 29 1 
nanomanipulation 29 1, 298 
nanomechanical sensor 403 
nanomedicine 5, 394 
nanoparticle seeding 125 
nanoparticle superlattices 3 17 
nanoparticles 30, 3 15, 395 
nanorobots 5, 394 
nanoscience 3 
nanosensors 402 
nanosurgery 395 
nanotechnology 1 
nanotwizers 402 
nanowires 3 18 
nanowires of the 111-V materials 132 

near-field coupling 41 1 
near-field photolithography 165 
near-field regime 297 
near-field scanning optical microscopy 

negative differential resistance 393 
Nernst equation 32,33, 145,218 
neutral atomic beam lithography 290 
Ni nanoparticles 95, 383 
noble metal nanoparticles 41 1 
non-adsorbing polymer 44 
non-oxide semiconductor nanoparticles 

nonionic surfactants 239 
NSOM 292,296,342 
numerical aperture 337 

292,296, 342 

74 

oligonucleotides 396 
optical absorption 368 
optical labeling 395 
optical switching and logic devices 400 
ordered mesoporous complex metal oxides 

ordered mesoporous materials 6, 239 
order-disorder transition 2 16 
organic aerogels 249 
organic-inorganic hybrid fibers 164 
organic-inorganic hybrid zeolites 256 
organic-inorganic hybrids 223, 263 
organometallic vapor phase epitaxy 

organosilicon derivatives 208 
organosulfur compound 2 10 
ormocers 263 
ormosils 263 
oscillation 362 
osmotic flow 40 
Ostwald ripening 

oxidation of carbon monoxide 397 
oxidation of hydrocarbons 397 
oxide nanoparticles 81 
oxide-polymer structures 261 

242 

(OMVPE) 195 

11, 24, 25, 30, 65, 74, 
76,86 

parallel process 298 
paramagnetic 382 
PbS nanoparticles 80 
PbTi03 355,381 
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Pd nanoparticles 65,68 
PECVD 188, 194,233,237 
pentagonal faces 230 
pentagons 23 1 
periodic bond chain (PBC) theory 
perpendicular processes 298 
phase masks 283 
phase shifters 283 
phase-shifting photolithography 283 
phosphorescence 347 
photoactive polymer 279 
photochemical deposition 321 
photoelectrochemical cells 406 
photolithography 279 
photoluminescence 345, 346 
photolytical deposition 321 
photonic crystals 409 
photonic-band-gap 409 
photoresist 279 
photovoltaic cells 406 
physical adsorption 343 
physical vapor deposition (PVD) 182 
piezoelectrics 380 
plasma enhanced chemical vapor deposition 

plasma etching 188 
plasmon bandwidth 366 
plasmon oscillation 41 1 
plasmon waveguides 41 1 
point of zero charge (P.z.c.) 
poly-nuclear growth 59 
polyheterocyclic fibris 379 
polymer layers 45 
polymer nanoparticles 98 
polymer nanotubules 150 
polymer particles 98, 99 
polymer stabilizers 72 
polymeric stabilization 42 
polymeric stabilizers 63 
poor solvent 43 
pore volume 343 
Porod’s law 335 
porous nanocrystalline titania 407 
porous silicon 143 
porous solids 238 
powder metallurgy 25 
primary minimum 39 
projection printing 281 

1 15 

(PECVD) 188,194,233,237 

32 

protic solvent 43 
proton conductivity 374 
proximity printing 28 1 
Pt nanoparticles 65, 70, 72 
pulsed electrodeposition 148 
purification 238 
pyroelectrics 380 
pyrolysis 233 
pyrolysis growth 237 
pyrolytical deposition 32 1 
p n  injection diode 400 
p n  junction materials 406 

quantum dot heterostructures 401 
quantum dot lasers 401 
quantum dots 53 
quantum resistors 238 
quantum well electroabsorption and 

electro-optic modulators 400 
quantum well infrared photodetectors 

400 
quantum well lasers 399 
quantum wells 399 

radiation track-etched mica 143 
radiation track-etched polymer membranes 

radiation-track etching 245 
Raman scattering 38 1 
Raman spectroscopy 345, 348 
random doping fluctuations 11 
rate of nucleation 56 
Rayleigh instability 355 
Rayleigh scattering 349 
Rayleigh’s equation 28 1 
reactive ion etching (RIE) 188 
reactive sputtering I88 
reduction of nitrogen oxides 397 
reduction reagents 67 
reflection high energy electron diffraction 

( N E E D )  185 
relativistic effect 397 
replica molding 3 10 
repulsive barrier 39 
residence time 1 15 
resist 279 
reversible spontaneous polarization 380 
Reynolds number 18 1 

143 
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RF sputtering 187 
Rh nanoparticles 64 
rough surface 130 
roughening transition 23, 137 
Rutherford backscattering spectrometry 

(RBS) 350 

scanning acoustic microscope 295 
scanning capacitance microscope 295 
scanning capacitance microscopy 341 
scanning electron microscopy (SEM) 

scanning probe microscopy (SPM) 7, 

scanning probe tip 238 
scanning thermal microscopy 341 
scanning tunneling microscopy (STM) 7, 

Schaefer’s method 21 6 
Scherrer’s formula 33 1 
Schottky barrier 299 
secondary ion mass spectrometry (SIMS) 

secondary minimum 39 
sedimentation method 3 19 
seeding nucleation 74 
selected-area diffraction (SAD) 339 
self assembled (SA) multilayer 210 
self assembled monolayer (SAM) 308 
self-assembly 205,249, 257, 262, 314 
self-assembly of monodispersed spherical 

self-limiting growth 199 
self-purification 1 1, 353 
semiconductor-to-insulator transition 

sensors 393 
shadow printing 281 
shear force assisted assembly 3 18 
Si nanowires 
silane coupling agents 258 
silica colloids 81 
silica nanowires 140 
silicon pillars 410 
single molecular electronics 395 
single molecular transistors 393 
single-wall carbon nanotube 232 
sintering 24 

336 

291,340,402 

292,340 

351 

colloids 410 

375 

13 1, 142, 339, 369, 375 

Si02 nanoparticles 89 
size-selective precipitation 74,78 
sliding process 299 
slip casting 159 
slip plane 153 
small angle X-ray scattering (SAXS) 

sodium chloride whisker 359 
soft lithography 308 
soft organic elastomeric polymers 284 
sol-gel processing 82, 155,240,245, 

solar cells 406 
solution filling 160 
solution- liquid-solid (SLS) growth 140 
solvent exchange 249 
specific surface area 343 
specular scattering 372 
spin-coating 22 1 
spiral growth 1 17 
SPM 7,29 1,  340,402 
SPM-based nanolithography 303 
spontaneous growth 11 1 
spontaneous magnetization 383 
sputtering 186 
static mode 403 
static SIMS 351 
step-growth theory 1 16 
step surfaces (S-face) I 17 
steric stabilization 42 
Stern layer 34, 152 
STM 7,292, 340 
Stober method 85, 259 
Stokes scattering 349 
strain energy 176, I78 
Stranski-Krastanov growth 95, 174,401 
stress-induced recrystallization 142 
structure-directing agent 25 1, 253 
subsequent growth 56 
subsequent polymerization 261 
supercritical drying 245, 247 
supercritical point 247 
superlattice 204 
superparamagnetics 382 
superparamagnetism 3 5 3 
supersaturation 53 
surface adsorption 19 
surface atomic density 18 

333 

408 
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surface charge density 32 
surface diffusion coefficient 1 15 
surface energy 1 1,54 
surface growth limited process 114 
surface plasmon resonance 353,362,411 
surface potential 33 
surface relaxation 18 
surface restructuring 18 
surface roughening 23 
surface scattering 353, 365, 372 
surfactants 97 
SWCNT 232 

template 164 
template filling 157 
Template-assisted assembly 3 19 
template-directed reaction 162 
temporally discrete nucleation 74 
thermal CVD 237 
thermochemical deposition 32 1 
thermometers 394 
thermoplastic polymer 3 12 
theta state 44 
thiol-gold bonds 396 
thiol-stabilized gold nanoparticles 398 
Thompson model 372 
TiOz film 199,407 
Ti02 nanorods 157 
Ti02 particles 98 
tip growth 237 
tissue regeneration 395 
TO, tetrahedra 249 
top-down approaches 4 , 7  
transistors 5 
transition metal catalysts 237 
transmission electron microscopy (TEM) 

tunneling conduction 375, 377 
tunneling junctions 393 
turbulent flow 182 
twinned structure 354 
two-photon polymerization 9 

338 

uniform elastic strain 33 1 

van der Waals attraction force 36, 294, 

vapor-liquid-solid (VLS) growth 127, 

vapor phase deposition 257 
vapor-solid (VS) process 1 12 
vertical deposition 2 I5 
vibrational frequency of adatom 
vibrational spectroscopy 345 
viologen 394 
viscous flow 181 
visible light scattering 336 
VLS growth 127,237 
Volmer-Weber growth 95, 174 

314 

237 

1 15 

waveguides 409 
Wulffplot 21, 118 
Wulff relationship 354 

X-ray diffraction (XRD) 331 
X-ray fluorescence 346 
X-ray lithography 165,287 
X-ray photoelectron spectroscopy (XPS) 

185,349 
xerogel 245 

Y203 nanoparticles 101 
Y203:Eu nanoparticles 87 
yield strength 360 
Young’s equation 95, I75 
Young-Laplace equation 26 

zeolites 143, 249 
zero-point charge (z.P.c.) 32 
zeta potential 153 
ZnO nanoparticles 88 
ZnO nanowires 138 
ZnS film 201 
ZnS nanoparticles 100, 101 
ZrOz nanoparticles 100 




