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Preface

In the two years since we first started planning this book, so much has been written
about nanotechnology that the subject really needs no introduction. Nanotechnology
has been one of the first major new technologies to develop in the internet age, and as
such has been the topic of thousands of unregulated, unrefereed websites, discussion
sites and the like. In other words, much has been written, but not all is necessarily true.
The press has also made its own, unique contribution: ‘nanotechnology will turn us all
into grey goo’ makes for a good story (in some newspapers at least), and then there’s the
1960s image of nanotechnology, still present today, of Raquel Welch transported in a
nanosubmarine through the bloodstream of an unsuspecting patient. This book isn’t
about any of that! One thing that the recent press coverage of nanotechnology has
achieved is to draw attention to the possible hazards which accompany any new
technology and to pose relevant questions about the likely impact of the various facets
of nanotechnology on our society. Whilst we would certainly encourage investigation
and discussion of such issues, they do not fall within the remit of this book.

Nanoscale Science and Technology has been designed as an educational text, aimed
primarily at graduate students enrolled on masters or PhD programmes, or indeed, at
final year undergraduate or diploma students studying nanotechnology modules or
projects. We should also mention that the book has been designed for students of the
physical sciences, rather than the life sciences. It is based largely on our own masters
course, the Nanoscale Science and Technology MSc, which has been running since 2001
and was one of the first postgraduate taught courses in Europe in this subject area. The
course is delivered jointly by the Universities of Leeds and Sheffield, and was designed
primarily by several of the authors of this book. As in designing the course, so in
designing the book have we sought to present the breadth of scientific topics and
disciplines which contribute to nanotechnology. The scope of the text is bounded by
two main criteria. Firstly, we saw no need to repeat the fine details of established
principles and techniques which are adequately covered elsewhere, and secondly, as
a textbook, Nanoscale Science and Technology is intended to be read, in its entirety, over
a period of one year. In consideration of the first of these criteria, each chapter has a
bibliography indicating where more details of particular topics can be found.

The expertise of the authors ranges from electronic engineering, physics and mater-
ials science to chemistry and biochemistry, which we believe has helped us achieve both
breadth and balance. That said, this book is inevitably our take on nanotechnology, and
any other group of authors would almost certainly have a different opinion on what
should be included and what should be emphasised. Also, in such a rapidly developing
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field, our reporting is in danger of fast becoming out of date (one of our co-authors,
who was the most efficient in composing his text, paid the rather undeserved penalty of
having to make at least two sets of revisions simply to update facts and figures to reflect
new progress in research). We should certainly be grateful to receive any information on
errors or omissions.

Although most of the chapters have been written by different authors, we were keen
that, to better fulfil its role as a textbook, this volume should read as one coherent whole
rather than as a collection of individual monographs. To this end, not only have we as
editors made numerous adjustments to improve consistency, and avoid duplication and
omission, but in some places we have also made more substantial editorial changes.
We should like to acknowledge the tolerance of our co-authors throughout this process.
We are all still on speaking terms — just! It is not really necessary for us to tabulate in
detail exactly who contributed what to each chapter in the final manuscript, except that
we note that the nanostructured carbon section in Chapter 6 was provided by Rob
Kelsall. Finally, we should like to acknowledge Terry Bambrook, who composed
virtually all of the figures for chapters 1 and 2.

Robert W. Kelsall, lan W. Hamley and Mark Geoghegan

Book cover acknowledgments

The nano images of silicon were taken by Dr Ejaz Huq and appear courtesy of the
CCLRC Rutherford Appleton Laboratory Central Microstructure Facility; the images
of carbon nanotubes appears courtesy of Z. Aslam, B. Rand and R. Brydson (Uni-
versity of Leeds); the image of a templated silica nanotube appears courtesy of
J. Meegan, R. Ansell and R. Brydson (University of Leeds); the image of microwires is
taken from E. Cooper, R. Wiggs, D. A. Hutt, L. Parker, G. J. Leggett and T. L. Parker,
J. Mater. Chem. 7, 435-441 (1997), reproduced by permission of the Royal Society of
Chemistry, and the AFM images of block copolymers are adapted with permission from
T. Mykhaylyk, O. O. Mykhaylyk, S. Collins and I. W. Hamley, Macromolecules 37,
3369 (2004), copyright 2004 American Chemical Society.
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1

Generic methodologies for
nanotechnology: classification and
fabrication

1.1 INTRODUCTION AND CLASSIFICATION

1.1.1 What is nanotechnology?

Nanotechnology is the term used to cover the design, construction and utilization of
functional structures with at least one characteristic dimension measured in nanometres.
Such materials and systems can be designed to exhibit novel and significantly improved
physical, chemical and biological properties, phenomena and processes as a result of the
limited size of their constituent particles or molecules. The reason for such interesting
and very useful behaviour is that when characteristic structural features are intermedi-
ate in extent between isolated atoms and bulk macroscopic materials; i.e., in the range of
about 10" m to 10~"m (1 to 100nm), the objects may display physical attributes
substantially different from those displayed by either atoms or bulk materials. Ultim-
ately this can lead to new technological opportunities as well as new challenges.

1.1.2 Classification of nanostructures

As we have indicated above, a reduction in the spatial dimension, or confinement of
particles or quasiparticles in a particular crystallographic direction within a structure
generally leads to changes in physical properties of the system in that direction. Hence
one classification of nanostructured materials and systems essentially depends on the
number of dimensions which lie within the nanometre range, as shown in Figure 1.1:
(a) systems confined in three dimensions, (b) systems confined in two dimensions,
(c) systems confined in one dimension.

Nanoscale Science and Technology Edited by R. W. Kelsall, I. W. Hamley and M. Geoghegan
© 2005 John Wiley & Sons, Ltd



2 GENERIC METHODOLOGIES FOR NANOTECHNOLOGY

(a)

(ii) (iii)

Figure 1.1 Classification of nanostructures. (a) Nanoparticles and nanopores (nanosized in three
dimensions): (i) high-resolution TEM image of magnetic iron oxide nanoparticle, (ii)) TEM image
of ferritin nanoparticles in a liver biopsy specimen, and (iii) high-resolution TEM image of
nanoporosity in an activated carbon). (b) Nanotubes and nanofilaments (nanosized in two
dimensions): (i) TEM image of single-walled carbon nanotubes prepared by chemical vapour
deposition, (i) TEM image of ordered block copolymer film, and (iii) SEM image of silica
nanotube formed via templating on a tartaric acid crystal. (c) Nanolayers and nanofilms (nano-
sized in one dimension): (i) TEM image of a ferroelectric thin film on an electrode, (ii)) TEM image
of cementite (carbide) layers in a carbon steel, and (iii) high-resolution TEM image of glassy grain
boundary film in an alumina polycrystal. Images courtesy of Andy Brown, Zabeada Aslam, Sarah
Pan, Manoch Naksata and John Harrington, IMR, Leeds

Nanoparticles and nanopores exhibit three-dimensional confinement (note that his-
torically pores below about 100nm in dimension are often sometimes confusingly
referred to as micropores). In semiconductor terminology such systems are often called
quasi-zero dimensional, as the structure does not permit free particle motion in any
dimension.

Nanoparticles may have a random arrangement of the constituent atoms or molecules
(e.g., an amorphous or glassy material) or the individual atomic or molecular units may
be ordered into a regular, periodic crystalline structure which may not necessarily be the
same as that which is observed in a much larger system (Section 1.3.1). If crystalline, each
nanoparticle may be either a single crystal or itself composed of a number of different
crystalline regions or grains of differing crystallographic orientations (i.e., polycrystalline)
giving rise to the presence of associated grain boundaries within the nanoparticle.
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(ii) | (i) |

Figure 1.1 Continued



4 GENERIC METHODOLOGIES FOR NANOTECHNOLOGY

Nanoparticles may also be quasi-crystalline, the atoms being packed together in an
icosahedral arrangement and showing non-crystalline symmetry characteristics. Such
quasi-crystals are generally only stable at the nanometre or, at most, the micrometre scale.

Nanoparticles may be present within another medium, such as nanometre-sized precipi-
tates in a surrounding matrix material. These nanoprecipitates will have a specific
morphology (e.g., spherical, needle-shaped or plate-shaped) and may possess certain crystal-
lographic orientation relationships with the atomic arrangement of the matrix depending on
the nature (coherency) of the interface which may lead to coherency strains in the particle and
the matrix. One such example is the case of self-assembled semiconductor quantum dots,
which form due to lattice mismatch strain relative to the surrounding layers and whose
geometry is determined by the details of the strain field (Chapter 3). Another feature which
may be of importance for the overall transport properties of the composite system is the
connectivity of such nanometre-sized regions or, in the case of a nanoporous material,
nanopore connectivity.

In three dimensions we also have to consider collections of consolidated nanopar-
ticles; e.g., a nanocrystalline solid consisting of nanometre-sized crystalline grains each
in a specific crystallographic orientation. As the grain size d of the solid decreases the
proportion of atoms located at or near grain boundaries, relative to those within the
interior of a crystalline grain, scales as 1/d. This has important implications for proper-
ties in ultrafine-grained materials which will be principally controlled by interfacial
properties rather than those of the bulk.

Systems confined in two dimensions, or quasi-1D systems, include nanowires, nano-
rods, nanofilaments and nanotubes: again these could either be amorphous, single-
crystalline or polycrystalline (with nanometre-sized grains). The term ‘nanoropes’ is
often employed to describe bundles of nanowires or nanotubes.

Systems confined in one dimension, or quasi-2D systems, include discs or platelets,
ultrathin films on a surface and multilayered materials; the films themselves could be
amorphous, single-crystalline or nanocrystalline.

Table 1.1 gives examples of nanostructured systems which fall into each of the three
categories described above. It can be argued that self-assembled monolayers and multi
layered Langmuir—Blodgett films (Section 1.4.3.1) represent a special case in that they
represent a quasi-2D system with a further nanodimensional scale within the surface
film caused by the molecular self-organization.

1.1.3 Nanoscale architecture

Nanotechnology is the design, fabrication and use of nanostructured systems, and the
growing, shaping or assembling of such systems either mechanically, chemically or
biologically to form nanoscale architectures, systems and devices. The original vision of
Richard Feynman' was of the ‘bottom-up’ approach of fabricating materials and devices
at the atomic or molecular scale, possibly using methods of self-organization and self-
assembly of the individual building blocks. An alternative ‘top-down’ approach is the

' R. Feynman, There’s plenty of room at the bottom, Eng. Sci. 23, 22 (1960) reprinted in J. Micromech
Systems 1, 60 (1992).
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Table 1.1 Examples of reduced-dimensionality systems

3D confinement

Fullerenes

Colloidal particles

Nanoporous silicon

Activated carbons

Nitride and carbide precipitates in high-strength low-alloy steels
Semiconductor particles in a glass matrix for non-linear optical components
Semiconductor quantum dots (self-assembled and colloidal)
Quasi-crystals

2D confinement

Carbon nanotubes and nanofilaments

Metal and magnetic nanowires

Oxide and carbide nanorods

Semiconductor quantum wires

1D confinement

Nanolaminated or compositionally modulated materials

Grain boundary films

Clay platelets

Semiconductor quantum wells and superlattices

Magnetic multilayers and spin valve structures

Langmuir—Blodgett films

Silicon inversion layers in field effect transistors

Surface-engineered materials for increased wear resistance or corrosion resistance

ultraminiaturization or etching/milling of smaller structures from larger ones. These
methods are reviewed in Section 1.4. Both approaches require a means of visualizing,
measuring and manipulating the properties of nanostructures; computer-based simulations
of the behaviour of materials at these length scales are also necessary. This chapter
provides a general introduction to the preparation and properties of nanostructures,
whilst the subsequent chapters give greater detail on specific topics.

1.2 SUMMARY OF THE ELECTRONIC PROPERTIES OF ATOMS
AND SOLIDS

To understand the effects of dimensionality in nanosystems, it is useful to review certain
topics associated with the constitution of matter, ranging from the structure of the isolated
atom through to that of an extended solid.

1.2.1 The isolated atom

The structure of the atom arises as a direct result of the wave—particle duality of
electrons, which is summarized in the de Broglie relationship, A = h/m.v, where A is
the (electron) wavelength, m. is the (electron) mass, v is the velocity and
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h=6.63 x 1073*Js is the Planck constant. The wave—particle duality of the electron
means that an electron behaves both as a wave (i.e., it is extended over space and has a
wavelength and hence undergoes wave-like phenomena such as diffraction) and a particle
(i.e., it is localized in space and has a position, a velocity and a kinetic energy). This is
conveniently summarized in the idea of a wave packet a localized wave that is effectively
the summation of a number of different waves of slightly differing wavelengths.

Using these ideas we come to our first model of the atom, the Rutherford—Bohr
model. Here the small central nucleus of the atom consists of positively charged protons
and (neutral) neutrons. Electrons orbit the nucleus in stable orbits. The allowed, stable
orbits are those in which the electron wavelength, given by the de Broglie formula, is an
integral multiple n of the circumference of the orbit r:

nh

2r = n\ = . (L.1)
MgV
This implies that
nh
mevr = Z s (] 2)

in otherwords, the angular momentum mvr is quantized in that it is an integral multiple
of h/2m.

The Bohr model leads to the idea that only certain electron orbits or shells are allowed
by this quantization of angular momentum (i.e., the value of n). The Bohr shells in an
atom are labelled according to the quantum number, n, and are given the spectroscopic
labels K, L, M, N, etc. (where n = 1,2, 3,4,...). To understand the form of the periodic
table of elements, it is necessary to assume that each Bohr shell can contain 21> electrons.
For instance, a K shell (n = 1) can contain 2 electrons, whereas an L shell (n = 2) can
accommodate 8 electrons. As well as having a distinct form and occupancy, each shell
also has a corresponding well-defined energy. It is usual to define the zero of the energy
scale (known as the vacuum level) as the potential energy of a free electron far from the
atom. In order to correspond with atomic emission spectra measured experimentally, the
energies of these levels E,, are then negative (i.e., the electrons are bound to the atom) and
are proportional to 1/n%. Such a simplified picture of the structure of an isolated Mg atom
and the associated energy level diagram are shown in Figure 1.2.

A much more sophisticated model of the atom considers the wave-like nature of the
electrons from the very beginning. This uses wave mechanics or quantum mechanics.

Nucleus 00} Vacuum

S level
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Figure 1.2 Bohr shell description of an Mg atom and the associated energy level diagram
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Here each electron is described by a wavefunction ¢ which is a function of spatial
position (x,y,z) and, in general, of time. Physically |z/)|2 represents the probability of
finding the electron at any point. To work out the energy of each electron, we need to
solve the Schrodinger equation which, in the time-independent case, takes the form

72
2m

V2 + V(x,y,2)0 = E, (1.3)

where V(x,y,z) describes the potential energy function in the environment of the elec-
tron. Solution of the Schrodinger equation, under certain boundary conditions, leads to
a set of solutions for the allowed wavefunctions v, of the atomic electrons together with
their associated energies E,.

This equation can only be solved analytically for the case of the hydrogen atom,
where there is only one electron moving in the potential of a single proton, the hydrogen
nucleus. Only a certain set of electronic wavefunctions and associated energy levels fulfil
this Schrodinger equation. The wavefunctions may be expressed as a radial part,
governing the spatial extent of the wavefunction, multiplied by a spherical harmonic
function which determines the shape. The allowed wavefunctions form the electron
orbitals, which we term Is, 2s, 2p, 3s, 3p, 3d, etc. (here 1,2, 3, ... are alternative labels
for K,L,M,...). These allowed wavefunctions now depend on not just one quantum
number but four: n, /, m and s. These numbers may be summarized as follows:

e nis the principal quantum number; it is like the quantum number used for the case of
Bohr shells (n = 1,2,3,...).

e [is the angular momentum quantum number; it can vary from /=0,1,2,...,(n — 1).
The value of / governs the orbital shape of the subshell: / = 0 is an s orbital, which is
spherical; / = 1 is a p orbital, which has a dumbbell shape; while / = 2 is a d orbital,
which has a more complex shape such as a double dumbbell.

e m is the magnetic quantum number; it can vary from m = 0, +1,...,£/. The value
of m governs the spatial orientation of the different orbitals within a subshell; i.e.,
there are three p orbitals (/ = 1) p,, p,, and p, corresponding to the three values of m
which are 0, +1 and —1. In the absence of a magnetic field, all these orbitals within
a particular subshell will have the same energy.

e s is the spin quantum number which, for an electron, can take the values +1/2. Each
(n, I, m) orbital can contain two electrons of opposite spin due to the Pauli exclusion
principle, which states that no two electrons can have the same four quantum numbers.

Using this identification in terms of the quantum numbers, each electron orbital in an
atom therefore has a distinct combination of energy, shape and direction (x, y, z) and
can contain a maximum of two electrons of opposite spin.

In an isolated atom, these localized electronic states are known as Rydberg states and
may be described in terms of simple Bohr shells or as combinations of the three quantum
numbers n, / and m known as electron orbitals. The Bohr shells (designated K, L, M, ...)
correspond to the principal quantum numbers n equal to 1, 2, 3, etc. Within each of
these shells, the electrons may exist in (z — 1) subshells (i.e., s, p, d, or f subshells, for
which the angular momentum quantum number / equals 0, 1, 2, 3, respectively).
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The occupation of the electronic energy levels depends on the total number of
electrons in the atom. In the hydrogen atom, which contains only one electron, the set
of Rydberg states is almost entirely empty except for the lowest-energy 1s level which is
half full. As we go to higher energies, the energy spacing between these states becomes
smaller and smaller and eventually converges to a value known as the vacuum level
(n = 00), which corresponds to the ionization of the inner-shell electron. Above this
energy the electron is free of the atom and this is represented by a continuum of empty
electronic states. In fact, the critical energy to ionize a single isolated hydrogen atom is
equal to 13.61 ¢V and this quantity is the Rydberg constant.

This description is strictly only true for hydrogen; however, other heavier atoms
are found to have similar wavefunction (hydrogenic-like) solutions, which ultimately
leads to the concept of the periodic table of elements, as each atom has more and
more electrons which progressively fill the allowed energy levels. This is shown for a
magnesium atom in Figure 1.2. The chemical properties of each atom are then princi-
pally determined by the number of valence electrons in the outermost electron shell
which are relatively loosely bound and available for chemical reaction with other atomic
species.

1.2.2 Bonding between atoms

One way to picture the bonding between atoms is to use the concept of Molecular
Orbital (MO) Theory. MO theory considers the electron wavefunctions of the individual
atoms combining to form molecular wavefunctions (or molecular orbitals as they are
known). These orbitals, which are now delocalized over the whole molecule, are then
occupied by all the available electrons from all the constituent atoms in the molecule.
Molecular orbitals are really only formed by the wavefunctions of the electrons in the
outermost shells (the valence electrons); i.e., those which significantly overlap in space
as atoms become progressively closer together; the inner electrons remain in what are
essentially atomic orbitals bound to the individual atoms.

A simple one-electron molecule is the HJ ion, where we have to consider the
interactions (both attractive and repulsive) between the single electron and two nucleii.
The Born—Oppenheimer approximation regards the nuclei as fixed and this simplifies
the Hamiltonian used in the Schrédinger equation for the molecular system. For a one-
electron molecule, the equation can be solved mathematically, leading to a set of
molecular wavefunctions i which describe molecular orbitals and depend on a quantum
number A which specifies the angular momentum about the internuclear axis.
Analogous to the classification of atomic orbitals (AOs) in terms of angular momentum /
as s, p, d, etc.,, the MOs may be classified as o, m, 6 depending on the value of A
(A=0,1,2, respectively). Very simply a 0 MO is formed from the overlap (actually a
linear combination) of AOs parallel to the bond axis, whereas a m MO results from the
overlap of AOs perpendicular to the bond axis. For the HJ ion, the two lowest-energy
solutions are known as 1so, and 1so,. Here 1s refers to the original atomic orbitals; the
subscripts g and u refer to whether the MO is either symmetrical or non-symmetrical
with respect to inversion about a line drawn between the nucleii (viz. an even or odd
mathematical function). This is shown in figure 1.3.
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Figure 1.3 Molecular orbital description and energy level diagram for an H ion

BONDING COMBINATION OF ORBITALS

As can be seen the electron density is concentrated between the nuclei for the Iso,
MO, which is known as a bonding orbital since the energy of the molecular wavefunc-
tion is lower (i.e., more stable) than the corresponding isolated atomic wavefunctions.
Conversely, the electron density is diminished between the nuclei for 1so,, which is
known as an antibonding orbital since the energy of the molecular wavefunction is
higher (i.e., less stable) than the corresponding isolated atomic wavefunction.

More generally, it is necessary to be able to solve the Schrédinger equation for
molecules containing more than one electron. One way to do this is to use approximate
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solutions similar to those obtained for the hydrogen atom, since when an electron is
near a particular nucleus it will have a hydrogen-like form. Using this approach we can
then construct a set of molecular orbitals from a linear combination of atomic orbitals
(LCAO). For instance, as shown in Figure 1.4, the 1so, bonding MO is formed from the
in-phase overlap (i.e., addition) of two 1s atomic orbitals, whereas the 1so, antibonding
MO is formed from the out of-phase overlap (i.e., subtraction) of two 1s atomic orbitals.
Similar considerations apply to overlap of p orbitals, although now these may form
both ¢ and 7 bonding and antibonding MOs.

The stability of simple diatomic molecules such as H,, H; and He, depends on the
relative filling of the bonding and antibonding MOs; e.g., H, contains three electrons,
two of which fill the bonding MO (1soy level) while the third enters the antibonding MO
(1soy level); consequently, the overall bond strength is approximately half that in H,.
Meanwhile He, is unstable as there are an equal number of electrons in bonding MOs as
in antibonding MOs. The same principles apply to more complicated diatomic mol-
ecules. However, if the atoms are different then the energy levels of the electrons asso-
ciated with the constituent atoms will also be different and this will lead to an
asymmetry in the MO energy level diagram.

In phase MO 1soy (bonding)
ORORCD
(o) (o)) <
o e (8)-(0)~( 96 )

Out of phase MO 1sg,, (antibonding)

In phase MO 2poy (bonding)

O TN~
O <O~ amom0

Out of phase MO 2pg, (antibonding)
In phase MO 2p7ru (bonding)
8"’ 8
@
AO2p AO2p 8 8_’ ..®

Out of phase MO 2pry (antibonding)

Figure 1.4 Formation of molecular orbitals from a linear combination of atomic orbitals; the
+ and — signs indicate the signs (phases) of the wavefunctions
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For polyatomic molecules such as BF; a greater variety of molecular orbitals can be
formed. MO theory emphasizes the delocalized nature of the electron distribution, so in
general these MOs are extended over not just two, but all the constituent atoms. The
total number of MOs (bonding, antibonding or non-bonding) is equal to the number of
valence atomic orbitals used to construct them.

1.2.3 Giant molecular solids

When atoms come into close proximity with other atoms in a solid, most of the electrons
remain localized and may be considered to remain associated with a particular atom.
However, some outer electrons will become involved in bonding with neighbouring
atoms. Upon bonding the atomic energy level diagram is modified. Briefly, the well-
defined outer electron states of the atom overlap with those on neighbouring atoms and
become broadened into energy bands. One convenient way of picturing this is to
envisage the solid as a large molecule. Figure 1.5 shows the effect of increasing the
number of atoms on the electronic energy levels of a one-dimensional solid (a linear
chain of atoms).

For a simple diatomic molecule, as discussed previously, the two outermost atomic
orbitals (AOs) overlap to produce two molecular orbitals (MOs) which can be viewed as
a linear combination of the two constituent atomic orbitals. As before, the bonding MO
is formed from the in-phase overlap of the AOs and is lower in energy than the
corresponding AOs, whereas the other MO, formed from the out-of-phase overlap, is
higher in energy than the corresponding AOs and is termed an antibonding MO.
Progressively increasing the length of the molecular chain increases the total number
of MOs, and gradually these overlap to form bands of allowed energy levels which are
separated by forbidden energy regions (band gaps). These band gaps may be thought of
as arising from the original energy gaps between the various atomic orbitals of the
isolated atoms.

Note that the broadening of atomic orbitals into energy bands as the atoms are
brought closer together to form a giant molecular solid can sometimes result in the
overlapping of energy bands to give bands of mixed (atomic) character. The degree to
which the orbitals are concentrated at a particular energy is reflected in a quantity
known as the density of states (DOS) N(E), where N(E)dE is the number of allowed

Atomic Diatomic  Polyatomic Solid

—0——0—0—0—0—0—0{0—0—0—0}

—— <« Antibonding MOs
Energy band

s+ Bonding MOs

} Band gap
Energy band

Energy

Core state

Figure 1.5 Electron energy level diagram for a progressively larger linear chain of atoms showing
the broadening of molecular orbitals into energy bands for a one-dimensional solid
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energy levels per unit volume of the solid in the energy range between E and E + dE. As
in a simple molecule, each MO energy level in the energy band can accommodate two
electrons of opposite spin. The total number of electrons from all the interacting atomic
orbitals in the large molecule fill this set of M Os, the highest occupied energy level being
known as the Fermi level Er. The sum of the energies of all the individual electrons in
the large molecule gives the total energy of the system, which gives a measure of the
stability of the atomic arrangement in terms of the system free energy.

1.2.4 The free electron model and energy bands

An alternative view of the electronic band structure of solids is to consider the electron
waves in a periodic crystalline potential. The starting point for this approach is the
Drude-Lorentz free electron model for metals. In this model a metallic solid is con-
sidered as consisting of a close packed lattice of positive cations surrounded by an
electron sea or cloud formed from the ionization of the outer shell (valence) electrons.
We can then treat the valence electrons as if they were a gas inside a container and use
classical kinetic gas theory. This works best for the electropositive metals of Groups I
and II as well as aluminium (the so-called free electron metals) and can explain many of
the fundamental properties of metals such as high electrical and thermal conductivities,
optical opacity, reflectivity, ductility and alloying properties.

However, a more realistic approach is to treat the free electrons in metals quantum
mechanically and consider their wave-like properties. Here the free valence electrons are
assumed to be constrained within a potential well which essentially stops them from
leaving the metal (the ‘particle-in-a-box’ model). The box boundary conditions require
the wavefunctions to vanish at the edges of the crystal (or ‘box’). The allowed wave-
functions given by the Schrédinger equation then correspond to certain wavelengths as
shown in Figure 1.6. For a one-dimensional box of length L, the permitted wavelengths
are A\, = 2L/n, where n=1, 2, 3...is the quantum number of the state; the permitted
wavevectors k, = 27/ are given by k, = nm/L.

This simple particle-in-a-box model results in a set of wavefunctions given by

¥y = (2/L)"?sin(nmx/L), (1.4)

where n=1, 2, 3...., and for each n the corresponding energy of the electronic level is
2h2

= (1.5)
8ml?

E, represents solely kinetic energy since the potential energy is assumed to be zero
within the box. Thus there is a parabolic relationship between E, and n, and therefore
between E, and k since k depends directly on n as described above. The permitted energy
levels on this parabola are discrete (i.e., quantized): however in principle the size of L for
most metal crystals (ranging from microns to millimetres or even centimetres) means
that the separation between levels is very small compared with the thermal energy k37,
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Figure 1.6 Energy level diagram also showing the form of some of the allowed wavefunctions for
an electron confined to a one-dimensional potential well

and we can regard the energy distribution as almost continuous (quasi-continuous) so
that the levels form a band of allowed energies as shown in figure 1.7.

Note that as the electron becomes more localized (i.e., L decreases), the energy of a
particular electron state (and more importantly the spacing between energy states)
increases; this has important implications for bonding and also for reduced-dimension-
ality or quantum-confined systems which are discussed later.

/ E

i Discrete
1 energy levels
| occupied
up to Ep

Increasing n

Allowed kvalues=+nn /L

Figure 1.7 Schematic version of the parabolic relationship between the allowed electron wave
vectors and the their energy for electrons confined to a one-dimensional potential well. Shaded
energy regions represent those occupied with electrons
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1.2.5 Crystalline solids

The above arguments may be extended from one to three dimensions to consider the
electronic properties of bulk crystalline solids. For a perfectly ordered three dimensional
crystal, the periodic repetition of atoms (or molecules) along the one dimensional linear
chain considered in Section 1.2.2 is replaced by the periodic repetition of a unit cell in all
three dimensions. The unit cell contains atoms arranged in the characteristic configur-
ation of the crystal, such that contiguous replication of the unit cell throughout all space
is sufficient to generate the entire crystal structure. In otherwords, the crystal has
translational symmetry, and the crystal structure may be generated by translations of
the unit cell in all three dimensions. Translation symmetry in a periodic structure is a
so-called discrete symmetry, because only certain translations — those corresponding to
integer multiples of the lattice translation vectors derived from the unit cell — lead to
symmetry-equivalent points. (This may be contrasted with the case of empty space,
which displays a continuous translation symmetry because any translation leads to a
symmetry-equivalent point.) Common unit cells are simple cubic, face centred cubic,
body centred cubic, and the diamond structure, which comprises two interlocking face-
centred cubic lattices. However, in general, the lattice spacing may be different along the
different principal axes, giving rise to the orthorhombic and tetragonal unit cells, and
sides of the unit cell may not necessarily be orthogonal, such as in the hexagonal unit
cell (refer to the Bibliography for further reading on this topic).

Generally, symmetries generate conservation laws; this is known as Noether’s theorem.
The continuous translation symmetry of empty space generates the law of momentum
conservation; the weaker discrete translation symmetry in crystals leads to a weaker
quasi-conservation law for quasi- or crystal momentum. An important consequence of
discrete translation symmetry for the electronic properties of crystals is Bloch’s theorem,
which is described below.

1.2.6 Periodicity of crystal lattices

The three dimensional periodicity of the atomic arrangement in a crystal gives rise to a
corresponding periodicity in the internal electric potential due to the ionic cores.
Incorporating this periodic potential into the Schrodinger equation results in allowed
wavefunctions that are modulated by the lattice periodicity. Bloch’s theorem states that
these wavefunctions take the form of a plane wave (given by exp (ik.r)) multiplied by a
function which has the same periodicity as the lattice; i.e.,

P(r) = ux(r) exp(ik.r), (1.6)

where the function u;(r) has the property u(r +T)=u,(r), for any lattice translation
vector T. Such wavefunctions are known as Bloch functions, and represent travelling
waves passing through the crystal, but with a form modified periodically by the crystal
potential due to each atomic site. For a one dimensional lattice of interatomic spacing a,
these relationships reduce to

h(x) = ur(x) exp(ikx) (1.7)
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with u,(x + na) = u(x) for any integer n. Now, if we impose periodic boundary condi-
tions at the ends of the chain of atoms of length L = Na:

P(Na) = 9(0), (1.8)
we find that
ur(Na) exp(ikNa) = ux(0), (1.9)
from which exp (ikNa) =1, which has the solutions
k = £2nmw/Na = £2nw/L (1.10)

for integer n. This result has two important consequences: firstly, it tells us that the
difference between consecutive k values is always 27/L, which can be interpreted as
representing the volume (or properly, in this simplified one dimensional case, the length)
of k-space occupied by each wavevector state. Applying this argument to each dimen-
sion in turn gives, for a 3D crystal, a k-space volume of 87/V occupied by each
wavevector state, where V= L? is the crystal volume. Secondly, once the upper limit
on n is determined, equation (1.10) will also tell us how many wavevector states are
contained within each energy band. This point is examined below.

The lattice periodicity also gives rise to diffraction effects. Diffraction of X-rays in
crystals is discussed in detail in Chapter 2, as an important structural characterisation
technique. However, since electrons exhibit wave-like properties, the free electrons
present in the crystal also experience the same diffraction phenomena, and this has a
crucial effect on the spectrum of allowed electron energies. If we consider an electron
wave travelling along a one dimensional chain of atoms of spacing a, then each atom
will cause reflection of the wave. These reflections will all be constructive provided that
mA = 2a, for integer m, where X is the electron de Broglie wavelength (this is a special
case of the Bragg Law of diffraction introduced in Section 2.1.2.5). When this condition
is satisfied, both forward and backward travelling waves exist in the lattice, and the
superposition of these creates standing waves. The standing waves correspond to
electron density distributions |1p(x)|2 which have either all nodes, or all antinodes, at
the lattice sites x =a, 24, 3a,..., and these two solutions, although having the same
wavevector value, have quite different associated energies, due to the different inter-
action energies between the electrons and the positively charged ions. Consequently a band
gap forms in the electron dispersion curve at the corresponding values of wavevector:
k = +mm/a (see figure 1.8). The fact that the electron waves are standing waves means that
the electron group velocity

_Ow _10E
Ve T 0k T hok

tends to zero at these points. This represents a fundamental difference between the
behaviour of electrons in crystalline solids and that in free space, where the dispersion
relationship remains purely parabolic (E o k?) for all values of k.

The region of k space which lies between any two diffraction conditions is know as a
Brillouin zone: thus, in a one-dimensional crystal, the first Brillouin zone lies between
k = —7/a and k = +n/a. However, any value of k which lies outside the first Brillouin
zone corresponds, mathematically, to an electron wave of wavelength \ < 2a. Such

(1.11)
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Figure 1.8 Schematic version of the parabolic relationship between the allowed electron wavevectors
and the their energy for electrons confined to a one-dimensional potential well containing a periodi-
cally varying potential of period a. Shaded energy regions represent those occupied with electrons

a wave has too high a spatial frequency to be uniquely defined by a set of wave
amplitudes which are only specified at lattice sites: an equivalent wave of wavelength
A > 2a can always be identified. In k-space, this transformation is represented by the
fact that any value of k lying outside the first Brillouin zone is equivalent to some point
lying inside the first Brillouin zone, where the equivalent point is found from the relation

kK =k+2mnr/a (1.12)

and the set of values 2mn/a are known as the reciprocal lattice vectors for the crystal.

In a three dimensional crystal, the location of energy gaps in the electron dispersion is
still determined from electron diffraction by the lattice planes, but the Brillouin zones
are no longer simple ranges of k, as in 1D: rather, they are described by complex
surfaces in 3D k-space, the geometry of which depends on the unit cell and atomic
structure. When the energy—wavevector relationship for such a crystal extending over
multiple Brillouin zones is mapped entirely into the first Brillouin zone, as described
above, this results in a large number of different energy bands and consequently the
density of energy states takes on a very complex form. An example of the multiple
energy bands and corresponding density of states in a real crystal is shown for the case
of silicon in figure 1.9.

1.2.7 Electronic conduction

We may now observe that the series of allowed k values in equation 1.12 extends up to
the edges of the Brillouin zone, at k = +x/a. Since one of these endpoints may be
mapped onto the other by a reciprocal lattice vector translation, the total number of
allowed k values is precisely N. Recalling that each k state may be occupied by both a
spin up and a spin down electron, the total number of states available is 2N per energy
band. In three dimensions, this result is generalised to 2N, states per band, where NV, is
the number of unit cells in the crystal. Now, the total number of valence electrons in the
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Figure 1.9 Electron energy band structure diagram and density of states for crystalline silicon.
The symbols T, L, X, U and K on the horizontal (wavevector) axis of the band structure plot
represent different symmetry points in 3D k-space. I' corresponds to k = 0, the origin of the
Brillouin zone; the range I'-X represents a path through the Brillouin zone from centre to edge
along the 100 direction; I'-L and I'-K represent middle to edge paths along the (111) and (110)
directions, respectively, and X—U represents a path along the Brillouin zone boundary starting
from the zone edge on the (100) axis and moving in a direction parallel to (101)

crystal is zN,, where z is the number of valence electrons per unit cell. This leads to two
very different electronic configurations in a solid. If z is even, then one energy band is
completely filled, with the next band being completely empty. The highest filled band is
the valence band, and the next, empty band, is the conduction band. The electrons in the
valence band cannot participate in electrical conduction, because there are no available
states for them to move into consistent with the small increase in energy required by
motion in response to an externally applied voltage: hence this configuration results in
an insulator or, if the band gap is sufficiently small, a semiconductor. Alternatively,
if z is odd, then the highest occupied energy band is only half full. In such a material,
there are many vacant states immediately adjacent in energy to the highest occupied
states, therefore electrical conduction occurs very efficiently and the material is a metal.
Figure 1.10 shows schematic energy diagrams for insulators, metals and semiconductors
respectively. There is one further, special case which gives rise to metallic behaviour:
namely, when the valence band is completely full (z is even), but the valence and

Energy
Conduction
band CB Empty
Empty Empty
Band gap

Valence n . .

band VB occupled
Insulator: Metal: Semiconductor:
CB and VB VB is only CB and VB
separated by partially filled or ~ separated by
large forbidden the CB and VB narrow forbidden
zone overlap zone

Figure 1.10 Electron energy band diagram for an insulator, a conductor and a semiconductor
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conduction bands overlap in energy, such that there are vacant states immediately
adjacent to the top of the valence band, just as in the case of a half-filled band. Such
a material is called a semi-metal.

In the same way as was defined in the molecular orbital theory of section 1.2.3, the
uppermost occupied energy level in a solid is the Fermi level Er, and the corresponding
Fermi wavevector is given by Er = hk%/Zme. As mentioned above, the volume of
k-space per state is 87°/V. Therefore, the volume of k space filled by N electrons is
4NV, accounting for the fact that 2 electrons of opposite spins can occupy each
wavevector state. If we equate this volume to the volume of a sphere in k space, of
radius kr (the Fermi sphere), we obtain the result

kp = (3w%n,)"? (1.13)
where n, = N/V is the electron density, and hence
Ep = h(37n)*? /2me. (1.14)

If the Fermi sphere extends beyond the first Brillouin zone, as occurs in many metals,
then the appropriate mapping back into the zone results in a Fermi surface of complex
topology.

The density of states N(E)dE is defined such that Ny = [ N(E)dE gives the total
number of states per unit crystal volume in an energy band. Now, from the above
argument, the number of wavevector states per unit volume of k space is V/87>. Thus,
the total number of states per band may be calculated from

Ny =2x V/87r3/dk (1.15)

where the factor of 2 accounts for the 2 spin states per k value. In three dimensions,
dk = 4nk*dk and thus we may write

T (1.16)

Ny =—
473 dE

For parabolic bands, E = h*k2/(2m.) and hence dk/dE = m./(h*k), from which

4(2m, ) E'/2

N(E) =T

(1.17)

The dependence of the density of states on E'?(x k) is simply a consequence of the
increased volume of phase space available at larger values of energy. The actual
population of electrons as a function of energy is given by the product of the density
of states and the occupation probability f{E) which, for electrons or holes, is given by
the Fermi Dirac function

1

AE) = o (E =B R + 17

(1.18)
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Figure 1.11 The density of electron states for free electrons and the occupation of electron energy
levels (shaded region) at zero and room temperature

from which we may observe that the Fermi energy corresponds to the energy at which
the occupation probability is exactly one half.

In the zero temperature limit, f{(E)=1 for all £ < Ep, and AE)=0 for all E > Ex
in otherwords, all electron states below the Fermi energy are filled, and all those
above Er are empty, as previously described; the electron population at any energy
E < Er is then given just by N(E). At non-zero temperatures f{E) describes the fact
that some electrons are thermally excited from states just below Er to states just
above Er, and the sharpness of the cut-off of N(E) at Ey decreases with increasing
temperature. Both zero temperature and non-zero temperature cases are shown in
Figure 1.11.

In addition to the total DOS, which has already been mentioned, it is possible to
project the DOS onto a particular atomic site in the unit cell and determine the so-called
local DOS; this is the contribution of that particular atomic site to the overall electronic
structure. If a unit cell contains a particular type of atom in two distinct crystallographic
environments, then the local DOS will be correspondingly different. Similar projections
may be performed in terms of the angular momentum symmetry (i.e., the s, p, d or f
atomic character of the DOS).

Until now we have been concerned with crystalline systems. However, it is also
possible to consider the DOS of an amorphous material; here the DOS is primarily
determined by the short-range order in the material; i.e., the nearest neighbours. An
alternative approach is to represent the amorphous solid by a very large unit cell with
a large number of slightly different atomic environments.

1.3 EFFECTS OF THE NANOMETRE LENGTH SCALE

The small length scales present in nanoscale systems directly influence the energy band
structure and can lead indirectly to changes in the associated atomic structure. Such
effects are generally termed quantum confinement. The specific effects of quantum
confinement in one, two and three dimensions on the density of states are discussed in
detail in the Chapter 3 for the case of semiconductor nanostructures; however, initially
we outline two general descriptions that can account for such size-dependent effects in
nanoscale systems.
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1.3.1 Changes to the system total energy

In the free electron model, it is clear that the energies of the electronic states depend on
1/L? where L is the dimension of the system in that particular direction; the spacing
between successive energy levels also varies as 1/L%. This behaviour is also clear from the
description of a solid as a giant molecule: as the number of atoms in the molecule
increases, the MOs gradually move closer together. Thus if the number of atoms in a
system, hence the length scale, is substantially different to that in a normal bulk material,
the energies and energy separations of the individual electronic states will be very
different. Although in principle the Fermi level (Section 1.2.5) would not be expected to
change since the free electron density N/V should remain constant, there may be asso-
ciated modifications in structure (see below) which will change this quantity. Further-
more, as the system size decreases, the allowed energy bands become substantially
narrower than in an infinite solid. The normal collective (i.e., delocalized) electronic
properties of a solid become severely distorted and the electrons in a reduced-dimensional
system tend to behave more like the ‘particle in a box’ description (Section 1.2.5); this is
the phenomenon of quantum confinement. In otherwords, the electronic states are more
like those found in localized molecular bonds rather than those in a macroscopic solid.
The main effect of these alterations to the bulk electronic structure is to change the
total energy and hence, ignoring entropy considerations, the thermodynamic stability of
the reduced length scale system relative to that of a normal bulk crystal. This can have a
number of important implications. It may change the most energetically stable form of a
particular material; for example, small nanoparticles or nanodimensional layers may
adopt a different crystal structure from that of the normal bulk material. For example,
some metals which normally adopt a hexagonal close-packed atomic arrangement have
been reported to adopt a face-centred cubic structure in confined systems such as
metallic multilayers. If a different crystallographic structure is adopted below some
particular critical length scale, then this arises from the corresponding change in the
electronic density of states which often results in a reduced total energy for the system.
Reduction of system size may change the chemical reactivity, which will be a
function of the structure and occupation of the outermost electronic energy levels.
Correspondingly, physical properties such as electrical, thermal, optical and magnetic
characteristics, which also depend on the arrangement of the outermost electronic
energy levels, may be changed. For example, metallic systems can undergo metal—
insulator transitions as the system size decreases, resulting from the formation of a
forbidden energy band gap. Other properties such as mechanical strength which, to a
first approximation, depends on the change in electronic structure as a function of
applied stress and hence interatomic spacing, may also be affected. Transport properties
may also change in that they may now exhibit a quantized rather than continuous
behaviour, owing to the changing nature and separation of the electron energy levels.

1.3.2 Changes to the system structure

A related viewpoint for understanding the changes observed in systems of reduced
dimension is to consider the proportion of atoms which are in contact with either a
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free surface, as in the case of an isolated nanoparticle, or an internal interface, such as a
grain boundary in a nanocrystalline solid. Both the surface area to volume ratio (S/V)
and the specific surface area (m?g~") of a system are inversely proportional to particle
size and both increase drastically for particles less than 100 nm in diameter. For isolated
spherical particles of radius r and density p, the surface area per unit mass of material is
equal to 47r?/(4/37r3p) = 3/rp. For 2nm diameter spherical particles of typical dens-
ities, the specific surface area (SSA) can approach 500 m? g~!. However, for particles in
contact this value will be reduced by up to approximately half. This large surface area
term will have important implications for the total energy of the system. As discussed
above this may lead to the stabilization of metastable structures in nanometre-sized
systems, which are different from the normal bulk structure or, alternatively, may
induce a simple relaxation (expansion or contraction) of the normal crystalline lattice
which could in turn alter other material properties.

If an atom is located at a surface then it is clear that the number of nearest-neighbour
atoms are reduced, giving rise to differences in bonding (leading to the well-known
phenomenon of surface tension or surface energy) and electronic structure. In a small
isolated nanoparticle, a large proportion of the total number of atoms will be present
either at or near the free surface. For instance, in a 5 nm particle approximately 30-50%
of the atoms are influenced by the surface, compared with approximately a few percent
for a 100 nm particle. Similar arguments apply to nanocrystalline materials, where a
large proportion of atoms will be either at or near grain boundaries. Such structural
differences in reduced-dimensional systems would be expected to lead to very different
properties from the bulk.

1.3.2.1 Vacancies in nanocrystals

Another important consideration for nanostructures concerns the number of atomic
vacancies n, which exist in thermal equilibrium in a nanostructure. Vacancies are point
defects in the crystalline structure of a solid and may control many physical properties
in materials such as conductivity and reactivity. In microcrystalline solids at tempera-
tures above 0 K, vacancies invariably exist in thermal equilibrium. In the simple case of
metals with one type of vacancy, the number of vacancies in a crystal consisting of
N atom sites is approximated by an Arrhenius-type expression

ny = Nexp(—Qy/RT), (1.19)

where T is the absolute temperature, R is the gas constant and Qyis the energy required
to form one mole of vacancies. Oy is given by the relationship Qr = Nagr, where N4 is
the Avogadro number and ¢y is the activation energy for the formation of one vacancy.
However, the value of ¢r is not well defined but is generally estimated to be the energy
required to remove an atom from the bulk interior of a crystal to its surface. As a rough
approximation, a surface atom is bonded to half the number of atoms compared with an
interior atom, so ¢p represents half the bonding energy per atom. Since the melting
temperature 7y, of a metal is also a measure of the bond energy, then ¢ris expected to be
a near linear function of T,,.



22 GENERIC METHODOLOGIES FOR NANOTECHNOLOGY

From a continuum model, Q¢ may be estimated from the latent heat of vaporisation,
since on leaving the surface an atom breaks the remaining (half) bonds. In practice it is
found that the latent heat of vaporisation is considerably higher than Q. Alternatively,
QO may be estimated from the surface energy per unit area. Given that one atom occupies
an area b, the number of atoms per unit area is equal to 1/b> and the surface energy o is
therefore ¢;/b>. Surface energies depend on melting temperature and vary within the
range 1.1 Jm~2 (for aluminium) to 2.8 Jm~2 (for tungsten). Taking an average value of
cas2.2Jm 2 and b = 2.5 x 1079 m, we may calculate Oy = Naob® as 83 x 10 Jmol ',
which is close to the accepted value of 90 kJ mol ™.

Furthermore, the value of Qr may be modified for nanoparticles through the influ-
ence of the surface energy term, o, which is related to the internal pressure, P, by the
simple relationship P = 4¢/d, where d is the diameter of the nanoparticle. The effect of
P is to require an additional energy term, g¢,, for the formation of a vacancy, which is
approximately given by Pb>. Again taking o as 2.2Jm™2, we may calculate this add-
itional energy per mole O, = Nag, as 8.3 x 10 Jmol ™! for a 10 nm diameter nanopar-
ticle. This term is only approximately 10% of Qr and rapidly decreases for larger particle
sizes. Thus we may conclude that the effect of the surface energy (internal pressure)
factor on the vacancy concentration will be small. Additionally, the internal pressure P
results in an elastic, compressive volume strain, and hence linear strain, e, given
approximately as

e = P/3E = 40/3dE (1.20)

where E is the Young’s modulus. This expression suggests that the linear strain will be
inversely proportional to particle size and that there will be a decrease in lattice
parameter or interatomic spacing for small nanoparticles. This prediction correlates
reasonably well with the data in Figure 1.12.

Finally, substituting a value of Oy = 90 x 10* Jmol~! into the Arrhenius expression
(1.19) for the vacancy concentration, we obtain values for the ratio n,/N of 2.4 x 1076
(at 300K), 6.5 x 1077 (at 600 K) and 4.8 x 10~* (at 1000 K), illustrating the exponential
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Figure 1.12 Schematic diagram of the change in nearest-neighbour (nn) distance as a function of
cluster size or particle size for copper
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increase in vacancy concentration with temperature. Now consider a spherical nanopar-
ticle, say 50 nm in diameter, and in which each atom occupies a volume b*. Again taking
b =0.25nm, there are a total of 4.2 x 10% atoms in the particle, which implies that
ny << 1, except at very high temperatures. Therefore nanocrystals are predicted to be
essentially vacancy-free; their small size precludes any significant vacancy concentra-
tion. This simple result also has important consequences for all thermomechanical
properties and processes (such as creep and precipitation) which are based on the
presence and migration of vacancies in the lattice.

1.3.2.2 Dislocations in nanocrystals

Planar defects, such as dislocations, in the crystalline structure of a solid are extremely
important in determining the mechanical properties of a material. It is expected that
dislocations would have a less dominant role to play in the description of the properties
of nanocrystals than in the description of the properties of microcrystals, owing to the
dominance of crystal surfaces and interfaces. The free energy of a dislocation is made up
of a number of terms: (i) the core energy (within a radius of about three lattice planes
from the dislocation core); (ii) the elastic strain energy outside the core and extending to
the boundaries of the crystal, and (iii) the free energy arising from the entropy con-
tributions. In microcrystals the first and second terms increase the free energy and are
by far the most dominant terms. Hence dislocations, unlike vacancies, do not exist in
thermal equilibrium.

The core energy is expected to be independent of grain size. Estimates are close to
1eV per lattice plane which, for an interplanar spacing b of 0.25nm, translates to a
value of about 6.5 x 10~ Tm~!. The elastic strain energy per unit length for an edge
dislocation is given by

sz ry

where G is the bulk modulus, rg is the core radius, r; is the crystal radius and v is Poisson’s
ratio. v is typically around 1/3 for a crystalline sample. The expression for a screw
dislocation omits the (1 — v) term, giving an energy about 2/3 that of an edge dislocation.
For G = 40 x 10° Pa, the constant term Gbh?/4n(1 — v) has a value of 3 x 10710 Jm™".
The grain size dependence is given in the In (r /ry) term, which for grain size (2r1) values of
10, 50, 1000 and 10000 nm increases as 3, 4.6, 7.6 and 9.9 respectively. Hence it can be
seen that the elastic strain energy of dislocations in nanoparticles and nanograined
materials is about one-third of that in microcrystals and that, for a 10 nm grain size the
core energy is comparable with the elastic strain energy. In comparison, the core energy is
about one-tenth of the elastic strain energy for a microcrystal.

This reduction in the elastic strain energy of dislocations in nanocrystals has import-
ant consequences. The forces on dislocations due to externally applied stresses are
reduced by a factor of about three and the interactive forces between dislocations are
reduced by a factor of about 10. Hence recovery rates and the annecaling out of
dislocations to free surfaces are expected to be reduced. For a dislocation near the
surface of a semi-infinite solid, the stress towards the surface is given by the interaction
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of the stress field of an image dislocation at an equal distance on the opposite side. Since
nanocrystals do not approximate to semi-infinite solids, such image stresses will operate
across all surfaces and the net effect, together with the reduced elastic strain energy,
results in dislocations that are relatively immobile.

Finally, we estimate the entropy contributions to the free energy. These arise as a
result of (i) configurational entropy (i.e., the dislocation can be arranged in a variety of
ways), (i) a further contribution if the dislocation is assumed to be perfectly flexible,
and (iii) the effect of the dislocation on the thermal vibrations of the crystal. Factors
(i1) and (iii) are independent of crystal size and their values can be estimated to be 2kzT
and 3k 3T, respectively, per atomic plane. Assuming a temperature of 300 K, these values
correspond to about 3 x 107" Jm™!, considerably less than the core and elastic strain
energy terms. The configurational entropy contribution to the free energy is given by

2
E= bkaln (%) (1.22)

per atom plane, where L is the length of the dislocation. At 300K this gives values of
3.0 x 10712,5.7 x 107 and 7.6 x 1075 Jm~! for L = 10, 1000 and 10000 nm, respect-
ively. These values are again much smaller than the core and elastic strain energy terms
and hence it may be concluded that dislocations in nanocrystals, as with microcrystals,
do not exist as thermodynamically stable lattice defects.

1.3.3 How nanoscale dimensions affect properties

Many properties are continuously modified as a function of system size. Often these are
extrinsic properties, such as resistance, which depend on the exact size and shape of the
specimen. Other properties depend critically on the microstructure of the material; for
example, the Hall-Petch equation for yield strength, o, of a material as a function of
average grain size (d) is given by

o=k(d) "+ (1.23)

where k and o are constants. Intrinsic materials properties, such as resistivity, should
be independent of specimen size, however, even many of the intrinsic properties of
matter at the nanoscale are not necessarily predictable from those observed at larger
scales. As discussed above this is because totally new phenomena can emerge, such as:
quantum size confinement leading to changes in electronic structure; the presence of
wave-like transport processes, and the predominance of interfacial effects.

1.3.3.1 Structural properties
The increase in surface area and surface free energy with decreasing particle size leads to

changes in interatomic spacings. For Cu metallic clusters the interatomic spacing is
observed to decrease with decreasing cluster size, as shown in Figure 1.12. This effect
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can be explained by the compressive strain induced by the internal pressure arising from
the small radius of curvature in the nanoparticle (Section 1.3.2.2). Conversely, for
semiconductors and metal oxides there is evidence that interatomic spacings increase
with decreasing particle size.

A further effect, previously mentioned, is the apparent stability of metastable struc-
tures in small nanoparticles and clusters, such that all traces of the usual bulk atomic
arrangement become lost. Metallic nanoparticles, such as gold, are known to adopt
polyhedral shapes such as cube—octahedra, multiply twinned icosahedra and multiply
twinned decahedra (Figure 1.13). These nanoparticles may be regarded as multiply
twinned crystalline particles (MTPs) in which the shapes can be understood in terms of
the surface energies of various crystallographic planes, the growth rates along various
crystallographic directions and the energy required for the formation of defects such as
twin boundaries. However, there is compelling evidence that such particles are not
crystals but are quasiperiodic crystals or crystalloids. These icosahedral and decahedral
quasicrystals form the basis for further growth of the nanocluster, up until a size where
they will switch into more regular crystalline packing arrangements.

Crystalline solids are distinct from amorphous solids in that they possess long-range
periodic order and the patterns and symmetries which occur correspond to those of the
230 space groups. Quasiperiodic crystals do not possess such long-range periodic order
and are distinct in that they exhibit fivefold symmetry, which is forbidden in the 230 space
groups. In the cubic close-packed and hexagonal close-packed structures, exhibited by
many metals, each atom is coordinated by 12 neighbouring atoms. All of the coordinating
atoms are in contact, although not evenly distributed around the central atom. However,
there is an alternative arrangement in which each coordinating atom is situated at the
apex of an icosahedron and in contact only with the central atom. If however we relax this
‘rigid atomic sphere’ model and allow the central atom to reduce in diameter by 10%, the
coordinating atoms come into contact and the body now has the shape and symmetry of a
regular icosahedron with point group symmetry 235, indicating the presence of 30 two-
fold, 20 threefold and 12 fivefold axes of symmetry. This geometry represents the nucleus
of a quasiperiodic crystal which may grow in the forms of icosahedra or pentagonal
dodecahedra. These are dual solids with identical symmetry, the apices of one being
replaced by the faces of the other. Such quasiperiodic crystals are known to exist in an
increasing number of aluminium-based alloys and may be stable up to microcrystalline
sizes. It should be noted that their symmetry is precisely the same as that of the fullerenes
C,y (dodecahedrene with 12 pentagonal faces of a pentagonal dodecahedron, but
unstable) and Cg (the well-known buckyball with 12 pentagonal faces and 20 hexagonal
faces of a truncated icosahedron). Hence, like the fullerenes, quasiperiodic crystals are
expected to have an important role to play in nanostructures.

76 WA
SRS

Figure 1.13 Geometrical shapes of cubo-octahedral particles and multiply twinned decahedral
and icosahedral particles
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The size-related instability characteristics of quasiperiodic crystals are not well
understood. A frequently observed process appears to be that of multiple twinning,
such crystals being distinguished from quasiperiodic crystals by their electron diffrac-
tion patterns. Here the five triangular faces of the fivefold symmetric icosahedron can be
mimicked by five twin-related tetrahedra (with a close-packed crystalline structure)
through relatively small atomic movements.

1.3.3.2 Thermal properties

The large increase in surface energy and the change in interatomic spacing as a function of
nanoparticle size mentioned above have a marked effect on material properties. For
instance, the melting point of gold particles, which is really a bulk thermodynamic char-
acteristic, has been observed to decrease rapidly? for particle sizes less than 10 nm, as shown
in Figure 1.14. There is evidence that for metallic nanocrystals embedded in a continuous
matrix the opposite behaviour is true; i.e., smaller particles have higher melting points.?

1.3.3.3 Chemical properties

The change in structure as a function of particle size is intrinsically linked to the changes
in electronic properties. The ionization potential (the energy required to remove an
electron) is generally higher for small atomic clusters than for the corresponding bulk
material. Furthermore, the ionization potential exhibits marked fluctuations as a func-
tion of cluster size. Such effects appear to be linked to chemical reactivity, such as the
reaction of Fe, clusters with hydrogen gas (Figure 1.15).

Nanoscale structures such as nanoparticles and nanolayers have very high
surface area to volume ratios and potentially different crystallographic structures which

Tm(K) m.p. bulk
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Figure 1.14 Schematic diagram of the variation in melting point of gold nanoparticles as a
function of particle size

2 Nanomaterials: Synthesis, Properties and Applications, ed. A. S. Edelstein and R. C. Cammarata (Institute of
Physics 1996) and references therein.
3 U. Dahmen et al., Inst.Phys. Conf. Ser. 168, 1 (IOP Publishing 2001).
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Figure 1.15 Schematic diagram of the dependence of the electron binding energy and relative
chemical reactivity of iron clusters to hydrogen gas as a function of cluster size

may lead to a radical alteration in chemical reactivity. Catalysis using finely divided
nanoscale systems can increase the rate, selectivity and efficiency of chemical reactions
such as combustion or synthesis whilst simultaneously significantly reducing waste and
pollution. Gold nanoparticles smaller than about 5nm in diameter are known to adopt
icosahedral structures rather than the normal face centred cubic arrangement. This
structural change is accompanied by an extraordinary increase in catalytic activity.
Furthermore, nanoscale catalytic supports with controlled pore sizes can select the
products and reactants of chemical reactions based on their physical size and thus ease
of transport to and from internal reaction sites within the nanoporous structure. Add-
itionally, nanoparticles often exhibit new chemistries as distinct from their larger particu-
late counterparts; for example, many new medicines are insoluble in water when in the
form of micron-sized particles but will dissolve easily when in a nanostructured form.

1.3.3.4 Mechanical properties

Many mechanical properties, such as toughness, are highly dependent on the ecase of
formation or the presence of defects within a material. As the system size decreases, the
ability to support such defects becomes increasingly more difficult and mechanical
properties will be altered accordingly. Novel nanostructures, which are very different
from bulk structures in terms of the atomic structural arrangement, will obviously show
very different mechanical properties. For example, single- and multi-walled carbon
nanotubes show high mechanical strengths and high elastic limits that lead to consider-
able mechanical flexibility and reversible deformation.

As the structural scale reduces to the nanometre range, for example, in nano-
ayered composites, a different scale dependence from the usual Hall-Petch relationship



28 GENERIC METHODOLOGIES FOR NANOTECHNOLOGY

(Equation 1.23) for yield strength often becomes apparent with large increases in
strength reported. In addition, the high interface to volume ratio of consolidated
nanostructured materials appears to enhance interface-driven processes such as plasticity,
ductility and strain to failure. Many nanostructured metals and ceramics are observed
to be superplastic, in that they are able to undergo extensive deformation without
necking or fracture. This is presumed to arise from grain boundary diffusion and
sliding, which becomes increasingly significant in a fine-grained material. Overall these
effects extend the current strength—ductility limit of conventional materials, where
usually a gain in strength is offset by a corresponding loss in ductility.

1.3.3.5 Magnetic properties

Magnetic nanoparticles are used in a range of applications, including ferrofluids, colour
imaging, bioprocessing, refrigeration as well as high storage density magnetic memory
media. The large surface area to volume ratio results in a substantial proportion of atoms
(those at the surface which have a different local environment) having a different magnetic
coupling with neighbouring atoms, leading to differing magnetic properties. Figure 1.16
shows the magnetic moments of nickel nanoparticles as a function of cluster size.

Whilst bulk ferromagnetic materials usually form multiple magnetic domains, small
magnetic nanoparticles often consist of only one domain and exhibit a phenomenon
known as superparamagnetism. In this case the overall magnetic coercivity (Section 4.1)
is then lowered: the magnetizations of the various particles are randomly distributed
due to thermal fluctuations and only become aligned in the presence of an applied
magnetic field.

Giant magnetoresistance (GMR) is a phenomenon observed in nanoscale multi-
layers consisting of a strong ferromagnet (e.g., Fe, Co) and a weaker magnetic or
non-magnetic buffer (e.g., Cr, Cu); it is usually employed in data storage and sensing.
In the absence of a magnetic field the spins in alternating layers are oppositely
aligned through antiferromagnetic coupling, which gives maximum scattering from
the interlayer interface and hence a high resistance parallel to the layers. In an
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Figure 1.16 Schematic diagram of the variation in magnetic moments of clusters as a function of
cluster size. The Bohr magneton is the classical magnetic moment associated with an electron
orbiting a nucleus which has a single positive charge
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oriented external magnetic field the spins align with each other and this decreases
scattering at the interface and hence resistance of the device. Further details are given
in Chapter 4.

1.3.3.6 Optical properties

In small nanoclusters the effect of reduced dimensionality on electronic structure has
the most profound effect on the energies of the highest occupied molecular orbital
(HOMO), essentially the valence band, and the lowest unoccupied molecular orbital
(LUMO), essentially the conduction band. Optical emission and absorption depend on
transitions between these states; semiconductors and metals, in particular, show large
changes in optical properties, such as colour, as a function of particle size. Colloidal
solutions of gold nanoparticles have a deep red colour which becomes progressively
more yellow as the particle size increases; indeed gold colloids have been used as a
pigment for stained glass since the seventeenth century. Figure 1.17 shows optical
absorption spectra for colloidal gold nanoparticles of varying sizes. Semiconductor
nanocrystals in the form of quantum dots show similar size-dependent behaviour in
the frequency and intensity of light emission as well as modified non-linear optical
properties and enhanced gain for certain emission energies or wavelengths. Other
properties which may be affected by reduced dimensionality include photocatalysis,
photoconductivity, photoemission and electroluminescence.

1.3.3.7 Electronic properties
The changes which occur in electronic properties as the system length scale is reduced

are related mainly to the increasing influence of the wave-like property of the electrons
(quantum mechanical effects) and the scarcity of scattering centres. As the size of the
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Figure 1.17 Size dependence of the optical absorption wavelength for gold nanoparticles and
(inset) the corresponding value of the full width at half maximum (FWHM) of the absorption peak
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system becomes comparable with the de Broglie wavelength of the electrons, the
discrete nature of the energy states becomes apparent once again, although a fully
discrete energy spectrum is only observed in systems that are confined in all three
dimensions. In certain cases, conducting materials become insulators below a critical
length scale, as the energy bands cease to overlap. Owing to their intrinsic wave-like
nature, electrons can tunnel quantum mechanically between two closely adjacent
nanostructures, and if a voltage is applied between two nanostructures which aligns
the discrete energy levels in the DOS, resonant tunnelling occurs, which abruptly
increases the tunnelling current.

In macroscopic systems, electronic transport is determined primarily by scattering
with phonons, impurities or other carriers or by scattering at rough interfaces. The path
of each electron resembles a random walk, and transport is said to be diffusive. When
the system dimensions are smaller than the eclectron mean free path for inelastic
scattering, electrons can travel through the system without randomization of the phase
of their wavefunctions. This gives rise to additional localization phenomena which are
specifically related to phase interference. If the system is sufficiently small so that all
scattering centres can be eliminated completely, and if the sample boundaries are
smooth so that boundary reflections are purely specular, then electron transport
becomes purely ballistic, with the sample acting as a waveguide for the electron
wavefunction.

Conduction in highly confined structures, such as quantum dots, is very sensitive to
the presence of other charge carriers and hence the charge state of the dot. These
Coulomb blockade effects result in conduction processes involving single electrons and
as a result they require only a small amount of energy to operate a switch, transistor or
memory element.

All these phenomena can be utilised to produce radically different types of compon-
ents for electronic, optoelectronic and information processing applications, such
as resonant tunnelling transistors and single-electron transistors. Further details of
these concepts and their applications are given in Chapter 3.

1.3.3.8 Biological systems

Biological systems contain many examples of nanophase materials and nanoscale
systems. Biomineralization of nanocrystallites in a protein matrix is highly impor-
tant for the formation of bone and teeth, and is also used for chemical storage and
transport mechanisms within organs. Biomineralization involves the operation of
delicate biological control mechanisms to produce materials with well-defined char-
acteristics such as particle size, crystallographic structure, morphology and archi-
tecture. Generally complex biological molecules such as DNA have the ability to
undergo highly controlled and hierarchical self-assembly, which makes them ideal for
the assembling of nanosized building blocks. Self-assembly is discussed in Section
1.4.3.1 and in detail in Chapters 7 and 8. Methods for altering and controlling these
interactions and building nanoscale building blocks and assembling nanoscale archi-
tectures are also discussed.

Biological cells have dimensions within the range 1-10um and contain many
examples of extremely complex nano-assemblies, including molecular motors, which
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are complexes embedded within membranes that are powered by natural biochemical
processes (Figure 1.18).

Generally, naturally occurring biological nanomaterials have been refined by evolu-
tionary processes over a long timescale and are therefore highly optimized. We can often
use biological systems as a guide to producing synthetic nanomaterials or nanosystems,
a process known as biomimicry.

[Image not available in this electronic edition.]

Figure 1.18 A transmission electron microscope image of two myosin molecules, each of which
has two heads that can bind an actin filament and split a biochemical compound called ATP to
provide chemical energy for motion. A large head shape change while attached to actin causes
muscle contraction and a wide variation in cell motility. A 20 nm scale bar is shown in the image
which reproduced from The Journal of Cell Biology, permission of the Rockefeller University
Press and courtesy of Professor John Trinick, University of Leeds
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1.4 FABRICATION METHODS

Nanostructures can be made in numerous ways. As highlighted in Section 1.1.3, a broad
classification divides methods into either those which build from the bottom up, atom
by atom, or those which construct from the top down using processes that involve the
removal or reformation of atoms to create the desired structure. The two approaches
are schematically represented in Figure 1.19.

In the bottom-up approach, atoms, molecules and even nanoparticles themselves can
be used as the building blocks for the creation of complex nanostructures; the useful size
of the building blocks depends on the properties to be engineered. By altering the size of
the building blocks, controlling their surface and internal chemistry, and then control-
ling their organization and assembly, it is possible to engineer properties and function-
alities of the overall nanostructured solid or system. These processes are essentially
highly controlled, complex chemical syntheses. On the other hand, top-down
approaches are inherently simpler and rely either on the removal or division of bulk
material, or on the miniaturization of bulk fabrication processes to produce the desired
structure with the appropriate properties. When controlled, both top-down and
bottom-up methods may be viewed as essentially different forms of microstructural
engineering. As shown in Figure 1.19, in terms of scale, biological processes are
essentially intermediate between top-down and bottom-up processes, however in reality
they usually constitute complex bottom-up processes. A brief overview of some of the
more common fabrication methods for nanostructures is given below; further details are
discussed in subsequent chapters.

1.4.1 Top-down processes

Top-down processes are effectively examples of solid-state processing of materials.
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Figure 1.19 Schematic representation of the top-down and bottom-up processes and their
relationship to biological processes and structures
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1.4.1.1 Milling

One nanofabrication process of major industrial importance is high-energy ball milling,
also known as mechanical attrition or mechanical alloying. As shown in Figure 1.20,
coarse-grained materials (usually metals but also more recently ceramics and polymers)
in the form of powders are crushed mechanically in rotating drums by hard steel or
tungsten carbide balls, usually under controlled atmospheric conditions to prevent
unwanted reactions such as oxidation. This repeated deformation can cause large
reductions in grain size via the formation and organization of grain boundaries within
the powder particles. Different components can be mechanically alloyed together by
cold welding to produce nanostructured alloys. A nanometre dispersion of one phase in
another can also be achieved. Microstructures and phases produced in this way can
often be thermodynamically metastable. The technique can be operated at a large scale,
hence the industrial interest.

Generally any form of mechanical deformation under shear conditions and high
strain rates can lead to the formation of nanostructures, since energy is being continu-
ously pumped into crystalline structures to create lattice defects. The severe plastic
deformation that occurs during machining, cold rolling, drawing, cyclic deformation
or sliding wear has also been reported to form nanostructured material.

1.4.1.2 Lithographic processes

Conventional lithographic processes are akin to the emulsion-based photographic
process and can be used to create nanostructures by the formation of a pattern on a
substrate via the creation of a resist on the substrate surface. One lithographic method
uses either visible or ultraviolet (UV) light, X-rays, electrons or ions to project an image
containing the desired pattern onto a surface coated with a photoresist material; this
method requires the prior fabrication of an absorbing mask through which the parallel
radiation passes before shadowing onto the photoresist. Alternatively, primary pattern-
ing (or direct writing) of the resist is possible using a focused electron, ion or possibly
X-ray beam; here either the focused beam or the resist itself is scanned according to the
desired pattern design. These different techniques are generally termed photolithogra-
phy, X-ray lithography, electron beam lithography or ion beam lithography depending
on the radiation employed.

Development of laminar structure
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Figure 1.20 Schematic representation of the mechanical alloying process
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The resist material, typically a polymer, metal halide or metal oxide, is chemically
changed during irradiation, often altering the solubility or composition of the exposed
resist. In a positive resist, irradiated areas are dissolved as they are more soluble than
unexposed material, whilst in a negative resist irradiated areas are insoluble. As shown
in Figure 1.21, the resist can then be used as a template, or as an etch-mask, for
subsequent deposition onto, or etching of, the underlying substrate. Resists based on
self-assembled monolayers on substrate surfaces are currently being investigated.

The pattern transfer processes which utilize the patterned resist may be divided into
solution-based wet chemical etching procedures, dry etching in a reactive plasma,
doping using ion implantation techniques, or thin film deposition. Dry etching is the
collective term for a range of techniques such as reactive ion etching (RIE) and
chemically assisted ion beam etching (CAIBE), which are used extensively for high-
resolution pattern transfer; both methods produce, either directly or indirectly, reactive
ion species which combine with the elements in the substrate material to form volatile
reaction products which are removed into a vacuum system.

Lithographic techniques are very heavily used in the semiconductor processing industry
for the fabrication of integrated circuits, optoelectronic components, displays and electronic
packaging. The important considerations here are not only the uniformity and reproduci-
bility of the fabrication process, but also the time required to pattern a given area of a
planar device, which is summarized in terms of the areal throughput (in microns per hour).
A further consideration for nanostructures, particularly for the production of integrated
circuits and microelectromechanical systems (MEMS), is the ultimate resolution of the
lithographic technique. Fundamentally, the wavelength of the radiation used in the
lithographic process determines the detail in the resist and hence the final planar nano-
structure; additional considerations may involve the limitations of the projection optics
and the nature of the interaction of the radiation with the resist material. Typically the
resolution ranges from a few hundred nanometres for optical techniques to tens of
nanometres for electron beam techniques. Phenomenologically, throughput and resolu-
tion of lithographic techniques broadly follow a power-law dependence; the resolution is
approximately equal to 234%2, where A is the areal throughput. Optical, UV and X-ray
lithography are fast, parallel exposure techniques capable of micron and submicron
resolution, whereas electron and ion beam methods provide nanometre resolution, but
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Figure 1.21 Schematic representation of various types of photolithographic process
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are, at present, considerably slower as they involve serial exposure using scanned
focused probes controlled by computer-aided design (CAD) software. Parallel projection
electron beam systems (such as the Scalpel method*) and X-ray proximity printing
methods are currently being developed for high-resolution, large-throughput mask fabri-
cation. A further area which may be developed in the future is the use of massive arrays of
individually controllable atomic force microscope (AFM) or scanning tunnelling micro-
scope (STM) tips for parallel atom manipulation on planar substrates; these are essentially
MEMS devices integrated with microprocessor control for the direct patterning of resists
(e.g., self-assembled monolayers) or even substrates at reasonable throughputs.

Soft lithography techniques (Figure 1.22) pattern a resist by physically deforming (or
embossing) the resist shape with a mould or stamp, rather than by modifying the resist
chemical structures with radiation as in conventional lithography. Additionally the stamp
may be coated with a chemical that reacts with the resist solely at the edges of the stamp.
These methods circumvent many of the resolution limitations inherent in conventional
lithographic processes that arise due to the diffraction limit of the radiation, the projection
or scanning optics, the scattering process and the chemistry within the resist material.
Ultimately, nanoimprinting should represent a cheaper process for mass production.
Currently, these soft lithography techniques can produce patterned structures in the range
10nm and above. One of the main limitations on resolution arises from plastic flow of the
polymeric materials involved. Master moulds may be fabricated using either conventional
lithographic techniques, micromachining or naturally occurring surface relief on the
substrate materials. Once the master mould is formed, a low molecular weight prepolymer
is poured and then cured to yield a polydimethylsiloxane (PDMS) elastomeric ‘stamp’
which may simply be peeled off the master. The relief features that result on the bottom of
the PDMS stamp are an inverted replica of those on the master. They may be inked with a
molecule of interest (typically by wiping a Q-tip, dampened with the molecule of interest,
across their surfaces) and simply placed against a substrate, transferring molecules in a
pattern that reflects the features of the stamp. Elastomeric PDMS stamps have been used
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Figure 1.22 Schematic representation of the soft lithographic process which patterns a resist
using a stamp followed, if required, by subsequent etching

4 J.A. Liddle etal., J Vac. Sci. Technol. B 19, 476 (2001).
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Figure 1.23 Schematic representation of the self-assembly process of a surface polymer film
lithographically induced by a mask

to impressive effect as conformal contact masks for phase-shifting photolithography,
facilitating the fabrication of structures as small as 50 nm in photoresist. Channels formed
in PDMS stamps have also been used to mould three-dimensional structures, a process
known as micromoulding in capillaries (MIMIC).

Another variation of this technique is lithographically induced self-assembly
(Figure 1.23), in which a mask is used to induce and control, via electrostatic and
hydrodynamic instabilities, the formation of periodic supramolecular pillar arrays on a
thin polymer melt initially deposited flat onto a substrate. Alternatively, microcontact
printing of self-assembled monolayers (SAMs) can be achieved by transfer of a SAM
‘ink” onto a substrate surface from a patterned ‘stamp’ possessing elastomeric properties
so as to achieve intimate contact with the surface. A related, and rapidly emerging
technique is direct inkjet printing of (currently) micron-scale structures onto surfaces.

1.4.1.3 Machining

Lithographic techniques, whilst being a parallel batch processes, essentially consist of a
two-dimensional chemical or mechanical patterning of the surface of a material. More
intricate three-dimensional patterning of a material can be achieved by techniques
analogous to more conventional machining. Currently the resolution limits of conven-
tional machining are of the order of 5 um, however, in recent years focused ion beams
(FIBs) and high-intensity lasers have been used to directly pattern or shape materials at
micron and submicron levels. Figure 1.24 shows a submicron structure produced in a
FIB. The length scale achievable in such direct sculpture of materials is not only
determined by the spot size and power (or current) density of the radiation employed
but also by the nature of the material itself and the removal process.

Modern FIB machines have very accurate sample manipulation stages and are
not only capable of material removal, via sputtering of surface substrate atoms by
the computer-controlled scanning of focused ion beams produced by liquid metal
gallium ion guns, but also of material deposition using the interaction of the ion beam
with reactive gases from localized microinjectors. Modern dual-beam FIBs can
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Figure 1.24 Scanning electron microscope image of a multilevel gear structure created by
focused ion beam sputtering of silicon. Image courtesy of FEI

simultaneously view the etching or deposition procedures using a separate scanning
electron microscope column. As well as inorganic materials, there is increasing interest
in FIB patterning of biological structures. Thin sample preparation of specimens for
transmission electron microscopy (Chapter 2) is routinely undertaken in a FIB.

1.4.2 Bottom-up processes

Bottom-up processes effectively encompass chemical synthesis and/or the highly con-
trolled deposition and growth of materials. Chemical synthesis may be carried out in
either the solid, liquid or gaseous state. Solid-state synthesis usually involves an iterative
procedure of bringing solid reaction precursors into intimate contact by mixing and
grinding and then promoting atomic diffusion processes via heat treatment at high
temperatures to form a reaction product. Such elevated temperatures often lead to rapid
grain growth and ultimately a final product with a relatively large grain size unless grain
growth inhibitors are present. Consequently, true nanoscale systems are difficult to
obtain via solid-state routes, apart from perhaps the controlled growth of second phase
nanoscale precipitates within a primary matrix such as in precipitation-strengthened
steels, aluminium alloys or other nanocomposite systems. These methods are discussed
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in Chapter 5. Here we focus primarily on liquid and gas phase fabrication routes.
Diffusion of matter in the liquid and gas phases is typically many orders of magnitude
greater than in the solid phase; therefore these synthetic methods can be implemented at
much lower temperatures, thus inhibiting unwanted grain growth and so resulting in
true nanoscale systems.

1.4.2.1 Vapour phase deposition methods

Vapour phase deposition can be used to fabricate thin films, multilayers, nanotubes,
nanofilaments or nanometre-sized particles. The general techniques can be classified
broadly as either physical vapour deposition (PVD) or chemical vapour deposition
(CVD).

PVD involves the conversion of solid material into a gasecous phase by physical
processes; this material is then cooled and redeposited on a substrate with perhaps
some modification, such as reaction with a gas. Examples of PVD conversion processes
include thermal evaporation (such as resistive or electron beam heating or even flame
synthesis), laser ablation or pulsed laser deposition (where a short nanosecond pulse
from a laser is focused onto the surface of a bulk target), spark erosion and sputtering
(the removal of a target material by bombardment with atoms or ions).

One example of a PVD technique is vapour phase expansion, which relies on the
expansion of a high-pressure vapour phase through a jet into a low-pressure ambient
background to produce supersaturation of the vapour. Flow rates can approach super-
sonic speeds and the process can lead to the nucleation of extremely small clusters,
ranging from a few atoms upwards, which can be analysed using mass spectrometry.
Although the quantities of such clusters are low, these can be of great use for studying
the physics of small, usually metallic, clusters, which often are composed of magic
numbers of atoms due to their very stable geometric and electronic configurations.
A schematic diagram of such a system is shown in Figure 1.25.
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Figure 1.25 Schematic diagram of cluster formation via vapour phase expansion from an oven
source
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Another PVD process is direct gas phase condensation. Here a material, often a
metal, is evaporated from a temperature-controlled crucible into a low-pressure, inert
gas environment — ultra-high vacuum (UHV) inert gas condensation. The metal vapour
cools through collisions with the inert gas species, becomes supersaturated and then
nucleates homogeneously; the particle size is usually in the range 1-100 nm and can be
controlled by varying the inert gas pressure. Particles can be collected on a cold finger
cooled by liquid nitrogen, scraped off and compacted to produce a dense nanomaterial.
Figure 1.26 shows the experimental apparatus. Further details are given in Section 5.3.3.

CVD involves the reaction or thermal decomposition of gas phase species at elevated
temperatures (typically 500-1000°C) and subsequent deposition onto a substrate.
A simple example is aerosol spray pyrolysis involving aqueous metal salts which are
sprayed as a fine mist, dried and then passed into a hot flow tube where pyrolysis
converts the salts to the final products. Since materials are mixed in solution, homo-
geneous mixing at the atomic level is possible and pyrolysis at relatively low tempera-
tures provides particles in the size range 5-500 nm.

Several CVD processes employ catalysts to enhance the rates of certain chemical
reactions. When the catalyst is in the form of a nanometre-sized dispersion of particles,
this can often provide a templating effect; for example, in the prodution of carbon nano-
tubes using the decompostion of ethyne or ethene with hydrogen, Fe-, Co- or Ni-based
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Figure 1.26 Schematic diagram of an inert gas condensation apparatus
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catalysts are employed. The size and size distribution of the catalyst particles may
determine the internal diameter of the nanotube.

1.4.2.2 Plasma-assisted deposition processes

The use of plasmas (i.e., ionized gases) during vapour deposition allows access to
substantially different chemical and physical processes and also higher-purity final
materials relative to the conventional PVD and CVD processes described above. There
are several different types of plasma deposition reactor for plasma-assisted PVD.

DC glow discharge

DC glow discharge involves the ionization of gas atoms by electrons emitted from a heated
filament. The gas ions in the plasma are then accelerated to produce a directed ion beam. If
the gas is a reactive precursor gas, this ion beam is used to deposit directly onto a substrate;
alternatively an inert gas may be used and the ion beam allowed to strike a target material
which sputters neutral atoms onto a neighbouring substrate (Figure 1.27).

Magnetron sputtering

Magnetron sputtering involves the creation of a plasma by the application of a
large DC potential between two parallel plates (Figure 1.28). A static magnetic field
is applied near a sputtering target and confines the plasma to the vicinity of
the target. Ions from the high-density plasma sputter material, predominantly in
the form of neutral atoms, from the target onto a substrate. A further benefit of the
magnetic field is that it prevents secondary electrons produced by the target from
impinging on the substrate and causing heating or damage. The deposition rates
produced by magnetrons are high enough (~1pm/min) to be industrially viable;
multiple targets can be rotated so as to produce a multilayered coating on the
substrate.

Accelerator

lGaS inlet Screen grid Substrate
grid o o

O

@

Target
Neutralizer =

Figure 1.27 Schematic diagram of a DC glow discharge apparatus in which gas atoms are
ionized by an electron filament and either deposit on a substrate or cause sputtering of a target
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Figure 1.28 Schematic diagram of a magnetron sputtering apparatus that uses a magnetic field
to contain ionized gas molecules close to a sputtering target, giving large deposition rates

Vacuum arc deposition

Vacuum arc deposition involves the initiation of an arc by contacting a cathode,
constructed from the target material, with an igniter attached to an anode; this gen-
erates a low-voltage, high-current arc, which is self-sustaining. The arc ejects predomi-
nantly ions and large, micrometre-sized droplets from a small area on the cathode. The
ions in the arc are accelerated towards a substrate and deflected using a magnetic field if
desired; any large particles being filtered out before deposition (Figure 1.29). A vacuum
cathodic arc can operate without a background gas under high-vacuum conditions,
however, reactive deposition can be achieved by introducing a background gas such
as nitrogen. The high ion energy produces dense films even at low substrate tempera-
tures and consequently arc technology is commonly used for the deposition of hard
coatings. As well as DC sources, plasmas can also be produced using radio (MHz)
frequency and microwave (GHz) frequency power; these methods have the advantage
of being able to provide higher current densities and higher deposition rates.

In the plasma-assisted PVD processes described above, all vapour phase species origin-
ate from a solid target. Instead, plasma-enhanced CVD (PECVD) employs gas phase
precursors that are dissociated to form molecular fragments which condense to form thin
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Figure 1.29 Schematic diagram of a vacuum arc deposition apparatus
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films or nanoparticles. The dissociation temperatures required for PECVD tend to be
much lower than for conventional CVD processes due to the high energy of the plasma,
and this may be of importance for deposition on sensitive substrates such as semicon-
ductors and polymers.

1.4.2.3 MBE and MOVPE

A molecular beam epitaxy (MBE) machine is essentially an ultra-high-precision, ultra-
clean evaporator, combined with a set of in-situ tools, such as RHEED and Auger
spectroscopy (see Chapter 2), for characterization of the deposited layers during
growth. The reactor consists of an ultra-high-vacuum chamber (typically better than
~5 x 10~ atmospheric pressure) of approximately 1.5m diameter (Figure 1.30).

MBE is a growth technique in which epitaxial, single atomic layers (~0.2—0.3 nm) are
grown on a heated substrate under UHV conditions, using either atomic or molecular
beams evaporated from effusion sources with openings directed towards a heated
substrate usually consisting of a thin (~0.5mm) wafer cut from a bulk single crystal.
The sources can be either solid or gaseous and an MBE machine will typically have an
array of multiple sources, which can be shuttered to allow layered, alternating hetero-
structures to be produced. Semiconductor quantum wells, superlattices and quantum
wires (Chapter 3) and metallic or magnetic multilayers for spin valve structures (Chapter 4)
are deposited using this technique.

Standard MBE uses elements in a very pure form as solid sources contained within a
number of Knudsen cells. In operation the cells are heated to the temperature at which the
elements evaporate, producing beams of atoms which leave the cells. The beams intersect
at the substrate and deposit the appropriate semiconductor, atomic layer by atomic layer.
The substrate is rotated to ensure even growth over its surface. By operating mechanical
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Figure 1.30 Schematic diagram of a molecular beam epitaxy thin film deposition system
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shutters in front of the cells, it is possible to control which semiconductor or metal is
deposited. For example, opening the Ga and As cell shutters results in the growth of
GaAs. Shutting the Ga cell and opening the Al cell switches the growth to AlAs. As the
shutters can be switched rapidly, in comparison to the rate at which material is deposited,
it is possible to grow very thin layers exhibiting very sharp interfaces. Other effusion cells
contain elements required for doping, and it is possible to monitor the growth by observ-
ing the electron diffraction pattern produced by the surface (Chapter 2). MBE can also be
performed using gaseous sources, and this is often termed chemical beam epitaxy (CBE).
When the sources are metallorganic compounds, the process is known as metallorganic
MBE (MOMBE).

The second main epitaxial technique is metallorganic vapour phase epitaxy
(MOVPE), also known as metallorganic CVD (MOCVD). In this technique the
required elements are transported as components of gaseous compounds such as metal
alkyls and non-metal hydrides (e.g., trimethylgallium (CH;);Ga, arsine AsHj3) to a
suitable chamber where they flow over the surface of a heated substrate. These com-
pounds break down and react so as to deposit the relevant semiconductor, with the
remaining waste gases being removed from the chamber. MOVPE is used extensively for
the production of compound semiconductor (e.g., I1I-V) thin films, such as the produc-
tion of GaAs and AlGaAs layers using trimethyl gallium (TMG):

Ga(CHj3), + AsH;(g) — GaAs(s) + 3CHa(g), (1.24a)

xAl(CH;);(g) + (1 — x)Ga(CHa);(g) + AsH3(g)

— Al,Ga;_,As(s) + 3CHu(g). (1.24b)

Valves in the gas lines allow gas switching, thereby enabling layered structures to be
deposited. However, since rapid switching of a gas is more difficult than for an atomic
beam, and because of residual gas adsorption on the walls of the feed pipework, the
interfaces between adjacent layers grown by the gas-source epitaxy methods are not as
abrupt as those attainable with solid-source MBE. For the same reason, solid-source
MBE is capable of growing thinner layers, and the slow growth rates involved (of order
1 pm per hour) generally give rise to higher precision in layer thicknesses compared to
MOVPE and MOMBE. On the other hand, the high growth rate of MOVPE is better
suited for commercial production, especially for semiconductor lasers where thick clad-
ding or waveguiding layers must be grown in a reasonable timescale, in addition to the
thin quantum well layers. MOVPE is also easier to scale up to larger systems, permitting
simultaneous growth on multiple substrates. Gas source MBE, including MOMBE,
generally operates with speeds and precisions which are intermediate between those of
solid-source MBE and MOVPE. All the metallorganic epitaxy techniques have significant
safety implications as the gases used are highly toxic.

By definition, the aim of molecular beam epitaxy is to produce a perfect single-crystal
structure whose morphology and lattice spacing exactly match those of the substrate
material. This requires the equilibrium lattice constant of all the different epitaxial
layers to be closely matched to that of the substrate, otherwise dislocations will form.
(The epitaxial growth of strained semiconductors is discussed in Chapter 3.) For some
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combinations of layers, a suitable substrate cannot be identified, in which case an initial
buffer layer is deposited to serve as a ‘virtual’ substrate. In some material systems the
deposited layers are sometimes annealed to produce an atomically smooth surface prior
to further deposition of another material.

MBE growth is generally far from equilibrium and various growth modes can be
identified as shown in Figure 1.31. The prevalence of each mode depends on the exact
substrate temperature and deposition rate.

e 1D step propagation growth occurs at high temperatures and/or low growth rates.
It occurs on vicinal, stepped surfaces when the surface diffusion of the growing species is
pronounced. Deposited material diffuses to a step and is incorporated into the laterally
growing terrace. This growth mode produces very flat and smooth interfaces.

e 2D nucleation and growth occurs at intermediate temperatures and/or growth rates
and involves the initial nucleation of islands, which grow and coalesce to form a
network of interconnected islands separated by holes. These holes are finally filled
and a flat surface is formed. The process then repeats in a cyclical fashion.

e 3D rough growth generally occurs at low temperatures and high deposition rates.
Islands nucleate on existing islands and extensive faceting occurs, producing very
rough interfaces.
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Figure 1.31 Schematic diagram of MBE growth modes: (left) 1D step propagation and (right)
2D nucleation and growth
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Because the dopants in both MBE and MOVPE systems exist as additional switchable
sources, they may be added in known amounts and distributed over known depth
concentration profiles such an abrupt delta-doped layers or extended and/or graded
distributions. These processes are discussed in more detail in Chapter 3.

Both MBE and MOVPE are very successful in growing quantum well structures with
a sensitive control of layer thickneses. However, it is much more difficult to achieve fine
control of lateral dimensions in devices for the production of either quantum wires or
quantum dots. One technique for achieving lateral control is by the use of patterning.
Patterning can be carried out before or after epitaxial growth (or both) using lithography
or etching. In addition, under certain growth conditions, quantum wires or dots may form
spontaneously during the epitaxial growth of strained materials. This self-assembly
growth technique is described in Chapter 3.

1.4.2.4 Liquid phase methods

A variant of many of the PVD processes described above are thermal spraying tech-
niques in which a spray of molten or semi-molten solid particles generated by either an
electrical thermal source (e.g., plasma spraying) or by chemical combustion (e.g., flame
spraying or high-velocity oxygen fuel spraying) are deposited onto a substrate and
undergo rapid solidification. This is extensively used to produce nanocrystalline coat-
ings from nanocrystalline powder, wire or rod feedstocks previously fabricated by the
mechanical milling or precipitation routes discussed above.

More generally, liquid phase chemical synthesis involves the reaction of a solution of
precursor chemicals in either an aqueous or non-aqueous solvent; these precursors react
and/or naturally self-assemble to form a solution supersaturated with the product.
Thermodynamically this is an unstable situation and ultimately results in nucleation
of the product either homogeneously (in solution) or heterogeneously (on external
species such as vessel walls or impurities). Initial nuclei then grow into nanometre-sized
particles or architectures according to both thermodynamic and kinetic factors. The
nature, size and morphological shape of the precipitated structures can often be con-
trolled by parameters such as temperature, pH, reactant concentration and time.
A multicomponent product may require careful control of co-precipitation conditions
in order to achieve a chemically homogeneous final product.

1.4.2.5 Colloidal methods

Colloidal methods rely on the precipitation of nanometre-sized particles within a
continuous fluid solvent matrix to form a colloidal sol. Generally a finely dispersed
system is in a high free energy state, as work has essentially been done to break up
the solid, which this is equivalent to the free energy required to produce the increased
surface area. The colloidal material will therefore tend to aggregate due to attractive
van der Waals forces and lower its energy unless a substantial energy barrier to this
process exists. The presence and magnitude of an energy barrier to agglomeration
will depend on the balance of attractive and repulsive forces between the particles, as
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shown in Figure 1.32. The energy of a colloidal solution which is available for
aggregation arises from Brownian motion and is typically of order kzT. Agglomeration
(the formation of strong compact aggregates of nanoparticles) and also flocculation
(the formation of a loose network of particles) can be prevented by increasing the
repulsive energy term, which is normally short range. This can be achieved by electro-
static or steric stablization, both of which lead to a repulsive contribution to the
potential energy.

Surface charges on colloid particles can be easily produced by ionization of basic or
acidic groups as the pH is varied. For example, TiCly hydrolyses in the presence of a base
and forms a colloidal solution of TiO;; here surface OH™ groups on TiO, clusters act as
an electrostatic colloid stabilizer. Stabilizing steric effects can be produced by the
attachment of a capping layer to the particle surfaces. Additional chemicals are added
to the colloidal solution which bind to the cluster surface and block vacant coordination
sites, thus preventing further growth. These additives can be polymeric surfactants or
stabilizers that attach electrostatically to the surface, or anionic capping agents which
covalently bind to the cluster. A further possibility is to precipitate a material within
a volume of space defined by a micelle or membrane which acts a barrier to further
growth.

Subsequent processing of colloids can involve a number of approaches, including
additional colloidal precipitation on particle surfaces to produce a core—shell nanopar-
ticle structure, deposition on substrates to produce quantum dots, self-assembly on
substrates as ordered 2D and even 3D arrays, and finally embedding in other media to
form a nanocomposite. Colloidal methods are relatively simple and inexpensive and
have been extensively used for the production of metal and semiconductor nanocrystals
using optimized reactions and reaction conditions. One problem inherent in many
colloidal methods is that colloid solutions can often age; that is, the particles can
increase their size as a function of time.
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Figure 1.32 Schematic diagram of the possible energy balances between attractive and repulsive
interparticulate forces as a function of interparticle separation. In (a) there exists a large energy
barrier (P) to strong aggregation of particles (minimum M); this is smaller in (b) and absent in
(c) owing to reduced long-range repulsive forces. Long-range attractive forces in (d) can lead to
weak flocculation of particles (minimum M>)
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1.4.2.6 Sol-gel methods

Sol-gel methods involve a set of chemical reactions which irreversibly convert a homo-
geneous solution of molecular reactant precursors (a sol) into an infinite molecular
weight three-dimensional polymer (a gel) forming an elastic solid filling the same
volume as the solution. Typically this involves a hydrolysis reaction followed by con-
densation polymerization, for example:

tetraethylorthosilicate (TEOS)(Si(OC,Hs),)

react and dry (125)
+ ethanol(C,HsOH) ————> SiO; + other products

Mixtures of precursors can also be used to produce binary or ternary systems, each
molecular precursor having its own reaction rate that is dependent on the conditions
(e.g., pH, concentration, solvent and temperature). The polymer gel so formed is a 3D
skeleton surrounding interconnected pores, and this can be dried and shrunk to form a
rigid solid form. In a single precursor component system, the final material can be
designed to have interconnected nanoscale porosity and hence a high surface area. For
example, nanoporous silica can have a variable percentage porosity that depends on the
precursor and the solvent employed.

As well as true molecular precursors, precursors containing nanometre-sized particles
can be used, such as aqueous colloidal sols. The transformation to a gel is most often
achieved by changing the pH or the concentration of solution; this causes aggregation of
the colloidal particles in the sol and results in a skeleton composed of interconnected
nanometre particles surrounding pores that are generally bigger than in the correspond-
ing material derived from molecular precursor.

The main benefits of sol-gel processing are the high purity and uniform nanostructure
achievable at low temperatures. The method is often used to produce metal-oxide nano-
materials. Further processing usually involves forming the gel using a number of tech-
niques (see below) followed by gentle drying to remove the solvent (this often leads to
shrinkage so care is needed to prevent cracks forming during this process). Gels can be
cast and moulded to form a microporous preform and dried to produce a monolithic bulk
material (e.g., a xerogel or an aerogel) that can be used to form filters and membranes.
They can also be spin coated or dipped to produce thin (typically 50-500 nm) films on
substrates. These films are used for electronic thin film devices, for wear, chemical or
oxidation protection, as well as for their optical properties (e.g., anti-reflection). Alter-
nately, fibres can be drawn from the gel; e.g., silica fibres for light transmission.

The interconnected nanoscale porosity in the dried gel can be filled via incorporation
of a second material using techniques such as liquid infiltration or chemical reaction.
These materials may then be classed as nanocomposites. Diphasic gels use the initial gel
host for the precipitation of a second phase by sol-gel routes. In another variant,
organic material can be incorporated as a monomer within an inorganic gel host; the
monomers can be subsequently polymerized to form a hybrid material. If a dense rather
than a nanoporous material is desired, drying is followed by sintering at higher
temperatures. The high surface area leads to rapid densification, which can be accom-
panied by significant grain growth if temperatures are too high.
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1.4.2.7 Electrodeposition

Electrodeposition involves inducing chemical reactions in an aqueous electrolyte solu-
tion via use of an applied voltage: methods may be classified as either anodic or cathodic
processes. In addition to the simple deposition of metallic thin films, typical examples
relevant to nanostructured materials include the deposition of metal oxides and chalco-
genides. The electrodeposition process obviously requires an electrically conducting
substrate.

In an anodic process, a metal anode is electrochemically oxidized in the presence of
other ions in solution, which then react together and deposit on the anode. For example:

Cd — Cd** +2¢,

1.26
Cd** + Te?~ — CdTe. (1.26)

Meanwhile in a cathodic process, components are deposited onto the cathode from
solution precursors. In the case of metals this process is known as electroplating:

Cd*t +2¢~ — Cd,
HTeO; +4e” +3H' — Te + 2H,0, (1.27)
Cd** + Te? — CdTe.

If a metal is oxidized and then undergoes hydrolysis or the local pH at the electrode is
changed by liberating hydrogen gas electrochemically and producing OH™ ions, then
metal oxide materials may be deposited.

Electrodeposition is relatively cheap and can be performed at low temperatures
which will minimize interdiffusion if, say, a multilayered thin film material is being
prepared. The film thickness can be controlled by monitoring the amount of charge
delivered, whereas the deposition rate can be followed by the variation of the current
with time. The composition and defect chemistry can be controlled by the magnitude of
the applied potential, which can be used to deposit non-equilibrium phases. Pulsing or
cycling the applied current or potential in a solution containing a mixture of precursors
allows the production of a multilayered material. The potential during the pulse will
determine the species deposited whilst the thickness of individual layers is determined by
the charge passed. Alternatively, the substrate can be transferred periodically from one
electrolytic cell to another. The final films can range in thickness from a few nanometres
to tens of microns and can be deposited onto large specimen areas of complex shape,
making the process highly suitable for industrial use.

Electrodeposition can also be performed within a nanoporous membrane which serves
to act as a template for growth; for example, anodized aluminium has cylindrical nano-
pores of uniform dimensions (see Figure 1.36) and electrodeposition within this membrane
can produce nanocylinders. Deposition on planar substrates can also limit nanocrystal
growth and produce ordered arrays; if the growth is epitaxial then any strain due to lattice
mismatch between the nanocrystal and the substrate can be growth-limiting. Furthermore,
it is possible to modify the surface of substrates (e.g., by STM or AFM) to produce arrays
of defects which can act as nucleation sites for the electrodeposition of nanocrystals.
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Electroless deposition processes electrons by chemical reactions rather than involve the
generation of using an external current as in electroplating and anodization. Unlike
electrodeposition, substrates are not required to be electrical conductors, hence biological
materials may be coated. One method employs deposition from solutions containing redu-
cing agents where the deposited metal acts as a catalyst for the reduction/deposition process.

1.4.3 Methods for templating the growth of nanomaterials

As discussed in relation to lithographic methods (Section 1.4.1.2), resists can be used as
templates for subsequent deposition or etching procedures. Here we consider templating
methods utilized principally for wet chemical, bottom-up fabrication methods. One simple
method of templating is to precipitate or deposit a material on the outside of another
crystal and control the growth. If the template is organic then subsequently it may be
washed or burnt out, leaving a porous centre if desired, such as the sol-gel derived silica
nanotube templated on tartaric acid shown in Figure 1.1(b). Alternatively a material may
be precipitated inside a host material that regulates its growth, as described in detail below.
Small semiconductor nanocrystals, such as CdS,Se;_,, can be embedded in a glass
by the addition of cadmium, sulphur and selenium to a silicate glass melt. The glass is
cast and annealed below the melting point, causing nanocrystals to form in the dense
glass matrix. However, control of precipitate size can be difficult using this method.
Alternatively a porous glass, obtained from sol-gel routes, can be infiltrated at low
temperatures with a precursor solution which is then allowed to undergo in-situ pre-
cipitation; the pore size of the glass controls the nanoparticle size. Such materials can be
used as colour filters and employed in optical devices. Precipitation of general nano-
crystals within polycrystalline matrices, such as ferrite (a-Fe) or a ceramic, can be
complicated by the crystallization of the matrix; variation in crystallization rates and
segregation effects at grain boundaries can lead to an inhomogeneous distribution of
precipitates within the microstructure and an inhomogeneous size distribution.
Crystalline hosts such as zeolites can be used as reaction vessels for nanoparticle
formation. Zeolites are a range of aluminosilicates, based on building blocks such as
sodalite cages, which contain well-ordered, well-defined, interconnected cavities in three
dimensions within the structure, having dimensions of the order of nanometres (Figure 1.33).

Figure 1.33 The structure of zeolite Y: note isolated Cd4S4 units are shown contained within the
constituent sodalite cages
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The cavities are often charged and are accessed by well-defined windows, which
provide a means of transporting reactants to the internal cages. The physical size of
the cavities limits the growth of nanoparticles.

Metallic or magnetic nanowires can be formed using a mica or plastic template in
which straight, cylindrical tracks have been formed by a high-energy particle beam.
Alternatively, metal nanowires can be produced by electrodeposition onto the cleaved
edge of an MBE-grown semiconductor heterostructure. The metal preferentially deposits
onto the edge of one specific semiconductor layer, yielding a nanowire of a few
nanometres in thickness. This approach is an example of the templated growth of a
quasi-1D system on a quasi-2D system.

Nanoparticle growth can be regulated within self-organized, biological and synthetic
organic membrane assemblies; e.g., micelles, microemulsions, liposomes and vesicles
(Figure 1.34). The molecules of these assemblies have a polar head group and a non-
polar hydrocarbon tail, which self-assemble into membrane structures in an aqueous
environment. Aqueous and reverse micelles have diameters in the range 3—6 nm, whereas
microemulsions possess diameters of 5-100 nm. Liposomes and vesicles are closed bilayer
aggregates formed from either phospholipids (liposomes) or surfactants (vesicles). Single
bilayer vesicles are 30-60 nm in diameter, but multilamellar vesicles can be as large as
100-800 nm. The membrane structures described above can serve as reaction cages to
control the nucleation and growth of particles and also to prevent agglomeration.

Infiltration of cations into the structure of a polymer by ion-exchange methods
followed by solution or gas chemical treatment to produce in situ precipitation results
in polymer composites with a dispersed nanophase. Alternatively a polymer or mono-
mer solution may be simply mixed with a stable colloid and polymerized and dried to
produce a composite material. These techniques are used extensively for semiconductor
and electroceramic polymer composites, which may then be spin coated onto a substrate
to produce a doped polymer thin film.

The macromolecular structure of organic polymers is defined in terms of four
variables: the molecular size of the polymer chains, their composition, the sequence of
the respective monomer units in the polymer, and their stereochemistry. Increased

Hydrophobic tail
Hydrophilic head group
\

O— Oil —O
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Reversed micelle Qil/water microemulsion

Vesicles

Figure 1.34 Schematic diagram of different self-assembled membrane structures. Image courtesy
of IBM Zurich Research Laboratory
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control over these variables during polymerization significantly enhances the properties
of polymers for industrial application, such as crystallinity and mechanical strength.
Usually polymers are synthesized in the laboratory using the iterative (stepwise) add-
ition of selectively activated monomer units to a growing polymer chain, however this
becomes increasingly difficult with increasing length and complexity of the polymer
molecule. Template-directed polymerization overcomes these problems by using a
master template to direct polymer growth in a parallel process from the component
monomers; this also provides a verification and proof-reading mechanism for the final
fabricated polymer structure. Prime examples of template-directed growth exist in
biology; for example, DNA serves as a template for the synthesis of polypeptides
through a messenger RNA sequence. Well-defined polypeptides, unlike most synthetic
polymers, undergo self-assembly to form ordered three-dimensional structures in solu-
tion and in the solid state, as described in the following section.

1.4.4 Ordering of nanosystems

As outlined in Section 1.3, individual nanocrystals or nanoparticles often show very
different properties from those of the corresponding bulk material. A further consider-
ation, governing the overall properties of complete nanosystems, is the interaction and
coupling between the individual nanocrystalline building blocks. The overall electric,
optical, magnetic and transport properties of the nanostructure will then depend not only
on the individual nanocrystalline units but also on the coupling and interaction between
the nanocrystals, which may be arranged with long-range, translational and even orient-
ational order. A prime example of this phenomenon is a photonic crystal — a periodic
array of dielectric particles having separations of the order of the wavelength of light.

There are several ways of producing ordered nanoarchitectures: multicomponent
fabrication of multilayered systems by MBE growth of metal or semiconductor hetero-
structures (Section 1.4.2.3), by processing of particles with core—shell structures, or by
fabrication followed by further processing such as etching or focused ion beam milling.
Manual or robotic manipulation of nanoparticles on a surface by scanning probe
microscopy tips to produce complex structures such as quantum rows and quantum
corrals or a molecular abacus (Figure 1.35) with well-defined electronic properties.
Initial imaging using AFM or STM is followed by using the tip to push each particle
along a desired trajectory, and although overall throughput is slow, parallel arrays of
tips in a MEMS device could, in principle, assist larger-scale production. Chemical,
physical or geometrical self-assembly or self-organization of atoms, molecules or nano-
particles to form highly ordered nanostructures, as described below.

1.4.4.1 Self-assembly and self-organization

Self-assembly and self-organization of nanostructures is an important area which often
bridges the divide between organic and inorganic systems. Many self-assembly processes
rely on the self-assembling nature of organic molecules, including complex species such
as DNA; these methods are termed chemical or molecular self-assembly. Generally
molecular self-assembly is the spontancous organization of relatively rigid molecules
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Figure 1.35 A ‘molecular abacus’. Image courtesy of IBM Zurich Research Laboratory

into structurally well-defined aggregates via weak, reversible interactions such as hydro-
gen bonds, ionic bonds and van der Waals bonds. The aggregated structure represents a
minimum energy structure or equilbrium phase. Self-assembly is also found throughout
biological systems, micelles and liquid crystals and is being increasingly used in synthetic
supramolecular chemistry.

Other simpler methods rely on geometric self-organization, in which hard spheres or
hard rods will arrange themselves into two- and three-dimensional structures based on
packing considerations. For example, solutions of colloidal metal particles can spontan-
eously order themselves into 2D hexagonally close-packed sheets on substrates. The
individual nanoparticles are often encapsulated in a protective organic coating to
provide stabilization and a degree of control over the final self-organized structure;
for example, gold nanoparticles stabilized with an organic surfactant will self-organize
into ordered arrays in which the interparticle spacing depends on the length of the
surfactant molecule. Molecular systems, such as rod-like and disc-like liquid crystals,
also exhibit geometric self-organization properties.

A variation on geometric self-organization is templated self-organization, in
which an ordered nanostructure is formed by deposition of a material around a
previously self-organized template. This approach can be used to produce porous
metallic structures via electrodeposition on geometrically self-organized polystyrene
spheres of submicron dimensions. The spheres are subsequently dissolved to leave a
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highly porous, ordered structure. A similar process has been used to produce 3D
ordered mesoporous ceramics such as MCM41, which contains an ordered hexagon-
al pore structure (2-15nm in size) and has extensive applications in catalysis.
Figure 1.36 shows an AFM image of an ordered hexagonal array of pores in an
aluminium oxide thin film grown on a pure aluminium substrate by anodization
(electrochemically induced oxidation).

More complex self-assembly processes involve the use of self-assembled monolayers
(SAMs). SAMs comprise organic molecules whose functionality can be modified by
chemical treatment or radiation (e.g., lithography) so that subsequent layers can be
selectively attached and used to direct oriented crystal growth. The ends of the molecules
are usually terminated with a thiol group to provide good adhesion to a gold substrate.
The molecules will order on the surface under given conditions of concentration, pH and
temperature. An extensive discussion of molecular self-assembly is given in Chapter 7.

Another important category of self-assembly processes is the self-assembled growth
of semiconductor quantum dots. This is achieved via use of a three-dimensional MBE
growth mode (the Stranski—-Krastonov mode) on a lattice-mismatched substrate (e.g., InAs
on GaAs). The strain fields resulting from the lattice mismatch give rise to island
growth with a well-defined geometry (e.g., pyramids, cones or lenses) depending on the
precise material combination and growth conditions. Unlike colloidal quantum dots,
the Stranski—Krastonov dots cannot exist in isolation, and are encapsulated by a
subsequently grown semiconductor layer having a sufficient band-gap difference to
provide electronic confinement. The quantum dots have no in-plane ordering, but if

Figure 1.36 A 1 micron square AFM image of an ordered hexagonal array of pores in an anodic
alumina film. Image courtesy of Joe Boote and Professor Steve Evans, Department of Physics and
Astronomy, University of Leeds
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subsequent InAs layers are deposited, the second layer of dots will preferentially
nucleate above the first layer. In this way, long columns of quantum dots can be built
up with almost perfect vertical ordering. Further details are given in Chapter 3.

1.5 PREPARATION, SAFETY AND STORAGE ISSUES

The preparation of nanoscale systems generally requires a well-regulated laboratory
environment since the systems are so small that contamination, even at low levels,
becomes a highly important issue. In addition to the use of ultra-high purity reagents,
this means that there should also be good control of temperature and humidity, which
necessitates the provision of a good air-conditioning system, as well as a well-defined,
clean water or solvent supply. Generally the environment should be dust-free and often
vibration- and draught-free; it should possess adequate ventilation in the form of fume
cupboards, and it should even have facilities for fabrication under a controlled atmos-
phere environment through use of gloveboxes. Such laboratories are termed clean
rooms and will have a standard ISO designation based on the degree of environmental
control; this is usually based on the number of submicron particles in a given volume of
air. Overall the room is under positive pressure to prevent dust ingress, and incoming air
is filtered and recirculated and protective clothing is worn to minimize sources of
contamination. The air in a typical room would contain around 100 000 particles per
cubic foot, and a fairly clean area may contain around 10000 particles per cubic foot,
formerly known as Class 10000. Class 10000 is now more commonly known as ISO
Class 7; note that this new standard measures the number of particles per cubic metre
and also includes particles smaller than 0.5 microns. ISO Class 7 is used for measure-
ment and packaging areas in integrated circuit fabrication, whereas ISO Class 3 is used
during fabrication. Class 1 implies minimal human contact.

Health and safety issues are paramount during any industrial revolution. From the
field of environmental particulates there is increasing evidence that nanoscale materials
are often highly biologically active, in that they can easily penetrate through biological
matter and, owing to their high surface area, will have a large associated chemical
reactivity which may result in extensive tissue damage if inhaled or ingested. This means
that nanoscale particles and fibres may be biotoxic and, if in doubt, care should be taken
when handling or breathing them.

Besides the problem of ageing in nanoparticle solutions, many nanoparticle solutions
and more particularly powders can be very reactive (even explosive) due to their high
surface area to volume ratio (such as metals in air) and they may need to be stored under
an inert atmosphere and at low temperatures. In consolidated nanostructured materials,
reactivity and diffusion processes (for example, grain growth) may also be a problem,
particularly as the temperature is raised.
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2

Generic methodologies for
nanotechnology: characterization

2.1 GENERAL CLASSIFICATION OF CHARACTERIZATION
METHODS

In this section we will confine ourselves to a general description of characterization
methods for both imaging (microscopy) and analysis (spectroscopy); in subsequent
sections we discuss in more detail some of the common techniques employed for the
investigation of nanostructures. Considering the large range of possible physical
analysis techniques, very few microscopical analytical techniques are currently in wide-
spread use. Generally there exist around ten possible primary probes (e.g., electrons,
X-rays, ions, atoms, light (visible, ultraviolet, infrared), neutrons, sound) which may
be used to excite secondary effects (electrons, X-rays, ions, light, neutrons, sound,
heat, etc.) from the region of interest in the sample. The chosen secondary effects
may then be monitored as a function of one or more of at least seven variables (e.g.,
energy, temperature, mass, intensity, time, angle, phase). This implies a theoretical
maximum of around 700 single-signal characterization techniques (although some
permutations of probe and effect are physically impractical) as well as the technically
more difficult multi-signal techniques. To date, around 100 different techniques have
been attempted, most of which use ions, electrons, neutrons or photons as the
primary probes.

When ions are used as probes, generally ions and/or photons are emitted from the
sample and analysed; examples include secondary ion mass spectrometry (SIMS),
Rutherford backscattering spectrometry (RBS) and proton-induced X-ray emission
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(PIXE). When electrons are used as probes, generally electrons and/or photons are
emitted and analysed; examples include scanning electron microscopy (SEM),
electron probe microanalysis (EPMA), analytical transmission electron microscopy
(TEM) including energy-dispersive X-ray (EDX) analysis and electron energy loss
spectroscopy (EELS), Auger electron spectroscopy (AES), low-energy electron diffrac-
tion (LEED) and reflection high-energy electron diffraction (RHEED). When photons
are used as probes, generally electrons and/or photons are emitted and analysed;
examples include light microscopy, X-ray diffraction (XRD), X-ray fluorescence
(XRF), X-ray absorption spectroscopy (XAS), infrared spectroscopy (IR), Raman
spectroscopy and X-ray photoelectron spectroscopy (XPS).

In recent years there has been the development of proximal probe techniques such as
atomic force microscopy (AFM), scanning tunnelling microscopy (STM) and scanning
tunnelling spectroscopy (STS) which monitor the interaction between a localized probe
and a sample surface. In other cases, such as position-sensitive atom probe (POSAP)
spectroscopy, the sample itself is effectively the probe.

2.1.1 Analytical and imaging techniques

Before using a particular characterization technique it is essential to consider what
information is required about a sample and at what resolution. Simplistically we may
think of this information as being divided into:

e morphology (the microstructural or nanostructural architecture);

e crystal structure (the detailed atomic arrangement in the chemical phases contained
within the microstructure);

e chemistry (the elements and possibly molecular groupings present);

e clectronic structure (the nature of the bonding between atoms).

In addition, information on the mechanical, thermal or electronic properties of the
sample may also be required. However, many of these properties will arise as a direct
consequence of the structural factors outlined above and, ultimately, we need to estab-
lish a correlation between nanostructure and properties and determine how both these
factors depend on the processing conditions employed to fabricate the material or the
device. Eventually this information may be employed as input to computer-based
modelling procedures, which may then allow the prediction of nanostructure—
property—processing relationships.

Having decided on the type of information required, the next question to address is
from what sample volume or area should this information be obtained? The resolution
of a particular technique may be conveniently divided into lateral or spatial resolution
(i.e., from what area on a sample surface or from what volume within a sample a
particular signal originates?) and depth resolution (i.e., from how far below the sample
surface a signal originates). Very simplistically a large number of techniques may be
classified as either surface or bulk (volume) analytical techniques. Different types of
nanostructure (e.g., films, dots, particles) require different combinations of lateral and
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Figure 2.1 Schematic classification of the information content of different imaging and anal-
ytical techniques in terms of their lateral and depth resolutions

depth resolutions. Figure 2.1 presents a schematic classification of some of the more
common techniques in terms of these two resolution parameters.

2.1.2 Some scattering physics

Electromagnetic radiation (e.g., X-rays, light) can be described in terms of a stream of
photons, whilst correspondingly, particles (e.g., neutrons, ions and electrons) can be
described in terms of an associated wavelength. This wave—particle duality of incident
radiation is summarized by the de Broglie relationship, A = #/mv, where A and v are the
wavelength and velocity, £ is Planck’s constant and m is the mass. When a beam of
incident radiation interacts with matter it will be scattered. For each type of radiation
there are a variety of possible scattering processes that may occur, each of which will
have a particular scattering cross section ¢ which represents an area the scattering
particle (e.g., electron, nucleus or atom in the material) appears to present to the
incident particle or radiation. Alternatively the mean free path A (which is proportional
to the inverse of o) represents the average distance travelled by the incident particle
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between scattering events of a particular type. The frequency of occurrence of different
scattering events will depend on the thickness of the specimen and the probabilities will
follow Poisson statistics. When many scattering events occur, averaging approaches such
as computer-based Monte Carlo simulations are commonly used to model the overall
process.

During scattering, the incident wave may undergo changes in amplitude and/or
phase, and scattering processes may generally be divided into two types:

e clastic scattering involves no energy transfer during the scattering process (hence no
wavelength change of the scattered radiation), although there may be changes in the
direction of the incident wave following scattering;

e inelastic scattering involves energy transfer during scattering (hence a gain or loss in
the energy of the associated particles or quasiparticles) and changes in the direction of
the incident wave.

Another distinction is made between (spatially) coherent scattering, where the phase
relationship between scattered waves from neighbouring scattering centres is preserved,
and incoherent scattering, where any phase relationships between scattered waves are
lost. Generally small-angle elastic scattering is coherent, while inelastic scattering is
incoherent; large-angle elastic scattering becomes rapidly more incoherent with increas-
ing scattering angle.

2.1.2.1 X-rays and their interaction with matter

X-rays are produced via the electron bombardment of a metal target or anode. The
emission spectrum consists of (a) white radiation or bremsstrahlung (from the German
for ‘braking radiation’), the wavelengths of which are related to the electron energy
losses (AE) as they are decelerated through Planck’s equation, AE = hc/A, and (b)
characteristic radiations, of discrete wavelengths, which arise from ionization of inner
shell electron levels followed by electron relaxation. The emitted X-rays are generally
collimated and made monochromatic using filters or crystal monochromators which
may be flat or curved to provide a focusing action. Alternatively extremely high
intensity X-ray beams are produced by accelerating electrons around the storage ring
of a synchrotron and undulating their trajectories (‘wiggling’) to release electromagnetic
radiation of varying wavelength.

When X-rays interact with matter, elastic scattering occurs when X-rays are scattered
by the electrons in the material and involves the interaction between the negatively
charged electron cloud and the electromagnetic field of the incident X-rays. Electrons
respond to the applied field, oscillate and emit an electromagnetic wave (X-ray) iden-
tical in wavelength and phase to the incident X-ray. Inelastic scattering occurs when the
incident X-ray photons give up all or part of their energy to individual electrons
associated with atoms. These electrons are excited to higher energy levels or ionized
and escape from the solid as photoelectrons (Section 2.8.1). The ionized atoms in the
solid undergo de-excitation to produce a variety of secondary signals. Alternatively,
X-rays can lose part of their energy to an electron in a high-energy collision known as
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Compton scattering. Overall, X-rays tend to undergo mainly elastic scattering with
heavy elements (i.e., those with a large atomic number Z), while for light elements
inelastic scattering predominates.

2.1.2.2 Electrons and their interaction with matter

Electrons are produced either by thermionic (heat) or by (electric) field emission from
sharp metallic tips. Low-angle (1-10°), coherent elastic scattering of electrons occurs via
the interaction of the electrons with the electron cloud associated with atoms in a solid.
High-angle, incoherent elastic (back)scattering (10—180°) occurs via interaction of the
negatively charged electrons with the nuclei of atoms. The cross section for elastic
scattering of electrons varies as the square of the atomic number of the element.

Inelastic scattering of electrons occurs through smaller angles than elastic scattering
and the cross section varies linearly with atomic number. Inelastic scattering of electrons
occurs predominantly via the four major mechanisms outlined below.

Phonon scattering

The incident electrons excite phonons (atomic vibrations) in the sample, typically the
energy loss is <1 eV, the scattering angle is quite large (~10°) and the mean free path A
is ~1um for carbon. This is the basis for heating the specimen by an electron beam.

Plasmon scattering

The incident electrons excite collective, resonant oscillations (plasmons) of the valence
electrons of a solid. The energy loss from the incident beam is 5-30eV and A is
~100 nm, causing this to be the dominant scattering process in electron—solid interactions.

Single-electron excitation

The incident electron transfers energy to single electrons, resulting in ionization of
atoms. The mean free path for this event is of the order of micrometres. Lightly bound
valence electrons may be ejected from atoms, and if they escape from the specimen
surface, they may be used to form secondary electron images in the SEM. Energy losses
for such excitations typically range up to 50 ¢V. If inner shell electrons are removed, the
energy loss can be up to keV. For example, the energy loss required to ionize carbon 1s
(K shell) electrons is 284 eV. The energy loss of the incident beam can be used in EELS
analysis and the secondary emissions (e.g., X-ray or Auger electron production) pro-
duced when the ionized atom relaxes can also be used in analysis (energy-dispersive or
wavelength-dispersive X-ray spectroscopy) as discussed in Section 2.7.3.

Direct radiation losses

The principal direct radiation losses are the bremsstrahlung X-ray emission caused by
the deceleration of electrons, as described above. The energy losses can approach the
total incident beam energy in the limit of full deceleration.
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2.1.2.3 Neutrons and their interaction with matter

Low-energy thermal neutrons produced in nuclear reactors are most commonly used in
materials analysis. Neutrons are neutral particles but have a relatively large mass and can
interact with atomic nuclei through nuclear and magnetic forces. They can undergo elastic
scattering and also inelastic scattering where the low-energy (slow) thermal neutrons induce
atomic vibrations (phonons). High-energy (fast) neutrons can displace and even ionize atoms.

2.1.2.4 Ions and their interaction with matter

In comparison with electrons, ions are relatively heavy, negatively or positively charged
particles and various effects occur upon their interaction with matter. These include ion
backscattering (Rutherford backscattering spectrometry), the excitation of electrons
and photons, X-ray bremsstrahlung, the displacement of atoms and sputtering, as well
as the possible implantation of ions within the surface of the material. The latter is
extensively used for doping semiconductors.

2.1.2.5 Elastic scattering and diffraction

The atomic scattering amplitude (factor) f(#) describes the amplitude of X-rays, elec-
trons or neutrons that are elastically scattered by individual atoms. For X-rays and
electrons, this function decreases with increasing angle. In the case of X-rays, it is
primarily the electrons (rather than the nucleons) which give rise to elastic scattering
and f(0) is defined as the ratio of the amplitude scattered by the atom to that of a single
electron. It is a dimensionless number, equal to Z at low scattering angles but decreases
below Z with increasing angles because of interference arising from path differences
between the scattered rays from all Z electrons. In the case of electrons, it is primarily
the protons in the atomic nuclei which give rise to elastic scattering. However, because
of the shielding effect of the electrons, which is proportional to f;, the electron scattering
amplitude f.(0) is proportional to (Z—f). It is normally expressed as a scattering length,
hence electron intensities (the square of the amplitude) are expressed as areas or atomic
scattering cross sections. On average, f. is proportional to Z*?. Similarly, neutrons are
scattered by the nucleons in atoms, but since they also possess spin, they interact and are
scattered by unpaired electrons in magnetic materials. The neutron scattering amplitude
(again expressed as a scattering length) varies in an irregular way with Z and also
between different isotopes of the same element; in particular, hydrogen and oxygen
scatter strongly in comparison with heavy atoms. Neutron scattering therefore comple-
ments X-ray and electron scattering in providing information about the positions of
light atoms and atoms of similar Z. The important practical difference between X-ray,
electron and neutron elastic scattering is that the magnitude of the scattering amplitude
for electrons is roughly 10* times greater than the magnitude for X-rays, which are in
turn greater than the magnitude for neutrons.

Since the elastically scattered X-rays, neutrons and electrons are coherent, they
interfere and give rise to diffraction patterns; the diffracted beams arise from strong
constructive interference from all the atoms in the material. The nature of the diffraction
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pattern depends on the nature of the material. For perfect crystals, with long-range
periodic order, the diffraction pattern is sharply defined. As crystals become smaller and
also when they become increasingly imperfect (due to the presence of defects and
internal stresses), the diffraction pattern is less sharply defined. In amorphous materials
(such as glasses and liquids) the diffraction pattern shows diffuse maxima which are
related to the average interatomic spacings between the atoms; a radial profile through
the diffraction pattern essentially gives a radial distribution function of the atoms
surrounding a particular scattering centre in the amorphous solid. In short, in all cases
diffraction patterns reveal the nature (i.e., the structure and the imperfections) of the
material under investigation.

In crystalline solids, atoms are arranged periodically in regular, three-dimensional
repeat motifs known as unit cells and this also leads to a corresponding periodic
distribution of electrons. Waves coherently scattered from such periodically arranged
centres therefore undergo interference leading to intense diffracted waves in specific
directions which will depend on the exact three-dimensional periodicity (the crystal-
lography). For radiation of wavelength A incident on a crystal whose lattice planes are
regularly spaced by a distance d, the allowed angles 6 for diffraction are given by the
Bragg equation

mA = 2dsin 0 (2.1)

for integer m. Summing the atomic scattering amplitudes of atoms in a particular plane
of Miller indices (hkl), taking into account the path differences between scattered waves,
allows the calculation of a structure factor Fjy,, the scattering amplitude for diffraction
from a particular set of (hkl) atomic planes. The analysis of the angular distribution and
the intensities of these diffracted waves (usually for a given wavelength of incident
radiation) therefore provides information on the atomic identities and arrangements in
the material. An introduction to the relationship between crystallography and diffrac-
tion is provided in Section 2.7. Incoherent high-angle elastic scattering is reasonably
unaffected by this periodicity and depends only on the nature of the atoms not their
relative positions and generally follows the decreasing f{#) function at high angles.

A summary of the analytical applications of a variety of interactions between radia-
tion and matter is presented in Table 2.1. It also provides a basis for the classification of
many of the imaging and analytical techniques that are discussed in the following
sections.

2.2 MICROSCOPY TECHNIQUES

Radiation—matter interactions provide a wide range of analytical and spectroscopic
techniques, and although it is possible to obtain an analytical signal from a single
nanostructured system or an averaged signal from a collection of nanostructured
systems, images are a very powerful means of presenting information. Imaging the
morphology, as well as the structural and chemical arrangements in nanostructures,
necessarily requires microscopical techniques capable of high spatial and/or depth
resolution.
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Table 2.1

nanomaterials (see Section 2.1 for a list of acronyms)

Summary of radiation—matter interactions and their analytical applications for characterization of

Ton implantation

Primary Modification of Modification of Secondary radiation | Applications
radiation matter radiation (signal)
Elastic vibration Elastic and quasi-elastic IR, Raman, light
scattering microscopy, XRD
Recoil electron Inelastic scattering Compton spectrometry
Photons Bond breaking Inelastic scattering: Photolithography
(e.g., X-rays) absorption
Tonization Optical absorption, XAS
Photoelectrons XPS
De-excitation Photons Luminescence, XRF
Auger electrons Auger, XPS
Thermal vibration Elastic and quasi-elastic Backscattered electron
scattering imaging in SEM/TEM
imaging and electron
diffraction
Electrons Plasmon Inelastic scattering: EELS
energy loss
Electrons Bond breaking Inelastic scattering: Electron beam
absorption lithography
Atom displacement
Sputtering
Tonization Bremsstrahlung EDX or EPMA SEM
Secondary
electrons
Inelastic scattering: EELS or energy-filtered
energy loss TEM
De-excitation X-rays EDX or EPMA
Auger electrons AES
Thermal vibration Elastic and quasi-elastic Neutron diffraction and
scattering reflectometry
Neutrons Bond breaking Inelastic scattering
Atom displacement
Sputtering
Tons Thermal vibration Elastic and quasi-elastic RBS
scattering
Bond breaking Inelastic scattering: Emission of ions NRA
absorption and radiation
(e.g., gamma rays)
Atom displacement Secondary ions SIMS
Sputtering FReS

Ton beam lithography

Tonization

De-excitation

Implantation or doping

Bremsstrahlung

X-rays

PIXE
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Figure 2.2 Formation of (a) a projection image, (b) a magnified image by a lens and
(c) a scanned image
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2.2.1 General considerations for imaging

The general purpose of microscopy is to resolve finer details than are discernible with
the naked eye, which is 0.1-0.2mm at the near point of vision, 250 mm. For
nanostructured materials we need to resolve details down to a level of 100 nm and
below. In transforming an object to an image, there are essentially three methods
available, as shown in Figure 2.2:

e A projection image formed in parallel; e.g., field ion microscopy (FIM).

e A lens image formed in parallel; e.g., TEM and light microscopy. Here a lens of focal
length f'will form an image of an object at a magnification v/u, where u and v are the
object and image distances, respectively. The relationship between these parameters is
given approximately by the thin lens formula

I 1 1
J—,:;‘F; (2.2)

from which the magnification v/u can be obtained.

e A scanned image formed in serial; e.g., scanning electron microscopy (SEM), scanning
transmission electron microscopy (STEM), confocal laser scanning microscopy
(CLSM), scanning tunnelling microscopy (STM) and scanning force microscopy (SFM).
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Signals used to form an image can be reflected (e.g., reflected light microscopy or
backscattered electrons in SEM), transmitted (e.g., transmitted or polarized light
microscopy, or electrons in TEM and scanning TEM) or stimulated (e.g., secondary elec-
trons, cathodoluminesence, X-ray emission or electron beam induced current (EBIC) in
SEM, tunnelling current in STM or force in SFM). The concept of picture elements
(pixels) is applicable to all images collected in either serial or parallel. Each pixel in the
image is defined by x and y coordinates and may be assigned an intensity value; e.g., in
terms of grey levels a number between 0 and 255, allowing images to be stored digitally
on a computer. Imaging techniques capable of a 3D representation of the object
(e.g., tomographic techniques) involve 3D volume elements (voxels). Digital images
may be processed to reduce noise (e.g., by use of a framestore), alter contrast (e.g., by
use of a non-linear intensity scaling) or analysed and quantified mathematically.

2.2.2 Image magnification and resolution

The magnification is defined as the ratio of the image size to the object size. This can
be altered by changing the focal length of the lenses (Equation 2.2). However,
making an image bigger does not necessarily increase the resolution. The (spatial)
resolution is the smallest separation of two object points that are discernible as
separate entities in the image.

When illumination from a point object passes through an aperture — either a
physical aperture or a lens — diffraction (scattering and interference) occurs at the
aperture giving rise to a series of cones (Airy’s rings) with a characteristic intensity
distribution. As shown in Figure 2.3, the diameter of the central Airy disc Dyq (wWhich
contains most of the intensity) is inversely proportional to aperture diameter and is
given by 1.22\/n, sin «, where A is the wavelength of the radiation, #;, is the refractive
index of the medium between object and lens, and « is the semi-angle subtended by the
aperture. Note that n,sin « is often called the numerical aperture (NA). Hence, due
to diffraction, each point in the object becomes a small Airy disc in the image, known
as a disc of confusion. The Rayleigh criterion states that two points in the object may
be just distinguished when the maximum intensity of one Airy disc in the image

Intensity profile

Airy disc Single disc Overlapping discs

®

I*Dd
Dy/2
(a) (b) (©)

Figure 2.3 Schematic diagram of the Airy diffraction pattern in the image of a point, the
intensity variation along the diameter of the Airy pattern and the overlap of the images of two
points at the resolution limit
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corresponds to the minimum of the second. Hence the limit of resolution r set by
diffraction is given by

Dy 0612
T2 psina’

(2.3)

In light microscopy the limit of resolution may be decreased by decreasing A and using
green, blue (A = 0.4um) or UV light (A = 0.2 um), or increasing 7, and using an oil
immersion objective lens. Generally the achievable resolution of light microscopy is
0.2 um, which is is not generally sufficient for the characterization of nanostructures.
However, some specialized light microscopy techniques are applicable that are not
diffraction-limited and that allow much lower limits of resolution, such as scanning
near-field optical microscopy (SNOM) as discussed in Section 2.2.4.1. In electron
microscopy the accelerated electron wavelength is ~10° times smaller than that of light,
which leads to increased resolution. For electrons accelerated through a potential V, the
corresponding de Broglie wavelength is given by

h
A= el (2.4)

ignoring relativistic effects, where m. and e are the electron mass and charge, respect-
ively. For an accelerating potential of 100kV, this gives an electron wavelength of
0.0037 nm. For electrons in a vacuum #n, = 1, and electron lenses employ very small
values of o (~1073 radians), thus the diameter of the disc of confusion due to Airy
diffraction simplifies to Dg = 1.22)\/cv, giving a limit of resolution of ~0.2 nm. Electron
microscopy techniques are discussed in Section 2.3. Finally, for scanned imaging
techniques, the resolution is determined primarily by the size of the scanned probe:
the smaller the probe, the higher the resolution. However, many scanning techniques
such as SEM and STEM necessarily employ condenser lenses to demagnify the probe,
which may limit the attainable resolution.

The depth of field z is the range of positions of the object, on either side of the object
plane, which give no loss in resolution. Since the resolution is limited by diffraction, it is
relatively simple to show that

0.61X
f=——— (2.5)
ne SIn o tan o

Electron microscopes operate with small values of «, thus the depth of field is relatively
large compared to light microscopy, where « is much bigger. Typical values for a
magnification of x1000 are z =40 pm (SEM) and 1 pm (light microscopy). A large
depth of field is particularly useful for imaging three-dimensional (3D) structures and
devices.

The depth resolution of a signal and hence an image depends on either the penetra-
tion depth of incident radiation or the escape depth of the monitored signal. This can
vary from a few atom layers (e.g., XPS, Auger, SIMS) to micrometres (e.g., X-ray
emission in SEM).
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A large number of imaging techniques (for example, TEM) essentially provide a two-
dimensional (2D) projection of what is in reality a 3D object; essentially there is no
depth resolution and information is averaged through thickness. Tomographic tech-
niques essentially reconstruct the 3D image, and hence the object, from a set of 2D
projections measured along different directions of the incident radiation. An example of
tomographic reconstruction using scanning force microscopy is given in Section 2.5.2.
Alternatively, confocal techniques are based on images measured at different depths
within a structure with a very small depth of field; this focal series may also be
reconstructed to form a 3D representation of the object.

2.2.3 Other considerations for imaging

Image points in a particular microstructural feature will only be discernible if they have an
intensity Iy greater than the intensity I, of neighbouring points in the background,
regardless of the resolution. The contrast C is given by C = (Iy—1I,)/I,. Signals always
contain some degree of noise N which will be given by Poisson statistics as N = /n, where
n is the number of signal counts at a particular point. One criterion for visibility is the
Rose criterion, which states that (I;—1,) must be greater than 5 times the noise level.
Lenses for light or electrons are not perfect but possess physical and geometrical
aberrations that distort the image and lead to a loss in resolution and quality above and
beyond the diffraction-limited resolution. These may be summarized as follows:

e Chromatic aberration arises because lenses have different focal lengths for different
wavelengths of radiation. If the radiation is not monochromatic (of a single A\ or
energy) then the lens will cause the radiation to be focused over a range of positions;
this leads to a point in the object becoming a disc of confusion in the image.

e Spherical aberration arises due to the difference in path lengths of rays travelling
through different portions of the lens. An axial ray travelling along the optic axis
through the centre of a lens will be focused further away from the lens than a non-
axial ray travelling through the extremities of the lens. This also leads to a point in the
object becoming a disc of confusion in the image.

e Astigmatism arises when the focal length of the lens differs in two axial planes
perpendicular to each other. For electromagnetic lenses this may be corrected by
the use of externally imposed fields known as stigmators.

In light microscopy it is possible to reduce both chromatic and spherical aberrations by
using combinations of concave and convex lens elements. However, this is not usually
possible for electromagnetic lenses, where the only solution is to reduce the aperture
angle, cr, which makes the diffraction limited resolution worse. Also it is possible in both
light microscopy, SEM and TEM to make the radiation more monochromatic, thereby
minimizing chromatic aberrations. Recent developments in instrumentation allow the
computer-controlled correction of spherical aberration in electromagnetic lenses in
SEM, TEM and STEM; aberration-corrected STEM can produce sub-angstrom probes
for imaging, as evinced by the SuperSTEM facility at Daresbury Laboratories, UK.
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2.2.4 Light microscopy

As stated the resolution limits for visible or UV light microscopies are insufficient for the
direct visualization of nanostructures. However, such techniques may be extremely useful for
the analysis of larger-scale devices and architectures constructed from nanoscale elements.
One important point concerning light microscopy is that the detection limit for dark lines on
a white background (white ground/bright field) is considerably less than the resolution
(diffraction) limit, while for dark ground/dark field epi-illumination conditions (white lines
on a dark background) there is essentially no detection limit other than that of the photon
detector. Indeed, epi-illumination fluorescence light microscopy is based on the detection of
probes (e.g., DNA markers) at the Angstrom level (although not their resolution). However,
we do not intend to go into great detail on these topics here and the interested reader is
referred to the bibliography for a comprehensive description. Key aspects to note are that,
owing to the nature of the radiation, the sample can be viewed under ambient conditions and
can also be subjected to dynamic experiments whilst being simultaneously observed.

Light microscopy techniques divide into reflection and transmission methods and
both may require some sample preparation such as polishing or thin sectioning. Both
transmission and reflection light microscopy can exploit the optical anisotropy (bire-
fringence) of specimens by use of incident plane or circularly polarized light and can
give colour contrast that depends on specimen anisotropy, orientation absorption and
(in the case of transmitted light) thickness.

Two powerful techniques that have arisen in recent years are confocal methods and
near-field optical techniques. As stated the diffraction-limited resolution of light micro-
scopy is generally too large for application to the majority of nanostructures, however,
scanning optical microscopy (SOM) has had applications. Here a beam of light is scanned
across the surface of a specimen. Scanning is performed either by using a spinning disc
with a pattern of holes or by using a focused probe such as a laser. The signal is either
reflected, fluorescent or transmitted light. To achieve a good resolution, small-diameter
spots are required with a large convergence angle which thus limits the depth of field.
Confocal scanning light microscopy involves focusing the imaging signal onto a detector
aperture in a plane conjugate with the objective focal plane. As shown in Figure 2.4, this
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mirror
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e

Figure 2.4 Schematic diagram of a confocal scanning light microscope



ELECTRON MICROSCOPY 69

effectively selects signals from just the focal plane of the objective (i.e., with a very small
depth of field). This allows optical sectioning of the image of the specimen, which is useful
for quantitative measurements of topography; the sections can be stored and recombined
to give an extended focus image.

2.2.4.1 Scanning near-field optical microscopy

Scanning near-field optical microscopy (SNOM) is a scanning optical microscope sur-
face (reflection) technique that provides a limit of resolution beyond the diffraction
limit. The sample is illuminated in the near field with light of a chosen wavelength
passing through an aperture a few tens of nanometres in diameter formed at the end of a
single-mode drawn optical fibre coated with aluminium to prevent light loss, thus
ensuring a focused beam from the tip. The probe is usually held fixed while the sample
is scanned employing the same piezoelectric drivers used in most commercial scanning
probe microscopes (Section 2.5). The tip-to-sample distance may be accurately con-
trolled using a feedback circuit and used to generate both optical images (at a resolution
below 100 nm) and topographic images (tip displacement images). The most commonly
chosen imaging mode is fluorescence, but other variants include UV-visible, IR and
Raman techniques, which can provide chemical information using near-field spectro-
scopy. Despite the promise that it offers, SNOM remains a less widely used technique
than AFM, and is generally perceived as being experimentally challenging.

2.3 ELECTRON MICROSCOPY

2.3.1 General aspects of electron optics

Electron microscopy is an extremely important technique for the examination and
analysis of both the surface and subsurface of nanostructured systems (SEM) as well as
the bulk structure of thin samples, usually averaged through thickness (TEM and STEM).

In many respects, electron optics may be regarded as analogous to light optics; the
main differences may be summarized as follows. Firstly, the wavelength of accelerated
electrons is very much smaller than the wavelength of visible or UV photons, which
implies a much greater resolution for electron imaging. Secondly, electrons interact
much more strongly with matter than photons, thus all optical paths in an electron
microscope must usually be under a vacuum of at least 107 Pa. However a major
benefit for nanostructures is that even though the signal is derived from a small
amount of material, it will be relatively strong compared to that derived using other
incident radiations. Thirdly, electrons are charged particles and may thus be focused
by magnetic or electric fields. Furthermore, this focused electron beam may be
scanned relatively easily using electrostatic fields. Finally, there is therefore no change
in n, during passage through such a lens, so n, may be taken as unity, which simplifies
the optical formulae. However, in order to reduce lens aberrations when using electro-
magnetic lenses, the value of « is kept very small and only rays close to the optic axis
are employed.
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2.3.2 Electron beam generation

The electron beam may be produced either by thermionic emission, where thermal
energy is used to overcome the surface potential barrier (work function) of a solid
source and so allow extraction of electrons from the conduction band of an emitter, or
by field emission, in which an extremely high electric field is employed to reduce the
surface potential barrier of an emitter. The finite width of the barrier allows quantum
tunnelling of electrons out of the source at room temperature (cold field emission),
although higher temperatures have been used more recently (Schottky or thermally
assisted field emission), which requires a lower field strength.

A typical thermionic electron gun employs a tungsten cathode filament which is
resistively heated to 2800K in a vacuum of 10~*Pa to give the electrons sufficient
energy to overcome the work function of the metal. The emitted electrons are
collimated and focused using a Wehnelt cylinder to a beam of typically 50 pm in
diameter. The anode potential is typically 1-20kV in the SEM and 100-200kV in
the TEM.

An important electron gun parameter is the brightness of the source 3, the current
density per unit solid angle. Increased brightness allows either the use of higher
currents, which improve sensitivity and image contrast, or smaller probe areas, which
yield higher spatial resolution. The brightness may be increased by using a lanthanum
hexaboride (LaBg) filament that possesses a lower work function than tungsten and a
smaller source size (~1 um), giving an order of magnitude increase in 5. Alternatively,
a field emission gun (FEG), which employs a high field strength surrounding a pointed
tungsten cathode of radius 100 A, gives a source size as low as 5Snm and a brightness
increase of 10* over a thermionic tungsten filament. Both sources possess a longer
lifetime than tungsten filaments but require a higher vacuum in the gun region. These
sources also give a much reduced energy spread of the emitted electrons, leading to
improved resolution as a result of reduced chromatic aberration in spectroscopic
analysis.

2.3.3 Electron—specimen interactions

Figure 2.5(a) summarises the various signals produced as a result of electron—specimen
interactions in SEM and shows the calculated volumes and penetration depths which
give rise to the different signals from thick specimens. The interaction volume is defined
as the volume within which 95% of the electrons are brought to rest by scattering, and
has a characteristic teardrop shape (as shown in the figure). The depth and lateral width
of electron penetration in the specimen are roughly proportional to V2 and V>
respectively, where V' is the accelerating voltage. Materials of high (average) atomic
number will exhibit reduced electron penetration depths and increased lateral spread
relative to those of lower atomic number. For comparison, Figure 2.5(b) shows the
signals produced in thin specimens appropriate for TEM imaging. Besides the primary
electrons, there are various types of emitted electrons which leave the surface of a bulk
sample and may be used for imaging or analysis, as summarized in the following
sections.
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Figure 2.5 Schematic diagram of the beam—specimen interaction in (a) a thick specimen and (b) a
thin specimen

2.3.3.1 Secondary electrons

The term ‘secondary electrons’ is used in general to describe any electrons that escape from
the specimen with kinetic energies below about 50eV. They are most likely to arise from
ionized electrons previously associated with atoms close to the surface of the solid which
have gained a small amount of kinetic energy and escaped. Alternatively they may be
primary electrons which have lost nearly all their energy through scattering and have
reached the surface. Secondary electrons are extremely abundant and the secondary
electron yield, ¢ (the number emitted per primary electron), is dependent on the accelerat-
ing voltage and can even exceed 1, hence they are extensively used for imaging in SEM.

2.3.3.2 Backscattered electrons

Some primary electrons undergo large deflections and leave the surface with little change
in their kinetic energy; these are termed backscattered electrons (BSE). The backscattered
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electron yield, n, is almost independent of accelerating voltage and is small compared with
6, but backscattered electrons are also used for imaging in SEM as 7 is strongly dependent
on Z (unlike 6) owing to the fact that they arise from Rutherford backscattering from the
nucleus. Owing to this nuclear interaction, backscattered electron imaging can be used to
differentiate phases of differing average atomic numbers.

2.3.3.3 Auger electrons and emitted X-rays

Atoms which have undergone inner shell ionization and have been promoted into an
excited state by the primary electron beam relax when electrons from higher energy
levels drop into the vacant inner shells. This process results in the release of the excess
energy between the electron energy levels involved in the transitions (AE), producing
low-energy (100—1000eV) Auger electrons, or X-rays, or visible photons of wavelength
A= hc/AE. The Auger yield is small, except in the case of light elements, and is
extremely useful for surface analysis (Section 2.8). The energies and wavelengths of
the emitted X-rays, which are characteristic of the atom involved, are used in elemental
analysis (Section 2.8.1).

2.3.4 Scanning electron microscopy

The scanning electron microscope (SEM) is extremely useful for imaging surface and
subsurface microstructure. The basic layout of SEM instrumentation is shown in Figure 2.6.
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Figure 2.6 Schematic diagram of the layout of a scanning electron microscope
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The electron gun usually consists of a tungsten or LaB¢ filament, however FEGs are
becoming increasingly necessary for imaging nanostructures at high resolution. The
accelerating voltage is usually between 1 and 30 kV. The lower voltages can be used with
high-brightness LaBg and FEG sources and they are often employed to increase surface
detail and obviate sample charging in non-conducting or poorly conducting samples.

In the SEM, two or more condenser lenses are used to demagnify the crossover
produced by the gun, while the objective lens focuses the electron probe onto the
specimen so that the final probe diameter lies between 2 and 10nm. The objective
aperture limits the angular spread « of the electrons. The focused beam is scanned
across the specimen surface in a two-dimensional raster, with the beam passing through
the optic axis at the objective lens; meanwhile, an appropriate detector monitors the
secondary electrons or other signal, such as backscattered electrons or X-rays, as they
are emitted from each point on the surface. Simultaneously, using the same scan
generator, a beam is scanned across the recording monitor. The intensity of each pixel
on the monitor is controlled by the amplified output of the selected detector and is
therefore directly related to the emission intensity of the selected interaction at the
corresponding point on the specimen surface. The magnification is simply the ratio of
the monitor raster size to the specimen raster size and, as in field ion microscopy, it
involves no lenses.

2.3.4.1 Secondary electron imaging

During electron irradiation, a wide spectrum of low-energy secondary electrons are
emitted from the surface of the specimen with a high emission cross section, giving
images with a high signal-to-noise ratio. They are detected by a scintillator—photo-
multiplier system known as an Everhart-Thornley (ET) detector positioned to the side of
the specimen chamber. Surrounding the scintillator is a grid (a Faraday cage) which has
a small positive bias to attract the low-energy secondary electrons that are travelling in
all directions away from the specimen surface. High-energy backscattered electrons
travelling directly towards the detector will also contribute to the image, however due
to the small detector collection angle, this signal is relatively low. The ET detector will
collect nearly all secondary electrons and therefore images appear to look down holes
and over hills. However, the signal from sample areas in direct line-of-sight of the
detector is slightly higher than the signal from ‘unseen’ parts of the specimen and
consequently they will appear brighter, an effect known as shadowing contrast. The
detector and a typical secondary electron image are shown in Figure 2.7.

The shape of the interaction volume relative to the specimen surface, and hence the
secondary electron yield, depends on the angle of inclination 6;,, between the beam and
the specimen surface, varying as 1/cos 6i,. This inclination effect means that the edges
of a spherical particle will appear brighter than the centre and, for studies of specimen
topography, specimens are normally tilted 20—40° towards the detector to maximize the
signal. Due to increased field strength at sharp edges and spikes on the specimen
surface, the emission of secondary and backscattered electrons increases, and such
features will appear bright, known as edge contrast. Consequently, owing to the surface
specificity and the contrast effects mentioned above, the major use of secondary electron
imaging is for topographic contrast. In general, topographic images obtained with
secondary electrons have the same appearance as an object illuminated with diffuse
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Figure 2.7 Schematic diagram showing a secondary electron detector and a solid-state back-
scattered electron detector together with typical images

light, in that there are no harsh shadows. Quantitative information on surface topo-
graphy may be obtained using stereomicroscopy techniques in which two images are
taken under identical magnification conditions at slightly different tilt angles (e.g., —5°
and +5°). The images may be viewed using a special stereo viewer (which allows the
brain to interpret them as a 3D picture). For quantitative work, the relative displace-
ment or parallax between two features on the pair of tilted images allows their height
separation to be determined.

Since the detected secondary electrons only originate from the top few nanometres of
the specimen surface, the emission diameter will only be slightly bigger than the probe
diameter (Figure 2.5). The lateral resolution in secondary electron images is therefore of
the order of 1-5nm for typical specimens but will obviously vary with probe size and
signal-to-noise considerations. The depth resolution is a function of the accelerating
voltage. Secondary electron imaging is therefore the most useful general signal for
imaging nanostructures in the SEM due to the high signal level combined with high
lateral and depth resolution.

2.3.4.2 Backscattered electron imaging

BSEs have very high energies and low yields compared to secondary electrons. The ET
detector may be used to collect only BSEs by making the grid bias slightly negative so as
to exclude secondary electrons. However, only those electrons travelling in line-of-sight
towards the detector will contribute to the relatively low signal and therefore images will
show very strong shadowing contrast and a low signal-to-noise ratio. More normally a
large-area solid-state BSE detector is employed; this consists of a thin, annular-shaped
semiconductor device (a reverse-biased pn junction) attached to the bottom of the
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objective lens, as shown in Figure 2.7. High-energy BSEs incident on this detector
cause the formation of electron—hole pairs which, once separated, form a current and may
be amplified. The response time is relatively slow, which necessitates the use of slow scan
rates.

The resolution in BSE images is typically in the range 25-100 nm, which is signifi-
cantly worse than in secondary electron images due to the larger penetration depth and
thus sampling volume (Figure 2.5). Although the BSE yield 1 depends sensitively on
atomic number Z, it is essential to minimize topographic effects via the use of flat, well-
polished specimens if elemental contrast imaging is required.

In a crystalline material, n also depends weakly on the orientation of the crystal with
respect to the incident beam. If the beam is parallel to a set of atomic planes, electrons
are channelled into the crystal structure, giving abnormally large penetration depths,
which means that BSEs are less likely to escape to the surface and therefore 7 is
considerably reduced. In a well-polished, undeformed polycrystalline material, grains
at different orientations will therefore show different channelling contrasts. Electron
backscattered diffraction (EBSD) patterns from a given probe position on the specimen
are recorded using a tilted sample and a specially inserted phosphor screen or scintil-
lator to record the angular variation of the BSE yield. When the sample is translated
relative to the beam, EBSD may be used to map the relative crystallographic orienta-
tions of grains within a microstructure at a resolution >100 nm.

2.3.4.3 Voltage contrast imaging

Voltage contrast arises since the secondary electron yield is sensitive to the variation in
electric fields which may occur at the surface of semiconducting specimens; positive
potentials discourage secondary electron emission whereas negative potentials enhance
it. Biased semiconductor devices can therefore be imaged in SEM with negatively biased
regions appearing bright.

2.3.4.4 Electron beam induced current imaging

Electron beam induced current (EBIC) contrast arises from ionization of valence
electrons in the specimen by the incident beam. Normally the electron—hole pairs
recombine to produce photons, called cathodoluminescence (Section 2.7.3.2), but in a
biased semiconductor specimen the two charge carriers may be separated, giving rise to
a current. Measurement of this current allows images to be formed and can give
information on conductivity, carrier lifetimes and mobilities. This is useful for the
dynamic imaging of integrated devices during operation.

2.3.4.5 Magnetic contrast imaging

Magnetic contrast arises due to the interaction of the external leakage magnetic fields at
a specimen surface which can deflect the emitted secondary electrons and BSEs, or via
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the interaction of the primary beam with the internal magnetic field of the specimen,
which will deflect the beam and change emission yields. In principle both mechanisms
allow imaging of magnetic domain structures and can also be employed for Lorentz
microscopy in the TEM.

2.3.4.6 Environmental scanning electron microscopy

Environmental scanning electron microscopy (ESEM) or variable pressure SEM relies
on imaging in a much degraded vacuum in the SEM chamber, but not the electron gun
region. Imaging mechanisms in ESEM (particularly secondary electron imaging) rely on
the amplification of the signal by the ionization of gas molecules in the chamber.
The introduction of gas into the chamber has a number of benefits as well as drawbacks:
(a) It is possible to image uncoated non-conducting samples since specimen charging is
compensated for by attraction of ionized gas molecules or electrons to the specimen
surface. (b) It is possible to image specimens which are in the hydrated state or even
reacting in-situ within the SEM. In particular, dehydration of an SEM sample within the
vacuum can lead to large changes in specimen morphology. (c) Image resolution is
degraded due to interaction of the incident and scattered electrons beams with the
gaseous atmosphere.

2.3.5 Transmission electron microscopy

The conventional transmission electron microscope is a key tool for imaging the internal
microstructure of ultrathin specimens. The basic TEM instrumentation is summarized
in Figure 2.8. The electron gun is usually thermionic tungsten or LaBg, however FEGs
are becoming increasingly common. The accelerating voltage is considerably higher
than in an SEM and is typically 100-400kV, although a number of specialist high-
voltage instruments are designed to operate at 1 MV and above. The benefits of high
voltage include increased imaging resolution, due to the decreased electron wavelength,
and also increased penetration and thus the ability to study thicker samples. Two or
more condenser lenses demagnify the probe to typically 1 um in diameter, although this
can be reduced via use of a condenser—objective nanoprobe system. The condenser
excitation controls the beam diameter and convergence. The first condenser (C1) con-
trols the demagnification of the crossover (the spot size), whilst the second condenser
(C2) controls the size and convergence of the probe at the specimen, and hence the area
of the sample that is illuminated. The specimen must be no more than a few hundred
nanometres in thickness, and is usually in the form of a 3mm diameter disc. The
specimen is located between the pole pieces of the objective lens. The combination of
the objective lens and the projector lens system provides an overall magnification of
around 10°. The selected area diffraction (SAD) aperture allows selection of a minimum
sample area of ~0.1 um diameter for electron diffraction. Smaller areas (down to a few
nanometres in diameter) can be selected using a focused probe rather than an aperture;
this is convergent beam electron diffraction (CBED).
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Figure 2.8 Schematic diagram of the layout of an analytical transmission electron microscope

TEM specimens are normally in the form of an ultrathin disc, prepared by cutting,
mechanical polishing or chemical dissolution, followed by electropolishing (for con-
ducting materials), chemical polishing (for semiconductors and ceramics) or ion beam
milling, including focused ion beam (FIB) machining. Powders may be ground and
dispersed onto an amorphous support film on a circular metal grid.

2.3.5.1 Electron diffraction

As described in Section 2.1.2.5, amorphous materials exhibit diffuse diffraction rings
related to the average interatomic separations and hence the radial distribution function.
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For crystalline materials, the periodic atomic arrangement of atoms scatters the electrons
through well-defined angles given by Bragg’s law (2.1). Since A is small (e.g.,
A =0.0037nm for 100keV electrons), the Bragg angles are generally small (of the order
of 1073 radians), sin § ~ 6 and therefore A\ = 246. Hence diffraction occurs only when the
planes of atoms are closely parallel to the incident beam, as shown in Figure 2.9.

Since the TEM specimens are so thin, the diffraction conditions along an axis normal
to the specimen are significantly relaxed, such that reflections will be excited even when
Bragg’s law is not exactly satisfied. Thus when the beam is parallel to a major zone axis
there will be a large number of (k) planes in the zone close to their Bragg angles, giving
rise to a large number of diffracted beams. The intensity of a particular diffracted beam,
g = (hkl), is a function of the particular diffracting plane in question, the deviation away
from the exact Bragg condition, and the sample thickness.

If the specimen area is polycrystalline, then electron diffraction produces a pattern of
concentric rings of radii » which exhibit virtually all possible d spacings, owing to the
fact the crystallites are randomly oriented (Figure 2.9). The diffraction pattern may be
analysed using the relationship r/L = 20 = )\/d, where L is known as the camera length.
Thus r is directly proportional to 1/d; the constant of proportionality L is known as the
camera constant. For a single-crystal specimen, the diffraction pattern will consist of
points, spaced at a distance proportional to 1/d, aligned in a direction perpendicular to
the orientation of the (hk/) planes as shown in Figure 2.9. The electron diffraction
pattern essentially represents a scaled section through the reciprocal (Fourier space)
lattice normal to the electron beam direction; the beam direction is simply the vector
cross-product of two reciprocal lattice vectors in the plane. Analysis of the diffraction
patterns obtained along different incident beam directions, which represent differing
projections of the reciprocal lattice, allows the extraction of the real space lattice and
hence the unit cell of the material.

Any restriction in the dimensions or morphology of the sample, such as plate-like
precipitates oriented parallel to incident beam direction, will lead to changes in the form
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Figure 2.9 Schematic diagram of (a) the geometry of electron diffraction in the TEM and the form of
the diffraction pattern for (b) amorphous, (c) polycrystalline and (d) single-crystalline sample regions



ELECTRON MICROSCOPY 79

of the diffraction pattern such as streaking of the diffraction spots. Furthermore,
materials with ultrafine grain sizes will exhibit a degree of broadening in their poly-
crystalline ring patterns, as described in Section 2.6.1. Both these effects are highly
relevant for the analysis of nanostructured materials.

If the incident electron beam is essentially parallel then, for a crystalline material,
sharp spots are obtained in the electron diffraction pattern. As shown in Figure 2.9, the
area of the specimen contributing to the diffraction pattern can be defined by the
position of the SAD aperture in the TEM image. However, if the SAD aperture is
removed and the incident beam is focused onto the specimen (i.e., it is convergent), then
there are a range of possible incident beam directions and thus Bragg angles. This
constitutes the CBED technique, and leads to a broadening of the normal diffraction
spots into discs, the diameters of which are proportional to the beam convergence semi-
angle «. For small diffraction angles a plane in reciprocal space is sampled, whereas at
larger diffraction angles other reciprocal lattice planes are intersected and appear in the
pattern. CBED patterns can give information on the 3D crystal structure, the symmetry
of the unit cell, the sample thickness and the exact lattice parameters to an accuracy of
1 part in 10*. This ability to identify the structure and orientation from individual
microstructural regions, either using a SAD aperture or a focused probe, allows the
identification of crystallographic orientation relationships between two adjacent nano-
structural components (e.g., a layer and a substrate when viewed in cross section or,
alternatively, a matrix and a precipitate).

2.3.5.2 TEM imaging

A TEM image is a two-dimensional projection of the internal structure of a material.
There are three basic contrast mechanisms which contribute to all TEM images.

Mass thickness contrast

During transmission through a thin TEM sample, electrons undergo a range of scatter-
ing processes which change their energy and angular distribution. The intrinsic bore of
the microscope column prevents electrons that have been scattered through an angle
greater than ~10~2 mrad from contributing to the image. In the presence of a sample,
regions that are thicker or of higher density will scatter the electrons more strongly and
hence more electrons will be scattered through an angle greater than 10~> mrad making
these areas appear darker in the image. This simple mass—thickness contrast is exhibited
by all specimens, whether amorphous or crystalline. Biological samples are often
deliberately stained with a heavy metal such as osmium or uranium in order to increase
the image contrast from the structural features into which the stain becomes incorp-
orated; see Figure 8.10(b).

Contrast may be increased by placing an objective aperture in the back focal plane of
the objective lens, which will further limit the angular range of electrons allowed to
contribute to the image. If this objective aperture is centred on the optic axis, then in the
absence of a specimen the image is bright, hence this is termed bright-field imaging
(Figure 2.10).
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Figure 2.10 TEM ray diagrams for the formation of (a) bright-field and (b) dark-field images
together with some typical images of carbide precipitates in a vanadium steel. Image courtesy of
Dr Keijan He, Institute for Materials Research, University of Leeds

Diffraction contrast

Diffraction contrast is the major contrast mechanism in crystalline specimens, especially
at medium magnifications. It arises from the differing amplitudes of the undiffracted
beam and diffracted beams, resulting in intensity variations in the image formed by the
different beams. If the objective aperture is centred on the undiffracted beam, then we
have a bright-field image as discussed: however, in addition to mass—thickness contrast,
any region of the specimen which is in the right orientation (relative to the electron
beam direction) for strong diffraction to occur will also appear dark. Correspondingly,
if the objective aperture is centred on a diffracted beam, either by displacing the
aperture off the optic axis or by tilting the beam so that the diffracted beam travels
along the optic axis (giving fewer aberrations in the image) and is used to form the
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image, then this is known as dark-field imaging, also shown in Figure 2.10. Selection of a
particular diffraction spot associated with a specific crystal structure can be used, for
example, to identify diffracting crystallites. A large range of common microstructural
features show strong diffraction contrast.

Bend (extinction) contours

The closer a crystal plane is to a Bragg orientation, the more strongly it diffracts and
the darker it appears in the bright-field image (and correspondingly the lighter it
appears in the dark-field image). Most thin specimens are buckled, in which case some
areas are closer to a major zone axis than others, leading to bright and dark regions
known as bend contours. Similar effects allow direct observation of strain fields in
TEM images.

Contrast from variations in specimen thickness

As the direct and undiffracted beams propagate through a crystal, they undergo
complementary fluctuations in intensity, the periodicity of which (the extinction dis-
tance) depends on the specimen, the operative Bragg planes and their deviation from the
exact Bragg angle. Hence wedge-shaped crystals or, for example, inclined grain bound-
aries show corresponding changes in intensity called thickness fringes, from which the
specimen thickness can be calculated.

Contrast from crystal defects

When atoms are displaced by a vector R from their lattice positions due to the strain
field of a crystal defect, the diffraction conditions are changed and the defect may
appear as a different contrast in bright-field and dark-field images depending on which
diffracted beams are used for imaging. Generally the appearance of a defect in a dark-
field image using a particular Bragg reflection g will depend on the magnitude of the
product g.R. If this scalar product is zero, then this implies that this particular set of g
planes remain unchanged by the presence of the defect, therefore the diffracted intensity
is unaffected and the image is the same as that from a perfect crystal (i.e., the defect is
invisible). Other values of this scalar product will lead to some degree of contrast, except
for certain special cases. Determination of R for a particular defect may be achieved by
determining two or more g vectors for which the defect is invisible.

Examples of planar defects include stacking faults and grain boundaries. The defect
plane in a stacking fault separates the crystal into two parts, shifted through a vector R
(in addition there might also be a misorientation). Interference between the beams
diffracted from the upper and lower parts of the crystal which have undergone different
phase changes gives rise to a set of fringes running parallel to the intersection of the fault
with the specimen surface. Furthermore, on crossing a grain or phase boundary, the
crystal orientation or structure may change and thus the diffraction conditions are
unlikely to be similar on both sides of the boundary. If the boundary is inclined, one
grain may be strongly diffracting and show thickness fringes whereas the other may
show little contrast. If both grains are strongly diffracting, then we may obtain inter-
ference between the two sets of fringes producing Moire fringes of a different, usually
larger, spacing to the individual interplanar spacings.
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An example of a line defect is a dislocation. If a crystal is not in a Bragg condition,
then at the core of an edge or screw dislocation the lattice planes are severely bent and
must at some point reach the Bragg angle and so diffract. Thus in a bright-field image
the dislocation core will normally appear as a dark line.

Examples of three-dimensional defects include precipitates and voids or pores.
Incoherent precipitates show diffraction and mass—thickness contrast due to differences
in orientation, structure factor or density with respect to the matrix. Coherent precipi-
tates may produce Moire fringes due to interference between two Bragg reflections.
Coherent or semicoherent precipitates may also strain the matrix, giving rise to contrast
in a similar way to that observed at dislocations. Voids will show some mass—thickness
contrast in that they will appear bright. If the void is faceted then effectively the void
will produce thickness variations and thus thickness fringes; the void will appear dark
on bright thickness fringes, and vice versa.

Phase contrast: lattice imaging

Phase contrast arises when electrons of different phases interfere to form an image. It is
present in virtually all TEM images but is generally only visible as a speckled background
at high magnifications. Phase contrast is used to form an atomic resolution lattice image
by orienting the specimen perpendicular to a major crystallographic zone axis and letting
at least two beams pass through the objective aperture; i.e., the undiffracted (000) beam
and also the +g beam and maybe also the —g beam. The beams interfere and reproduce
the periodicity of the object; i.e., a one-to-one correspondence between the observed
fringes and the g lattice planes. If many beams are allowed to pass through the objective
aperture then a number of intersecting lattice fringes will be observed, giving rise to spots
at the positions of the atomic columns and therefore a structure image (a two-dimensional
projection of the atomic structure), as shown in Figure 2.11(d).

2.3.6 Scanning transmission electron microscopy

The general principle of STEM is similar to that of SEM, except that the electron
detector is now located below a thin TEM specimen as shown in Figure 2.12. The small
probe (of the order of angstroms), produced by a FEG and a condenser—objective lens
system, is scanned across the specimen and the signal detected and imaged on a monitor
or frame store. The resolution is determined mainly by the probe diameter, which is
usually of the order of a nanometre, although recent developments in the correction of
spherical aberration in the probe-forming lens have demonstrated sub-angstrom reso-
lution. Many conventional TEMs have a separate scanning attachment; however, dedi-
cated STEMs operate entirely in scanning mode under UHV conditions. Bright-field
STEM imaging uses an axial detector to detect electrons scattered through relatively
small angles, and images contain diffraction contrast. Dark-field STEM imaging is
essentially incoherent and employs an annular detector to detect electrons scattered
through higher angles. High-angle annular dark field (HAADF) image intensity is
roughly proportional to the square of atomic number (so-called Z contrast) and is
therefore extremely useful for mapping phases at ultra-high resolution.
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(d

Figure 2.11 Examples of TEM images that exhibit diffraction contrast and phase contrast:
(a) ferrite—cementite interface in a steel, (b) twinned titanium boride precipitate in a titanium alloy
matrix, (¢) nickel catalyst particles on a silica support and (d) grain boundary in zirconia
polycrystal. Images courtesy of Drs Andy Brown and Andrew Scott, Institute for Materials
Research, University of Leeds

2.4 FIELD ION MICROSCOPY

In the field ion microscope (FIM), the specimen consists of a conducting or semicon-
ducting fine needle-tip of radius r (usually between 5 and 100 nm) prepared by etching
or electropolishing techniques, such that individual atoms stand out in a terrace of
atomic-scale ledges. The tip is held at a positive potential (between 5 and 20 keV), with
respect to a negatively charged conductive fluorescent screen of radius R, in a high
vacuum and is maintained at cryogenic temperatures. A low-pressure inert gas, such as
hydrogen or helium, is introduced into the chamber, the atoms of which become
polarized in the electrostatic field between the screen and the tip and are therefore
attracted to the tip by the increased field intensity. The polarized atoms are then ionized
and lose electrons (which channel into the tip) either at one point of contact or by
‘hopping’ over the surface. The resulting positive ions are then accelerated towards the
fluorescent screen, giving an instantaneous fluorescent signal. In principle, each fluor-
escent point on the screen corresponds to an atom in the tip and the high-contrast image
consists of a pattern of bright dots on a dark background, which reproduces the atomic
arrangement of the tip.
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Figure 2.12 Schematic diagram of the layout of a STEM together with HAADF images of a
silicon—nickel disilicide interface in two projections with the directly interpretable atomic structure
model superimposed. Images courtesy of Dr Andrew Bleloch, Daresbury Laboratories

The image magnification is equal to the ratio of the radius of the screen to that of the
tip (R/r) and is of the order of 10°. More importantly, the limit of resolution is that of an
individual atom and the FIM was the first instrument to provide images of atoms and
their arrangement at the tip, as well as the location of vacancies and line imperfections.
Since no lenses are involved, there are no depth-of-field or diffraction limitations to be
considered.

So much for the (potential) advantages of FIM. Apart from the difficulties associated
in the preparation of such a fine tip (and the geometrical constraints on a specimen
which this imposes) as well as the exclusion of contamination or adsorbed surface
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species, there is the problem that the field strength at the tip must be sufficiently high to
ionize the gas atoms introduced into the chamber, but not so high as to result in field
evaporation or emission of atoms from the tip. In practice only those high melting point
elements with high cohesive energies (e.g., Fe, Mo, W, Rh and Pt) and their compounds,
which can resist field evaporation at the field strengths needed for inert gas ionization,
fulfil this requirement. No breakthrough has been found in the case of gases which
ionize more easily. On the other hand, this problem is turned to advantage in the atom
probe FIM (APFIM), which involves the controlled progressive removal via field
evaporation of (ionized) atoms from the tip. Moreover, the desorbed atoms can be
individually chemically identified using a time-of-flight mass spectrometer giving
atomic-scale resolution maps of elemental distributions. A recent variant, the posi-
tion-sensitive atom probe (POSAP), allows a three-dimensional reconstruction of the
atomic structure in the tip across an area of about 20 nm?.

In a sense, APFIM has come full circle from the field emission microscope (FEM),
invented prior to the FIM, in which the polarities of the tip and the screen are reversed
and which, of course, forms the basis of the field emission gun in electron microscopy.
In principle the emitted electrons recorded on the conductive fluorescent screen arise
from individual atoms projecting from the tip surface as in FIM, but in practice the
images suffer from noise and perturbations in the electron trajectories.

2.5 SCANNING PROBE TECHNIQUES

2.5.1 Scanning tunnelling microscopy

Scanning tunnelling microscopy (STM) is the ancestor of all scanning probe micro-
scopies, which allow the real space imaging of surfaces with atomic resolution and
employ no illumination and no lenses! The experimental arrangement is shown in
Figure 2.13. A sharp conducting tip (often tungsten), acting as the anode, is brought
close to the surface of the specimen (the cathode). A bias voltage ranging from 1 mV to
1V is applied between the tip and the sample. Above the specimen surface there is an
electron cloud due to surface atoms, and when the tip is brought within about 1 nm of
the sample surface, electrons can quantum mechanically tunnel across the gap, causing
a current to flow. The direction of electron tunnelling across the gap depends on the
sign of the bias voltage. It is this current that is used to generate an STM image. The
tunnelling current falls off exponentially with distance between tip and surface, and if
the tip or sample is scanned laterally using piezoelectric drivers, the STM image
reflects the variation in the sample surface topography. If the system is carefully
damped from mechanical vibrations, the STM image will possess a sub-angstrom
resolution vertically and atomic resolution laterally. The tunnelling current also
depends on the atomic species present on the surface and their local chemical envir-
onment. In principle, no vacuum is required except when studying adsorption of
species on surfaces. However, many STMs are operated under UHV as any oxide or
contaminant can interfere with the tunnelling current. Furthermore, it is important to
note that an STM cannot image insulating materials, except under conditions where
they have appreciable conductivity, such as at high temperature.
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Figure 2.13 Schematic diagram of (a) a general scanning probe microscope, (b) the tip-sample
interaction and I~V curve for STM, and (c) a typical STM image. Image (c) courtesy of Thermo-
microscopes
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An STM can be designed to scan a sample in one of two different modes: constant
height or constant current. In constant-height mode, the tip travels in a horizontal plane
above the sample and the tunnelling current varies as a function of the surface topo-
graphy and the local surface electronic states of the sample. The tunnelling current,
measured at each location on the sample surface, constitutes the data set, the topo-
graphic image. In constant-current mode, the STM uses a feedback system to keep the
tunnelling current constant by adjusting the height of the scanner at each measurement
point. For example, when the system detects an increase in tunnelling current, it adjusts
the voltage applied to the piezoelectric scanner to increase the distance between the tip
and the sample. In constant-current mode, the motion of the scanner therefore consti-
tutes the data set. If the system keeps the tunnelling current constant to within a few
percent, the tip-to-sample distance will be constant to within <0.01 nm. Comparing the
two modes, constant-height mode is faster because the system doesn’t have to move the
scanner up and down, but it provides useful information only for relatively smooth
surfaces. Constant-current mode can measure irregular surfaces with high precision,
although the measurement takes considerably more time.

To a first approximation, an image of the tunnelling current provides a map of the
topography of the sample. However, since the tunnelling current corresponds to the
electronic density of states at the surface, it actually measures a surface of constant
tunnelling probability. In fact, STMs can directly measure the number of filled or unfilled
electron states near the Fermi level at each particular (x, y) point on the surface, within an
energy range determined by the bias voltage. This can cause problems if the sample surface
is oxidized (which will dramatically lower the tunnelling current) or contaminated, and for
atomic resolution studies the sample is often cooled and examined under UHV conditions.

The ability of the STM to probe the local electronic structure of a surface, in principle with
atomic resolution, leads to the various techniques of scanning tunnelling spectroscopy (STS).
STS techniques may involve recording ‘topographic’ (i.e., constant-current) images of the
surface using different bias voltages and then directly comparing them, or taking current
(i.e., constant-height) images at different heights z. Finally, true STS involves ramping the
bias voltage with the tip positioned over a particular surface feature of interest, while
recording the variation in tunnelling current; this produces a current versus voltage (I-V)
curve characteristic of the surface electronic structure at a specific (x, y) location on the
sample surface. STMs can be set up to collect I~V curves at every point in a data set, providing
a three-dimensional map of electronic structure. With a lock-in amplifier, dI/dV (conductiv-
ity) or dI/dz (work function) versus V curves can be collected directly. STS methods are
extremely powerful as they allow the surface electronic properties of a material to be inves-
tigated with near atomic resolution. In comparison, many other surface analytical spectro-
scopies average data from relatively large areas ranging from micrometres to millimetres.

2.5.2 Atomic force microscopy

Atomic force microscopy (AFM) was developed about five years after STM. While STM
is limited to the surfaces of conducting specimens, AFM can be used to study non-
conducting materials, such as insulators and semiconductors, as well as electrical con-
ductors. As shown in Figure 2.14, AFM again uses a sharp tip, about 2 um long and down
to a minimum of 20 nm in diameter, which is scanned closely over the specimen surface,
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Figure 2.14 Schematic diagram of (a) an atomic force microscope, (b) the tip—sample interaction
and (¢) a typical AFM image of a carbon fibre—carbon composite. Image (c) courtesy of Professor
Brian Rand, Institute for Materials Research, University of Leeds

but in AFM the magnitudes of atomic forces rather than tunnelling currents are mon-
itored as a function of the probe position on the sample surface. AFMs can operate under
UHYV, ambient air conditions or even with the solid sample and tip submerged in a liquid
cell, which is highly useful for biological systems (see Section 9.1.1).

The term ‘atomic force microscopy’ is used here in its loosest sense. Strictly, most
images taken using an AFM are scanning force microscopy (SFM) images. Use of the
phrase ‘scanning force microscopy’ is an acknowledgement that imaging with a scan
length of up to 0.1 mm and pixel widths of nearly ~400 nm cannot be considered to be a
probe of individual atomic forces. Indeed, the typical cantilever load of a few nano-
newtons, if applied in contact mode through a single atom, would result in a pressure
which exceeds the tensile strength of any known material by several orders of magni-
tude. In fact, contact mode tips have a large radii of curvature (about 50 nm) relative to



SCANNING PROBE TECHNIQUES 89

atomic dimensions. (The only circumstance in which single atom contact occurs is in the
use of non-contact mode (see below), in which the tip oscillates above the sample, usually
in an ultra-high vacuum environment, and the cantilever force is much lower.) In this
text, it is perhaps unhelpful to use the term SFM rigorously, because the reader who
dips into a particular chapter may be acquainted only with the term AFM, which enjoys
much more widespread usage. After some soul-searching, we have therefore used
‘AFM’ in contexts where ‘SFM’ would be considered technically more appropriate.

The AFM tip is located at the free end of a cantilever that is 100 to 200 pm long and
forces between the tip and the sample surface cause the cantilever to bend, or deflect.
A detector is used to measure the cantilever deflection (usually just the displacement in the
z direction although lateral force microscopy is also possible) as the tip is scanned over the
sample, or alternatively, as the sample is scanned under the tip. The measured cantilever
deflections allow a computer to generate a map of surface topography (see Figure 1.36).

The position of the cantilever is most commonly detected optically using a focused
laser beam reflected from the back of the cantilever onto a position-sensitive (photo)-
detector (PSD). Any bending of the cantilever results in a shift in the position of the
focused laser spot on the detector, and the PSD can measure such displacements to an
accuracy of < 1nm. However, the ratio of the path length between the cantilever and the
detector to the length of the cantilever itself, produces an additional mechanical amplifi-
cation and, as a result, the overall system can detect sub-angstrom vertical movements of
the cantilever tip. Other methods of detecting cantilever deflection rely on optical inter-
ference, or even an STM tip to read the cantilever deflection above a gold contact. If the
cantilever is fabricated from a piezoresistive material, this obviates the need for a laser
and PSD system as any deflection will result in strain, thereby changing the cantilever’s
resistivity, which can be monitored directly using an integrated electrical circuit.

Analogous to the case of STM, topographic AFM data sets are generated by
operating in either constant-height or constant-force mode. In constant-height mode,
the scanner height is fixed during the scan and the spatial variation of the cantilever
deflection is recorded. Constant-height mode is employed for recording real-time
images of changing surfaces, where high scan speeds are essential. It is also often used
for taking atomic-scale images of atomically flat surfaces, where the cantilever deflec-
tions and thus variations in applied force are small. Conversely, in constant-force mode
the deflection of the cantilever can be used as input to a feedback circuit that moves the
scanner up and down in the z direction, responding to the topography by keeping the
cantilever deflection (and thus also the total force applied to the sample) constant.
Constant-force mode data sets are therefore generated from the scanner’s motion in the
z direction. In constant-force mode, the speed of scanning is limited by the response time
of feedback circuit, but the total force exerted on the sample by the tip is well controlled.
Constant-force mode is generally preferred for most applications.

Several forces typically contribute to the deflection of an AFM cantilever, the most
common being relatively weak, attractive van der Waals forces as well as electrostatic
repulsive forces. The general dependence of these forces upon the distance between the tip
and the sample is shown schematically in Figure 2.14. When the tip is less than a few
angstroms from the sample surface, the interatomic force between the cantilever and the
sample is predominantly repulsive, owing to the overlap of electron clouds associated with
atoms in the tip with those at the sample surface; this is known as the contact regime. In
the non-contact regime, the tip is somewhere between ten to a hundred Angstréms from
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the sample surface, and here the interatomic force between the tip and sample is attractive,
largely as a result of long-range attractive van der Waals interactions.

In contact-AFM mode, the AFM tip makes soft, physical contact with the sample. The
tip is attached to the end of a cantilever, which has a lower spring constant than the
effective spring constant holding the atoms of the sample together. Hence as the scanner
gently traces the tip across the sample, the repulsive contact force (which is a very steep
function of tip—sample separation) causes the cantilever to bend to accommodate changes
in topography rather than forcing the tip atoms closer to the sample atoms. If the
cantilever is very stiff (i.e., it has a larger spring constant) then the sample surface is likely
to deform during contact and this can be used for nanopatterning of surfaces (Chapter 1).

In addition to the electrostatic repulsive forces described above, two other forces are
generally present during contact-mode AFM operation. Firstly, an attractive capillary
force (the magnitude of which is about 10~® N depending on the tip-sample separation)
exerted by the thin water layer often present between the tip and the sample in an ambient
environment and, secondly, the force exerted by the cantilever itself. The force exerted by
the cantilever can be either repulsive or attractive and depends on the deflection of the
cantilever and upon its spring constant. Overall the total force that the tip exerts on the
sample is the sum of the capillary plus cantilever forces (typically 10% to 107°N) and, in
the case of contact-mode AFM, will be balanced by the repulsive electrostatic force.

In non-contact AFM mode, a stiff cantilever is vibrated near the surface of a sample
close to its resonant frequency. The spacing between the tip and the sample is of the
order of tens to hundreds of Angstroms and this is similar to the vibration amplitude of
the tip. As the tip approaches the surface, this is detected as a change in the resonant
frequency or vibration amplitude of the tip oscillation, and this can provide sub-
Angstréom vertical resolution in the topographic image. Generally the detection system
monitors the resonant frequency or vibrational amplitude of the cantilever and keeps it
constant with the aid of a feedback system that moves the scanner up and down,
ensuring that the average tip-to-sample distance also remains constant.

Non-contact AFM mode provides a means of measuring sample topography with min-
imum contact between the tip and the sample, thus removing any possibility of contamina-
tion or degradation of the surface by the tip, as can occur during contact AFM scanning.
Furthermore, the total force between the tip and the sample in the non-contact regime is
very low, approximately 10~'> N, which is beneficial for studying soft or elastic samples.
Generally both contact and non-contact topographic images of rigid samples will appear
similar. However, the presence of a few monolayers of liquid (e.g., water) on the surface of a
sample will result in non-contact AFM mode imaging the surface of the liquid layer, whereas
operating in contact mode will penetrate the liquid layer to image the underlying surface.

A further AFM variant is intermittent-contact or ‘tapping’ AFM mode. This is
similar to non-contact mode except the vibrating cantilever tip is brought closer to the
sample so that at the bottom of its travel it just touches the sample. Tapping mode is less
likely to damage the sample than contact AFM because it eliminates lateral forces
(friction or drag) between the tip and the sample. Furthermore, in comparison with
non-contact mode, tapping mode can image larger scan sizes that can include greater
variations in sample topography.

AFM may also be used to measure the local elastic properties of a point on the
surface or even a whole surface. Here the force on an AFM cantilever tip in the
z direction is monitored as a function of the z position of the piezoelectric scanner tube.
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This force versus distance curve will vary with changes in local elastic properties of the
surface, or the presence of contaminants and lubricants.

Generally AFM can only be used to provide information about the surface of a sample;
any subsurface information about the morphology and structure must be obtained by
scattering techniques (such as SEM or reflectometry) or sputter depth profiling (dynamic
SIMS). It is often possible to reveal structural information of mixtures by selectively
dissolving one component with an appropriate solvent. AFM is performed on the surface
of, say, a film of a two-component mixture before exposing that film to a solvent which
dissolves only one component of the mixture. The change in morphology will tell us where
that component resided in the film. However, on certain samples it is possible to reveal
three-dimensional structural information with nanometre resolution. This technique,
termed nanotomography by its inventor, involves imaging the surface of a film before
etching only a small amount in a plasma. The same part of the film is imaged again using
AFM before another etching step is performed. The images can be stacked together to
produce the final three-dimensional volume image. Image reconstruction is complicated
by the difficulty in obtaining the same scan location exactly each time, and also by the fact
that different components etch at different rates, hence the need for a careful alignment of
images (registration) similar to that used in magnetic resonance imaging. Figure 2.15
shows an example of a nanotomography scan of a block copolymer.

Figure 2.15 Nanotomography image of a triblock copolymer of polystyrene and polybutadiene
(PS-PB-PS). The polystyrene component is shown in this image (clear regions indicate the
location of polybutadiene). This method of imaging a material reveals information that would
probably be impossible using other techniques; for example, notice how one of the polystyrene
‘cylinders’ (marked 1 in the figure) splits into four arms (marked 2, 3, 4 and 5). Reproduced with
permission from R. Magerle, Nanotomography, Phys. Rev. Lett. 85, 2749-2752 (2000). Copyright
2000 by the American Physical Society
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2.5.3 Other scanning probe techniques

There are an increasing number of variations on the standard STM and AFM tech-
niques that can provide additional information to surface topography. However, these
may well be at a lower spatial resolution depending on the particular interaction
involved. Force modulation microscopy works in contact mode and involves applying
a periodic oscillation to the tip or the sample and monitoring the amplitude and some-
times phase lag of the cantilever oscillation; it provides information on the elastic
properties of the sample. Lateral force microscopy (LFM) detects lateral deflections
such as twisting of the cantilever that arise from forces on the cantilever parallel to the
plane of the sample surface. LFM studies are useful for imaging variations in surface
friction that can arise from surface inhomogeneities.

Magnetic force microscopy (MFM) is used to image the spatial variation of magnetic
forces on a sample surface (such as domain structures in magnetic materials) and
employs a tip coated with a ferromagnetic thin film. The system operates in non-contact
mode, detecting changes in the resonant frequency of the cantilever induced by the
dependence of the long-range magnetic field on tip-to-sample separation. The image
also contains information on sample topography, particularly when the tip is close to
the sample surface, however this can be separated from magnetic effects by recording
images at different tip heights. Further details are given in Chapter 4.

In a similar fashion, local charge domains on a sample surface (such as a micro-
processor) may be imaged using electrostatic force microscopy (EFM) where a voltage is
applied between the tip and the sample whilst the cantilever vibrates in non-contact mode.
Scanning capacitance microscopy (SCM) images spatial variations in capacitance, again
with a voltage applied to the tip and a special circuit to monitor the capacitance between
the tip and sample. SCM can be used to map the dielectric properties of a surface, which
may be influenced by layer thickness or the presence of subsurface charge carriers.

Scanning thermal microscopy (SThM) measures the thermal conductivity of the
sample surface using a resistively heated Wollaston wire as the probe. Changes in the
current required to keep the scanned probe at constant temperature produce a thermal
conductivity map of the surface (or thermal diffusivity as the temperature is oscillated).
Conversely, changes in the probe resistance as a constant current is applied can generate
local surface temperature maps. In addition, with the probe at a particular point on the
surface, a localized microthermal analysis can be performed monitoring calorimetric or
mechanical changes as a function of temperature (Section 2.9.4).

2.6 DIFFRACTION TECHNIQUES

2.6.1 Bulk diffraction techniques

As we have seen, diffraction techniques provide an insight into the crystallography of a
material and, in some cases, the structure of a sample system or device. We have already
mentioned electron diffraction in relation to TEM of thin specimens, and here we
discuss bulk diffraction techniques which refer principally to X-ray diffraction (XRD)
and neutron diffraction (ND) in which relatively large volumes of material, greater than
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about 0.1 mm?>, need to be sampled. This need arises because, unlike electrons, X-rays
and neutrons cannot easily be focused. They can usually only be collimated and the
practical limit of collimation (in order to provide diffracted beams of sufficient inten-
sity) is of the order of 0.5 mm diameter for X-rays and 10 mm diameter for neutrons. In
practice, much wider beams than this are employed.

X-ray diffraction is of course of paramount importance in determining the structures
of crystals. From the pioneering work of the Braggs in 1913-15, who solved the first
crystal structures, to the determination of the structure of DNA by Watson, Crick,
Franklin and Wilkins in 1953, XRD has unlocked the door to the transmission of the
gene and the evolution of life itself. The application of XRD to nanocrystalline solids,
powders, single-crystal thin films or multilayers may be less spectacular, but apart from
the standard procedures for the determination of their crystalline structures (from an
analysis of the directions and intensities of diffracted beams), XRD can provide infor-
mation on nanocrystal size (strictly, coherence length) and microstresses and micro-
strains (from an analysis of line broadening), macrostrains (from an analysis of line
shifts), repeat distances (or superlattice wavelengths) and total thicknesses in multilayer
films (from an analysis of low-angle Bragg peaks) and orientation distributions or
‘texture’ (from an analysis of pole figures or orientation distribution functions).

In all these applications monochromatic X-rays are employed, either by the use of
crystal monochromators or filters which pass only the strong characteristic Ka; com-
ponents of the whole spectrum from an X-ray tube, or by crystal monochromatized
radiation from a synchrotron source (and which has the advantage that the wavelength
can be tuned to minimize unwanted fluorescent excitation in the sample). The original
Laue technique, which used the whole white or bremsstrahlung radiation (plus a whole
range of characteristic wavelengths in the spectrum) is inapplicable to polycrystalline
solids because the two variables A and 6 (arising from many orientations) would, by
simple inspection of Bragg’s law (2.1), give rise in effect to very many superimposed
diffraction patterns which would be quite impossible to sort out.

The X-ray technique of greatest importance is therefore the powder diffractometer in
which the monochromatic beam is incident at an angle  on a specimen of about 10 mm?
in area and (for polycrystalline or powder specimens) a minimum thickness of about
20 um, mounted on a support film that does not give rise to interfering reflections. The
detector is set to receive reflections at an angle 6 (the Bragg—Brentano symmetrical
arrangement shown in Figure 2.16(a)) and this is varied over the angular range of
interest (typically 1-6° for low-angle reflections and 6-80° for high-angle reflections),
either by keeping the incident beam direction fixed and rotating the specimen and
detector (the detector at twice the angular velocity) or by keeping the specimen fixed
and rotating the incident beam and detector in opposite senses. In both cases this
instrumental set-up preserves the symmetrical arrangement.

Reflected beams, it should be noted, are only recorded from those planes which lie
parallel, or nearly parallel, to the specimen surface. In order to record reflections from
planes which lie at an angle to the specimen surface, as required for texture or macro-
strain determination, the specimen must be tilted or rotated to the required angle(s); i.e.,
away from the symmetrical Bragg—Brentano arrangement. The texture goniometer is
essentially a specimen holder arrangement in which such tilts or rotations are carried
out automatically: the incident beam and detector directions are fixed to receive a
specific reflection (d spacing) of interest and the variations in intensity are recorded.
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Figure 2.16 Schematic diagram of (a) the geometry in an XRD powder diffractometer and
(b) an example of an XRD powder pattern from crystalline silicon oxide

In the diffractometer, the angles (d spacings) and intensities of the high-angle
reflected beams serve as a ‘fingerprint’ for the crystal structure. This may be identified
by comparing the XRD pattern (e.g., Figure 2.16(b)), with a database such as the
Powder Diffraction File (PDF), which lists some 140000 inorganic structures. The
identification is not always easy, especially when the specimen contains two or more
phases, or when the reflections are broadened or shifted as a result of small grain size
or strain. The broadening ( due to crystallite grain size ¢ arises from the limited
number of diffracting planes within a diffracting object and is given by the Scherrer
equation

KA
" tcosf’

I (2.6)

where K is a shape factor (1). This is analogous to the broadening of points in the
reciprocal lattice that is encountered in electron diffraction of thin TEM samples. The



DIFFRACTION TECHNIQUES 95

peak broadening due to the presence of internal elastic microstrains (varying between
different crystals in the samples) is given by

B —2e
"~ coth’

B (2.7)

where ¢ is the elastic strain. The deconvolution of these contributions, as well as the
instrumental broadening arising from such factors as detector slit width, is also not a
simple task and a common procedure is to compare the broadening from, for example,
large grain size and nanograin size specimens.

The low-angle reflections give information on the thickness of thin films and multi-
layers, as well as the mean size and size distributions of scattering objects such as
micelles, colloidal particles and macromolecules. Since the scattered intensity is low,
this is most commonly performed using high-intensity synchrotron radiation. The
reflections, or rather diffuse diffraction maxima, from amorphous or semicrystalline
materials such as glasses can provide information on short-range structural coherency
and average spacings between atoms or ions.

The diffractometer is not appropriate or useful when only small quantities of mater-
ial are available. In such situations, for high-angle work, the Debye—Scherrer powder
camera and Seeman—Bohlin camera still retain their usefulness, particularly with the
advent of improved areca X-ray detectors. For very low angle work, the diffraction
pattern (or rather radial diffracted intensity distribution) may be recorded from the
beams transmitted through a small thickness or volume of material, the incident beam
being very finely collimated using carefully aligned knife-edges; this is the basis for the
small-angle X-ray scattering (SAXS) technique.

As mentioned in Section 2.1.2.5, neutrons are largely scattered by the nuclei, rather
than the atomic electrons, and the scattering amplitudes vary in an irregular way with
atomic number. The large scattering amplitudes of, for example, hydrogen and oxygen
atoms, in comparison with heavy metal atoms, allow hydrogen and oxygen atoms to be
located within the structure. Moreover, since the nuclear cross sections are very small,
the interference effects, which in the case of X-rays lead to a decrease in scattering
amplitude with angle, are also small and neutron scattering amplitudes do not decrease
rapidly with angle. Finally, since neutrons possess spin, they interact additionally with
the unpaired electrons in magnetic materials and hence neutron diffraction finds appli-
cations in the study of ferro-, antiferro- and ferrimagnetic materials.

Neutrons emerge from a high-flux nuclear reactor with a range of velocities corres-
ponding (via de Broglie’s equation) to wavelengths which peak typically in the range
0.1-0.2 nm; i.e., close to the characteristic Ko X-ray wavelengths from metal anodes of
X-ray tubes. Single-wavelength beams are achieved, as with X-rays, through the use of
crystal monochromators, hence the diffraction or reflection angles are similar to those
for X-rays. Neutron diffraction is geometrically similar to X-ray diffraction except that
the physical size of the apparatus needs to be much larger because of the lower
intensities of neutron beams. In summary, therefore, neutron diffraction is very much
a bulk technique, and apart from structural or magnetic changes which may occur in
large assemblies of nanoparticles or nanocrystalline solids, it currently offers limited
additional benefits for the analysis of nanostructures. Reflectometry experiments using
neutrons are discussed in Section 2.8.4.
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2.6.2 Surface diffraction techniques

In addition to grazing incidence (angle) techniques using X-rays and to some extent
neutrons, which limits the penetration depth of the incident radiation, there are two
important techniques for the structural analysis of surfaces, both of which employ
electrons. These are reflection high-energy electron diffraction (RHEED) and low-
energy electron diffraction (LEED), shown in Figure 2.17. Both methods can be used
to determine the periodic, two-dimensional arrangement of atoms at surfaces. Since
electrons are scattered much more strongly by matter than either X-rays or neutrons
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Figure 2.17 Schematic diagram of the experimental set-up for (a) RHEED and (b) LEED. In (a)
the electron beam is of energy E and the direction relative to the sample is defined by the two
angles w and W. The camera length L defines the observed spacing ¢ of the diffraction streaks
separated by twice the Bragg angle 6. In (b) the filament is held at a potential —FVp and the
diffracted beams are accelerated between the grid G; and the screen S. Grids G; and Gj are used
to reject inelastically scattered electrons
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(Section 2.1.2.5) and penetrate less deeply, they constitute a very important probe of
surface structure as, in general, the surface-specific signal can often be extremely weak
relative to the bulk. To prevent surface contamination both techniques require UHV
conditions and also methods for cleaning surfaces in situ, either by heating, low-energy
ion sputtering or cleaving the sample in situ.

In RHEED a high-energy (typically 100 keV) beam of electrons is incident on a plane
surface at a grazing angle, thus preventing excessive electron penetration. This experi-
mental arrangement results in a set of diffraction streaks normal to the shadowed edge
of the sample the form of which is dependent on Bragg’s law and the electron beam
direction. RHEED can determine the symmetry and dimension of the surface unit mesh
(the repeat unit) by varying the incident beam direction. The grazing incidence geometry
is very convenient for observing the change in surface structure whilst a material is being
deposited on a surface. During monolayer deposition, such as occurs during MBE
(Section 1.4.2.3), the intensities of the RHEED beams oscillate, which allows this
technique to be used for monitoring atomic layer epitaxial growth.

In LEED a low-energy beam of electrons (between 10 and 1000 V) is incident normal
to a surface and diffracted. The elastically backscattered electron beams are accelerated
towards a fluorescent screen or camera and the inelastically scattered electrons are
rejected by grids held at a slightly positive potential. A single crystal surface will produce
a spot pattern which can directly give information about the surface symmetry and the
surface unit mesh. In principle LEED (and also RHEED) intensities can be modelled to
obtain information on where atom types are located within the surface unit mesh.

2.7 SPECTROSCOPY TECHNIQUES

Generally in all types of spectroscopic measurements (e.g., optical, UV, IR, X-ray and
electron spectroscopies) we are concerned with three types of processes: absorption
(transmission), reflection or emission (luminescence). The different experimental meth-
odologies are shown in Figure 2.18. Such experiments probe the energy differences
between electronic, vibrational and, in some cases, rotational quantum energy states of
atoms as well as the lifetime of excited states and their energy relaxation channels. The
latter studies are often aided by using a pulsed radiation source.

Besides the spatial resolution of the radiation incident upon and propagating within
the sample (which determines the volume of analysis), a further important experimental
parameter is the wavelength or energy resolution of both the incident radiation and the
detected radiation, which determines the overall spectral resolution. The intensity of the
reflected, transmitted (absorbed) or emitted radiation may be recorded as a function of
the wavelength of the incident radiation; alternatively, the wavelength of the incident
radiation is fixed and the distribution in intensity of the reflected, transmitted or emitted
signals are spectroscopically analysed as a function of wavelength.

A further experimental variable in such spectroscopic experiments is the polarization
of the incident and/or reflected, transmitted or emitted radiation. The absorption of
electromagnetic radiation involves the resonant response of electrons in an atom or
molecule to the oscillating electric field of the radiation, which is a vector quantity and is
orthogonal to the propagation direction and the oscillating magnetic field vector of the
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Figure 2.18 Schematic diagram of absorption, reflection and emission spectroscopic experiments
together with an energy level diagram and a typical absorption spectrum from a quantum well

radiation. If the radiation is linearly polarized, we restrict the electric field vector of the
radiation to one plane (plane polarized radiation) and this can be used to probe the direct-
ional properties of, in this case, the electronic transitions of atoms within the sample
and hence the structure of the sample with respect to the plane of polarization. There
are other forms of polarization, known as circular and elliptical polarization, which
possesses a polarization vector that describes either a left-or right-handed helical path as
a function of time or position and can be of use for studying optically active materials
or magnetic transitions. Briefly, circular polarization involves the electric and magnetic
fields of the polarization each being described by two equal orthogonal components
which are out of phase (by 90°), while elliptical polarization involves the electric and
magnetic fields of the polarization each being described by two unequal orthogonal
components which are out of phase. In addition to electromagnetic radiation, it is also
sometimes possible to perform similar experiments with electrons.

2.7.1 Photon spectroscopy
Generally the lateral spatial resolution of photon-based spectroscopies is limited by dif-

fraction, and can attain probe sizes of at best a few micrometres, unless near-field tech-
niques are used (Section 2.2.4.1), whereas X-ray synchrotron sources have demonstrated
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spot sizes of 50-100nm by focusing using Fresnel plates. Lateral resolution is therefore
limited and essentially the techniques provide an ensemble-averaged signal from a nanos-
tructured sample. Furthermore, most photon-based spectroscopies probe bulk rather than
surface properties, however there do exist various techniques for localizing the signals from
surfaces (e.g., grazing incidence studies) which are of use for analysing thin film nano-
structures. Photon-based spectroscopies have been revolutionized in the X-ray regime by
the use of synchrotron radiation and, in the optical/UV regime, by the use of lasers that
provide coherent, intense and often tunable radiation (over a large range of wavelengths).
Furthermore, lasers can often be pulsed over sub-picosecond timescales.

Despite the limited spatial resolution, extremely important information can be derived
from photon-based spectroscopies. As discussed in Chapter 1, all electronic energies in
nanostructures are affected by quantum confinement, in addition to the effects of the
increased contribution of surfaces. These changes are most apparent for transitions
between the highest occupied molecular orbitals (HOMO) in the valence band and the
lowest unoccupied molecular orbitals (LUMO) in the conduction band of a solid, both of
which are directly influenced by changes in the bonding. Such transitions often lie in the
optical region of the electromagnetic spectrum, where \ is typically 400-700 nm (sometimes
expressed as a wavenumber (1/\)incm™!). Photon-induced transitions follow a set of
dipole selection rules for the quantum numbers of the initial and final electronic states of
the transition, which causes only selected transitions to be observed.

Colloidal metallic nanoparticles have long been known to show colours that depend
on their size and shape. Semiconductor nanoparticles also show a distinct quantum size
effect, whereby the absorption edge shifts from the infrared to the visible region as the
particle size decreases and the band gap correspondingly increases. Generally semicon-
ductor nanoparticles are luminescent, however the surface properties of the particles can
change the emission characteristics significantly via the introduction of defect states.
Quantum well structures often exhibit distinct steps in absorption spectra, rather than a
continuous increase as observed in the bulk, corresponding to the quantized energy
levels associated with the localized well. This is shown schematically in Figure 2.18.
There are further effects due to the fact that the electron—hole pair (an exciton) created
during the energy absorption process may be constrained within the well, leading to an
increase in the exciton binding energy and the appearance of sharp exciton peaks at the
edges of the steps in the absorption spectrum.

Further effects due to nanodimensionality can be seen in the longer-wavelength,
infra-red and far-infra-red (1—20pm) portion of the electromagnetic spectrum which
are associated with changes in vibrational (and hence thermal) properties arising from
changes in structure and/or composition.

2.7.1.1 Optical measurements

The two simplest optical measurements are reflectivity and transmission/absorption. Both
record either the reflectance or the transmittance/absorbance as a function of wavelength. For
transmittance measurements in the wavelength range 185-3000 nm (UV, optical, IR region)
there are a large number of commercially available dual-beam spectrophotometers.
Simplistically, absorption techniques involve a measurement of the attenuation of the
intensity of a monochromatic light beam as it traverses the sample. At a given
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wavelength or frequency, the relative absorption intensity 7/l generally follows the
Beer—Lambert law:

I/1Iy = exp(—Kx), (2.8)

where K is the absorption or extinction coefficient and x is the path length through the
sample. There are a large number of variations on this simple experiment, for instance
using polarized light, external applied (electric or magnetic) fields or an external applied
stress. The light source can be a tungsten lamp, a gas discharge lamp, a highly mono-
chromatic continuous laser or even a pulsed laser. Some experiments probe the change
in absorption following the absorption of a laser pulse. The absorption can be measured
by monitoring the intensity of the transmitted beam directly (i.c., using the photoelectric
effect to measure a current) or by measuring the absorbed energy in the form of heat
deposited in the sample. Samples for optical spectroscopic measurements are often
cooled to low temperatures (e.g., liquid helium at 4.2 K), essentially to depopulate
vibrational energy levels and ease the interpretation of the spectra in terms solely of
excited electronic states.

Modulation spectroscopy involves the measurement of small changes in optical
properties (typically absorption or reflectivity) of a material that are caused by a
modification of the measurement conditions. The modification is generally an external
perturbation such as the application of an electric field, a light pulse, a magnetic field, a
heat pulse or uniaxial stress. In some cases this can give rise to transitions to states that
are not evident in normal absorption spectra. Two techniques of use for studying
nanoparticles embedded in a matrix of another material are electro-absorption and
photo-absorption. Here the wavelength is tuned to a region of the spectrum where the
host matrix does not absorb radiation. In electro-absorption the absorptivity is altered
by application of an external AC field, the so-called Stark effect. This can provide
details on the nature of the excited state in nanocrystals depending on how the absorp-
tion is modified by the polarization of the incident radiation. Photo-absorption involves
the measurement of the change in transmission resulting from a periodic light pulse that
can cause filling and also splitting of electronic levels which will modify the absorption
spectra. This can reveal the presence of non-linear optical effects, where the properties
of the absorbing or reflecting species or particle are altered by the incident radiation.

Generally the optical properties of materials are expressed using a complex quantity
known as the dielectric function, e, which may be separated into real and imaginary
parts, € = g +ig5. The dielectric function represents the response of electrons in the
solid to the electrical and magnetic field of the incident radiation. Reflectance and
transmittance measurements allow determination of the index of refraction, n, and the
extinction/absorption coefficient, K, of the sample. Under certain conditions these
quantities can be used to derive the behaviour of the real and imaginary parts of the
dielectric function as a function of frequency or wavelength. This allows identification
of the contribution of resonant plasmon-type oscillations as well as interband transi-
tions in the absorption or reflection spectrum. Measurement of the optical transmit-
tance, and hence the absorption coefficient, allows a direct determination of the
imaginary part of the dielectric function. When plane polarized light is reflected from
a solid surface the reflected wave is, in general, found to be elliptically polarized.
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Ellipsometry is a useful technique when one is interested in the real part of the dielectric
function and involves the measurement of the ellipticity (the amplitudes of the two
components of the oscillating electric field and their phase difference) as a function of
incidence angle, the plane of polarization of the incident light and its wavelength.

As highlighted in Chapter 1, metallic nanoparticle systems show an absorption
behaviour that is dependent on the size and shape of the particles (Figure 1.17). The
original explanation was provided by Mie, who solved Maxwell’s equations for the case
of spherical particles. In the visible region this usually corresponds to excitation of
surface plasmons by the incident electromagnetic radiation. Surface plasmons are
collective oscillations of valence electrons associated with surface atoms, and while they
are insignificant in the spectra obtained from bulk materials, they are an important
phenomenon in nanometre-sized particles which have a large surface area to volume
ratio. The technique forms the basis for the technique of surface plasmon resonance
spectroscopy. If the particles are not spherical but rod-like, for example, then the
surface plasmon absorption will split into tranverse and longitudinal modes correspond-
ing to the electron oscillations perpendicular and parallel to the major axis of the rod.

2.7.1.2 Photoluminescence

Emission or luminescence studies are complementary to optical and IR absorption
techniques in that they also provide details of the spectral distribution of electron energies
and their polarization behaviour, in particular low energy states which may be obscured
due to vibrational transitions. A comparison between the luminescence peak and the
lowest absorption peak can provide information on the nature of the emitting state.

Photoluminescence (PL) measurements are made by exciting a sample with a laser
tuned to a particular wavelength, collecting the scattered light from the front surface
and dispersing it as a function of wavelength then measuring its intensity. The polariza-
tion dependence of the emitted intensity can be studied by inserting a linear polarizer in
the detection pathway. A variation on this technique is photoluminescence excitation
(PLE) spectroscopy, which monitors the intensity of a single luminescence band while
the excitation wavelength is varied. Since the size of a nanoparticle affects the absorp-
tion wavelength, then PLE can be used to study size distributions. Imaging lumines-
cence from individual nanoparticles has also been achieved via dilution of nanoparticle
solutions to levels of Inanocrystal/um? and coating as thin films. The fluorescence is
then filtered and imaged on a two-dimensional CCD camera. Spectroscopy from single
nanocrystals can also be achieved in a similar fashion.

Extremely important information comes from the time dependence and efficiency of
luminescence. Once an excited state has been created, it can either emit or decay non-
radiatively into thermal energy; alternatively the excitation may migrate to a different
site within the lattice, which may itself either emit or decay non-radiatively. The
migration process is known as energy transfer and can reveal how the two sites are
coupled. An impurity, defect or surface site may act as a trap for the mobile excitation.
The use of pulsed laser sources and gated detection in time-resolved PL can provide
details of the energies and lifetimes of these trap states. For example, nanoparticles with
different surface modifications (e.g., surfactants and stabilizers) will show different
time-resolved PL spectra.



102 GENERIC METHODOLOGIES FOR NANOTECHNOLOGY

2.7.1.3 Infrared and Raman vibrational spectroscopy

The energy of most molecular vibrations corresponds to the infrared region of the
electromagnetic spectrum and these vibrations may be detected and measured in an
infrared (IR) or Raman spectrum, which typically covers a wavelength range of 2—16 pm
(more commonly expressed as 400—5000 cm ™).

For IR the spectrometer system consists of an IR source emitting throughout the
whole frequency range; the beam is split, with one beam passing either through the
sample (transmission) or alternatively reflected (for studies of surfaces) while the other
beam is employed as a reference beam. Samples may be a vapour or solution contained
in a special NaCl cell, a liquid between NaCl plates, or a solid ground together with
excess KBr and pressed into a disc. Fourier transform IR (FTIR) spectroscopy works
by allowing the transmitted (or reflected) beam to recombine with the reference beam
after a path difference has been introduced. The interference pattern so produced is
Fourier transformed to produce the spectrum of material being analysed as a function
of wavelength or wavenumber of the incident radiation.

If a molecular vibration is excited in the sample, the molecule absorbs energy of the
particular frequency and this is detected as absorption relative to the reference beam. As
shown in Figure 2.19, different functional groups have characteristic vibration frequen-
cies arising due to stretching, bending, rocking and twisting of bonds which allows the
particular functional group to be identified. These may change slightly when the func-
tional group is incorporated into a solid. However, not all possible vibrations are
excited in IR spectroscopy, as a dipole moment must be created during the vibration.
In molecules possessing a centre of symmetry, vibrations symmetrical about the centre
of symmetry are IR-inactive.

The attenuated total reflection spectrometer (ATR-FTIR) is an extension of the
FTIR technique and consists of an infrared-transparent block; silver chloride, zinc
selenide and germanium are suitable materials. An infrared beam passes through this
block at a glancing angle and is totally reflected several times at the top and bottom
before exiting at the other end. The sample can be adhered to the block, changing the IR
spectrum. In total internal reflection there is no power transmission outside of the block
but this does not imply that the IR wave is completely confined within the block; in fact,
the beam penetrates a very small distance into the contacting sample layer (this is the
evanescent wave) and this can be utilized for infrared absorption. In the IR case, the
evanescent wave penetrates about a micron into any sample clamped onto the sample
cell. If this sample has strong IR absorption lines, these will be revealed in the final
spectrum. In fact, ATR-FTIR is not restricted to solid materials attached to the ATR
block; the block can also be immersed in solution to study adsorption to the block. This
is a particularly useful way of studying nanoscale conformational events such as protein
folding and unfolding, which might take place at surfaces.

A complementary vibrational spectroscopic technique is Raman spectroscopy; this
usually employs a laser source and here the scattered light is analysed in terms of its
wavelength, intensity and polarization. The parent line is simply formed by absorption
and re-emission of the light, whereas other weaker lines involve not only absorption/
emission but also vibrational excitation or de-excitation (Raman lines). The vibrational
frequency is just the difference between the parent line and the Raman line. Generally
IR-inactive vibrations are Raman active, which makes the techniques complementary
for analysis of functional groups or bonds (chemistry). Additionally, low-frequency



SPECTROSCOPY TECHNIQUES 103

(@) IR Wavenumber (cm™)
4000 3500 3000 2500 2000 1500 1000
|
| 906
| | 1028
2924 1603
| Il I |—| Il |—|
O-H C=C C=C Other stretching
N-H C= G=0 bending and
C-H X=Y=Z C=N combination bands
Stretching Stretching N:Q The fingerprint
Stretching region
Bending
(b) Raman
Purified
SWNT
> 1593
% 186 bRa(tjr?I
£ reathin
c / 9
<
IS
It
o
376 754 857 1736
/ /

T T T
500 1000 1500 2000

Wavenumber (cm™)

Figure 2.19 (a) Diagram of the IR spectral regions for different chemical bonds in organic
materials. (b) A schematic example of a Raman spectrum from single-walled carbon nanotubes;
the radial breathing mode at 186cm™! is characteristic of the entire nanostructure

Raman scattering can probe elastic vibrations of an entire nanoparticle, which most
often shows a distinct size dependence; it is used extensively to analyse single- and multi-
walled carbon nanotubes.

Both IR and Raman microscopy are possible using a specially designed confocal
scanning laser microscope (CSLM) that provides a laser spot size, hence lateral spatial
resolution, of around 1um. The confocal nature of the microscope allows different
depths of up to 2 um below the surface to be sampled. Typically the laser produces
polarized red light, the scattered light is filtered to remove the parent line and the
remaining Raman lines are analysed with a monochromator.
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2.7.1.4 X-ray spectroscopy

X-rays from a high-intensity source with a controllable wavelength, such as a synchro-
tron, can also be used to perform absorption or reflectivity studies. X-ray absorption
spectroscopy (XAS) involves the ionization of atoms by high-energy photons causing
electron transitions to occur from deep inner shell atomic levels to the empty conduction
band. X-ray ionization edges occur at energies characteristic of both the element and the
inner shell involved and show two types of fine structure: X-ray absorption near-edge
structure (XANES), which involves strong intensity oscillations within about 40eV of
the absorption edge onset, and weaker oscillations at higher energies known as extended
X-ray absorption near-edge structure (EXAFS). XANES is directly related to the
unoccupied density of electronic states and has characteristic features and energy
positions for different bonding environments of the atoms in the solid, whereas EXAFS
oscillations can be used to determine bond lengths and coordination numbers in terms
of a radial distribution function around the ionized atom. This is shown schematically in
Figure 2.20. Both these techniques have electron equivalents in the technique of EELS
in the TEM (Section 2.7.3.3).
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Surface studies (often called SEXAFS or NEXAFS) can be performed using glancing
angle incident radiation, whereas polarized X-ray sources can provide information on
the orientation of species (using linearly polarized radiation) as well as magnetic
dichroism (using circularly polarized radiation).

2.7.2 Radio frequency spectroscopy

Atomic nuclei contain protons and neutrons, both of which possess an intrinsic spin just
like the electron (i.e., the spin quantum number s). In a nucleus the proton and neutron
spins combine to give an overall nuclear spin (/). Certain nuclei, such as
'H,2H,7Li, ''B, 13C, 14C, N, I°N, 170, F, 2 Na, 2’ Al, #°Si, 3'P and 3°Cl, have a nuclear
spin that is non-zero and therefore they possess a magnetic moment and behave like a
bar magnet. If a nucleus of spin 1/2 (e.g., *C) is placed in a magnetic field, it may orient
itself with the field (in a low energy state) or it may align itself against the field (in a
higher energy state). This is known as Zeeman splitting and the energy difference
between these two states is proportional to the applied magnetic field multiplied by
the magnetic moment of the nucleus. At equilibrium, the lower energy state will be
slightly more populated, however in a field of 10-100 kGauss, transitions between the
two energy states can be induced by radio frequency (RF) radiation (AE = hv, where
v = 50—-500 MHz). Such transitions will absorb radiation and then re-emit upon
relaxation; overall, radiation will be absorbed since there are initially very slightly more
nuclei in the lower energy state. This forms the basis for the technique of nuclear
magnetic resonance (NMR) spectroscopy, essentially the absorption of RF radiation
by nuclei in a strong magnetic field, which can provide information on the local
environment of the nuclei and hence the local bonding of atoms in a sample.

The experimental set-up for NMR involves an RF transmitter, a strong homogeneous
magnetic field and an RF receiver. In a large molecule or solid, the presence of different
chemical bonds may lead to the different magnetic nuclei of a particular atom species
experiencing slightly different electronic environments. Hence the actual resonance
frequency may vary between different nuclei and, to accommodate this, either the fre-
quency or the magnetic field is swept through a range of values typically spanning the parts
per million (ppm) range. As the detected signal is usually quite low, the radio frequency is
often pulsed, which causes it to behave like a range of frequencies. As the signal decays
following the pulse, it is Fourier transformed to obtain the separate resonance frequencies
that are related to the differing electronic and hence chemical environments. After many
such RF pulses, the spectral noise will average out, so improving statistics.

The actual value of the resonance frequency depends on a number of factors. Firstly,
there is the chemical shift interaction caused by the fact that different nuclei have
different chemical environments. Here the individual nuclei are shielded from the
applied field to different extents by the electron cloud surrounding the nucleus, provid-
ing a means for identifying the local atomic environment; the actual value of the
chemical shift is often referenced to a particular molecule, such as H or Si in tetra-
methylsilane (TMS) for 'H or Si NMR. In a molecule containing OH, for example,
the electronegative oxygen atom essentially pulls the electron away from the hydrogen
atom, which is largely unshielded, giving rise to a smaller chemical shift than would be
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expected for other bonds (e.g., C—H) where the electron will behave so as to oppose the
applied magnetic field. Secondly, the coupling of spins between neighbouring nuclei
within a molecule, or even between different molecules, can change the observed NMR
frequencies, leading to splitting and broadening of peaks. The magnitudes of these
effects are dependent on the orientation of the magnetic nuclei with respect to the
magnetic field.

The measured NMR frequencies and splittings can be used to characterize the
chemical environments of the constituent atoms in a molecule, while the individual
signal intensities are proportional to the number of nuclei in each particular environ-
ment. As a result, this technique is frequently used on solution species. However, in a
disordered solid or a polycrystalline material, the orientation of the magnetic nuclei
relative to the field is largely random. This anisotropy affects the chemical shifts and the
dipolar couplings; it leads to a range of resonance peaks due to the large range of
possible molecular or crystallite orientations. In low-viscosity liquids these problems
disappear because the rapid molecular motion averages all these anisotropies to zero.
However, in solids, translational movement is not possible and the resonances all
overlap, leading to very broad peaks. This anisotropy problem can be overcome by
spinning the sample around an axis inclined at an angle of 54.7° (the magic angle which
trisects the three Cartesian axes) to the axis of the magnetic field. The powdered solid
sample is typically contained in a plastic or ceramic rotor, and the rotor is spun by an air
turbine around an axis oriented at exactly the magic angle using a spinning rate of a few
kilohertz, which is comparable to the frequency spread of the anisotropy. The technique
is known as magic angle spinning NMR (MASNMR) and produces a single, much
narrower isotropically averaged NMR peak from solids, as in spectra obtained from
solutions. A schematic MASNMR spectrum is shown in Figure 2.21. A variety of pulse
sequences and magnetization changes (referred to as cross-polarization techniques) are
often used to enhance signals from certain nuclei within a system. The MASNMR signal
is obviously an average over the whole sample volume.

Dynamical information can also be obtained by NMR spectroscopy by measuring
relaxation times. The interaction of a nucleus with its environment or with other
(identical) nuclei can be obtained by measuring the longitudinal (spin—lattice) or trans-
verse (spin—spin) relaxations, respectively. Nuclei precess about the applied magnetic
field, By, at their Larmor frequency. By applying a circularly polarized magnetic field
orthogonal to By at the Larmor frequency, the nuclear spins will essentially follow a
gyroscopic motion precessing about two different axes simultaneously, which allows
one to isolate the nuclei of interest. This is because, if one removes the circularly
polarized field after only 90°, the nucleus precesses around an axis away from the other
nuclei. This orthogonality means that the behaviour of these nuclei can be monitored
without interference from all the other nuclei with different Larmor frequencies preces-
sing about By. Of course, these nuclei will relax back to precession about By, but then
that is generally the sort of information that one is interested in. This 7/2 spin flip is of
central importance to dynamical measurements, but it must be used in parallel with one
7 spin flip (spin—lattice experiments) or multiple 7 spin flips (spin—spin experiments). By
isolating individual nuclei it is possible to map their location throughout the sample,
enabling a two-dimensional image to be constructed. Indeed it is possible to scan such
two-dimensional sections through a solid and reconstruct 3D images. This is essentially a
tomographic technique which forms the basis for magnetic resonance imaging (MRI).
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Figure 2.21 Schematic diagram of ?’Al and cross-polarized 2Si MASNMR spectra from a
Portland cement sample revealing the different chemical environments; inset is the derived
chemical structure of the calcium silicate hydrate chains within the cement nanostructure. Data
courtesy of Dr lan Richardson and Dr Adrian Brough, School of Civil Engineering, University of
Leeds

In biology and medicine, NMR images are constructed from 'H NMR spectra of proton-
bearing species such as water and fatty acids. However, the spatial resolution of these
techniques is limited to at best microns or tens of microns, depending on the magnetic
homogeneity of the sample. It is also possible to use the spin—spin relaxation to measure
molecular diffusion coefficients using NMR. This is often called spin-echo NMR.
Another related spectroscopy worthy of mention is Mdssbauer spectroscopy, which
employs a v-ray source containing an isotope with the same nuclear energy as the
species of interest, for example, a >’Co source is used to analyse >’ Fe, so as to excite
transitions between nuclear states in the sample. The source is moved relative to the
fixed sample so as to vary the incident -ray wavelength via the Doppler effect.
Transitions between the ground and excited states are modified by interactions
between the nucleus and the surrounding electronic and magnetic fields, termed
hyperfine interactions, and these can be analysed to determine the valence states of
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atoms in the sample. This technique is restricted to elements possessing isotopes with
suitable nuclear transitions such as 3’Fe, ''?Sn and '"7Au.

Finally, electron paramagnetic resonance (EPR) is a microwave spectroscopy which
employs a variable magnetic field to analyse crystals containing molecules or ions with
unpaired electronic spins. The magnetic field causes Zeeman splitting of electronic
energy levels, and transitions between these levels are induced by the absorption of
microwave radiation.

2.7.3 Electron spectroscopy

Initially we concentrate on electron-induced spectroscopies in the electron microscope,
either the SEM or TEM, in particular the analysis of the X-rays emitted by the sample
as a result of electron beam ionization of atoms in the sample. True electron spectros-
copy is discussed in Section 2.7.3.3.

2.7.3.1 X-ray emission in the SEM and TEM

As discussed in Section 2.3.3.3, following ionization of atoms in a sample by an electron
beam, one possible de-excitation process is X-ray emission. The energy of the X-ray
photon emitted when a single outer electron drops into the inner shell hole is given by
the difference between the energies of the two excited states involved. A set of dipole
selection rules determine which transitions are observed. Due to the well-defined nature
of the various atomic energy levels, it is clear that the energies and associated wave-
lengths of the set of emitted X-rays will have characteristic values for each of the atomic
species present in the specimen. By measuring either the energies or wavelengths of the
X-rays emitted from the top surface of the sample, it is possible to determine which
elements are present at the particular position of the electron probe; this is the basis for
energy-dispersive and wavelength-dispersive X-ray analysis (EDX and WDX). WDX
spectrometers use crystal monochromators to disperse the emitted X-ray spectrum in
terms of diffraction angle and hence wavelength. Detectors then move along the arc of a
circle centred on the specimen and collect the spectrum serially. EDX detectors collect
X-rays in a near-parallel fashion and rely on the creation of electron—hole pairs in a
biased silicon crystal; the number of electron—hole pairs and hence current is directly
proportional to the energy of the incident X-ray. Fast electronics allows separate pulses
of X-rays to be discriminated and measured. EDX detectors often have some form of
window which, depending on the material, may reduce sensitivity to light elements
(Z < 11). Compared to EDX, WDX is slow but has increased resolution and hence
sensitivity to all elements, particularly light elements. WDX is confined to dedicated
analytical SEMs known as electron probe microanalysers (EPMA), whereas EDX
detectors may be fitted as an add-on attachment to most SEMs and TEMs.

Figure 2.22 shows a typical electron-generated X-ray emission spectrum from molyb-
denum oxide. The Mo Ko, Kp and Lo X-ray lines as well as the O Ka line are
superimposed on the bremsstrahlung background. The bremsstrahlung X-rays are not
characteristic of any particular atom but depend principally on specimen thickness. To a
first approximation, peak intensities are proportional to the atomic concentration of the
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Figure 2.22 Schematic diagram of (a) de-excitation by X-ray emission, (b) de-excitation by
Auger electron following ionization by an electron of incident energy Ej. (c) Schematic energy-
dispersive X-ray emission spectrum from a thin specimen of molybdenum oxide on a carbon
support film; the peaks are labelled with standard X-ray notation as discussed in the text; the
peaks due to copper are from the specimen holder

element and, with careful measurement, EDX and WDX can detect levels of elements
down to 0.1 at%.

When EDX is used in the TEM as opposed to the SEM, the reduced sample thickness and
probe size lead to much higher spatial resolution. At 100kV, a 100 nm thick sample typically
gives a beam broadening of the order of 10nm. EDX analysis will collect all X-rays
produced isotropically within the beam-broadened volume, and this is of obvious import-
ance for the analysis of nanostructures. EDX maps of multilayers and nanoscale precipitates
have demonstrated resolutions of at best a few nanometres in ultrathin sample areas.

2.7.3.2 Cathodoluminescence in the SEM and STEM

Cathodoluminescence (CL) is generated by the recombination of electron—hole pairs
produced by electron beam induced ionization of valence electrons in a semiconducting
or insulating sample. The exact CL energies (and therefore wavelengths) depend on the
width of the band gap of the material. Any changes in temperature, crystal structure
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(e.g., different polymorphs), impurity levels or defect concentrations will modify the
band gap and thus the CL wavelength. Spectroscopic analysis of the CL emission can
therefore provide information on the microstructure of the sample. The emitted photon
intensity is low and therefore low scan rates and high probe currents (large probe
diameters) are required, limiting the resolution to 1-10 um in the SEM. In the STEM
the resolution can be improved considerably, making the technique viable for nano-
structural analysis.

2.7.3.3 Electron energy loss spectroscopy

Electron energy loss spectroscopy (EELS) in a TEM or STEM involves analysis of the
inelastic scattering suffered by the electron beam via measurement of the energy dis-
tribution of the transmitted electrons. The technique allows high-resolution elemental
mapping and the measurement of local electronic structures for the determination of the
local chemical bonding, such as that present at an interface or defect.

The transmitted electrons are dispersed according to their energy losses using a
magnetic sector spectrometer (see Figure 2.8). EELS spectra can be recorded in parallel
using a scintillator and diode array detection system, with the TEM in either diffraction
or image mode; spatially resolved spectra are obtained using a small, highly focused
probe in a STEM. The transmitted EELS signal is highly forward-peaked and the
collected signal can be well defined using a suitable aperture that can significantly
improve the ultimate spatial resolution of the analysis compared to EDX, where beam
broadening will limit the ultimate (lateral) spatial resolution for microanalysis. EELS
spectra can be obtained from individual atomic columns.

The various energy losses observed in a typical EELs spectrum are shown in Figure
2.23a, which gives the scattered electron intensity as a function of the decrease in
kinetic energy (the energy loss E) of the transmitted fast electrons and essentially
represents the response of the electrons in the solid to the disturbance introduced by
the incident electrons. In a specimen of thickness less than the mean free path for
inelastic scattering (roughly 100 nm at 100 keV), by far the most intense feature is the
zero-loss peak at 0eV energy loss, which contains all the elastically and quasi-elastic-
ally (i.e., phonon) scattered electron components. Neglecting the effect of the spectro-
meter, the full width at half maximum (FWHM) of the zero-loss peak is usually limited
by the energy spread inherent in the electron source. In a TEM the energy spread will
generally lie between ~0.1 and 3eV, depending on the type of emitter, and this
parameter often determines the overall spectral resolution.

The low-loss region of the EELs spectrum, extending from 0 to about 50 eV, corres-
ponds to the excitation of electrons in the outermost atomic orbitals which are often
delocalized due to interatomic bonding and extend over several atomic sites. This region
therefore reflects the solid-state character of the sample. The smallest energy losses
(10-100 meV) arise from phonon emission, but these are usually subsumed in the zero-loss
peak. The dominant feature in the low-loss spectrum arises from collective, resonant
oscillations of the valence electrons known as plasmons. The energy of the plasmon
peak is governed by the density of the valence electrons, and the width by the rate of
decay of the resonant mode. In a thicker specimen (>100nm) there are additional
peaks at multiples of the plasmon energy, corresponding to the excitation of more than



SPECTROSCOPY TECHNIQUES 111

@ ,
Zero-loss

Gain change

x100 Inner shell
/ionisation edges

EXELFS

Intensity

lvies
T T T T T T T T T T T >
0 500 1000
EleV
E;
(b) // F Energy .
. Empty states
w
=| Core &/\M
level Filled states | 7 == —
. Density of
: states
|
| ——
! ELNES
z :
g ! EXELFS
< I
- |
|
E Energy loss

Figure 2.23 Schematic diagram of (a) an EELS spectrum and (b) the ELNES intensity which
reflects the unoccupied DOS above the Fermi level

one plasmon; the intensities of these multiple plasmon peaks follow a Poisson distribu-
tion. A further feature in the low-loss spectra of insulators are peaks, known as
interband transitions, which correspond to the excitation of valence electrons to
low-energy unoccupied electronic states above the Fermi level. These single-electron excita-
tions may lead to a shift in the energy of the plasmon resonance. The low-loss region is
used mainly to determine the specimen thickness and to correct for the effects of
multiple inelastic scattering when performing quantitative microanalysis on thicker
specimens. In a more detailed analysis the overall shape of the low-loss region may
be related to the dielectric response function of the material, which allows a correlation
with optical measurements, including reflectivity and band gap determination in insu-
lators and semiconductors.

The high-loss region of the EELs spectrum extends from about 50eV to several
thousand electron volts and corresponds to the excitation of electrons from localized
orbitals on a single atomic site to extended, unoccupied electron energy levels just
above the Fermi level of the material. This region therefore reflects the atomic
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character of the specimen. As the energy loss progressively increases, this region
exhibits steps or edges superimposed on the monotonically decreasing background
intensity; the intensity at 2000 eV is typically eight orders of magnitude less than at the
zero-loss peak and so, for clarity, in Figure 2.23 a gain change has been inserted in the
linear intensity scale at 150eV. These edges correspond to excitation of inner shell
electrons and are known as ionization edges. The various EELS ionization edges are
classified using the standard spectroscopic notation; e.g., K excitation for ionization
of 1s electrons. Since the energy of the edge threshold is determined by the binding
energy of the particular electron subshell within an atom, the atomic type may be
easily identified. The signal under the ionization edge extends beyond the threshold,
since the amount of kinetic energy given to the excited electron is not fixed. The
intensity or area under the edge is proportional to the number of atoms present and
this allows the technique to be used for quantitative analysis. EELS is particularly
sensitive to the detection and quantification of light elements (Z < 11) as well as
transition metals and rare earths.

If electrons are scattered via inelastic collisions with K-shell electrons of free atoms
(e.g., gases) the core-loss edges are sharp, sawtooth-like steps displaying no features.
Other core-loss excitations in free atoms display a variety of basic edge shapes that
are essentially determined by the degree of overlap between the initial and final state
wavefunctions. In solids, however, the unoccupied electronic states near the Fermi
level may be appreciably modified by chemical bonding, leading to a complex density
of states (DOS), and this is reflected in the electron energy loss near-edge structure
(ELNES), which modifies the basic atomic shape within the first 30-40eV above the
edge threshold. The ELNES effectively represents the unoccupied DOS (above the
Fermi level) in the environment of the atom(s) being ionized, as shown in Figure
2.23b, hence it gives information on the local structure and bonding. Beyond the
near-edge region, superimposed on the gradually decreasing tail of the core-loss edge,
a region of weaker, extended oscillations is observed, known as the extended energy
loss fine structure (EXELFS). As in EXAFS (Section 2.7.1.4), the period of the
oscillations may be used to determine bond distances, while the amplitude reflects
the coordination number of the particular atom.

Energy-filtered TEM (EFTEM) involves the selection of a specific energy loss
value, or narrow range of energy losses, from the transmitted electron beam via use
of an energy-selecting slit after the spectrometer. Using only zero-loss (elastically)
scattered electrons to form images and diffraction patterns increases contrast and
resolution, allowing easier interpretation than with unfiltered data. Chemical mapping
may be achieved by acquiring and processing images formed by electrons which have
undergone inner shell ionization events. An alternative approach, used when mapping
is performed with an EELs spectrometer and detector attached to an STEM, is to
raster the electron beam across the specimen and record an EELS spectrum at every
point (x,y) — this technique being known as ‘spectrum imaging’. The complete data set
may then be processed to form a 2D quantitative map of the sample using either
standard elemental quantification procedures or the position and/or intensity of
characteristic low-loss or ELNES features. The inherently high spatial resolution of
the EELS technique has allowed maps of elemental distributions to be formed at
subnanometre resolution. In addition, the possibility of plasmon or ELNES chemical
bonding maps has also been demonstrated.
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2.8 SURFACE ANALYSIS AND DEPTH PROFILING

One basic form of surface analysis, highly relevant for nanostructured materials, is the
determination of the specific surface area (in m?>g~!) of a sample. This is usually
performed by measurement of the volume of gas adsorbed onto a specific mass of
sample, as a function of gas pressure or more usually relative gas pressure (pressure/
saturation vapour pressure). This measurement is known as an adsorption isotherm.
Samples are carefully outgassed under vacuum and cooled to low temperatures, prior to
controlled physical adsorption of a suitable gas, such as nitrogen, which is small enough
(~0.4nm) to access even the smallest nanopores. The form of the resulting adsorption
isotherm depends on the nature of the adsorbent and the adsorbate and may be
analysed using a number of theoretical models, all of which make assumptions about
the nature of the gas—solid interaction and the types of pores present. In essence the
models attempt to identify when one monolayer of gas molecules has been adsorbed at
the surface so as to determine the surface area. In addition to the total surface area, by
modelling the data it is also possible to calculate the average pore size and the pore size
distribution within a porous material, although it is important to realise that such
experiments will only access open (not closed) porosity within a sample.

In addition to the basic adsorption methods, surface chemical analysis techniques
directly probe the elemental composition and chemical state of the outermost atomic
layers (i.e., 0.1-10 nm below the surface) of all types of solid materials. The principal
techniques used for probing surface chemistry are based on electron, mass and vibra-
tional spectroscopy. In terms of nanostructured materials and devices, the surface is
obviously an important consideration in terms of properties and material performance,
as well as the nature of the interaction between the sample and the environment.
Properties of adhesion, colour, catalytic activity, biocompatibility and lubrication, for
example, can all be strictly controlled by the surface of a material. However, if samples
are of reduced dimension laterally this can present particular problems as high lateral
spatial resolution on the surface is then also required.

Due to the extreme surface sensitivity of most surface analysis methods, the amount
of information available decays rapidly with degrading vacuum since, as highlighted
above, ambient gases readily adsorb onto the surface of the specimen. Most surface
analysis methods therefore require analysis to be performed under UHV conditions
(107 mbar) where the pressure is an order of magnitude lower than for, say, electron
microscopy. For this reason instrument design has evolved around a substantial eva-
cuation system involving a two-chamber apparatus incorporating metal-on-metal
vacuum seals for maintaining a good vacuum during analysis. The first preparation
chamber is for sample introduction and high-vacuum experimentation (e.g., gas adsorp-
tion experiments, sample heating or ion beam etching), while the second chamber is the
analysis chamber containing the various radiation sources and detection systems.
Figure 2.24 is a schematic diagram of a surface analysis system.

Depth profiling provides surface analysis coupled with subsurface information.
Techniques such as neutron reflectometry can provide information about the structure
of samples many microns below the surface, without the often prohibitive UHV
requirements. Other techniques such as ion beam analysis can also provide similar
information. The key to depth profiling is the ability to have a probe which can
interrogate deep into the sample. Neutrons, X-rays, and high-energy ions are generally
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Figure 2.24 Schematic diagram of a surface analysis system incorporating XPS, Auger and SIMS

very effective at this. We shall consider depth profiling with ions and neutrons below,
but first we turn to the surface-specific electron spectroscopy and mass spectrometry
techniques.

2.8.1 Electron spectroscopy of surfaces

X-ray photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES) have
shown the greatest applicability to the widest range of materials surfaces. XPS and AES
are conveniently linked as techniques since they are both dependent on the analysis of
low-energy electrons emitted from surfaces, in the range 10-3000eV. As a result, both
techniques can use the same electron spectroscopy instrumentation, although they tend
to use different excitation sources.

In XPS the sample is irradiated with a beam of usually monochromatic, low-energy
X-rays. Photoelectron emission results from the atoms in the specimen surface, and the
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kinetic energy distribution of the ejected photoelectrons is measured directly using an
electron spectrometer. Each surface atom possesses core-level electrons that are not
directly involved with chemical bonding but are influenced slightly by the chemical
environment of the atom. The binding energy of each core-level electron (approximately
its ionization energy) is characteristic of the atom and specific orbital to which it
belongs. Since the energy of the incident X-rays is known, the measured kinetic energy
of a core-level photoelectron peak can be related directly to its characteristic binding
energy. A typical XPS spectrum is displayed in Figure 2.25, which shows photoelectron
peaks superimposed on a background due to inelastically scattered photoelectrons that
have lost energy before emerging from the surface. The binding energies of the various
photoelectron peaks (1s, 2s, 2p, etc.) are well tabulated and XPS therefore provides a
means of elemental identification which can also be quantified via measurement of
integrated photoelectron peak intensities and the use of a standard set of sensitivity
factors to give a surface atomic composition. The low binding energy region of the XPS
spectrum is usually excited with a separate ultraviolet photon source, such as a helium
lamp, (ultraviolet photoelectron spectroscopy, UPS) and provides data on the valence
band electronic structure of the surface.

Atomic orbitals from atoms of the same element in different chemical environments
possess slightly different but measurable binding energies within the range 0.1-10eV.
These chemical shifts in the binding energies of the photoelectron peaks arise because of
the variations in electrostatic screening experienced by core electrons as the valence and
conduction electrons are drawn towards or away from the specific atom in question.
Differences in oxidation state, molecular environment and coordination number will all
provide different chemical shifts that can be measured in a high-resolution XPS spectrum.
Using deconvolution and peak synthesis routines it is possible to identify and also quantify
the relative occupations in these differing environments as indicated in Figure 2.25.
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Figure 2.25 Schematic XPS spectrum from a triphenyl phosphate polymer film: (a) survey scan
showing the elemental composition (in at %) and (b) high-resolution scan of the oxygen 1s peak
showing two chemical states of oxygen and their relative proportions
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After photoemission of a core electron, the ion is left in an excited state and must
decay back to the ground state. Energy is released when an electron drops back into the
core hole and this energy can escape as an X-ray photon (X-ray fluorescence) or,
alternatively, it can eject a third weakly bound outer shell electron (Auger electron)
with a certain kinetic energy (Figure 2.22). The characteristic kinetic energy of the
Auger electron is dependent only on the binding energies of the core levels within the
target atom. Auger electron bands are designated using classical X-ray notation (e.g., K,
L, M) referring to the electron energy levels involved in the relaxation process.

The sole requirement for the ejection of an Auger electron is the formation of an
initial core electron level hole and this can be generated by either an electron beam,
X-rays, ions or even by thermal energy. Auger peaks are therefore also observed in
photoelectron spectra, as seen in Figure 2.25. However, traditionally Auger electron
spectroscopy has been studied by excitation with primary, low-energy electron sources
of a few keV. Here the electron-induced Auger peaks are superimposed on an intense
background due to the large numbers of emitted secondary electrons. Auger peaks,
particularly those of light elements, may be identified and quantified to give surface
compositions, in a similar manner to XPS. A major benefit of using electron beams,
rather than photons, for the production of Auger spectra is that it is relatively easy to
focus low-energy electron beams from field emission sources to a dimension of
10-50 nm. This gives much improved lateral spatial resolution at the surface of a
sample, which is of great applicability for the analysis of nanodimensional samples.
As a result, Auger electron spectroscopy (AES) has been combined with scanning
electron microscopy (SEM) to produce the imaging technique of scanning Auger
microscopy (SAM). In contrast, X-ray photon beams (needed to generate X-ray photo-
electrons and Auger electrons for XPS) are much more difficult to focus and are hence
much broader, being as large as 1 mm to 1cm in laboratory instruments. Small-arca
XPS instruments can achieve analysis from areas as small as 10 um by the use of area-
selecting apertures before the photoelectron spectrometer. It is now also possible to
perform XPS mapping of a surface by using a photoelectron microscope arrangement to
image the position of surface species using the emitted photoelectrons.

In principle AES is also capable of providing information on the chemical state of a
particular element. In practice the observed chemical shifts are small compared to the
broader widths of Auger peaks and this reduces the quality of the chemical information.
Nevertheless, in some cases, distinct changes in Auger peak shape are observed for different
chemical states. In an XPS spectrum the difference between (or sum of) the XPS and Auger
peaks, known as an Auger parameter, is also used widely for its chemical sensitivity. This
parameter also enjoys independence from any sample-charging problems often experienced
in XPS and AES, as peak separations and not absolute energies are measured.

Although X-rays can penetrate up to several microns within a solid, XPS and Auger
electrons only escape, without energy loss, from the outermost atomic layers of the
sample. This is because these low-energy electrons have very short inelastic mean free
paths (IMFPs) in solid materials. The electron IMFP is dependent on the electron
energy as well as the density and nature of the material through which the electrons
pass. In the energy range of XPS and AES (100-2000 eV), the electron IMFP in virtually
all solids is between 1 and 10 monolayers, roughly equivalent to 0.3-3nm. This
sampling depth is dependent also on the electron take-off angle relative to the detector
and is maximized for the detector normal to the sample surface. By varying the
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geometry in angle-resolved XPS measurements, it is possible to determine the nature of
the surface structure such as the presence of thin overlayers on substrates. This techni-
que can also be used to determine the orientation of certain molecules at surfaces.
Alternatively, in XPS or AES, depth information can also be achieved using sputter ion
depth-profiling techniques where the surface is eroded using a low-energy, inert gas ion
source. However, for many materials this approach is known to significantly damage
the chemical integrity of the surface under investigation and does not have sufficient
depth resolution to probe the outermost surface layers. In this case, angle-resolved XPS
provides a convenient method for acquiring depth information in a non-destructive
manner and thus enables molecular structure (as indicated by the chemical shift) as well
as the elemental distribution to be determined.

2.8.2 Mass spectrometry of surfaces

In the same way that analysis of compounds by mass spectrometry provides informa-
tion about chemical and structural properties in analytical chemistry, surface mass
spectrometry is of key importance in the surface analysis of materials. The principal
method of signal generation is by sputtering ionized particles from the specimen surface.
Mass discrimination can involve the use of alternative mass spectrometers that are
specially configured for particular aspects of surface analysis.

In the sputtering process, the specimen surface is bombarded by a primary beam of
particles having a fixed energy. These particles (commonly ions or atoms) induce a series
of hard sphere collision cascades along pathways of up to 10-25nm into the surface
region, whereupon the majority of their energy is lost. When the collision cascade
returns to the surface and has sufficient energy to break chemical bonds, then atomic
and clustered fragments of surface atoms, representative of the surface chemistry, are
ejected into the vacuum.

The vast majority of species which are ejected in the sputtering process are electrically
neutral. However, a finite portion is ionized during the process of bond fracture and this
ionized portion of the emitted species can be extracted directly for analysis in a mass
spectrometer. This is the basis of surface analysis by secondary ion mass spectrometry
(SIMS); a typical spectrum is shown in Figure 2.26. Extraction of the ionized species is
often achieved by placing a ring or cone of high potential in close proximity to the
sample surface. By altering its polarity both positive and negative ions can be drawn
into the mass spectrometer for analysis. SIMS is not usually a directly quantitative
technique. It can, however, be used accurately in a semiquantitative manner in con-
junction with a series of suitable calibration samples. In sputtered neutral mass spectro-
metry (SNMS) an attempt is made to ionize the portion of neutral species that are emitted
in the sputtering process. Since these species constitute the vast majority of the sputtered
‘plume’ of particles ejected from the surface then, in principle, SNMS should be able to
provide surface mass spectral information that is more directly quantitative than informa-
tion derived from SIMS. In addition to ion sources, lasers can be used to desorb or
volatilize surface species and generate mass spectra from the surfaces of materials.

Generally the amount of material removed during sputtering is governed by the energy
and atomic mass of the primary beam and its angle of incidence to the sample surface.
Removal of a large volume of surface atoms from the analysis area is undesirable for
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Figure 2.26 Schematic diagram of (a) a static SIMS spectrum from a copolymer film and
(b) an example of a depth profile measured using dynamic SIMS

surface analysis and so minimal primary particle fluxes are preferred for the most surface-
sensitive analysis. This mode of SIMS is called static SIMS, whereby the surface chemical
state can be considered to remain unaltered, or static, as a consequence of analysis. Static
SIMS generally employs high mass resolution time-of-flight (ToF) mass spectrometers to
provide detailed and often complex spectra with many mass fragment peaks evident, as
seen in Figure 2.26(a). ToF-SIMS is capable of resolving very high mass fragments
compared to the more conventional and cheaper quadrupole mass spectrometers.
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If the removal rate is precisely controlled, at higher primary beam fluxes it is possible
to monitor the SIMS signal from successive layers of a material as a function of removal
rate. This mode of analysis is termed dynamic SIMS, whereby the surface moves or is
eroded in real time as a consequence of analysis. This is the mode of SIMS used for
depth profiling materials with high elemental sensitivity of the order of parts per
million, as seen in Figure 2.26(b). In static and dynamic SIMS it is common practice
to raster scan the focused primary ion beam across the surface region of interest. For
static (scanning) SIMS, this will increase sensitivity and decrease beam-induced damage
effects compared to point analysis. When scanning SIMS is performed with the mass
spectrometer preset to detect the intensity of masses of interest at each scan point,
chemical mapping of the distribution of secondary ions over the area of interest can be
performed. The resolution of the SIMS image is determined by the size of the focused
ion beam, which can reach 50—100 nm or below. The use of scanning and dynamic SIMS
for 3D sample imaging has also been demonstrated.

2.8.3 Ion beam analysis

SIMS is not the only use of ions to analyse the surface and subsurface properties of
materials. Ton beam analysis refers to a variety of techniques that use ions to interact
with the sample under consideration. These ions are generally produced in an accel-
erator, often van der Graaff accelerators adapted from nuclear experiments in the post-
war years. The ions typically have energies between 1 and 2 MeV and can penetrate deep
(several microns) into the sample. Some ions will be scattered by the components of the
material or even undergo nuclear reactions with these components. By a careful con-
sideration of the energetics of the scattered products, it is possible to build a profile for
the composition of a particular component in a material as a function of depth. As in
dynamic SIMS, this form of material analysis is known as depth profiling, but it does
have certain advantages. Firstly, sample preparation is easier; there is no need for a
surface coating on the sample (this is required in some dynamic SIMS experiments to
control the sputtering rate before the sample is reached). Secondly, the variation of
scattered products as a function of depth is easier to ascertain, which makes for easier
data analysis (changing composition can have a strong effect on sputtering rates in
dynamic SIMS experiments). Finally, some ion beam experiments will cause minimal
sample destruction compared with dynamic SIMS.

Surface and subsurface composition can be determined using high-energy ions of low
mass (e.g., H" or He’") produced in an accelerator. Interaction of these ions with a sample
results in considerable elastic backscattering of the incident ion flux. Analysis of the energy
loss spectrum of the backscattered ions forms the basis for Rutherford backscattering
spectrometry (RBS). An RBS spectrum exhibits steps at energies which are characteristic
of each backscattering element present and whose widths depend on the elemental depth
distribution in both the surface and subsurface regions. Although the lateral spatial
resolution of the technique is poor, RBS can provide a non-destructive means of depth-
resolved subsurface elemental analysis, but any light (e.g., organic) components are likely
to be destroyed by the high-energy ion beam. A related technique is proton-induced X-ray
emission (PIXE), which allows the determination of low elemental concentrations.
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The scattering of high-energy low-mass ions in RBS works because these ions will be
backscattered from heavier elements in the material. Lighter elements (mainly
hydrogen) will be ejected from the sample. However, if one considers labelling some of
the materials with deuterium (to provide contrast with hydrogen), then one can use this
to analyse scattering in the forward geometry. A high-energy a-particle beam will eject
both H and D from a material and the energies of these ejected ions will depend on their
original location in the material. The expelled hydrogen and deuterium are detected in a
forward-scattered geometry in contrast with the backscattered geometry of RBS. This
technique goes by two names: forward-recoil spectrometry (FReS) and elastic-recoil
detection analysis (ERD or ERDA). The choice of name generally depends on the
community doing the research.

Another method of obtaining a depth profile using ion beams is the technique of
nuclear reaction analysis (NRA). In this case an ion such as "N reacts with a target
nucleus (e.g., deuterons) in the sample, a nuclear reaction ensues and the products can
be detected. The energy of the incident ion can be correlated to the depth in the sample
where the reaction occurred. This technique is less commonly used because of the low
product yield and also because the ion energy needs to be varied carefully. Another
technique, *He NRA (an example is shown in Figure 2.27(a)) has a broader reaction
cross section than the other methods, so it can obtain a depth profile with one incident
ion energy; this overcomes the difficulties caused by a narrow reaction cross section.
However, the low yield is still a problem in many circumstances.

2.8.4 Reflectometry

Neutrons and X-rays are powerful probes of material structure, but they also provide
a means of obtaining a depth profile from a film or multilayer structure. Neutron and
X-ray reflectometry can only provide limited information on a one-component film, such
as thickness, density or roughness. However, for mixtures or multilayer structures, reflecto-
metry can be a very powerful technique provided contrast exists between the two compon-
ents. Neutrons are more powerful than X-rays, because deuteration or other isotopic
labelling can be used to provide material contrast. With X-ray reflectometry experiments,
a heavy metal is generally needed to provide the large electron density required for
sufficient contrast with any lighter elements present. In the brief discussion that follows,
we consider neutron reflectometry, but X-rays would not be treated all that differently.
A reflectometry experiment generally consists of a neutron beam incident at a
glancing angle (typically ~1°) to the film. The reflectivity at the specular peak (i.e.,
the same reflected angle) is detected as a function of angle or wavevector. At low
wavevectors, neutrons are usually totally reflected (neutron scattering length densities
work in the same way as refractive indices for light, so this means that the neutron
scattering length density is greater at the film surface than in air or the surrounding
medium). At higher wavevectors the reflectivity decays dramatically in a fashion that
relates to the material structure. Bragg and Kiessig fringes in the data reflect dominant
length scales from internal structure and the total film thickness, respectively (Section 2.6.1).
In the example data shown in Figure 2.27(b), Bragg fringes from the deuterated layer
at the front and the back of the sample are clearly visible in the spectrum. Kiessig
fringes are difficult to observe in neutron experiments for films thinner than ~250 nm.
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Figure 2.27 (a) Helium-3 nuclear reaction analysis (NRA) data for a film of polystyrene mixed
with polybutadiene. The polystyrene is deuterium labelled to provide contrast with the polybuta-
diene. In this example a polystyrene-rich phase self-assembles at the front and back of the film,
with polybutadiene in the centre. The solid line is not a fit to the NRA data but the best fit to
neutron reflectometry data convolved with the resolution function of the ion beam experiment.
The neutron reflectivity (R) data are shown in (b) as a function of the perpendicular component of
the neutron wavevector; note the Bragg fringes from the front and back deuterated layers in the
film. Here the solid line is a best fit to the data. This work is reported in M. Geoghegan et al.,
Lamellar structure in a thin polymer blend film, Polymer 35, 2019-2027 (1994)

Analysing reflectivity data is not trivial; typically a scattering length density—depth
profile needs to be modelled and fitted to the data, adjusting any fit parameters as
necessary. The difficulty arises because neutron reflection, like diffraction, occurs in
k-space, and phase information is lost. As a result, there is no one-to-one correlation
between reflectivity and the depth profile, and a priori information is needed before
fitting can reveal any meaningful results; this information may be obtained from what
we know about the sample in its preparation, or from a complementary experiment such
as ion beam analysis. An example of this complementarity is shown in Figure 2.27.
A few tricks can be used to simplify the fitting process but, in truth, great advances
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in reflectometer design over the past 15 years have not been mirrored in data analysis,
except that increased computational power has helped considerably.

An advantage of neutron reflectometry is that it is suitable for working with liquids;
indeed neutrons can penetrate many different media, including silicon substrates,
should one need to access the sample from underneath (this is not possible with
X-rays). Both neutrons and X-rays provide subnanometre depth resolution, if there
are sharp interfaces present in the material. However, considering neutrons in terms of
resolution is unwise because, although they might be able to resolve a 0.2 nm interface,
they usually would not be able to resolve an interface with a width of 1um. To
understand this, remember that the neutron wavevector is related to its wavelength
A by (2w/M\) sin 6. Even if it were possible to obtain a neutron wavelength comparable to
micron length scales, the relevant value of the wavevector would be so low that, in all
probability, total external reflection would render data analysis impossible. Neutron
reflectometry is generally non-destructive but the timescale for obtaining data usually
precludes kinetic experiments, although a new generation of neutron sources in America
and Japan should alleviate these problems considerably.

2.9 SUMMARY OF TECHNIQUES FOR PROPERTY
MEASUREMENT

Many sample properties, such as strength or electrical conductivity, are a strong func-
tion of the material’s microstructure, including features such as the nature and distribu-
tion of phases, the crystallite grain size and defect concentration. Nanostructured
systems often exhibit very different material properties owing to the step change in
the nature and distribution of such features. However, accurate property measurement,
particularly in a spatially resolved manner, can present considerable challenges for
nanoscale science.

2.9.1 Mechanical properties

The important mechanical properties are strength, ductility, toughness, resilience and
hardness. Generally all measurements are determined by applying a load to a specimen
(either in tension, compression or shear) and the dependence between the applied stress
(the force per unit area) and the measured strain (the fractional change in dimension) is
monitored. In many cases the mechanical behaviour is dependent on the rate at which
the specimen is stressed and may also be a function of whether the material undergoes
a series of cyclic loadings and unloadings.

A typical tensile stress—strain curve is shown in Figure 2.28. In tension and at low
levels of stress and strain, the stress—strain relationship is linear and the material
deforms elastically. The proportionality constant in this initial portion of the stress—
strain curve is known as the Young’s modulus or elastic modulus and may be thought of
as stiffness. Resilience is the capacity of the material to absorb energy when deformed
elastically and is given by the area under the stress—strain curve up to the yield point, as
shown in Figure 2.28.
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Figure 2.28 Schematic diagram of a typical stress—strain curve indicating the important quantities

At higher stresses, the stress—strain curve departs from linearity and plastic deform-
ation occurs. The stress value at this departure point gives a measure of the elastic limit
and, slightly above this, the yield strength for a given strain; the overall maximum in the
curve is known as the tensile strength. In reality the cross-sectional area may change
during deformation, leading to the concept of true stress. Ductility is the degree of
plastic deformation that has occurred at fracture and is given by the percentage
elongation of the material. Toughness is the ability of the material to absorb energy
up to fracture; it is very dependent on specimen geometry and the rate at which the
strain is applied. A strong, ductile material will generally also be tough. Hardness is a
measure of the resistance of a material to localized plastic deformation and is generally
determined by indenting the surface of a sample with a controlled load using a known
indenter geometry at a known rate of indentation.

Many mechanical tests are difficult to apply to systems of reduced dimensionality
owing to the small diameters and length scales involved, making conventional tensile
testing difficult where, say, fibres or filaments need to be gripped without sliding.
In recent years, nanoindentation techniques have been developed and they have allowed
some spatially resolved studies of mechanical behaviour. Figure 2.29 shows how a stiff
indenter with a well-defined geometry can be positioned with submicron accuracy
within the microstructure of a sample using a sample stage controlled by piezoelectric
drivers. Very small loads can be applied to the indenter while monitoring its displace-
ment, hence the depth of penetration below the sample surface. The loading—unloading
versus displacement curve (inset) can give information on both Young’s modulus and
hardness at that position on the sample. Accurate manipulation of nanostructures is
also extremely difficult and specialized testing techniques have had to be developed
using, for example, scanning probe tips. By deflecting one end of a nanofibre with an
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Figure 2.29 Schematic diagram of a nanoindenter together with a typical loading—unloading curve

AFM tip and holding the other end fixed, the mechanical strength has been calculated
by correlating the lateral displacement of the fibre as a function of applied force. Other
techniques have included the development of nanomanipulators for use inside the SEM
or TEM which allow the mechanical loading and bending of nanostructures, such as the
use of oscillating voltages in the TEM to mechanically resonate a nanotube and so
determine its elastic modulus.

The adsorption of proteins, DNA and other polymers at surfaces can be studied by
using an AFM in one dimension. The molecular force probe (MFP) involves the
measurement of AFM cantilever deflection as a function of distance from the sample.
The cantilever deflection can be correlated to atomic forces of the order of piconewtons.
On approaching a polymer adsorbed at the surface, the tip experiences a van der Waals
attraction to the polymer. On contact with the polymer, the tip is removed. Force (again
of the order of piconewtons) is required to remove the tip (and polymer) from the
surface. Since not all of the polymer is adsorbed to the surface, energy can be released
when this part of the polymer is pulled from the surface. Such pull-off events reveal
information about the nature of the chain conformation on the surface (Figure. 2.30),
including parameters such as the polymer contour length.

2.9.2 Electron transport properties
The electronic conductivity o of a material is given by
o = nqpu, (2.9)

where n, ¢ and p are the concentration, charge and mobility of the charge carriers,
respectively. Charge carriers can be electrons, holes or sometimes ions. Measurement of
the conductivity or resistivity (o = 1/0) as a function of temperature can often provide
an insight into conduction mechanisms. Conductivity measurements rely on measuring
the current passed through the test sample on applying a known voltage. However, this
is not straightforward as a contact applied to a sample will develop a contact resistance,
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Figure 2.30 Typical mechanical protein unfolding data obtained using the atomic force micro-
scope (AFM). The applied force is plotted as a function of the extension of a multimeric protein
system engineered to comprise five identical repeated domains of the 27th immunoglobulin
domain of the giant muscle protein titin (shown schematically at the top of the figure). At the
start of the experiment all five domains are folded. At a critical applied force (~180pN) a domain
unfolds releasing a length of unfolded polypeptide chain into the system which allows the AFM
cantilever to return almost to its rest position and the applied force falls almost to zero. Further
extension of the system results in a second and third domain unfolding and so on until all five
domains in the multimer have unfolded. Each domain introduces exactly the same length of
unfolded polypeptide into the system as expected. The final feature in the data is the stretching of
the entire polypeptide chain comprising five unfolded domains until it becomes detached from the
AFM tip. The dashed lines are of the force-extension data using a model of polymer elasticity
known as the ‘worm-like chain’ model. Figure reproduced courtesy of D. Alastair Smith, David
Brockwell, and Sheena Radford

as in general it is non-ohmic. The choice of contact electrode, based on the work
function, is therefore critical. The arrangement of the electrodes is also important; for
high resistance materials (>100 Ohms) a two-probe technique is adequate, whereas for
small values of resistance the residual contact resistance and the impedance of the leads
become significant. In this latter case a four-probe technique is required, which uses two
probes to pass a current through the material while the potential difference between the
other two probes is measured using a high-impedance voltmeter.

To deconvolve the conductivity into the two components, n and pu, a Seebeck
experiment is often used. Here a known thermal gradient is set up across a uniform
sample area, a voltage develops across the sample due to the flow of carriers induced by
the differing electrochemical potentials. If the Seebeck voltage is measured, this pro-
vides a measure of the carrier concentration. A Hall experiment can also provide a
direct measure of n and p. Here a known current, either alternating current (AC) or
direct current (DC), is passed through a sample at right angles to a magnetic field; the
moving carriers experience a resultant force, which leads to a Hall voltage being set up
across the sample.
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Figure 2.31 Schematic data showing ballistic quantum conductance in a multiwalled carbon
nanotube; a possible experimental set-up is also shown

Besides DC methods, AC conductivity can provide data on the impedance of the
system. The impedance is the ratio of the applied modulated voltage to the resultant
current modulation and has both a magnitude and a phase. The dependence of the
impedance on the frequency of the applied AC is known as impedance spectroscopy and
this technique can separate out electrical responses from separate nanostructural fea-
tures; e.g., grain boundaries, bulk grains and interfaces with electrodes, all with different
response or relaxation times.

For electrical measurements on systems of reduced dimensionality, such as the
system in Figure 2.31, unless the total sample is large and one is seeking an average
electrical response, a major problem is in contacting small probes to samples. Some
measurements can be performed in situ within an SEM or TEM, for example, and
techniques are also now available for the preparation of nanostructured electrodes.
However, in recent years STM (Section 2.5.1) has allowed current—voltage responses to
be obtained in addition to the normal topographic imaging data. Here the tip is held in a
constant position and the tunnelling current measured as a function of the tip bias
voltage, producing an -V curve at the local tip position. Furthermore, there are a
number of related SPM techniques that can directly probe electrical properties such as
scanning capacitance microscopy (SCM) mentioned in section 2.5.3.

2.9.3 Magnetic properties

Magnetic properties are discussed fully in Chapter 4. However, as an introduction,
materials are broadly classified by their response to an inhomogeneous magnetic field.
For a uniform field, a diamagnetic substance will tend to move towards the weakest
region of the field, whereas a paramagnetic substance will tend to move towards the
strongest region. Usually diamagnetic substances have all the electrons spin-paired
while if unpaired electrons are present then the substance may be paramagnetic. Coop-
erative interionic interactions may lead to long-range magnetic ordering into domains,
resulting in ferromagnetism, antiferromagnetism or ferrimagnetism.

The ratio of the sample magnetization to the field strength is known as the volume
magnetic susceptibility. Experimental techniques such as the Gouy and Faraday methods
generally rely on measuring the force exerted on a sample in a magnetic field gradient in
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order to derive the sample susceptibility. Magnetic force microscopy (MFM) using a
ferromagnetic scanning probe tip is a spatially resolved extension of such methods.
Other experimental methods are based on changing the magnetic flux of a solenoid and
involve measuring this change upon the introduction of the sample. Changes in flux
may be measured by direct current, alternating current or induction methods (such as
the Meissner effect in superconductors) in the presence of a static magnetic field, an
oscillating magnetic field or both. Finally a vibrating sample magnetometer is a device
where the sample is vibrated in a uniform magnetizing field and the magnetization of the
sample is detected as an electrical signal in a pick-up coil.

2.9.4 Thermal properties

Thermal analysis can be defined as the measurement of changes in the physical properties
of a material as a function of temperature whilst the material is subjected to a controlled
temperature programme. Typically, the temperature programmes used are either heating
or cooling at a constant rate, isothermal holds or a combination of the two. Sample
property measurements include temperature, enthalpy, mass, dimensions or mechanical
properties and the techniques are termed differential thermal analysis (DTA), differential
scanning calorimetry (DSC), thermogravimetry, thermodilatometry, and thermomecha-
nical analysis, respectively. However, most of these techniques can only be performed on
bulk samples. Other less common thermo-optical, thermomagnetic, thermoelectrical and
thermo-acoustic measurements are also occasionally employed. These measurements may
be made either in absolute terms, or as differential or derivative measurements. Output is
in the form of a thermal analysis curve and features of this curve (peaks, discontinuities or
changes in slope) are related to thermal events in the sample such as phase transitions,
chemical reactions or microstructural changes. Sometimes two or more of these tech-
niques may be employed simultaneously on the same sample and any of these techniques
may be combined with evolved gas analysis by spectroscopy, chromatography or mass
spectroscopy. Use of a scanning thermal microscope allows spatially resolved micro-DTA
measurements to be undertaken (Section 2.5.3).

In DTA the temperature difference between the sample and a reference sample (e.g.,
Al,O3 or SiC) is recorded using a thermocouple, as both are subjected to the same
temperature programme within say a furnace, possibly under a controlled atmosphere,
as shown in Figure 2.32. The temperature difference, rather than the sample tempera-
ture, is measured since this gives a greater sensitivity. During a temperature programme
(heating or cooling), the temperature of the sample will differ from that of the reference
due to the difference in heat capacity between the sample and the reference. If an
endothermic thermal event occurs in the sample, the sample temperature will lag behind
the temperature of the reference, and vice versa for an exothermic event. Plotting the
temperature difference versus the reference temperature, as shown in Figure 2.32, will
produce a trough for an endotherm and a peak for an exotherm; each thermal event is
best characterised by the onset temperature where the thermal curve first deviates from
the baseline. The area under the peak is related to the enthalpy change during the
transformation, although the classical DTA method is not well suited to the determin-
ation of enthalpies owing to difficulties with calibration.
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Figure 2.32 Schematic diagram of a differential thermal analyser and a typical DTA trace

In the alternative technique of DSC, the sample and reference are maintained at the
same temperature during the temperature programme by varying the power supplied to
the two sample heaters. Hence the thermal analysis curve from a DSC is a plot of energy
difference between the supplies to the sample and reference furnaces versus programme
temperature. Different conventions apply to DTA and DSC plots in that an endotherm is
a peak in DSC. DSC is capable of determining accurate enthalpies and heat capacities.
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3

Inorganic semiconductor
nanostructures

3.1 INTRODUCTION

The information technology revolution of the previous decades has been based firmly
on the development and application of inorganic semiconductors. Silicon forms the
basis of the vast majority of electronic devices, whilst compound semiconductors
such as gallium arsenide (GaAs) are used for many optoelectronic applications.
Conventional devices utilise bulk semiconductors in which charge carriers are free
to move in all three spatial directions. However, the formation of a nanostructure, in
which the dimensions along one or more directions are reduced below ~10nm,
dramatically modifies the carrier properties, which become governed by the laws of
quantum mechanics. Transistors in current-generation microprocessors have feature
sizes as small as 50 nm, with a reduction to less than 10 nm predicted by 2016. Such
devices will soon enter deep into the nanoscale regime, where their behaviour will no
longer follow a simple extrapolation from larger devices. In this case the advent of
quantum mechanical behaviour may be seen as a problem to be overcome but, as will
be seen in this chapter, inorganic semiconductor nanostructures exhibit a wide range
of new and unusual properties, which can be employed to fabricate improved and
novel electronic and electro-optical devices.

This chapter is organised in the following manner. After a brief review of basic
semiconductor physics, the modified electronic properties of semiconductor nano-
structures are considered. The different techniques developed to fabricate inorganic
semiconductor nanostructures are then discussed, including a comparison of their
relative advantages and disadvantages. Novel physical processes which occur in
semiconductor nanostructures are considered and the experimental techniques used
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to probe their structural, electronic and optical properties are described. A number of
representative applications are discussed and possible future developments are
considered. The treatment in this chapter is relatively non-mathematical and the
emphasis is on breadth rather than depth. Suggestions for further reading are
given, these will hopefully allow the reader to explore a particular topic in greater
detail.

3.2 OVERVIEW OF RELEVANT SEMICONDUCTOR PHYSICS

3.2.1 What is a semiconductor?

Semiconductors behave as insulators at absolute zero temperature (7 = 0) but at
non-zero temperatures (7 > 0) exhibit a relatively small electrical conductivity, the
size of which increases rapidly with increasing temperature. Furthermore, their
electrical conductivity can be increased by adding small amounts of certain impurities
(dopants) or by illumination with particular wavelengths of light. These properties
contrast strongly with those of good conductors (metals), whose electrical conductiv-
ity is many orders of magnitude larger, decreases relatively weakly with increasing
temperature and, to a good approximation, is not affected by small levels of impu-
rities or illumination.

The electronic band theory of solids has been described in Chapter 1, and Figure 3.1
summarises the main features of the band structure of a semiconductor. At absolute
zero temperature all states in the valence band are occupied by electrons and all
states in the conduction band are empty. Under these conditions, electrical conduc-
tion cannot occur. As the temperature is increased, electrons are excited from the
valence band across the band gap E, into the conduction band. Electrical conduction
is now possible via the small number of electrons in the conduction band and the
large number of electrons which remain in the valence band, but whose motion is
limited because there are only a small number of vacancies. Although electrical
conduction in the valence band is due to the movement of the large number of
electrons, it is more convenient instead to consider this contribution to the electrical
conductivity in terms of the much smaller number of vacancies. These vacancies,
which are termed holes, move in the opposite direction to the electrons and hence
they behave as carriers of opposite charge sign.

(] e O Conduction
A band
® Electron
9 O Hole
\ Valence

@O0 O e®O e e band

Figure 3.1 The electronic band structure of a semiconductor. Electrical conduction occurs in the
conduction band by a small number of electrons and in the valence band by a small number of
vacancies or holes
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3.2.2 Doping

Electrons and holes created by thermal excitation across the band gap are known as
intrinsic carriers. For these carriers the density of electrons in the conduction band n
equals the density of holes in the valence band p. Although » and p increase rapidly with
increasing temperature (resulting in increased electrical conductivity), their absolute
values are relatively small. For example, in Si (E; =1.12eV) n=p~10"cm™? at
300K, many orders of magnitude less than the density of electrons in the conduction
band of a typical conductor (~10?>cm~3). Consequently, a semiconductor’s intrinsic
electrical resistance, which is inversely related to its conductivity, is relatively high;
potentially a serious problem for many device applications.

Fortunately, the electron or hole densities in a semiconductor can be increased signifi-
cantly, and in a controllable manner, by the addition of small amounts of certain impurities,
a process known as doping. If atoms with one additional valence electron are added to the
host semiconductor, such as phosphorus to silicon, the impurity atoms form a series of new
states within the forbidden band gap, located slightly below the bottom of the conduction
band. At T = 0 these states are occupied by the additional electrons but for 7" # 0 these
electrons may be thermally excited into the conduction band, increasing the free electron
density. Because the impurity states are relatively close to the conduction band, this
excitation requires relatively little thermal energy, and at moderately high temperatures all
the impurity atoms will lose their electrons to the conduction band. Therefore 7 is increased
by an amount approximately equal to the density of impurity atoms, which are known as
donors; this process is called n-type doping. Similarly, the introduction of impurity atoms
with one fewer valence electron than the host semiconductor, such as boron to silicon, forms
a series of levels slightly above the top of the valence band, which are unoccupied at 7= 0.
For T # 0 electrons may be excited into these states, leaving free holes in the valence band.
This is called p-type doping and increases the free hole density by an amount approximately
equal to the density of the impurity atoms, which are known as acceptors. Electrons or holes
produced by doping are known as extrinsic carriers and for a doped semiconductor n # p.
The concept of doping is summarised schematically in Figure 3.2.
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Figure 3.2 n- and p-type doping. Impurity states are formed just below the bottom of the
conduction band and just above the top of the valence band for n- and p-type doping, respectively.
The close proximity of these states to the respective band edges means the thermal excitation of
extrinsic carriers is much more probable than intrinsic carrier excitation across the band gap
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3.2.3 The concept of effective mass

Electrons and holes in a semiconductor are not free particles, possessing, in addition to
kinetic energy, potential energy due to their electrostatic interaction with the charged
ions. Particles with potential energy are considerably more difficult to describe math-
ematically than free particles, but in a solid this problem can be simplified by using the
concept of effective mass. In this model the electrons and holes are treated as free
particles by assigning them a modified mass, the effective mass, which combines their
potential and kinetic energies into a single kinetic-like energy. The effective mass must
be used in all equations describing the dynamical properties of carriers in a solid. The
symbol for effective mass is m* with, in general, a subscript e or h to indicate the effective
mass of the electron or hole, respectively. Effective masses are expressed as a multiple of
the free electron mass, and holes and electrons typically have different effective masses. As
an example, the semiconductor GaAs has an electron effective mass m = 0.067m. and a
hole effective mass m; = 0.35m.0, where m.0 is the free electron mass.

3.2.4 Carrier transport, mobility and electrical conductivity

An externally applied voltage produces an electric field within a semiconductor and this
results in an electrostatic force that acts on the charge carriers. This force produces an
acceleration and hence motion of the carriers along the field direction; it is this motion
which constitutes an electrical current. Carriers will be accelerated by the electric field
until they hit an obstacle, at which point their velocity is randomised. Following
this collision, the acceleration recommences. This process is shown schematically in
Figure 3.3. Although the time between any two collisions is random, there will be a well-
defined average scattering time, 7, between collisions and this allows a mean velocity,
the carrier drift velocity vq4, to be defined. The electrical conductivity is directly propor-
tional to vg, which is a measure of how easily the carriers are able to move through the
semiconductor. At low fields v4 is proportional to the size of the electric field, hence a
measurement-independent quantity can be obtained by dividing vq by the field; the
resultant quantity is the carrier mobility . It can be shown that the mobility is related
to the scattering time by u = er/m*, where e is the electronic charge.

Figure 3.3 The dynamics of a charge carrier subjected to a constant electric field. A mean
scattering time, 7, can be defined by averaging over a large number of events, leading to an
average drift velocity vg
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Figure 3.4 The temperature variation of the electrical mobility and electrical conductivity for a
semiconductor

The mean time between collisions is dependent on the nature of the collisions. A carrier
travelling through a periodic crystal lattice only experiences a collision if there is a local
departure from the crystal periodicity. This can result from the presence of an impurity
atom, such as a dopant atom, or by thermal vibrations of the lattice, the quanta of which
are termed phonons. Scattering by impurity atoms is important at low temperatures but
decreases with increasing temperature. In contrast, scattering by phonons increases with
temperature, reflecting the increasing amplitude of the lattice vibrations. The combined
effect of these two processes is to give a mobility which, at low temperatures, increases
with increasing temperature, followed by a decrease at high temperatures. This behaviour
is shown schematically in Figure 3.4. Section 3.6.1 shows that in certain semiconductor
nanostructures it is possible to turn off the scattering by impurity atoms, resulting in very
high carrier mobilities at low temperatures. The temperature variation of the electrical
conductivity is also shown in Figure 3.4. For the case where electrical conduction is
dominated by one type of carrier, this is given by Equation 2.9; for the more general case
it is necessary to include two terms representing the contributions of both electrons and
holes. The electrical conductivity increases monotonically with temperature, the high-
temperature decrease in p being overwhelmed by the very rapid increase in 7.

3.2.5 Optical properties of semiconductors

The application of semiconductors in electro-optical devices relies on their ability to
efficiently emit or detect light. If photons of energy greater than or equal to the band
gap are incident on a semiconductor, they may excite an electron from the valence band to
the conduction band. In this process the photon is destroyed (absorbed) and an electron
and hole are created. In the reverse process an electron in the conduction band may return
to the valence band and recombine with a hole; the energy lost by the electron creating a
photon. As the energies of the electron and hole will generally be very close to the bottom
of the conduction band and the top of the valence band respectively, the emitted photon
will have an energy approximately equal to the band gap of the semiconductor.
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3.2.6 Excitons

The band gap of a semiconductor represents the energy required to create an electron
and hole when there is no final interaction between the two carriers. However, the
negatively charged electron and positively charged hole may interact to form a hydrogen-
atom-like complex in which the two carriers orbit each other, a system known as an
exciton. The electrostatic interaction between the electron and hole reduces their energy
compared to the non-interacting case, resulting in a series of energy levels just below the
conduction band edge. These excitonic states have discrete energies

E,=E,— Ey/n* (n=1,2,3,...,00), (3.1

where for n — oo they merge into the continuum states of the conduction band. The
binding energy of the exciton Ey is the energy difference between the lowest exciton state
(n = 1) and the conduction band edge (# = oo). In addition to the states formed below
the conduction band edge, there is a modification of the states above the band edge,
referred to as the Sommerfeld enhancement. Absorption into excitonic states is possible,
and the inset of Figure 3.5 shows how the absorption of a bulk semiconductor is
modified by the inclusion of excitonic effects. Although there are an infinite number
of exciton states, their absorption strength and separation both decrease rapidly with
increasing n, and hence experimentally only absorption into the n = 1 state is generally
observed. Figure 3.5 shows absorption spectra for the semiconductor gallium arsenide
(GaAs) at low temperature and room temperature. At low temperature, excitonic effects
are clearly visible in the spectrum as an enhanced absorption close to the band gap.
However, because the exciton binding energy in GaAs is only 4.2meV, at room
temperature there is sufficient thermal energy (kzT = 25meV) to ionise the majority
of excitons. Hence excitonic effects are absent, or at most extremely weak, in GaAs and
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Figure 3.5 Low-temperature and room temperature absorption spectra of bulk GaAs. The energy
shift between the two spectra results from the temperature variation of the band gap. The inset
shows the density of states with and without the inclusion of excitonic effects. Reproduced from
M. D. Sturge, Phys. Rev. 127, 768 (1962). Copyright 1962 by the American Physical Society
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most other bulk semiconductors at room temperature. Section 3.6.6 shows that it is
possible to significantly increase the exciton binding energy in a nanostructure, allowing
the observation of excitonic effects at higher temperatures.

3.2.7 The pn junction

The majority of semiconductor devices are based on the pn junction, which is formed at
the interface between two regions, one doped n-type the other p-type. In equilibrium a
potential step is formed at the interface which prevents the net movement of electrons
from the n-type region into the p-type region, and vice versa for holes. In addition,
free carriers are absent from regions either side of the junction, forming a depletion
region. A schematic diagram of a pn junction under equilibrium conditions is shown in
Figure 3.6(a). If an external voltage of the correct sign is applied (Figure 3.6(b)) the potential
step is reduced, allowing electrons and holes to move across the junction, a process
known as injection. In a pn junction designed for optical applications, an undoped or
intrinsic (i) region may be placed between the n- and p-type regions to form a p-i-n
structure. Electrons and holes meet in the intrinsic region, where they recombine to
produce photons. A nanostructure may be incorporated within the intrinsic region,
providing a convenient and efficient mechanism for injection of electrons and holes
into the nanostructure.

The bias condition for current injection is referred to as forward bias. Changing the
polarity of the applied voltage produces reverse bias. In this case the potential step is
increased and there is negligible current flow. However, electrons and holes created in
the intrinsic region by photon absorption may be swept out into the n- and p-type
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Figure 3.6 Schematic band diagrams of a pn junction (a) under equilibrium conditions and
(b) with an external voltage applied to reduce the potential step, resulting in carrier injection
across the junction
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regions, respectively, resulting in an electrical current that can be measured by an
external circuit. This process allows a semiconductor to act as a photon detector.

3.2.8 Phonons

Carriers in a solid may lose or gain energy by emitting or absorbing a phonon. Figure 3.7
shows the phonon dispersion — the frequency-wave vector relationship — calculated for a
one-dimensional chain consisting of atoms of two alternating masses. This model pro-
vides a good approximation to real semiconductors. Of the two calculated branches, the
lower or acoustic branch corresponds to the propagation of sound, and has a frequency
which tends to zero for small wave vectors. The upper or optical branch corresponds to
phonons which can interact with electromagnetic radiation, and has a frequency which
remains non-zero for small wave vectors. For three-dimensional solids each branch
consists of three sub-branches, corresponding to the three possible directions of the lattice
vibrations with respect to the propagation direction, two transverse and one longitudinal.
For GaAs and related semiconductors the strongest carrier—phonon interaction occurs
for longitudinal optical (LO) phonons, and it is these phonons that are preferentially

emitted as carriers lose energy.
Optical branch

Acoustic branch

Frequency

Wavevector

Figure 3.7 Schematic diagram of the phonon dispersion relationship for a one-dimensional
linear chain consisting of atoms of alternating mass

3.2.9 Types of semiconductor

The majority of purely electronic devices are based on the elemental semiconductor silicon
(Si). However Si has an indirect band gap, with the lowest energy state in the conduction
band occurring at a different wavevector to the lowest energy state in the valence band.
When an electron and hole in Si recombine, this wavevector difference must be conserved,
in addition to energy conservation. A photon is unable to conserve both energy and
wavevector, so a second particle, usually a phonon, must be created in addition to the
photon. This two-particle, photon plus phonon, recombination process occurs relatively
slowly, hence it allows other processes to occur in which a photon is not created.
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Figure 3.8 The compositional variation of the lattice constant and band gap of the ternary alloy
semiconductor Ga,In;_,As

For example, the electron may return to the valence band by relaxing via phonon
emission through a series of impurity states formed within the band gap, or it may
transfer its energy to a second electron which is excited to a higher state in the conduction
band. As a result of these non-radiative processes the majority of electrons and holes
recombine without the emission of a photon; consequently, the light production efficiency
of Si is very poor, making it unsuitable for many electro-optical applications.

Light production efficiency is much greater in direct band gap semiconductors where
the recombining electron and hole have the same wavevector, and only a photon is
required to satisfy energy conservation. For electro-optical applications, binary semicon-
ductors consisting of elements from columns three and five of the periodic table are
typically used, the majority of which have direct band gaps. Examples of III-V semi-
conductors include gallium arsenide (GaAs), indium phosphide (InP) and gallium nitride
(GaN). It is also possible to form semiconductors by combining elements from columns
two and six, although these II-VI semiconductors, which include cadmium telluride
(CdTe) and zinc selenide (ZnSe), are technologically less important. Furthermore, it is
possible to combine two semiconductors to form an alloy semiconductor. For example,
InAs and GaAs can be combined to form the ternary semiconductor gallium indium
arsenide (Ga,In;_,As), where the variable x (0 < x < 1) indicates the relative proportions
of InAs and GaAs. The properties of an alloy semiconductor are approximately equal to
the appropriate weighted average of the constituent semiconductors. Figure 3.8 shows the
variation of the band gap and lattice constant of Ga,In;_,As as a function of x. Both
quantities vary smoothly between the values for InAs and GaAs. One important practical
application of alloy semiconductors is that a specific band gap can be obtained by a
suitable choice of composition.

3.3 QUANTUM CONFINEMENT IN SEMICONDUCTOR
NANOSTRUCTURES

In a bulk semiconductor, carrier motion is unrestricted along all three spatial directions.
However, a nanostructure has one or more of its dimensions reduced to a nanometre
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length scale and this produces a quantisation of the carrier energy corresponding to
motion along these directions. In this section the nature of this quantisation for
nanostructures of different dimensionalities is considered.

3.3.1 Quantum confinement in one dimension: quantum wells

Consider initially an isolated, thin semiconductor sheet of thickness L. Carrier motion
is unrestricted along the two orthogonal directions within the plane of the sheet, but
is quantised perpendicular to the plane, forming a one-dimensional quantum well.
The resultant quantised energy levels are found by solving the one-dimensional form
of the time-independent Schrodinger equation (1.3):

7 dPiby(x)
2m*  dx?

+ V(X)wn(x) = Enwn(x>a (32)

where V(x) is the potential and ,(x) and E, are the wavefunction and energy of the nth
confined state. For the present case, V(x) is zero within the semiconductor (which
extends from x = 0 to x = L) and is infinite elsewhere; this is the infinite-depth potential
well model. Solving the Schrédinger equation and applying the boundary condition that
the wavefunctions must be zero at the edges of the sheet, results in the following energies
and wavefunctions:

Wn? 2 . /nmx
EHZW 77Z1n(x)= 7511‘1( ) (f’l— 1,2,3,...700) (33)
Figure 3.9 shows the energies and wavefunctions for the first three confined states
(n = 1,2 and 3) of an infinite-depth potential well.

Figure 3.9 The energies and wavefunctions of the first three confined states of an infinite-depth
quantum well
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Figure 3.10 Energies and wavefunctions of the confined states in a finite-depth quantum well
(left-hand side). The dispersion resulting from the unrestricted motion of the carriers in the plane
of the well is shown to the right

A thin, free-standing semiconductor sheet would possess negligible mechanical
strength, and practical quantum wells are formed by sandwiching a thin layer of one
semiconductor between two layers of a second, larger band gap semiconductor, which
form the barriers. This results in a finite-depth potential well as shown in Figure 3.10.
The wavefunctions and energies of the confined states are again determined by the
solution of the Schrédinger equation with the appropriate potential, which now remains
finite outside of the well. The left-hand side of Figure 3.10 shows energies and wave-
functions for a finite-depth well. In contrast to the infinite-depth well, there are now
only a finite number of confined states and the wavefunctions penetrate out of the well
and into the barriers. For a finite-depth well it is not possible to obtain analytical forms
for the confined energies and the Schrédinger equation must be solved numerically.
However, for many applications the energies and wavefunctions of an infinite-depth
well can be used as reasonable approximations, particularly for states that lie close to
the bottom of the well.

For a semiconductor quantum well both the electron and hole motion normal to the
plane will be quantised, resulting in a series of confined energy states in the conduction
and valence bands (inset of Figure 3.11). One consequence of this quantum confinement
is that the effective band gap of the semiconductor Ezf is increased from its bulk value by
the addition of the electron and hole confinement energies corresponding to the states
with n = 1:

¢ h? >
E =B+ —— 4+ ——.
g = bt 8 L? * 8my L2

(3.4)
This effective band gap will determine, for example, the energy of emitted photons, and
can be altered by varying the thickness of the well. Figure 3.11 shows an example of this
behaviour where the emission spectrum of a structure containing five quantum wells of
different widths is shown. Each well emits photons of a different energy; the energy
increasing as the width of the well decreases, in agreement with the predictions of
Equation (3.4).

Although the carrier energy is quantised for motion normal to the well, within the plane
of the well the motion is unrestricted. The total energy of a carrier is given by the sum of
the energy due to this unrestricted motion plus the quantisation energy. The in-plane
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Figure 3.11 Emission spectrum of a quantum well structure containing five wells of different
thicknesses. The wells are Gag 47Ing s3As and the barriers are InP. The inset shows the electronic
structure and the nature of the optical transitions

motion is characterised by a wavevector, k|, which corresponds to the combination of the
wavevectors for motion along the two mutually orthogonal in-plane directions. If the
z-axis is taken as being perpendicular to the plane of the well, then the two in-plane

directions are x and y and
kH = \/k)zc—i-k%. (3.5)

From the relationship between momentum, p = m*v, and wave vector, p = ik, where
h = h/27, and the definition of kinetic energy

1 2
E:zm*v2 :21:;1*’ (3.6)

the energy corresponding to in-plane motion can be written in the form

ks
= . 3.7
2m* (3.7)
The total energy for a carrier in the nth confined state is therefore given by
Wn? Wk
E . =—_ . 3.8
KT 8L 2m (38)

Since k) is unrestricted, equation (3.8) gives a continuum of energies for each value of n,
as shown in the right-hand side of Figure 3.10; these energy bands are known as
subbands.
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3.3.2 Quantum confinement in two dimensions: quantum wires

A quantum wire consists of a strip of one semiconductor confined within a second,
larger band gap barrier semiconductor. Unrestricted carrier motion is now only possible
along the length of the wire and is quantised along the two remaining orthogonal
directions. For simple wire shapes (square or rectangular cross sections) it is possible
to calculate the quantisation energies for the two directions independently. These two
quantisation energies are then added to the energy resulting from the unrestricted
motion along the wire. Using the infinite-depth well approximation for the quantised
energies, the total energy for a carrier in a quantum wire with z and y dimensions L. and
L, respectively is

T S o
Enm o X
ks 8m* L? + 8m*L§. + 2m*

(nym=1,2,3,...). (3.9)

The total energy depends on the two quantum numbers n and m and the wave
vector for free motion along the wire k.. For each confined state, given by a
particular combination of n and m, there will be a subband of continuous states
resulting from the unrestricted values of k.. In section 3.5 it will be seen that real
quantum wires have complex cross sections. This prevents the confined energies
from being calculated by separating them into terms corresponding to the two
directions perpendicular to the axis of the wire. Instead the confined energies of a
quantum wire must be obtained from a numerical solution of the appropriate
Schrédinger equation.

3.3.3 Quantum confinement in three dimensions: quantum dots

A quantum dot consists of a small region of one semiconductor totally surrounded by a
second, larger band gap barrier semiconductor. Carrier motion is now quantised along
all three spatial directions and there remains no unrestricted carrier motion. For a
simple shape such as a cube or cuboid, confinement for the three spatial directions
can be considered separately. In the infinite-depth well approximation, the total energy
for a carrier in a cuboid-shaped dot of dimensions L., L, and L, is a function of three
quantum numbers 7, m and /:

hn? hm? WP
8m* L? * 8m* L2 * 8m* L2

En,m,l = (n,m71: 1,2, 3, .. ) (310)

The energy is now fully quantised and the states are discrete, in a manner similar to
those of an atom. The shapes of real quantum dots are more complex than simple
cuboids and a calculation of the confined energy levels requires a numerical solution of
the relevant Schrédinger equation.
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3.3.4 Superlattices

It is possible to fabricate a structure consisting of many quantum wells, with each well
separated from neighbouring wells by a barrier. If the barriers are sufficiently thick,
carriers located in different wells are essentially isolated and the structure behaves
identically to a single well, although some properties (e.g., the absorption) will increase
linearly with the total number of wells. In this case the structure is known as a multiple
quantum well. However, if the thickness of the barriers is reduced, carriers in neigh-
bouring wells may interact via the part of their wavefunctions which penetrates into the
barriers. Significant interaction will occur if the wavefunctions (which decay exponen-
tially into the barriers) overlap strongly, requiring relatively thin barriers. For strong
interaction, originally identical states in different wells couple together to form a
miniband of closely spaced states, a system known as a superlattice. Figure 3.12(a)
and (b) show the electronic structures of a multiple quantum well and superlattice,
respectively. Figure 3.12(c) demonstrates how the widths of the minibands increase as
the barrier width decreases, allowing an increasing interaction between states in differ-
ent wells. The formation of a superlattice allows carrier motion to occur normal to the
plane of the quantum wells, with the resultant structure exhibiting properties intermedi-
ate between a bulk semiconductor (3D) and a true quantum well (2D). By extension it is
possible to visualise a structure consisting of repeated quantum wires (exhibiting quasi
1D to 2D behaviour) or repeated quantum dots (exhibiting quasi 0D to 1D behaviour).
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Figure 3.12 The form of the confined energy states in (a) a multiple quantum well and (b) a
superlattice; (c) shows how the discrete states in a multiple quantum well evolve into superlattice
minibands as the barrier thickness is reduced
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Figure 3.13 Possible band offsets for a semiconductor quantum well: (a) type I systems with con-
duction and valence band minimum energies both in semiconductor A; (b) type II system with conduc-
tion and valence band minimum energies in A and B, respectively; and (c) an extreme type II system
where the minimum energy in the conduction band of semiconductor A lies below the minimum
valence band energy of semiconductor B

3.3.5 Band offsets

The interface between two different semiconductors is referred to as a heterojunction,
and at this point a discontinuity in the energies of both the conduction and valence
bands occurs. The numerical sum of these two discontinuities — known as the band
offsets: AE, for the conduction band and AE, for the valence band — equals the
difference between the band gaps of the two semiconductors. However, there are an
infinite number of possible combinations of the offsets and Figure 3.13 shows some
examples with reference to a quantum well. In these diagrams the electron energy
increases when moving vertically up the page, the hole energy increases moving verti-
cally downwards. Hence in both examples shown in Figure 3.13(a) the minimum energy
for both electrons and holes occurs in semiconductor 4. This configuration is known as
a type I system and is the one most commonly encountered. In Figure 3.13(b) the
minimum energy for electrons occurs in semiconductor 4 but the minimum energy for
holes occurs in semiconductor B. This configuration is known as a type II system and
results in spatially separated electrons and holes. An extreme example of a type II system
is shown in Figure 3.13(c). Here the conduction band of semiconductor A lies below the
valence band of semiconductor B, allowing electrons from the latter to transfer to the
former. The result is a relatively high density of electrons in the conduction band of
semiconductor 4 and the system exhibits semimetallic like properties with a relatively
large electrical conductivity.

The magnitudes and signs of the band offsets are important parameters, relevant to a wide
range of properties of a nanostructure. However, their accurate theoretical prediction and
experimental determination for a given semiconductor combination is relatively difficult.

3.4 THE ELECTRONIC DENSITY OF STATES

The concept of the density of states was introduced in Chapter 1, where the density
of states for a bulk material was shown to be proportional to E'?. The density of
states is strongly affected by reductions in the system dimensionality, because of the
corresponding reduction of degrees of freedom in wavevector space. Simple theory, for
purely 3D, 2D and 1D systems, gives the density of states to be proportional to K"~2, where n
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Figure 3.14 The electronic density of states for a bulk semiconductor (3D), a quantum well (2D),
a quantum wire (1D) and a quantum dot (0D)
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is the number of dimensions present, and for parabolic bands this translates into a depend-
ence on E~?% For a quasi low-dimensional system, such as a semiconductor quantum
wells or quantum wire, in which a series of confined subbands is formed, the density of states
takes the £~ dependence in each subband, as shown in Figure 3.14. For a quantum dot,
with quantum confinement in all three dimensions, there is no continuous distribution of
states and the density of states takes the form of a spectrum of discrete energy values, similar
to that found for individual atoms, as shown in the bottom graph on Figure 3.14.

Many of the optical and electronic properties of a nanostructure depend critically on
the density of states, hence they exhibit a strong dependence on dimensionality. For
example, in electrical transport the density of states determines the number of states
available for the motion of the charge carriers, and their scattering time is dependent
on the number of available states into which they can be scattered. In addition, the
strength of an optical transition is proportional to the density of states at the initial
point in the valence band and the final point in the conduction band. This combination
is known as the joint density of states and has the same functional form as the
individual electron and hole density of states. The energy dependence of the absorption
follows the joint density of states and therefore exhibits a very different form for
nanostructures of different dimensionality.

3.5 FABRICATION TECHNIQUES

In this section the range of techniques developed for the fabrication of semiconductor
quantum wells, wires and dots are considered. It begins with established epitaxial
techniques capable of producing high-quality quantum wells then moves on to more
specialised techniques suitable for fabricating wires and dots. To help compare the
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relative advantages and disadvantages of the different techniques, a summary of the
requirements for ideal semiconductor nanostructures is first provided.

3.5.1 Requirements for an ideal semiconductor nanostructure

The following lists the main requirements for an ideal semiconductor nanostructure. In
practice the relative importance of these requirements will be dependent upon on the
precise application being considered.

e Size: for many applications the majority of electrons and holes should lie in their
lowest energy state, implying negligible thermal excitation to higher states. The degree
of thermal excitation is determined by the ratio of the energy separation of the
confined states and the thermal energy, k7. At room temperature kg7 =~ 25 meV
and a rule of thumb is that the level separation should be at least three times this value
(~75meV). As the spacing between the states is determined by the size of the
structure, increasing as the size decreases (Section 3.3), this requirement sets an upper
limit on the size of a nanostructure. For electrons in a cubic GaAs quantum dot, a size
of less than 15 nm is required. However, below a certain quantum dot size there will
be no confined states and this places a lower limit on the dot size.

e Optical and structural quality: semiconductors produce light when an electron in the
conduction band recombines with a hole in the valence band — a radiative process.
However, electron—hole recombination may also occur without the emission of a
photon in a non-radiative process. Such processes are enhanced by the presence of
certain defects which form states within the band gap. If non-radiative processes
become significant then the optical efficiency — the number of photons produced for
each injected electron and hole — decreases. For optical applications, nanostructures
with low defect numbers are therefore required. Poor structural quality may also
degrade the carrier mobility.

e Uniformity: devices will typically contain a large number of nanostructures. Ideally
each nanostructure should have the same shape, size and composition.

e Density: dense arrays of nanostructures are required for many applications.

o Growth compatibility: the epitaxial techniques of MBE and MOVPE are used for the
mass production of electronic and electro-optical devices. The commercial exploitation
of nanostructures will be more likely if they can be fabricated using these techniques.

o Confinement potential: the potential wells confining electrons and holes in a nano-
structure must be relatively deep. If this is not the case then at high temperatures
significant thermal excitation of carriers out of the nanostructure will occur.

e FElectron and/or hole confinement: for electrical applications it is generally sufficient
for either electrons or holes to be trapped or confined within the nanostructure.
For electro-optical applications it is necessary for both types of carrier to be confined.

e p-i-n structures: the ability to place a nanostructure within the intrinsic region of a p-i-n
structure allows the efficient injection or extraction of carriers.
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3.5.2 The epitaxial growth of quantum wells

The epitaxial techniques of molecular beam epitaxy (MBE) and metallorganic vapour phase
epitaxy (MOVPE) are described in Chapter 1. Using these techniques it is possible to deposit
semiconductor films as thin as one atomic layer, starting with a suitable substrate material.
In this way, quantum well structures can be fabricated with almost perfectly abrupt inter-
faces. In addition, the doping can be modulated so that only certain layers are doped. MBE
and MOVPE are used extensively for the commercial growth of a number of electronic and
electro-optical devices, including semiconductor lasers and high-speed transistors. They also
form the basis of a number of techniques developed for the fabrication of quantum wires
and dots, the most important of which are described in the following sections.

3.5.3 Lithography and etching

An obvious fabrication technique for quantum dots or wires is to start with a quantum
well, which provides confinement along one direction, and selectively remove material to
leave ridges or mesas, forming wires or dots, respectively. Material removal is achieved by
the use of electron beam lithography followed by etching. The advantage of this technique
is that any desired shape can be produced, although because the electron beam has to be
scanned sequentially over the surface, writing large-area patterns is a very slow process.
A more serious problem arises from surface damage which results from the etching step.
An optically dead surface region is formed, within which the dominant carrier recombi-
nation is non-radiative and the importance of which increases as the size of the nano-
structure decreases. A suitable choice of semiconductors can minimise this problem (the
GalnAs—GaAs system is a common one) but it can never be entirely eliminated. Hence
although it is possible to fabricate structures with dimensions as small as ~10nm,
structures with acceptable optical properties are considerably larger (250 nm).

3.5.4 Cleaved-edge overgrowth

This technique starts with the growth of a quantum well in an MBE reactor. The wafer
is then cleaved in situ along a plane normal to the well. The sample is subsequently
rotated through 90° and a second quantum well and barrier are deposited on the cleaved
surface. This growth sequence is shown in Figure 3.15.

The two quantum wells form a T-shaped structure. At the intersection of the wells, the
effective well width is increased slightly, resulting in a reduced potential which traps both
electrons and holes. As this potential minimum extends along the intersection of the wells,
a quantum wire is formed. The initial growth of multiple wells followed by the overgrowth
of the final well allows the formation of a linear array of wires. In addition a second cleave,
followed by a further overgrowth step can be used to produce a quantum dot.

The cleaved surface is atomically flat and clean, in contrast to the damaged surfaces
formed after etching. As a consequence, cleaved edge overgrowth dots and wires have a
high optical quality. With careful optimisation, reasonably deep confinement potentials
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Figure 3.15 The growth sequence used to produced cleaved edge overgrowth quantum wires: (a)
growth of initial quantum well, (b) in situ cleaving, (c) rotation of the structure and (d) growth of
a second quantum well on the cleaved surface

are possible; values ~50 meV for the sum of the electron and hole confinement energies
have been achieved. However, the separation between the confined states is significantly
less than 3k T and only a single layer of wires can be formed, preventing the fabrication
of dense two-dimensional arrays. In addition, the cleaving step is a difficult, non-
standard process that requires a significant modification of the MBE reactor.

3.5.5 Growth on vicinal substrates

The periodic, crystalline nature of a semiconductor results in flat surfaces only for
certain orientations. For the majority of orientations, the surface consists of a periodic
series of steps in one or two dimensions. The step periodicity is determined by the
orientation of the surface but is typically ~20 nm or less. Although epitaxial growth is
generally performed on flat surfaces, growth on stepped or vicinal surfaces provides a
technique for the fabrication of quantum wires.

Figure 3.16 shows the main steps in the growth of vicinal quantum wires. Starting
with the stepped surface, the semiconductor that will form the wire is deposited by MBE
or MOVPE. Under suitable conditions, growth occurs preferentially at the step corners
where there is the highest density of unterminated atomic bonds. The growth, consisting
of a single atomic layer, proceeds laterally from the corner of the step. When approxi-
mately half of the step has been covered, growth is switched to the barrier material
which is used to cover the remainder of the step. Growth is then switched back to the
initial semiconductor to increase the height of the wire. This growth cycle is repeated
until the desired vertical thickness is obtained. Finally the wire is overgrown with a thick
layer of the barrier material.

Although very thin wires can be produced using this technique, the growth has to be
precisely controlled so that exactly the same fraction of the step is covered during each
cycle. In addition, the coverage on different steps may vary and it can be difficult to
ensure that the original steps formed on the surface of the substrate are uniform. As a
result, quantum wires formed by the vicinal technique tend to exhibit poor uniformity.
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Figure 3.16 The growth of quantum wires on a vicinal surface: (a) initial stepped surface,
(b) initial growth of the wire semiconductor in the corners of the steps, (c) growth proceeds outwards
along the steps and (d) second half of step completed with growth of the barrier semiconductor.
The figure greatly exaggerates the angle of the surface

3.5.6 Strain-induced dots and wires

Applying stress to a semiconductor results in a distortion of the atomic spacing — a
strain — which, if of the correct sign, reduces the band gap. If the strain occurs over a
small region then a local reduction of the band gap occurs, resulting in the formation
of a wire or dot. A strain can be produced by depositing a thin layer of a different
material, for example carbon, on the surface of a semiconductor. Because of their
different lattice spacings, the materials distort near to their interface in order to fit
together. This distortion constitutes a strain, which extends a short distance into the
bulk of the semiconductor. If the carbon layer is patterned by lithography and then
etched to leave only stripes or mesas, the resulting localised strain fields generate
wires or dots in the underlying semiconductor. The remaining isolated regions of
carbon are known as stressors. The strain only provides in-plane confinement and so
it is necessary to place a quantum well near to the surface to provide confinement
along the third direction.

Although this technique involves an etching step, it is only the optically inactive
carbon layer that is etched, with the optically active quantum well spatially separated
from any surface damaged region. Stressor-induced dots therefore exhibit high optical
efficiency. However, the strain field produces only a weak modulation of the
band gap, hence the confinement potential is relatively shallow. In addition, fluctu-
ations in the sizes of the stressors results in a distribution of wire and dot sizes. This
inhomogeneity is particularly significant in a variant on this technique where the
stressors, in the form of small islands, form spontaneously during the deposition of the
carbon. Because of the quasi-randomness of this self-assembly processes (Section 3.5.12)
there is a relatively large distribution of stressor, and hence underlying quantum
dot, size.
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Figure 3.17 A schematic diagram of a split gate quantum wire. The electrons remaining below the
gap between the gates form a quantum wire. A 2DEG remains in the regions away from the gates

3.5.7 Electrostatically induced dots and wires

It will be shown in Section 3.6.1 that the technique of modulation doping results in two-
dimensional sheets of electrons (or holes) exhibiting very high mobilities at low tem-
peratures. The electron density of a two-dimensional electron sheet or gas 2DEG) can
be modified by depositing a metal layer, known as a Schottky gate, on the surface of the
semiconductor, and this gate can be patterned using electron beam lithography followed
by etching. The application of a negative bias voltage to the gate repels the electrons of
the 2DEG from the region immediately below the gate, forming a region depleted of free
electrons. If two parallel but spatially separated metal gates (a split gate) are formed on
the surface, then biasing these gates depletes the regions below the gates but leaves a
long, thin undepleted region directly below the gap between the gates. This is shown
schematically in Figure 3.17. This undepleted central region forms a quantum wire,
consisting of a one-dimensional strip of free electrons. With increasing gate voltage the
depleted regions extend horizontally outwards from the regions directly below the gates,
allowing the width of the quantum wire to be varied, a very useful experimental
parameter. More complicated structures, in which constrictions are added to the gap
between the gates, allow the formation of quantum dots. Further complexity involves
the use of gates on both the top and bottom surfaces of the structure, allowing the
properties of two parallel and interacting 2DEGs to be varied.

Electrostatically induced nanostructures form clean systems as only the metal is etched,
not the semiconductor. Their very high low-temperature carrier mobility makes them
excellent structures for studying transport processes in low-dimensional systems. However,
the shallow potential minima and small energy-level spacing, a result of their relatively
large size, limits their use to cryogenic temperatures. In addition, only electrons or holes are
confined in a given structure, hence they are not suitable for optical applications.

3.5.8 Quantum well width fluctuations

The width of a quantum well is in general not constant but exhibits spatial fluctuations
which form during growth. Potential minima for electrons and holes are formed at
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points where the well width lies above its average value, spatially localising the carriers
within the plane of the well. With the well providing confinement along the growth
direction, the carriers are confined in three dimensions, forming a quantum dot.
Although dots formed by well width fluctuations have very good optical properties,
their confining potential is very small, as are the spacings between the confined levels.
The in-plane size of the dots is difficult to control — the well width fluctuations are
essentially random — and the spread of dot sizes is large. Although it is possible to study
zero-dimensional physics in these dots, they are not suitable for device applications.

3.5.9 Thermally annealed quantum wells

Starting with a GaAs—AlGaAs quantum well, grown using standard epitaxial techni-
ques, a very finely focused laser beam is used to locally heat the structure. This produces
a diffusion of Al from the AlGaAs barrier into the GaAs well, resulting in a local
increase of the band gap. By scanning the beam along the edges of a square, a potential
barrier is produced surrounding the unannealed centre. Electrons and holes within this
square are confined by this potential barrier, with confinement along the growth
direction provided by the quantum well potential. The carriers are confined in all three
directions, forming a quantum dot. Quantum wires may be formed by scanning the laser
beam along the edges of a rectangle. Because the size of the focused laser beam is
~1 um the minimum dot size is fairly large (~100nm), resulting in very closely spaced
energy levels. In addition, the annealing processes can affect the optical quality of the
semiconductor by introducing defects. The technique is relatively slow and hence is not
suitable for the production of large arrays of dots or wires. It also requires specialised,
non-standard equipment.

3.5.10 Semiconductor nanocrystals

Very small semiconductor particles, which act as quantum dots, can be formed in a glass
matrix by heating the glass together with a small concentration of a suitable semicon-
ductor. Dots with radii between 1 and about 40 nm are formed; the radius being a
function of the temperature and heating time. Although the dots have excellent optical
properties, the insulating glass matrix in which they are formed prevents the electrical
injection of carriers.

3.5.11 Colloidal quantum dots

These II-VI semiconductor quantum dots are formed by injecting organometallic
reagents into a hot solvent. Nanoscale crystallites grow in the solution, with sizes in
the range 1 to about 10 nm. Subsequent chemical and physical processing may be used
to select a subset of the crystallites which display good size uniformity. The dots can be
coated with a layer of a wider band gap semiconductor which acts to passivate the
surface, reducing non-radiative carrier recombination and hence increasing the optical
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efficiency. Organic capping groups are also used to provide additional surface passiv-
ation. Colloidal quantum dots exhibit excellent optical properties and can be deposited
on to a suitable surface to form close-packed solid structures. Electrical contact to the
dots is more difficult, although they can be deposited on silicon wafers that have been
prepatterned with metal electrodes. In addition colloidal dots, either incorporated into a
polymer film or as a thin film deposited by spin casting, can be formed into layered
devices that allow the injection of both electrons and holes.

3.5.12 Self-assembly techniques

Using self-assembly techniques, quantum dots or wires form spontaneously under certain
epitaxial growth conditions. The resulting structures have high optical quality, and self-
assembled quantum dots, in particular, are suitable for a wide range of electro-optical
applications. Much of the current interest in the physics of semiconductor nanostructures
and the development of device applications is based on self-assembled systems. The
underlying fabrication techniques are therefore described in detail in this section.

The first form of self-assembly involves growth on prepatterned substrates. The main
steps of this technique for the fabrication of quantum wires can be understood with
reference to Figure 3.18. Starting with a flat semiconductor substrate, an array of parallel
stripes are formed in a layer of etch resist by optical holography or electron beam irradia-
tion. The structure is then etched in an isotropically acting acid, which attacks different
crystal surfaces at different rates, resulting in the formation of an array of parallel V-shaped
grooves. The patterned substrate is then cleaned and transferred to a growth reactor.

Quantum wires formed by this technique are typically GaAs with AlGaAs barriers.
Initially AlGaAs is deposited, which grows uniformly over the whole structure, sharp-
ening the bottom of the grooves which, after the etching step, have a rounded profile.
Next a thin layer of GaAs is deposited which grows preferentially at the bottom of the
grooves due to diffusion of Ga atoms from the side walls; the diffusion length for Ga
atoms is greater than that of Al atoms. A spatially modulated quantum well is formed,
with an increased well thickness at the bottom of the groove. Carriers in this thicker region
have a lower energy, so a quantum wire is formed with a crescent-shaped cross section

s(oslge) I AlGaAs

Figure 3.18 A schematic cross section of a V-groove quantum wire and a transmission electron
microscope image of two stacked GaAs—AlGaAs quantum wires. Image courtesy of Dr Gerald
Williams, QinetiQ, Malvern
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and running along the length of the groove. The shape of the wire’s cross section reduces
the sharpness of the growth surface at the upper surface of the wire. However, following
the wire growth, a second AlGaAs barrier is deposited, which re-establishes the sharp-
ness of the groove. This resharpening permits the growth of further, nominally identical
wires. Figure 3.18 also shows a cross-sectional TEM image of a V-groove quantum wire
structure containing two wires.

V-groove quantum wires are spatially separated from the original etched surface,
hence they exhibit excellent optical quality. By careful optimisation of the growth
conditions it is possible to achieve a separation between the wire transitions of
80meV. However, this energy represents the sum of the electron and hole confinement
energies. Because of the larger hole effective mass, the main contribution will be due to
the electrons, with the spacing between the confined hole subbands being relatively
small (~10 meV). In addition, the optical spectra of V-groove quantum wires are subject
to inhomogeneous broadening resulting from wire width fluctuations; these are prob-
ably related to the original groove quality. Furthermore, numerous emission lines are
observed, arising from the different spatial regions of the structure. These regions
include the quantum wires and quantum wells formed on the sides of the groove (the
side-wall wells) and quantum wells formed in the region between the grooves (the top
wells). A vertical well is also formed in the AIGaAs at the centre of the groove where the
diffusion of Ga to the groove centre produces a Ga rich region. All these regions may
capture carriers, reducing the fraction that recombine in the wire (Section 3.7.1).
Although the top wells and a fraction of the side wells can be removed by a suitable
short wet etch, this requires a further fabrication step followed by a return to the growth
reactor to complete a p-i-n structure if required. Alternatively, high-energy ions incident
at a shallow angle may be used to degrade the optical efficiency of the top wells and
upper section of the side wells.

It is also possible to form quantum dots by a refinement of this technique in which
the substrate is initially patterned with two orthogonal arrays of stripes. Following
etching, a grid of tetrahedral pits is formed, within which the quantum dots are grown.
The resultant dots are lens shaped with height 5nm, diameter 20 nm and exhibit a
typical spacing between optical transitions of ~45meV.

The second class of self-assembled growth occurs on unpatterned substrates and is
driven by strain effects. Hence before this technique can be described, it is necessary to
briefly discuss the growth of strained quantum well structures. Quantum wells are
generally based on combinations of semiconductors having identical or very similar
lattice constants. If a semiconductor is grown on a substrate having a significantly
different lattice constant, then initially it will grow in a strained state to allow the atoms
at the substrate—epitaxial layer interface to ‘fit together’. However, energy is required to
strain a material and this energy builds up as the thickness of the epitaxial layer
increases. Eventually sufficient energy accumulates to break the atomic bonds of the
semiconductor and dislocations — discontinuities of the crystal lattice — form. The
thickness of material which can be grown before dislocations start to form is known
as the critical thickness. The critical thickness depends on the semiconductor being
grown and also the degree of lattice mismatch between this semiconductor and the
underlying semiconductor or substrate.

Dislocations provide a very efficient mechanism for non-radiative carrier recombin-
ation and a structure which contains dislocations will, in general, exhibit a very poor
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optical efficiency. When growing strained semiconductor layers it is therefore very
important that the critical thickness is not exceeded.

A good illustration of a strained semiconductor system is provided by In,Ga;_,As—
GaAs, where the In,Ga;_,As provides the quantum wells and the GaAs provides the
substrate and barriers. Because the substrate is much thicker than the epitaxial layers,
strain is present only in the In,Ga;_,As. As the In composition of the In,Ga;_,As
increases, the lattice mismatch between the two semiconductors also increases (Figure 3.8),
and hence the In,Ga;_,As becomes increasingly strained. For low In compositions,
x < ~0.2, it is possible to grow quantum wells with thicknesses ~10 nm, which is below
the critical thickness. However for higher x the critical thickness decreases rapidly,
making the growth of quantum wells of reasonable width impossible.

The lattice constants of InAs and GaAs are very different (7%) and therefore the
critical thickness for the growth of an InAs layer on GaAs is expected to be very small.
Initially InAs grows on GaAs as a highly strained two-dimensional layer. However,
continued two-dimensional growth quickly leads to the formation of dislocations for
deposition beyond approximately two atomic layers. In contrast, for certain growth
conditions it is observed that following the deposition of approximately one atomic
layer, the growth mode changes to three-dimensional, leading to the formation of small
disconnected islands. These islands, which sit on the original two-dimensional layer,
referred to as the wetting layer, act as quantum dots.

The transition from two- to three-dimensional growth is known as the Stranski—
Krastanow growth mode and is a consequence of the balance between elastic and
surface energies. All surfaces have an associated energy due to their incomplete atomic
bonds, and this energy is directly proportional to the area of the surface. The surface
area after island formation is greater than the initial flat surface, hence the island
configuration has an increased surface energy. However, within the islands, the lattice
constant of the semiconductor can start to revert back to its unstrained value as the
atoms are free to relax in the in-plane direction, being unconstrained by surrounding
material The lattice spacing reverts smoothly back to its unperturbed value with
increasing height in the dot and no dislocations are formed. This relaxation results in
a reduction of the elastic energy. For systems where the reduction in elastic energy
exceeds the increase in surface energy, a transition to three-dimensional growth occurs,
as this represents the lowest energy and hence the most favourable state. After forma-
tion, the quantum dots are generally overgrown by a suitable barrier semiconductor.
Figure 3.19 shows the main steps in the self-assembled growth of quantum dots.

The structure of self-assembled quantum dots depends on the growth conditions,
most importantly the temperature of the substrate and the rate at which material is
deposited. For InAs dots grown on GaAs a typical base size is between 10-30 nm, height
5-20nm and density 1 x 10° to about 1 x 10'" cm~2. However, values outside this range
may be possible by careful control of the growth conditions. Because of their small size
the energy separation between the confined levels is relatively large (~30—90meV for
electrons but less for holes due to their larger effective mass) and the confinement
potential is relatively deep ~100—300meV, with both electrons and holes being con-
fined. Self-assembled quantum dots contain no dislocations and so exhibit excellent
optical properties. Their two-dimensional density is high and can be increased further
by growing multiple layers. Self-assembled dots are grown by conventional epitaxial
processes and can be readily incorporated in the intrinsic region of a p-i-n structure.
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(a)

(d)

Figure 3.19 The main steps in the formation of self-assembled quantum dots: (a) initial surface,
(b) deposition of the two-dimensional wetting layer, (c) formation of three-dimensional islands
once the critical thickness for the 2D to 3D growth transition is reached and (d) overgrowth
of the dots

Structural uniformity is reasonable (see below) but because of their small size, relatively
small fluctuations in size and/or composition result in large variations in the confined
energy levels. Figure 3.20 shows a cross-sectional TEM image of an uncapped InAs self-
assembled quantum dot grown on a GaAs substrate. Also shown is an image, recorded
along the growth direction, showing the random spatial distribution of the quantum
dots. Figure 3.21 shows an AFM image of InAs self-assembled quantum dots.

Although self-assembled quantum dots have been extensively studied, there remains
considerable uncertainty about their precise shape. Various shapes have been reported,
including pyramids, truncated pyramids, cones and lenses (sections of a sphere). Diffi-
culties associated with structural measurements (Section 3.7.2) may contribute to this
reported range of shapes, but it also seems possible that the shape depends on the
growth conditions.

Self-assembled quantum dots were first observed for InAs grown on GaAs, where the
lattice mismatch is 7%. This and related InGaAs dots also grown on GaAs still form
the most mature system. However, self-assembled dots appear to form for most
semiconductor combinations with a sufficient degree of lattice mismatch. Examples
include InP dots on InGaP, InGaN dots on GaN and Ge dots on Si.

The formation of self-assembled dots is a semi-random process. Dots at different
positions start to form at slightly different times, as the amount of deposited material
will vary slightly across the growth surface. Defects on the surface may also encourage
or inhibit dot formation. As a result, the final shape and size (and possibly composition)
will vary slightly from dot to dot, which in turn will result in an an inhomogeneous
distribution of the energies of the confined states.
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Figure 3.20 Upper panel: cross-sectional transmission electron microscope image of an uncapped
InAs self-assembled quantum dot grown on a GaAs substrate. The speckled material above the dot is
glue used to mount the sample. Lower panel: plan view (along the growth axis) TEM image of InAs
self-assembled quantum dots grown on a GaAs substrate. In this sample the dots are overgrown with
GaAs and the image results from the strain fields produced by the dots. Upper figure reproduced from
P. W. Fry, 1. E. Itskevich, D. J. Mowbray, M. S. Skolnick, J. J. Finley, J. A. Barker, E. P. O’Reilly,
L. R. Wilson, I. A. Larkin, P. A. Maksym, M. Hopkinson, M. Al-Khafaji, J. P. R. David, A. G. Cullis,
G. Hill and J. C. Clark, Phys. Rev. Lett. 84, 733 (2000). Copyright 2000 by the American Physical
Society

Figure 3.21 An AFM image of uncapped InAs self-assembled quantum dots grown on a GaAs
substrate. Note the different horizontal and vertical scales. Image courtesy of Mark Hopkinson,
University of Sheffield

The emission from a single dot has the form of a very sharp line, similar to that observed
from an atom. However, many measurements simultaneously probe a large number of
dots, referred to as an ensemble. Typically 10 million dots may be probed, each of which
will contribute to the measured spectrum. Because each dot emits light at a slightly different
energy, the sharp emission from each dot will merge into a broad emission band whose
width is related to the degree of dot uniformity. The resulting emission is inhomogeneously
broadened. The lower spectrum in Figure 3.22 shows the emission from an ensemble of self-
assembled quantum dots, with a line width of 60 meV. The sharp emission, characteristic of
a single dot, can be recovered by reducing the number of dots probed. This can be
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Figure 3.22 PL spectra of different numbers of self-assembled quantum dots recorded through holes
of different sizes formed in an opaque metal mask. For small numbers of dots the sharp emission lines
due to individual dots are observed. Data courtesy of Jonathan Finley, University of Sheffield

achieved by depositing an opaque metal mask on the sample surface in which submicron
apertures are formed using electron beam lithography, followed by etching. Spectra for
two aperture sizes are shown in Figure 3.22. A series of sharp lines, each arising from a
different dot are visible, with the number of lines decreasing as the aperture size, and
hence dot number below the aperture, decreases. The line width of each emission line is
less than 30 peV, a value limited by the resolution of the measurement system. Higher-
resolution measurements have given linewidths as small as 1 peV. Section 3.6.12 dis-
cusses mechanisms that determine this homogeneous line width, which is typically over
1000 times smaller than the ensemble inhomogeneous line width.

The non-uniformity of self-assembled quantum dots, and the resulting inhomoge-
neous broadening of the optical spectra, is disadvantageous for a number of device
applications. For example, the absorption and emission is spread over a broad energy
range instead of being concentrated at a single energy. However, there are some
applications which make use of this inhomogeneous broadening. Applications of self-
assembled quantum dots are discussed in detail in Section 3.8.

Once a layer of self-assembled InAs quantum dots has been deposited and overgrown
with GaAs, a flat surface is regained, allowing a second layer of dots to be deposited.
This procedure can be repeated, allowing the growth of multiple dot layers. In the first
layer, the dot positions are essentially random. However, for multiple layers with
relatively thin intermediate GaAs layers a correlation of dot positions is found, with
vertical stacks of dots extending across all layers. This vertical alignment occurs as a
result of a strain field formed in the GaAs immediately above the dots, produced by the
InAs towards the top of the dot reverting back to its unstrained state. The size of this
strain field decreases rapidly as the GaAs thickness increases but may be sufficiently
large to act as a nucleation site for dots in the subsequent layer. Vertical dot alignment
therefore occurs only for very thin GaAs layers (<10 nm) where the strain field at the
surface remains sufficiently large. For thicker GaAs layers, the strain field is reduced
essentially to zero and the dots in the next layer form at random positions. For very
closely separated dot layers, dots within a vertical stack are able to interact either by a
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Figure 3.23 An STM cross-sectional image of the cleaved surface of a structure containing five
layers of InAs self-assembled quantum dots with 10 nm thick intermediate GaAs layers. The thin
GaAs layers result in a vertical alignment of the quantum dots. Reproduced by permission of the
American Institute of Physics from D. M. Bruls, P. M. Koenraad, H. W. M. Salemink, J. H. Wolter,
M. Hopkinson and M. S. Skolnick, Appl. Phys. Lett. 82, 3758 (2003)

coupling of the carrier wavefunctions to form a one-dimensional superlattice or by
carrier tunnelling between the dots. Figure 3.23 shows an STM image of a structure
containing five InAs quantum dot layers, with each layer separated by 10 nm of GaAs.

3.5.13 Summary of fabrication techniques

This section has considered the different techniques that have been developed for the
fabrication of inorganic semiconductor nanostructures. Each technique has relative
advantages and disadvantages which, to some extent, are dependent on the precise
application. Although no one technique yet satisfies all of the requirements listed in
Section 3.5.1, this has not prevented the use of quantum wells, wires and dots in a number
of electronic and electro-optical devices. Example applications are discussed in Section 3.8.

3.6 PHYSICAL PROCESSES IN SEMICONDUCTOR
NANOSTRUCTURES

3.6.1 Modulation doping

As discussed in Section 3.2.4, the low-temperature carrier mobility of a bulk semicon-
ductor is limited by scattering from impurities. This mechanism is particularly efficient



PHYSICAL PROCESSES IN SEMICONDUCTOR NANOSTRUCTURES 159

in doped semiconductors where the scattering results from the charged dopant atoms.
Consequently, the low-temperature carrier mobility in a bulk doped semiconductor is
very low. However, in a semiconductor nanostructure it is possible to spatially separate
the dopant atoms and the resulting free carriers. This significantly reduces impurity
scattering, resulting in an extremely high carrier mobility at low temperatures. A spatial
separation of the dopant atoms and free carriers is achieved through remote or modula-
tion doping, as shown schematically for n-type doping of a quantum well structure in
Figure 3.24(a). In this example the donor atoms are placed only in the wider band gap
barrier material, the quantum well remains undoped. This is achieved during MBE
growth by only opening the shutter in front of the cell containing the dopant atoms
during growth of the barriers. In MOVPE the gas carrying the dopant atoms is similarly
switched. Following thermal excitation of the electrons from the donors into the con-
duction band of the wider band gap semiconductor, these free electrons transfer into the
lower-energy quantum well states, resulting in a spatial separation of the free electrons
and the charged donor atoms. The confined electrons in the quantum well are said to
form a two-dimensional electron gas (2DEG); a two-dimensional hole gas can similarly
be formed by doping the barriers p-type. The non-zero charge present in both the
barriers and the well (the total charge in the structure remains zero but there are equal
and opposite charges in the well and barriers) results in an electrostatic bending of the
conduction and valence band edges, as indicated in Figure 3.24(b). This band bending
allows the formation of a modulation doping induced 2DEG at a single interface
(a single heterojunction) between two different semiconductors, as shown in Figure 3.24(c).
Here the combined effects of the conduction band offset and the band bending result
in the formation of a triangular-shaped potential well that provides confinement of
the electrons.

In a modulation-doped structure the barrier region immediately adjacent to the well
is generally undoped, forming a spacer layer which further separates the charged dopant
atoms and the free carriers. By optimising the width of this spacer layer and the
structural uniformity of the interface, and by minimising unintentional background
impurities, it is possible to achieve an extremely high carrier mobility at low tempera-
tures. Figure 3.25 compares the temperature variation of the electron mobility of
standard bulk GaAs, a very clean bulk specimen of GaAs and a series of GaAs—AlGaAs
single heterojunctions. At high temperatures, where mobility is limited by phonon
scattering, the mobilities of the different structures are very similar. At low temperatures
the mobility in bulk GaAs is increased in the cleaner material, where a lower impurity
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Figure 3.24 (a) n-type modulation doping of a quantum well showing the transfer of electrons
from the barriers to the well; (b) the band edge profile of a modulation-doped quantum well,
including the effects of band bending which results from the non-zero space charges in the well
and barriers; (c) the production of a 2DEG in a modulation-doped single heterojunction
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Figure 3.25 The temperature dependence of the electron mobility of two bulk GaAs samples
having different purity, plus a series of n-type modulation-doped GaAs—AlGaAs single hetero-
structures. The labels for the heterostructures give the year of growth and demonstrate the
improvement of the low-temperature mobility with time. Data reproduced by permission of the
American Institute of Physics from L. Pfeiffer, K. W. West, H. L. Stormer and K. W. Baldwin,
Appl. Phys. Lett. 55, 1888 (1989) and C. R. Stanley, M. C. Holland, A. H. Kean, M. B. Stanaway,
R. T. Grimes and J. M. Chamberlin, Appl. Phys. Lett. 58, 478 (1991)

density reduces the charged impurity scattering. However, the absence of doping results
in a low carrier density and, as a consequence, a low electrical conductivity. In contrast,
modulation doping results in high free carrier densities and a low-temperature mobility
more than two orders of magnitude higher than that of the clean bulk GaAs sample.
The data for the different heterojunctions presented in Figure 3.25 demonstrates how the
low-temperature mobility has increased over time, reflecting optimisation of the struc-
ture, the use of purer source materials and improved cleanliness of the MBE growth
reactor. By the end of the 1980s a low-temperature mobility of 1200m?V~'s~! had been
achieved for a GaAs—AlGaAs single heterojunction. Since then progress has been less
rapid, suggesting that the limits of material purity and interface structural perfection are
being approached. The current state of the art is 3000m>V~'s~! for a modulation-
doped 30 nm wide GaAs—AlGaAs quantum well.

The ability to produce 2DEGs exhibiting an extremely high mobility has allowed the
observation of a range of interesting and novel physical processes, a number of which
are discussed in the following sections. In addition, modulation doping can be used to
provide the channel of field effect transistors (FETs), where it is particularly useful for
high-frequency applications. FETs that incorporate modulation doping are known as
high electron mobility transistors (HEMTs) or modulation-doped field effect transistors
(MODFETs). Although modulation doping provides only a minor enhancement of the
room temperature carrier mobility, it produces free carriers that are confined within a
two-dimensional sheet, in contrast to a layer of non-zero thickness produced by con-
ventional doping. This precise positioning of the carriers in the channel results in FETs
which exhibit improved linear characteristics and, for reasons that are still unclear,
lower noise.
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3.6.2 The quantum Hall effect

The Hall effect is a standard characterisation technique that can be used to determine
both the density and type of majority carrier in a semiconductor. The inset to Figure
3.26 shows a schematic diagram of a Hall measurement, which can be applied to either
a bulk semiconductor or a suitable nanostructure. An external voltage source causes a
current I, to flow along the bar, resulting in a current density J,. On application of a
magnetic field B., applied normal to the plane of the sample, a lateral electric field E), is
produced, which appears as a voltage V', measured across the sample. The quantity
E,/B.J is known as the Hall coefficient, Ry, and for a bulk sample in which transport is
dominated by one type of carrier (electrons or holes) Ry = 1/ne, where n is the free
carrier density. The magnitude and sign of Ry allow determination of the free carrier
density and the type of majority carrier, respectively.

Experimentally the electric field along the sample, E, can also be determined by
measuring V', as shown in Figure 3.26. This allows two resistivities to be defined and
measured:

E, E,

P\\:I, nyZJ—x.

(3.11)

For a bulk semiconductor Ry = E,/B.J., hence p., = RyB.. p,, therefore increases
linearly with increasing magnetic field, whilst p,, remains constant. However, for a two-
dimensional system, a very different behaviour is observed, as shown in Figure 3.26. In
this case, although p,, increases with increasing field, it does so in a step-like manner.
In addition, p,, oscillates between zero and non-zero values, with zeros occurring at
fields where p,, forms a plateau. This surprising behaviour is known as the quantum
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Figure 3.26 The integer quantum Hall effect as measured for a 2DEG in a GaAs—AlGaAs single
heterojunction at a temperature of 50 mK. The inset shows the experimental geometry used for
Hall effect measurements. Data reproduced from M. A. Paalanen, D. C. Tsui and A. C. Gossard,
Phys. Rev. B 25, 5566 (1982). Copyright 1982 by the American Physical Society
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Hall effect and was discovered in 1980 by Klaus von Klitzing, a discovery for which he
was awarded the 1985 Nobel physics prize. The quantum Hall effect arises as a result of
the form of the density of states in a two-dimensional system in a magnetic field. This
corresponds to that of a fully quantised system, with quantisation in one direction
resulting from the physical structure of the sample and in the remaining two directions
by the magnetic field. A full discussion of the physics underlying the quantum Hall
effect, including the importance of disorder, is beyond the scope of this book. Sugges-
tions for further reading are given at the end of this chapter.

An important practical application of the quantum Hall effect arises from the plateau
values of p,,. It can be shown that these are given by

1h 25813
== 3.12
e (312

where j is an integer whose value decreases with increasing magnetic field. p,,, which is
independent of the sample, can be measured to very high accuracy and is now used as
the basis for the resistance standard and also to calculate the fine structure constant
a = poce®/2h, where the permeability of free space, s, and the speed of light, c, are
defined quantities.

The parameter j in Equation (3.12) is known as the filling factor and denotes the
number of different states occupied by the free carriers. The degeneracy (the maximum
number of electrons or holes a given state can contain) of the states formed in a
magnetic field increases with increasing field; consequently, for a constant total electron
number, the number of states occupied, and hence j, decreases with increasing field. The
quantum Hall effect discussed so far, and shown in Figure 3.26, occurs for integer values
of jand is therefore known as the integer quantum Hall effect. However, in samples with
very high carrier mobilities, plateaus in p,, and minima in p,, are also observed for
fractional values of j, giving rise to the fractional quantum Hall effect. The discovery
and theoretical interpretation of the fractional quantum Hall effect, which results from
the free carriers behaving collectively rather than as single particles, led to the award of
the 1998 Nobel physics prize to Stormer, Tsui and Laughlin.

3.6.3 Resonant tunnelling

Quantum mechanical tunnelling, in which a particle passes through a classically for-
bidden region, is the mechanism by which a-particles escape from the nucleus during
a-decay and electrons escape from a solid in thermionic emission. In both cases the
tunnelling probability is a very sensitive function of the energy of the particle and the
thickness and height of the potential barrier. Carrier tunnelling can also be observed in
nanostructures where a tunnelling barrier is formed by sandwiching a thin layer of a
wide band gap semiconductor between layers of a smaller band gap semiconductor.
Incorporated into a suitable device, this allows the behaviour of electrons incident on
the barrier to be studied. The energy of the eclectrons is determined by the voltage
applied to the device, and the probability of tunnelling through the barrier is reflected
by the magnitude of the current that flows. Of greater interest, however, is the case of
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Figure 3.27 Schematic conduction band diagram of a double-barrier resonant tunnelling struc-
ture. The band structure is shown for different applied voltages and with the corresponding
current: (a) no applied voltage, (b) voltage below the first resonance, (c) in resonance with the
lowest energy state in the quantum well, and (d) above the first resonance

two barriers separated by a thin quantum well, a double-barrier resonant tunnelling
structure (DBRTS). A schematic diagram of a DBRTS is shown in Figure 3.27.
Quantised energy levels are formed in the quantum well, as described in Section 3.3.1.
A DBRTS is generally grown between two doped layers (n-type in Figure 3.27) which
provide reservoirs of carriers.

Figure 3.27 shows a DBRTS for various applied voltages. For the sign of voltage
shown, electrons travel from left to right. Electrons are first incident on the leftmost
barrier, through which they attempt to tunnel into the well, followed by tunnelling out
of the well via the second barrier. At low voltages, condition (b), the electron energy
following tunnelling into the well is below that of the lowest confined state. Hence there
are no available states in the well and it acts as a further barrier. For this condition (b) the
two barriers plus the well act as one effective thick barrier, as a consequence the tunnelling
probability, and hence the current, is very low. As the voltage is increased to condition (¢),
the energy of the electrons tunnelling through the first barrier comes into resonance with
the lowest state in the well. The effective barrier width is now reduced and it becomes much
easier for the electrons to pass through the structure. As a result, the current increases
significantly. For a further increase in voltage, condition (d), the resonance condition is lost
and the current decreases. Although for condition (d) the energy of the tunnelling electrons
coincides with higher energy states in the quantum well subband, these states correspond
to non-zero in-plane motion (Section 3.3.1). The tunnelling electrons are moving parallel
to the growth direction only, so tunnelling into these subband states is not possible.
However, for higher applied voltages, additional resonances may be observed, corres-
ponding to higher confined states. Figure 3.27 also shows the expected current—voltage
characteristic of a DBRTS, indicating the relationship between specific points on the
characteristic and the different bias conditions of the structure. Figure 3.28 shows experi-
mental results obtained for a DBRTS consisting of a 20 nm GaAs quantum well confined
between 8.5 nm AlGaAs barriers. Resonances with five confined quantum well states are
observed. Beyond each resonance a DBRTS exhibits a negative differential resistance,
a region where the current decreases as the applied voltage is increased. This characteristic
has a number of applications, including the generation and mixing of microwave signals.
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Figure 3.28 Current-voltage relationship for a double-barrier resonant tunnelling structure
consisting of a 20nm GaAs quantum well with 8.5nm Aly4GagAs barriers. Resonances with
four confined well states are observed. The inset shows the hysteresis observed for an asymmet-
rical device with 8.5 and 13 nm Al 33Gag¢;As barriers and a 7.5 nm Ing 11 Gag ggAs quantum well.
Data courtesy of Philip Buckle and Wendy Tagg, University of Sheffield

DBRTS devices may also exhibit hysteresis in their current—voltage characteristics,
particularly when the two barriers have unequal thicknesses. A thinner first barrier allows
carriers to tunnel easily into the well whilst a thicker second barrier impedes escape,
resulting in charge build-up in the well. This charge build-up modifies the voltage dropped
across the initial part of the structure and maintains the resonance condition to higher
voltages than would occur in an empty well. This broadened resonance is only observed as
the voltage is increased, allowing charge to accumulate in the well. When the voltage is
finally taken above the resonance condition, the well empties. If the voltage is now
decreased, a narrower resonance is observed as there is now no charge accumulation.
For such a structure the current follows a path that is dependent upon the direction in
which the voltage is swept; the current—voltage characteristics exhibit hysteresis. The inset
to Figure 3.28 shows the characteristics of an asymmetrical DBRTS with 8.5 and 13 nm
thick Aly33Gagg7As barriers and a 7.5 nm Ing ;Gag g9As quantum well.

3.6.4 Charging effects

A charge carrier in a quantum dot is highly spatially localised. If a quantum dot already
contains one or more carriers, then significant energy is required to add an additional
carrier, as a result of the work that must be done against the repulsive electrostatic force
between like charges. This charging energy modifies the energies of the dot states
relative to their energies in the uncharged system.

The inset to Figure 3.29 shows the conduction band profile of a structure consisting
of a quantum dot placed close to a reservoir of free electrons. Applying a voltage to a
metal contact on the surface of the structure allows the energy of the dot to be varied
with respect to the reservoir. If a given energy level in the dot is below the energy of the
reservoir, then electrons will tunnel from the reservoir into the dot level. Alternatively, if
the energy level is above the reservoir, then the level will be unoccupied. Hence by
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Figure 3.29 Capacitance-voltage profile of approximately 2 million self-assembled quantum
dots showing features as successive electrons are added to the dots. The vertical arrows indicate
the positions of the features corresponding to the loading of electrons into the ground state (two
features) and the excited state (four unresolved features). The inset shows the conduction band
profile for two bias voltages. Data reproduced by permission of EDP Sciences from M. Fricke,
A. Lorke, J. P. Kotthaus, G. Medeiros-Ribeiro and P. M. Petroff, Europhys. Lett. 36, 197 (1996)

varying the gate voltage, the dot states can be sequentially filled with electrons. This
filling can be monitored by measuring the capacitance of the device, which will exhibit a
characteristic feature each time an additional electron is added to the dot.

Figure 3.29 shows the capacitance of a device containing approximately 2 million
self-assembled quantum dots. These dots have two confined electron levels: the lowest
level (ground state) is able to hold two electrons (degeneracy 2) with the excited level
able to hold four electrons (degeneracy 4). In the absence of charging effects, only two
features would be observed in the capacitance trace, one at the voltage corresponding to
the filling of the ground state, the other when the voltage reaches the value required for
electrons to transfer into the excited state. However, once one electron has been loaded
into the ground state, charging effects result in an additional energy, hence a higher
voltage, being required to add the second electron. This leads to two distinct capacitance
features corresponding to the filling of the ground state. Similarly, four distinct features
are expected as electrons are loaded into the excited state, although in the present case
inhomogeneous broadening prevents them being individually resolved. This charging
behaviour is known as Coulomb blockade and is observed experimentally when the
charging energy exceeds the thermal energy kpzT.

Coulomb blockade effects may also be observed in transport processes where carriers
tunnel through a quantum dot. Suitable dots may be formed electrostatically using split
gates to define the dot and to provide tunnelling barriers between the dot and two
2DEGs which act as carrier reservoirs. The device is analogous to the resonant tunnel-
ling structures considered in Section 3.6.3 but with the quantum well replaced by a
quantum dot. An additional gate electrode allows the energy of the dot to be varied with
respect to the carrier reservoirs. The relatively large dot size (>100nm) results in
Coulomb charging energies — given by ¢?/2C where C is the dot capacitance — much
larger than the confinement energies. The Coulomb charging energies therefore
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Figure 3.30 Coulomb blockade oscillations for an electrostatically defined quantum dot mea-
sured at a temperature of 10 mK. The inset shows the transport of a single electron through the
structure. Data reproduced from L. P. Kouwenhoven, N. C. van der Vaart, A. T. Johnson,
W. Kool, C. J. P. M. Harmans, J. G. Williamson, A. A M. Staring and C. T. Foxon, Zeitschrift fiir
Physik B 85, 367 (1991). Copyright 1991 Springer-Verlag

dominate the energetics of the system. The inset to Figure 3.30 shows a schematic diagram
of the structure with a small bias voltage applied between the left and right reservoirs. The
dot initially contains N electrons, resulting in a dot energy indicated by the lower
horizontal line. An additional electron can tunnel into the dot from the left-hand
reservoir but this increases the dot energy by an amount equal to the charging energy.
This process is therefore only energetically possible if the energy of the dot with N + 1
electrons lies below the maximum energy of the electrons in the left-hand reservoir.
Tunnelling of this additional electron into the right-hand reservoir may subsequently
occur, but only if the N + 1 dot energy lies above the maximum energy of this reservoir,
as the electron can only tunnel into an empty state. If these two conditions are satisfied,
requiring that the dot energy for N + 1 electrons lies between the energy maxima of the
two reservoirs, a sequential flow of single electrons through the structure occurs. For this
condition the system exhibits a non-zero conductance. As the gate voltage varies the dot
energy, rigidly shifting the different confined states up or down, the condition for
sequential tunnelling will be successively satisfied for different values of &, and a series
of conductance peaks will be observed. An example is shown in Figure 3.30 for a dot of
radius 300 nm. This large dot size results in a large capacitance and a correspondingly
small charging energy (0.6 meV for the present example). Hence measurements must be
performed at very low temperatures in order to satisfy the condition ¢*>/2C > kpT.
Practical applications of Coulomb blockade are described in Section 8.7.

3.6.5 Ballistic carrier transport

The carrier transport considered in Section 3.2.4 is controlled by a series of random
scattering events. However the high carrier mobilities which can be obtained by the use
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of modulation doping correspond to very long distances between successive scattering
events, distances that can significantly exceed the dimensions of a nanostructure. Under
these conditions a carrier can pass through the structure without experiencing a scatter-
ing event, a process known as ballistic transport. Ballistic transport conserves the phase
of the charge carriers and leads to a number of novel phenomena, two of which will now
be described.

When carriers travel ballistically along a quantum wire there is no dependence of the
resultant current on the energy of the carriers. This behaviour results from a cancellation
between the energy dependence of their velocity (v = y/2E/m*) and the density of states,
which in one dimension varies as 1/v/E (Section 3.4). For each occupied subband a
conductance equal to 2¢%/h is obtained, a behaviour known as quantised conductance.
If the number of occupied subbands is varied then the conductance of the wire will exhibit
a step-like behaviour, with each step corresponding to a conductance change of 2e?/h.
Quantum conductance is readily observable in electrostatically induced quantum wires
(Section 3.5.7). The gate voltage determines the width of the wire, which in turn controls
the energy spacing between the subbands. For a given carrier density, reducing the
subband spacing results in the population of a greater number of subbands, and hence
increased conductance. Figure 3.31 shows quantum conductance in a 400nm long,
electrostatically induced quantum wire. The structure of the device is shown in the inset.
Such measurements are generally performed at very low temperatures to obtain the very
high mobilities required for ballistic transport conditions. In contrast to the highly
accurate values observed for p,, in the quantum Hall effect, which are independent of
the structure and quality of the device, the quantised conductance values of a quantum
wire are very sensitive to any potential fluctuations, which may result in scattering events.
This sensitivity prevents the use of quantum conductance as a resistance standard.

The inset to Figure 3.32 shows a structure where a quantum wire splits into two
wires, which subsequently rejoin after having enclosed an area 4. Under ballistic
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Figure 3.31 Quantised conductance steps in a 400 nm long electrostatically defined quantum
wire measured at a temperature of 17mK. The wire is produced by a split gate formed on the
surface of a modulation-doped GaAs—AlGaAs heterostructure. The inset shows the form of the
electrical contacts. Data reproduced by permission of the American Institute of Physics from
A. R. Hamilton, J. E. F. Frost, C. G. Smith, M. J. Kelly, E. H. Linfield, C. J. B. Ford, D. A. Ritchie,
G. A. C. Jones, M. Pepper, D. G. Hasko and H. Ahmed, Appl. Phys. Lett. 60, 2782 (1992)
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Figure 3.32 The Aharonov-Bohm effect in a 1.8 pm diameter ring, measured at a temperature of
280 mK. The inset shows the geometry of the structure. Data and figure reproduced from G. Timp,
P. M. Mankiewich, P. deVegvar, R. Behringer, J. E. Cunningham, R. E. Howard, H. U. Baranger
and J. K. Jain, Phys. Rev. B 39, 6227 (1989). Copyright 1989 by the American Physical Society

transport conditions the wavefunction of an electron incident on the loop will split
into two components which, upon recombining at the far side of the loop, will
interfere. This process requires that the phase of the electron wavefunction is
conserved as it transits the structure. If a magnetic field is now applied normal to
the plane of the loop, the wavefunctions acquire or lose an additional phase,
depending on the sense in which they traverse the loop. The phase difference
between the two paths increases by 27 when the magnetic flux through the loop,
given by the area multiplied by the field (=BA) changes by h/e. As the magnetic
field increases, the system oscillates between conditions of constructive interference
(corresponding to a high conductance) and destructive interference (corresponding
to low conductance). The change in field, AB, between two successive maxima (or
minima) is given by the condition ABA = h/e, resulting in the conductance of the
system oscillating periodically with the field. An example of this behaviour, known
as the Aharonov—-Bohm effect, is shown in Figure 3.32 for a loop of diameter
1.8 um, formed from the 2DEG of a GaAs—AlGaAs single heterostructure by
electron beam lithography.

3.6.6 Interband absorption in semiconductor nanostructures

As discussed in Section 3.2.5, a semiconductor can absorb a photon in a process where
an electron is promoted between the valence and conduction bands. The strength of this
absorption is proportional to the density of states in both bands — the joint density of
states. The joint density of states has a form similar to the individual density of states
and is therefore a strong function of the dimensionality of the system. In addition, the
absorption will be modified by the quantised energy levels of a nanostructure, resulting
in a number of different energy transitions occurring between the confined hole and
electron states.
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A further modification arises from the influence of excitonic effects. In a nanostruc-
ture the electron and hole are prevented from moving apart in one or more directions
and, as a result, their average separation is decreased and the exciton binding energy is
increased. For an ideal two-dimensional system, the exciton binding energy is increased
by a factor of four compared to the bulk value. However, in a real quantum well the
electron and hole wavefunctions penetrate into the barriers, and the ideal two-
dimensional case is never achieved, although up to an approximately twofold enhance-
ment is possible. A larger binding energy decreases the probability of exciton ionisation
at high temperatures and, as a consequence, stronger excitonic effects are observed in a
nanostructure at room temperature than in a comparable bulk semiconductor.

Figure 3.33 shows the absorption spectrum of a 40-period GaAs multiple quantum
well structure with wells of width 7.6nm and AlAs barriers. The gross form of the
spectrum consists of a series of steps, representing the density of states of a two-
dimensional system (Section 3.4), with an excitonic enhancement at the onset of each
step. A number of transitions are observed between the mth confined hole state and nth
confined electron state. These transitions are subject to selection rules that result in
transitions between identical electron and hole index states (m = n) being the most
intense. Three orders of such transitions are observed in the spectrum of Figure 3.33.
Weaker transitions occur when the index changes by an even number (jn —m| = 2,4,
etc.). Transitions where the index changes by an odd number (|n — m| = 1, 3, etc.) are
forbidden by parity considerations. The spectrum is further complicated by the presence
of two different valence bands, known as the heavy and light hole bands, which result in
two distinct series of confined valence band states. Transitions are possible from both
series to the conduction band.

Figure 3.34 compares the room temperature absorption of bulk GaAs, and a GaAs
multiple quantum well structure with 10nm wide wells. The enhancement of the
excitonic strength in the quantum well, due to the increased exciton binding energy, is

Absorption

f

hh3 —e1
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Figure 3.33 Low-temperature absorption spectrum of a 40-period GaAs—AlAs multiple quan-
tum well structure with 7.6nm wide wells. The most intense features result from transitions
between the nth (n = 1, 2, 3) confined light hole (Ih) and heavy (hh) hole states and identical index
electron states. In addition, two weaker transitions are observed between the first and third heavy
hole and electron states (hh3 — el and hh1 — e3). Data reproduced by permission of Taylor and
Francis Ltd from A. M. Fox, Contemp. Phys. 37, 111 (1996)
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Figure 3.34 Comparison of the room temperature absorption spectra of bulk GaAs and a 77-
period GaAs—Aly,3Gag72As multiple quantum well with 10 nm wide wells. Data reproduced by
permission of the American Institute of Physics from D. A. B. Miller, D. S. Chemla,
D. J. Eilenberger, P. W. Smith, A. C. Gossard and W. T. Tsang, Appl. Phys. Lett. 41, 679 (1982)

clearly visible. The presence of an exciton provides a sharp onset of the band edge
absorption, and this has a number of practical applications, for example in optical
modulators. Nanostructures allow excitonic effects to be exploited more readily as these
effects persist to considerably higher temperatures than in bulk semiconductors.

The absorption spectrum of a quantum wire should be similar to that of a quantum
well, but with a further enhancement of the exciton binding energy provided by the
additional quantum confinement. There will also be a modification due to the 1/vE
form of the density of states. However, to date the quality of available quantum wires is
not sufficient to observe these effects clearly, with spatial fluctuations of the wire cross
section leading to significant inhomogeneous broadening of the absorption spectrum.

The energy levels of a quantum dot are already discrete, hence excitonic effects are
less obvious in zero-dimensional systems. In this case they reduce the energies of the
optical transitions compared to those that would occur between single-particle, non-
interacting states. The absorption spectrum of a quantum dot resembles that of an
atom, consisting of a number of discrete absorption lines between which there is zero
absorption.

3.6.7 Intraband absorption in semiconductor nanostructures

The interband absorption discussed in the previous section occurs between the valence
and conduction bands. However, in nanostructures, absorption between confined elec-
tron (or hole) levels can also occur, a process known as intraband absorption. The inset
to Figure 3.35 shows intraband absorption for the conduction band of a quantum well.
Electrons are required in the initial state and these are generally provided by doping.
Photon absorption involves the excitation of electrons between the n = 1 and higher
confined electron states. In some structures excitation between confined well states and
the unconfined states of the barrier is also possible. The energy separation between the
confined states is typically ~10—200meV, corresponding to wavelengths ~6—120 pm
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Figure 3.35 Intraband absorption spectra of two 50-period GaAs multiple quantum well struc-
tures with wells of width 6.5 and 8.2 nm. Transitions occur between the » = 1 and n = 2 confined
electron levels. The inset shows a schematic diagram of the absorption process. Data reproduced
by permission of the American Institute of Physics from L. C. West and S. J. Eglash, Appl. Phys.
Lett. 46, 1156 (1985)

and resulting in absorption in the infra-red region of the electromagnetic spectrum. The
energies of the transitions can be varied over this wide range by altering the well width,
allowing the absorption to be tuned to a specific wavelength. Intraband absorption
spectra are shown in Figure 3.35 for two quantum wells of widths 6.5 and 8.2 nm. With
decreasing well width, the separation between the n = 1 and n = 2 states increases and
the absorption shifts to higher energy. There are no excitonic effects associated with
intraband absorption, because only one type of carrier is involved; excitons require both
an electron and a hole, which are only present in interband processes.

Intraband absorption is also observed between the confined states of quantum wires
and dots. For quantum wells, one important selection rule for intraband absorption
requires that the incident radiation has an electric field component normal to the plane
containing the wells. As a consequence, for light incident along the growth direction,
which is the most convenient experimental geometry, intraband absorption does not
occur. Intraband absorption in a quantum well therefore requires the use of less
convenient geometries, including light incident on the edge of the structure or normally
incident light that is bent into the structure by a diffraction grating deposited on the
surface. In contrast, for quantum dots this selection rule is modified and intraband
absorption is possible for normally incident light. This difference is particularly advan-
tageous for the practical application of intraband absorption in infra-red detectors.

3.6.8 Light emission processes in nanostructures

Electrons and holes can be created in a semiconductor either optically (Section 3.2.5), with
incident photons of energy greater than the band gap, or by electrical injection in a pn
junction (Section 3.2.7). The electrons and holes are typically created with excess energies
above their respective band edges. However, the time required to lose this excess energy is
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generally much shorter than the electron—hole recombination time, consequently the
electron and holes relax to their respective band edges before recombining to emit a
photon. Emission therefore occurs at an energy corresponding to the band gap of the
structure, with a small distribution due to the thermal energies of the electrons and holes.
The influence of rapid carrier relaxation is demonstrated in the emission spectrum of a
structure containing quantum wells of five different widths (Figure 3.11). Only emission
corresponding to the lowest-energy transition of each well is observed, even though the
wider wells contain a number of confined states.

Higher-energy transitions in a nanostructure can be observed in emission if the
density of electrons and holes is sufficiently large that the underlying electron and hole
states are populated. This can occur under high-excitation conditions where the lower
energy states become fully occupied and carriers are prevented from relaxing into these
states by the Pauli exclusion principle. Figure 3.36 shows emission spectra of an
ensemble of self-assembled quantum dots for different optical excitation powers. At
low powers the average number of electrons and holes in each dot is very small, and
consequently only the lowest-energy, ground state transition is observed. However with
increasing power the ground state, which has a degeneracy of two, is fully occupied and
emission from higher-energy, excited states is observed.

As discussed in Section 3.5.12, fluctuations in the size, shape and composition of
quantum dots result in the significant inhomogeneous broadening of optical spectra
recorded for large numbers of dots. Only by probing a small number of dots can the
predicted very sharp emission be observed. Figure 3.37 shows emission spectra obtained
from a single self-assembled InAs quantum dot as a function of the incident laser power.
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Figure 3.36 Emission spectra of an ensemble of InAs self-assembled quantum dots for three
different laser power densities. At the highest power, emission from three different transitions is
observed. The numbers by each spectra indicate the relative intensity scale factors. Data repro-
duced from M. J. Steer, D. J. Mowbray, W. R. Tribe, M. S. Skolnick, M. D. Sturge,
M. Hopkinson, A. G. Cullis, C. R. Whitehouse and R. Murray, Phys. Rev. B 54, 17738 (1996).
Copyright 1996 by the American Physical Society
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Figure 3.37 Emission spectra of a single InAs self-assembled quantum dot as a function of laser
power. The inset shows emission from the ground state in greater detail. Emission lines are
observed corresponding to an exciton recombining in an otherwise empty dot (X), the dot
occupied by one additional exciton (the biexciton 2X), the dot occupied by > 1 additional excitons
(the mX lines) and one additional hole (a charged exciton X*). Data reproduced from J. J. Finley,
A. D. Ashmore, A. Lemaitre, D. J. Mowbray, M. S. Skolnick, I. E. Itskevich, P. A. Maksym,
M. Hopkinson and T. F. Krauss, Phys. Rev. B, 63, 073307 (2001). Copyright 2001 by the
American Physical Society

At low powers a single, very sharp line is observed, arising from the recombination of an
electron and hole from their respective ground states. At high powers these states are
fully occupied and carriers are forced to occupy higher-energy excited states from which
emission is then observed.

An added complication in the spectra of Figure 3.37 is that, at high excitation
powers, multiple emission lines are observed for the ground state and excited state
transitions. This is shown more clearly in the inset to Figure 3.37, which depicts the
ground state emission for high laser power. These multiple emission lines result from
interactions between the carriers confined within the dot. If the dot is occupied by a
single electron and hole, one exciton, then emission will occur at a particular energy. If,
however, the dot is occupied by two electrons and two holes, two excitons, then the
energy of the first recombining electron and hole will be perturbed by the Coulomb
interactions between the two excitons, and the emission will be slightly shifted in energy.
For a dot initially occupied by three excitons, the recombination of the first electron and
hole will be further perturbed. Lines corresponding to different recombination processes
are observed in the same spectrum because the carrier population of the dot fluctuates
during the time required to record the emission spectra, typically a few seconds. The
recombination of an electron and hole in an otherwise empty dot is known as exciton
recombination (X), that of an electron and hole in a dot occupied by an additional
electron and hole as a biexciton (2X). The inset to Figure 3.37 also shows a line labelled
X*, arising from exciton recombination in the presence of just an additional hole. This
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process is possible if the carrier capture probability of the dot is different for electrons
and holes.

It is also possible to observe emission when carriers make an intraband transition
between the quantised electron or hole states of a nanostructure. However, this emission
is generally relatively weak as there are other competing processes, including the emis-
sion of one or more phonons. An important application of intraband emission is in a
new and increasingly important class of laser, the quantum cascade laser, which is
discussed in detail in Section 3.8.2.

3.6.9 The phonon bottleneck in quantum dots

In both bulk semiconductors and nanostructures, electrons and holes may lose any
excess energy by emitting a series of phonons. Figure 3.38(a) shows a typical case for
electrons in a quantum well. The electrons initially have zero energy as they are at the
conduction band edge of the barrier, but on transferring into the well they are left with
an excess energy. Associated with each confined well state is a continuum of states,
resulting from the in-plane motion (Section 3.3.1), and this allows the electron to lose
energy by emitting a sequence of phonons, as shown in the figure. For I1I-V semicon-
ductors the carriers interact most strongly with longitudinal optical (LO) phonons and
it is these phonons which are emitted as the carriers lose energy. A typical LO phonon
energy is ~30meV and a typical time to emit a single LO phonon is ~150fs. Once the
carriers reach an energy less than one LO phonon energy from the band edge, further
LO phonon emission becomes impossible and the final energy is lost by the emission of
low-energy acoustic phonons, a slower process compared to LO phonon emission.
Figure 3.38(a) also applies to bulk semiconductors and quantum wires, both of which
have a continuum of states. However, the situation is very different for a quantum dot,
where the energy levels are discrete. Here emission by a series of LO phonons is only
possible if the spacing between the energy levels equals the LO phonon energy, an
unlikely coincidence. Hence carrier relaxation in a quantum dot must occur by an
alternative, slower process. Possibilities include the emission of multiple phonons, for
example an LO plus an acoustic phonon, or an Auger process where the energy released
by one carrier as it relaxes is transferred to a second carrier, which is excited to a higher
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Figure 3.38 (a) Electron relaxation in a quantum well. The electron is injected into the well with
excess energy but the continuum of well states allows this energy to be lost by the emission of a
sequence of LO phonons. In a quantum dot, the separation between the discrete, confined states
does not generally match the LO phonon energy and the electron relaxes by (b) simultaneously
emitting two different phonons or (c) by transferring energy to a second electron that is excited
into the continuum states of the barrier
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energy state, for example the continuum states associated with the barrier. These
processes are shown schematically in Figure 3.38(b) and (c). The slow carrier relaxation
predicted to result from the discrete energy levels of a quantum dot is known as the
phonon bottleneck. In severe cases this slow relaxation may affect the performance of
quantum dot devices, particularly for high-speed applications. Experimental studies of
carrier relaxation mechanisms are discussed in Section 3.7.1.

3.6.10 The quantum confined Stark effect

Applying an electric field to a semiconductor causes the band edges to tilt along the
field direction (inset of Figure 3.39(a)). Although spatially separated, states in the
conduction band are now closer in energy to states in the valence band, resulting in
absorption occurring below the band gap energy. This process is known as the
Franz—Keldysh effect and can be used as the basis for an electro-optical modulator
for light tuned to an energy slightly below the band gap. A practical modulator
requires a high on/off contrast ratio, which is possible if there is a steep absorption
onset at the band gap. In a bulk semiconductor the +/E variation of the absorption
provides only a weak onset, although this is enhanced by the presence of an exciton.
However, the application of only a relatively weak electric field pulls apart the
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Figure 3.39 Quantum well absorption spectra for (a) electric fields applied in the plane of the
well, equivalent to a bulk semiconductor, and (b) along the growth axis. For spectra along
the growth axis, the potential wells prevent ionisation of the excitons, so they are observed in
the spectra to considerably higher fields. The insets show the band edge profiles for the two cases.
Data reproduced from D. A. B. Miller, D. S. Chemla, T. C. Damen, A. C. Gossard,
W. Wiegmann, T. H. Wood and C. A. Burrus, Phys. Rev. B 32, 1043 (1985). Copyright 1985 by
the American Physical Society
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electron and hole, ionising the exciton. With increasing field, excitonic effects are
therefore quickly lost from the absorption spectra of a bulk semiconductor, as
demonstrated in Figure 3.39(a), which shows absorption spectra as a function of
electric field applied in the plane of a quantum well, equivalent to applying a field to
a bulk semiconductor. In contrast, when an electric field is applied normal to the
plane of a quantum well, the potential wells prevent the separation of the electron
and hole, inhibiting the ionisation of the exciton (inset of Figure 3.39(b)). Excitonic
effects are observed to considerably higher fields, as shown in Figure 3.39(b). The
field-induced shift of the transition energy in a low-dimensional structure is known as
the quantum-confined Stark effect and has practical applications in electro-optical
modulators. Although initially observed in quantum wells, the quantum-confined
Stark effect is also observed in quantum wires and dots.

3.6.11 Non-linear effects

The presence of a high density of additional carriers destroys an exciton. This results
from a number of physical effects, including the screening of the Coulomb interaction
between the electron and hole by the additional carriers and, more importantly, that
these carriers occupy the states from which the exciton is formed — Pauli exclusion
blocking. Figure 3.40 shows quantum well absorption spectra for the unperturbed state
and soon after a very short laser pulse has created a large density of electrons and holes.
The excitonic features are quenched by the optically created carriers. This behaviour
provides the possibility for an all-optical modulator, where the carriers created by an
intense laser beam switch a second weaker beam that is tuned to one of the exciton
features. Although similar effects are observed in bulk semiconductors, the incident
power required to ‘switch off” an exciton in a quantum well is found to be significantly
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Figure 3.40 Absorption spectra of a 156-period GaAs—Aly3;Gag7As multiple quantum well with
20.5nm wide wells. Spectra are shown for the unperturbed system (n = 0) and 100 ps after a
pulsed laser has created a carrier density of n ~ 5 x 10! cm~2 in each well, quenching the exciton
features. Data reproduced by permission of Elsevier from C. V. Shank, R. L. Fork, R. Yen,
J. Shah, B. I. Greene, A. C. Gossard and C. Weisbuch, Solid Stat. Commun. 47, 981 (1983).
Copyright 1983
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less than in a bulk semiconductor. In addition, excitons are also present in quantum
wells at room temperature, an essential requirement for practical devices. A further
manifestation of the ability to control the strength of an exciton is that the fractional
absorption experienced by light tuned to one of the exciton energies is dependent on the
intensity of that light. With increasing power, larger numbers of carriers are excited and
the exciton strength is reduced, decreasing the absorption. The resultant variable
absorption is a non-linear effect and has a number of practical applications in optical
systems.

3.6.12 Coherence and dephasing processes

When an exciton is optically excited in a semiconductor there is a well-defined phase
relationship between the exciton wavefunction and the optical field. The field and
exciton are coherent. Over time, various scattering processes will randomly alter the
exciton phase, and the phase relationship with the field will be lost. This is known as
dephasing. Alternatively, if a collection of excitons are created, they will initially have
the same phase but this coherence will decay at a rate determined by the dephasing time.
The most important dephasing mechanisms in semiconductors are the scattering of the
exciton by other excitons, free carriers or phonons. These mechanisms are very efficient,
hence dephasing times are generally very short. Typical values for a quantum well are
10 ps at 4K, decreasing to 0.1 ps at room temperature. Recently there has been increased
interest in dephasing processes as a result of the possible use of excitons for the basic
elements of quantum computers; so-called qubits. For this application a system is
required that retains its phase over a time interval sufficiently long to allow a number
of logical operations to be performed. Quantum dots are of particular interest for this
application as the spatial localisation of excitons within a dot should prevent interaction
with other excitons, and the limited number of confined energy levels may reduce
phonon scattering. Measurements on self-assembled quantum dots at low temperatures
reveal very long dephasing times, with a value of ~1 ns as the temperature approaches
absolute zero. However, the dephasing time decreases with increasing temperature, and
by room temperature it has a value similar to that found for a quantum well. The
dephasing time of the exciton in a quantum dot also determines the homogeneous line
width of the emission via the uncertainty relationship TAE = 2A, where 7 is the dephas-
ing time and AE is the linewidth. A dephasing time of 1 ns equates to a very narrow
linewidth of ~1ueV.

3.7 THE CHARACTERISATION OF SEMICONDUCTOR
NANOSTRUCTURES

In this section the main experimental techniques that can be used to probe the struc-
tural, electronic and optical properties of inorganic semiconductor nanostructures are
reviewed. Emphasis is placed on the information provided by the techniques, and their
relative advantages and disadvantages. Additional background material, relevant to
many of the techniques, is given in Chapter 2.
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3.7.1 Optical and electrical characterisation

The most commonly applied optical characterisation technique is photoluminescence
(PL). PL involves creating electrons and holes by illuminating the structure with
photons of sufficient energy, generally using light from a laser as described in Section
2.7.1.2. Typically photon energies are used such that absorption occurs in the barriers,
as this produces a relatively high density of electrons and holes and therefore results in a
strong PL signal. After creation the carriers diffuse spatially and are captured and
localised in different parts of the structure. This is followed by relaxation as the carriers
lose any excess kinetic energy, generally reaching the lowest possible energy states
before recombining to emit a photon. The energies of the emitted photons are deter-
mined using a spectrometer and suitable detector.

The carrier transport efficiency between different parts of a nanostructure affects
which regions contribute to the PL. In quantum wells and self-assembled quantum dots
there is a very rapid transfer of carriers from the barriers into the lower energy states
provided by the wells or dots. As a result, emission from the barriers, and from the
wetting layer in quantum dot structures, is generally not observed. However, in nano-
structures where the different regions are spatially well separated, efficient carrier trans-
port may not be possible, and a number of regions may contribute to the PL. For
example, in V-groove quantum wire structures (Section 3.5.12), the quantum wires, the
quantum wells formed on the sides of the grooves and between the grooves, and the
bulk GaAs may all give distinct emission, as shown in Figure 3.41. This behaviour
complicates the interpretation of the emission spectrum and is a serious disadvantage
for optical devices where emission at a single energy is generally required.

Emission intensity
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Figure 3.41 Cathodoluminescence (CL) spectrum of a V-groove quantum wire structure show-
ing emission from the different regions of the structure. Scanning CL images are shown recorded
for the detection of emission lines (a), (b) and (c). The forms of these images are consistent with
line (a) arising from carrier recombination in the quantum wells formed on the side walls of
the grooves, (b) quantum wells formed on the planar regions between the grooves, and (c) the
quantum wires at the bottom of the grooves. The dashed lines in the images indicate the
approximate position of the pre-growth surface. Data and images courtesy of Dr Gerald
Williams, QinetiQ, Malvern
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In conventional PL measurements the exciting laser beam is focused to a spot of
diameter ~100 um. Because of the high density of dots or wires in a typical structure,
this results in the simultaneous measurement of many nanostructures. For example,
V-groove quantum wires are typically spaced by ~1 pm and self-assembled quantum dots
may have a density ~10'' cm~2. For these densities a spot of diameter 100 um excites
100 wires or 10 million dots. Consequently, the PL spectra are inhomogeneously
broadened due to unavoidable fluctuations in the wire or dot shape, size and composi-
tion. Although the magnitude of this broadening provides information on the homo-
geneity of the nanostructures, it prevents the study of processes that occur on
comparable or smaller energy scales, such as the perturbation of the emission energy
of a quantum dot as additional excitons are added (Section 3.6.8).

In order to study physical processes occurring on an energy scale smaller than the
inhomogeneous broadening, it is necessary to probe individual dots or wires. This can be
achieved through reducing the size of the focused laser beam, either by using a large-
aperture microscope objective, for which a diffraction-limited spot size of ~1 pum is
possible, or by using a scanning near-field optical microscope (SNOM) that allows the
diffraction limit to be circumvented. The principle and operation of a SNOM are discussed
in Sections 2.4.1 and 9.1.1. Both techniques allow single quantum wires to be studied.
However, the tendency of carriers to diffuse away from the illuminated area, coupled with
the typically large quantum dot densities, necessitates the use of additional steps to probe
single quantum dots. This generally involves the reduction of the dot density, achieved by
modifying the growth conditions, followed by the physical isolation of a single dot, either
by etching submicron mesas or forming small holes in an otherwise opaque metal surface
mask. Examples of single quantum dot spectroscopy are shown in Figure 3.22, where the
spectra are recorded through different sized holes formed in a metal mask, and Figure
3.37, which shows spectra of a single quantum dot isolated in a 200 nm diameter mesa.

Carriers may also be created electrically by placing a nanostructure in a p-i-n device.
In this case the process of light emission is known as electroluminescence (EL). EL has
the advantage that the rate of carrier injection is uniform across the area studied, in
contrast to PL, where the incident laser beam has a non-uniform, Gaussian profile. EL
from a single quantum dot may be observed by exciting a relatively large number of dots
and selecting the emission from a single dot by using a small aperture in a metal mask,
which also forms one of the contacts. EL can also be excited using current injection
from a scanning tunnelling microscope (STM). This method offers high spatial resolu-
tion and is therefore particularly suitable for the study of single quantum dots.

A third mechanism for the excitation of luminescence is a beam of high-energy
electrons, such as found in an electron microscope: this is the cathodoluminescence
(CL) technique described in Section 2.7.3.2. Although the nominal spatial resolution
provided by the electron beam is degraded by carrier diffusion, a careful choice of beam
voltage and beam current makes it possible to observe the emission from a single
quantum wire and a few quantum dots. One powerful application of CL is in identifying
the origin of the different features present in the emission spectra of complex structures;
for example V-groove quantum wires. Initially the emission spectrum for excitation of a
large area is recorded. The system is then set to detect photons corresponding to one of
the emission features, and the electron beam is raster scanned over the sample. Regions
of the structure responsible for the selected emission appear bright in the resultant image,
allowing their position and shape, and hence their origin, to be determined. This procedure
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is then repeated for the different emission features. Scanning CL images from the cleaved
edge of a V-groove quantum wire structure are shown in Figure 3.41. Detecting photons
corresponding to line (c) results in emission located at the bottom of the grooves, and
therefore originating from the quantum wires. Lines (a) and (b) result in emission from
the side walls of the grooves and the flat surfaces between the grooves, consistent with
emission from the side and top quantum wells, respectively. These wells have different
thicknesses, hence they emit at different energies, a result of the dependence of the GaAs
growth rate on surface orientation.

Carrier relaxation is generally much faster than radiative recombination (Section 3.6.9);
hence only the lowest-energy, ground state transition is observed in emission. Emission
from higher energy states can be observed by increasing the carrier excitation or
injection rate so that the population of carriers in the ground state is sufficient to
block relaxation from the excited states. An example is shown for quantum dots in
Figure 3.36. Although high carrier injection allows the excited states to be observed,
the system is highly occupied and the interaction between the carriers may significantly
perturb the energies of the transitions. In addition, emission techniques do not allow
the true relative strengths of the transitions to be determined, as the emission intensity
is dependent not only on the intrinsic transition strength but also on the carrier
populations in the initial and final states.

A determination of the unperturbed energies and the strengths of optical transitions
therefore requires the use of an absorption technique. However, it is very difficult to
measure the direct absorption of a single nanostructure because only a very small
fraction of the light is absorbed in comparison to the majority of the light that simply
passes through the sample. Measuring this small change in transmitted light against the
large background is technically very difficult. For quantum wells it is possible to use
multiple-well structures to increase the absorption to a measurable level, and for
colloidal and nanocrystal dots it is possible to produce films or solutions containing
the dots of sufficient thickness to allow direct absorption measurements. However,
absorption measurements of epitaxially grown wires and dots are more difficult
because, as they occupy only a relatively small fraction of the cross-sectional area, their
intrinsic absorption is very low. The absorption spectrum of a single layer of self-
assembled quantum dots can be measured, but this requires the use of very sensitive
and expensive commercial systems. Even with such systems the very small absorption
signal requires the use of extremely long integration times, typically a few hours. By
focusing a laser beam to a spot size <1 pum, using a large-aperture microscope objective,
it is possible to measure the absorption spectrum of a single self-assembled quantum
dot, whose physical cross section is now a reasonable fraction of the laser beam area.
However, the absorption is still too low to allow the direct measurement of the absorp-
tion. Consequently, a modulation technique consisting of an oscillating electric field
that varies the transition energies via the quantum-confined Stark effect is used. The
resulting spectra correspond to the first derivative of the absorption.

Because of these experimental difficulties, absorption studies of quantum wires and
dots generally make use of an absorption-related technique; photocurrent (PC) spectros-
copy and photoluminescence excitation (PLE) are the main examples. In PC, incident
photons create electrons and holes in a nanostructure, which is placed in the intrinsic
region of a p-i-n device. Under suitable conditions the carriers are able to escape from the
nanostructure before recombining, giving rise to a current that can be measured by an
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external circuit. As the energy of the incident photons is varied, a change in absorption
will alter the number of carriers created, and hence the magnitude of the photocurrent. In
PLE the intensity of the photoluminescence is monitored as the energy of the exciting
photons is varied. A change in the absorption alters the number of carriers created, and
hence the intensity of the photoluminescence. Both PC and PLE measure a small signal
against a zero background; although the majority of incident light still passes through the
structure, this does not contribute to the measured signal. PC and PLE are therefore
referred to as background-less techniques and are particularly suited to the study of
nanostructures that absorb only very weakly. However, both techniques involve an
additional step beyond photon absorption. In PC the photo-created carriers must escape
from the nanostructure and in PLE they must relax to the transition being monitored. If
the probability of these processes is not constant, but depends on the initial energy of the
carriers, then the form of the resultant spectra will not reflect the true absorption.

A further important class of optical characterisation techniques is time-resolved
spectroscopy. Here a structure is excited by a very short pulse of light, and the
subsequent temporal changes in its properties are determined as carriers recombine or
relax in energy. The pulse length and time resolution of the measurement system are
typically in the range 1ns to 0.1 ps; the precise value is dependent on the physical
processes being studied. Time-resolved spectroscopy has been used to study a range of
carrier processes in semiconductor nanostructures, including the rate at which carriers
are captured from the barriers into the nanostructure, the rate at which carriers relax
between confined levels, dephasing times and recombination times. Figure 3.42 shows
results from a study of carrier relaxation mechanisms in InGaAs self-assembled quan-
tum dots. Electrons and holes are initially created in the GaAs barriers by 1.5 ps pulses
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Figure 3.42 The rise time of the PL from InGaAs self-assembled QDs measured as a function of
laser power density. The rise time indicates the time required for the carriers to be captured by the
dots followed by energy relaxation to the ground state. Two possible relaxation processes are
shown schematically. The vertical dashed line indicates the laser power corresponding to the
creation of an average of one electron and hole per quantum dot. Data from B. Ohnesorge,
M. Albrecht, J. Oshinowo, A. Forchel and Y. Arakawa, Phys. Rev. B 54, 11532 (1996). Copyright
1996 by the American Physical Society
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of light. The PL from the ground state of the quantum dots is detected and the rise time
of this emission provides an indication of the time taken for carriers to be captured into
the dots, followed by relaxation to their ground state. In Figure 3.42 the photolumines-
cence rise time is plotted as a function of the laser power, which is used to vary the
density of carriers created in the structure. For low powers, equivalent to less than one
electron and hole per dot, the rise time is relatively long, and reflects the slow relaxation
of carriers between the discrete states of the dots by the emission of multiple phonons.
This is a manifestation of the phonon bottleneck (Section 3.6.9). This slow rise time is
retained until the laser power becomes sufficient to excite an average of one electron and
hole per dot, indicated by the vertical dashed line in the figure. Above this power the rise
time starts to decrease, reflecting carrier capture and relaxation by a much faster process
in which the energy lost by one carrier is transferred to a second carrier. This mechan-
ism, known as an Auger process, requires an electron or hole in addition to the relaxing
carriers, hence it only becomes possible above an average electron—hole number of one
per dot. Further increase in the number of carriers per dot increases the efficiency of this
process, resulting in the continuous decrease of the rise time observed at high laser
powers. The insets to Figure 3.42 show the carrier relaxation processes relevant to the
low and high carrier density regimes.

Electrical measurements in their basic form involve the determination of currents and
voltages from which sample resistances and electrical conductivity can be obtained.
With the addition of a magnetic field, the integer and fractional quantum Hall effects
can be studied, and measurements at very low fields allow a determination of carrier
mobility. Two-dimensional carrier densities are determined from the period of the p,.
oscillations in the integer quantum Hall regime; this is also known as the Shubnikov—de
Haas effect. Information on the dominant carrier scattering mechanism may be
obtained by studying the temperature variation of the carrier mobility.

The capacitance of a quantum dot structure is affected by the charge state of the
dots and this provides a method for probing the number of electrons or holes which
have been loaded into a dot (Figure 3.29 and discussion in Section 3.6.4). A refine-
ment of this technique is deep-level transient spectroscopy (DLTS), which measures
the temporal evolution of the capacitance following the application of a voltage
pulse. If the size and sign of the pulse are chosen such that excess carriers are loaded
onto the dot, then a transient change in the capacitance will occur. Following
removal of the pulse, the capacitance will revert back to its original value as the
excess carriers escape from the dot. By measuring the rate at which the capacitance
recovers it is therefore possible to determine the carrier escape rate, and measure-
ments as a function of temperature allow the height of the potential barrier confining
the carriers to be determined.

3.7.2 Structural characterisation

A number of techniques are available for the direct study of the physical structure of
quantum wells and superlattices. These include: X-ray diffraction, which can determine
periodicity, layer uniformity and in some cases composition; and transmission electron
microscopy, which can determine layer thicknesses and compositions and which enables



THE CHARACTERISATION OF SEMICONDUCTOR NANOSTRUCTURES 183

the nature of interfaces to be directly imaged. X-ray studies of quantum wires and dots
are more limited, although shallow incidence X-ray diffraction has been used to deter-
mine the distribution of indium in self-assembled quantum dots. Transmission electron
microscopy has been applied extensively to the study of quantum dots and wires, and
examples of cross-sectional images are presented in Figure 3.18 and Figure 3.20. Plan-
view images recorded along the growth axis, and for a geometry sensitive to strain,
reveal the spatial distribution of self-assembled quantum dots (Figure 3.20), although
because the strain field extends beyond the dots, their size and shape is not directly
imaged. A complication arising with cross-sectional images of quantum dots is that for
dot shapes other than cuboidal the apparent shape depends on where the dot is
sectioned during sample preparation. This complication also applies to compositional
studies.

Compositional information is provided by electron energy loss spectroscopy (EELS)
and energy-dispersive X-ray spectroscopy (EDX), techniques which are described in
Section 2.7.3. For quantum wells and wires, which have a uniform cross section through
the thinned specimen, it is possible to obtain absolute compositions from both EELS
and EDX by first calibrating the system with samples of a known composition. How-
ever, for quantum dots the uncertainty in how the dot has been sectioned makes it
difficult to achieve absolute compositional determination. Figure 3.43 shows an EELS
image of the gallium distribution in an InAs self-assembled quantum dot grown within a
GaAs matrix. In addition, the two traces show EDX line scans of the indium distribu-
tion along directions parallel to the growth axis and passing through either just the
wetting layer or both the dot and wetting layer. The profile of the latter trace is broader,
reflecting the additional indium-containing region of the quantum dot.

Atomic force microscopy (AFM) is routinely used to study nanostructures as no
complicated sample preparation is required. AFM allows the shape, size and distribu-
tion of self-assembled quantum dots to be determined (Figure 3.21) but these dots must
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Figure 3.43 EDX profiles of a self-assembled InAs quantum dot structure recorded for line scans
(a) passing through the wetting layer and (b) passing through the wetting layer and a quantum
dot. Also shown is an EELS image of the Ga composition in an InAs self-assembled quantum
dot structure with GaAs barriers. Data reproduced by permission of the Institute of Physics from
M. A. Al-Khafaji, A. G. Cullis, M. Hopkinson, L. R. Wilson, S. R. Parnell, D. J. Mowbray and
M. S. Skolnick, Inst. Phys. Conf. Ser. 161, 585 (1999)
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be situated on the sample surface, requiring the growth to be terminated immediately
after the dots have been formed. In contrast, dots for optical and other applications
must be covered by a relatively thick ‘protective’ layer to prevent the strong non-
radiative carrier recombination which otherwise occurs at a free surface. As there is
some evidence that material diffuses into and out of the dots during the growth of the
capping layer, altering their shape, size and composition, it is possible that dot para-
meters determined by AFM may be different to those of covered dots.

AFM may also be used to determine alloy compositions in aluminium-containing
nanostructures. This requires the nanostructure to be cleaved and exposed to air,
causing the aluminium-containing materials to oxidise and bow outwards slightly from
the surface. The degree of bowing is proportional to the local aluminium content and
can be measured by an AFM. By calibrating the system with samples of known
composition it is possible to produce a two-dimensional image of the aluminium
composition.

Structural information may also be obtained from scanning tunnelling microscopy
(STM). Figure 3.23 shows an STM image of a cleaved sample containing a stack of five
InAs self-assembled quantum dots. High tunnelling current corresponds to regions of
high indium composition, a result of a smaller local band gap and the increased strain
which causes the cleaved surface to bow out slightly. A simulation of these two
contributions to the tunnelling current allows a determination of the indium distribu-
tion across the cleaved surface.

3.8 APPLICATIONS OF SEMICONDUCTOR
NANOSTRUCTURES

A number of practical applications of semiconductor nanostructures have been briefly
discussed previously and in this section some of these are considered in greater detail.
There is insufficient space to consider all current or potential future applications, and
the aim is to provide examples of the more important ones and to demonstrate the
breadth of possibilities provided by inorganic semiconductor nanostructures.

3.8.1 Injection lasers

Semiconductor injection lasers are physically small, convert electrical energy into light
with high efficiency, have very long operating lifetimes, and can be switched on and off
(i.e., modulated), extremely rapidly. This makes them very suitable for many applica-
tions, including data transmission and storage, printing and medical uses. However,
initial devices, which were based on bulk, three-dimensional semiconductors, were far
from ideal. Their threshold current, the current that must be applied for the laser to
operate, was relatively high and increased rapidly with device temperature. This section
shows that the use of nanostructures in the emitting region of a laser can result in
significant performance improvements.

A laser is an optical oscillator and therefore contains a gain mechanism by which
light is amplified. Gain is the inverse of absorption and in a semiconductor it occurs
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when there are a large number of electrons in the conduction band and a large number
of holes in the valence band, a condition known as a population inversion. A population
inversion is achieved in a forward-biased p-i-n structure where large numbers of
electrons and holes are injected into the intrinsic region. For the system to oscillate or
lase, the total gain must balance the total loss. This requires the creation of sufficient
densities of electrons and holes, hence the injection of a corresponding current, to
achieve the required gain. The gain is proportional to the density of occupied states:
hence, because the density of states in a bulk semiconductor increases with energy
(Section 3.4), the gain will increase with increasing carrier density as higher energy states
are successively filled. In a bulk system it is therefore necessary to ‘fill’ the density of
states to a point where sufficient gain is reached, with the carriers at lower energies
effectively wasted. This process is shown schematically in Figure 3.44(a). These wasted
carriers result in a relatively large threshold current.

The situation depicted in Figure 3.44(a), with only the lowest energy states occupied,
corresponds to absolute zero temperature. At non-zero temperatures, carriers will be
thermally excited to higher states, as shown in Figure 3.44(b). This further wastes
carriers by exciting them into states not involved with the lasing process, a particularly
serious problem in a bulk laser where the form of the density of states results in a large
number of states at higher energies. As the temperature is increased, an increasing
fraction of the carriers are thermally excited out of the lasing states and in Figure 3.44(b)
the maximum gain is now below that required for lasing action. Consequently, a higher
current must be applied to achieve the required gain. This mechanism is the reason
why the threshold current of a laser increases with increasing temperature.

The modification of the density of states in a nanostructure overcomes, to various
extents, the limitations of bulk semiconductor lasers. In particular, the density of states
is increased at low energies with respect to higher energies, which results in both a
decrease in the absolute threshold current and also its sensitivity to temperature. In the
ultimate limit of a quantum dot with only one confined electron state and one confined
hole state, all of the carriers must have the same energy at all temperatures — there are no
states available for thermal excitation — and the laser should exhibit a very low and
temperature-insensitive threshold current.

(@) (b)

Figure 3.44 Electron and hole distributions in the conduction and valence bands of a bulk
semiconductor laser at (a) absolute zero temperature and (b) non-zero temperature. In (b) thermal
excitation of carriers to higher energy states has reduced the maximum gain below the value, g,
required for laser action
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Figure 3.45 Left-hand panel: calculated gain variation with current density for lasers having
different dimensionalities. For a given current density, the gain increases as the dimensionality
decreases. Data reproduced by permission of the American Institute of Physics from Y. Arakawa
and H. Sakaki, Appl. Phys. Lett. 40, 939 (1982). Right-hand panel: calculated temperature variation
of the threshold current density for bulk, quantum well, quantum wire and quantum dot lasers.
Decreasing the dimensionality increases the temperature stability. Data reproduced from M. Asada,
Y. Miyamoto and Y. Suematsu, IEEE J. Quant. Electron. QE-22, 1915 (1986). Copyright 1986 IEEE

The potential advantages arising from the use of nanostructures in a laser were first
predicted from calculations performed for idealised systems. Figure 3.45 shows how the
gain of systems having different dimensionalities develops with increasing current; it
also shows the dependence of the threshold current on temperature. A given gain is
reached at successively lower currents as the dimensionality is decreased, with threshold
current densities of 1050, 380, 140 and 45 A cm ™ calculated for bulk, quantum well,
quantum wire and quantum dot lasers, respectively.

The temperature dependence of the threshold current density of a semiconductor
laser can be described by an equation of the form

Jin = IS exp(T/Tp), (3.13)

where J?h is the threshold current density at 0 °C and T is a parameter that determines the
temperature sensitivity; a larger 7, corresponds to a lower sensitivity. For the idealised
lasers considered in Figure 3.45, T values of 104, 285, 481 °C and infinity are calculated,
demonstrating a reduced sensitivity with the progression bulk—well—wire—dot.
Semiconductor lasers based on quantum wells are now used extensively for many
applications, including CD and DVD data storage and fibre-optic data transmission.
Quantum wire lasers have been fabricated, although their performance has been limited
by the lack of systems with suitable energy spacings between the confined subbands.
Greater progress has been made with quantum dot lasers based on self-assembled dots.
At room temperature, threshold current densities are approximately one-third the value of
comparable quantum well lasers, and the stability of the threshold current is improved by
approximately a factor of two. That these improvements are not as great as predicted by
the calculations summarised in Figure 3.45 is due to the departure of self-assembled dots
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Figure 3.46 Comparison of the temperature dependence of the threshold current density of a
self-assembled quantum dot laser (circles) and a quantum well laser (squares). Because of the
different device designs, the threshold current densities are normalised to their 100 K values. The
inset compares emission spectra of a quantum well (QW) laser and a quantum dot (QD) laser.
Quantum well laser data reproduced from T. Higashi, S. J. Sweeney, A. F. Phillips, A. R. Adams,
E. P. O’Reilly, T. Uchida and T. Fujii, IEEE J. Select. Topics Quant. Electron. 5, 413-419 (1999).
Copyright 1999 IEEE. Quantum dot laser data courtesy of Ian Sellers, University of Sheffield

from idealised systems. In particular, self-assembled dots have a number of confined levels
into which carriers may be thermally excited, as well as the surrounding barrier material,
resulting in a finite 7. In addition, there may be non-radiative processes and the dot
ensemble is inhomogeneously broadened. Figure 3.46 shows a comparison of the tem-
perature dependence of the threshold current densities of a self-assembled quantum dot
laser and a quantum well laser. At low temperatures the expected temperature stability
of the quantum dot laser is achieved and below 200K the quantum dot laser is
significantly more stable than the quantum well laser. However, above 200 K the thresh-
old current density of the quantum dot laser increases due to the mechanisms previously
discussed, and by 300 K the quantum well and dot lasers exhibit very similar temperature
sensitivity. One of the key goals in quantum dot laser development is to extend the
temperature-insensitive regime to room temperature and beyond.

In addition to their low threshold current density and high temperature stability,
quantum dot lasers offer a number of additional advantages over lasers of higher dimen-
sionality. Their maximum modulation frequency should be higher, although this may be
compromised if carriers are unable to relax sufficiently rapidly to the states from which
lasing occurs — the phonon bottleneck. Once carriers have been captured into a quantum
dot, their subsequent motion is restricted unlike the case, for example, of a quantum well
laser where carriers captured into the well are still free to move within the plane of the well.
This carrier localisation prevents the diffusion of carriers to non-radiative centres which
may be formed on the surface of the device or within the device by, for example, radiation
damage. Quantum dots are therefore particularly suitable for the fabrication of very small
lasers, with a high area-to-volume ratio, and lasers for use in harsh radiation environ-
ments. Carrier localisation also prevents carriers in different dots from directly interacting
and subsets of dots with similar emission energies may act as independent lasers. The dot
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ensemble may therefore behave as a collection of sub-lasers, with lasing occurring over a
significant fraction of the inhomogeneous line width. Although it is a disadvantage for
many applications where a single lasing energy is required, a broad emission allows the
fabrication of a tunable laser by placing the system in an external cavity, allowing selection
of one particular frequency. Figure 3.46 compares quantum dot and quantum well laser
spectra; the increased width of the quantum dot spectra is clearly visible. Finally, quantum
dots allow emission at new wavelengths to be obtained. GalnAs quantum well lasers
grown on GaAs substrates are limited to <1.2 pm by the critical thickness of this strained
system (Section 3.5.12). However, InAs quantum dots allow the fabrication of lasers
operating in the important 1.3 pm telecommunications band, with some prospects for
devices operating in the related 1.55 pum band. Current 1.3 and 1.55 um lasers require the
use of quantum well lasers grown on less technologically convenient InP substrates.

The most common type of semiconductor laser is based on a transverse geometry
where light propagates in the plane defined by the quantum well or dots. In this geometry
the mirrors at the ends of the optical cavity are formed by cleaving the semiconductor
along a particular crystal direction to give atomically flat surfaces. The refractive index
difference between air and the semiconductor produces mirrors with a reflectivity of
typically ~30%. Although this reflectivity is relatively low, and represents a large loss
for photons within the cavity, the gain of the system can be increased to compensate for
this loss by increasing the length of the cavity. Typical cavity lengths are ~1mm.
Although used for many applications, transverse lasers have a number of disadvantages:
the cleaving step is difficult and adds significantly to fabrication costs, the different
dimensions normal to and in the plane of the laser result in an output beam with an
elliptical cross section, and it is not possible to fabricate the two-dimensional arrays which
may be required for optical interconnects in future generations of microprocessors. These
problems may be overcome by using a geometry in which the light propagates normal to
the plane, to give a vertical cavity surface-emitting laser (VCSEL). In this geometry the
available gain is much smaller than for a transverse laser as the light passes only once
through a layer of quantum dots or a quantum well, instead of along the layer. Conse-
quently, the losses must be reduced significantly and a mirror reflectivity of ~99.9% is
required, a value that cannot be achieved with a simple cleaved semiconductor—air inter-
face. Instead the mirrors are formed by depositing alternating layers of two semiconduct-
ors having different refractive indexes. The resultant Bragg stack (Section 3.8.8) has a
reflectivity that increases with increasing layer number, allowing a reflectivity >99.9% to
be obtained with typically ~20—30 layer pairs. Although the growth sequence of a
VCSEL is more complex than that of a transverse laser, the subsequent fabrication is
greatly simplified, with the devices formed by lithography and etching to produce circular
mesas; there is no cleaving step. Dense two-dimensional arrays can be formed, with the
circular cross section of the devices resulting in symmetrical output beams.

3.8.2 Quantum cascade lasers

The lasers discussed in the previous section are based on interband transitions, with
lasing occurring between states in the valence and conduction bands, and are classed as
bipolar because their operation requires both electrons and holes. Interband lasers
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based on various semiconductor combinations are able to cover a spectral range extend-
ing from the near infrared through to the violet, ~2.0—0.4 um. However, lasers operating
in the infra-red region between ~2—100 um are more difficult to obtain, due to a lack of
semiconductors with sufficiently small band gaps. This spectral region is technologically
important as it contains many molecular absorption bands. Quantitative detection of a
specific gas is possible if a laser can be tuned to one of the gas absorption bands.

Recently a new type of semiconductor laser has been developed, the quantum
cascade laser, which provides emission in the infrared spectral region. This is an
intraband, unipolar device that relies only on electrons, which make transitions between
confined quantum well conduction band states. Figure 3.47 shows a typical band
structure of a quantum cascade laser. The lasing transition occurs between quantum
well levels 3 and 2, the separation of which is typically in the range of ~12—350meV,
corresponding to wavelengths ~100—3.5 um. The lasing wavelength can be varied by
selecting a suitable well width. Electrons are injected into the upper lasing level 3 by
tunnelling through the left-hand barrier, B, before relaxing to the lower level 2
by emitting a photon. Level 1 is required to efficiently remove electrons from the lower
laser level, as a build-up of electrons in this level can prevent the attainment of a
population inversion, which requires a greater number of electrons in level 3 than level
2. The gain provided by a single stage is generally not sufficient to overcome the losses
of the system, and structures based on typically 25 coupled stages are used, although
devices with as many as 100 stages have been reported. Electrons are transported
between stages via the miniband of a superlattice, which is designed to inject electrons
having the correct energy into the next stage. In this scheme the electrons cascade down
through the multiple stages of the structure.

Quantum cascade lasers based on a number of different designs have been operated
successfully, with emission wavelengths from 3.5 to 106 um. However operation at room
temperature has only been achieved for the more limited range of 4.5 to 16 um, and only at
6 and 9.1 pm has continuous room temperature operation been demonstrated; all other
devices operate in pulsed mode. Room temperature continuous operation at only two
wavelengths reflects efforts to optimise the relevant devices, and similar operation over
approximately the entire range 6 to 9.1 um should be possible. In general, continuous
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Figure 3.47 The band structure of a quantum cascade laser. Electrons are transported between
stages via the miniband of a superlattice, before tunnelling through barrier B into the upper lasing
state, state 3. The minigap formed between the minibands of the superlattice prevents electrons
tunnelling directly out of state 3. Courtesy of John Cockburn, University of Sheffield
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operation at room temperature is made difficult by significant heat generation, a result of
the large threshold current densities, which are typically up to two orders of magnitude
higher than those of interband lasers. This inefficiency arises because electrons are able to
relax between the lasing levels by emitting a phonon instead of a photon, resulting in a large
fraction of the electrons being wasted. In addition, electrons may be thermally excited out
of the quantum well from the upper lasing state. However, despite their high threshold
current densities, quantum cascade lasers are being investigated for a number of applica-
tions, including gas monitoring, free space communication systems and medical imaging.

3.8.3 Single-photon sources

It is possible to transmit information using the polarisation state of single photons.
Because performing a measurement will disturb the polarisation, attempts to break into
the system are readily detectable. This property forms the basis of an intrinsically secure
quantum cryptography system, the security being guaranteed by the laws of quantum
mechanics. The key component on the transmission side of a quantum cryptography
system is the production of a stream of regularly spaced single photons. This can be
achieving by using a highly attenuated pulsed laser. However, because of the statistical
nature of the number of photons in each pulse, it is necessary to attenuate the laser
considerably below an average of one photon per pulse. At higher levels, a significant
number of pulses will contain two or more photons, which may allow the integrity of the
system to be broken. A maximum of one photon per 100 pulses is typically used, which
significantly reduces the data transmission rate.

An alternative method for producing a regular sequence of single photons is based on
the emission from a single quantum dot. As discussed in Section 3.6.8, the energy of
a photon emitted from a dot containing two excitons is slightly different from that
containing a single exciton, a result of the interaction between the charged carriers
which perturbs the energy of the system. Hence a dot initially loaded with, for example,
five excitons will emit five photons, each having a slightly different energy, as the
excitons recombine. By filtering the emission so that only the photon due to the
recombination of the final exciton is selected, only one photon will be produced each
time the dot is loaded with excitons, irrespective of the initial number of excitons.
Single-photon sources have been demonstrated based on the filtered emission from a
single self-assembled InAs quantum dot that is periodically loaded with excitons, either
optically with a pulsed laser or electrically by placing the dot within a p-i-n structure and
applying a pulsed bias voltage. Although the dot produces one photon per cycle, the
efficiency with which these photons can escape from the structure is low, due to
reflection losses at the air—semiconductor interface. However, the number of external
photons per pulse is comparable to that achieved using an attenuated laser and may be
increased by the use of a photonic structure (Section 3.8.8). An additional problem is
that the selection of one of the emission lines is only possible if it is separated from the
neighbouring lines by an energy greater than its line width. At helium temperatures this
condition is satisfied but at higher temperatures the emission line width is homoge-
neously broadened by interaction with phonons, and this broadening limits the use of
InAs-based dots to below ~80 K. Higher-temperature operation may be possible with
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the use of II-VI dots, which have a larger separation between the different emission
lines, although ideally the emission energy should be matched to the 1.3 or 1.55um
transmission maxima of current optical fibres.

3.8.4 Biological tagging

Free-standing colloidal quantum dots (Section 3.5.11) have been developed as a means
of tagging biological materials. Different sized dots emit light at different energies or
colours when excited with a suitable laser. By preparing a number of dot sizes, various
combinations of these sizes can be placed in protective latex beads. When illuminated
the beads produce a combination of colours that is characteristic of the dots contained.
This produces an optical bar code which can be read with a suitable detection system,
allowing the identification of beads containing different dot combinations. The latex
beads can be attached to biological materials, allowing the reactions between different
materials to be studied or the transport of a particular material through an organism to
be monitored. In comparison to traditional tagging that uses organic dyes, colloidal
quantum dots offer a greater number of different colours, all of which can be excited
with the same laser, in contrast to organic dyes where different dyes require different
wavelength excitation. In addition, the emission intensity of colloidal quantum dots is
more stable than that of organic dyes following prolonged excitation.

3.8.5 Optical memories

Charge storage in a quantum dot has the potential to provide high-density memory
systems, with the possibility of both optical and electrical reading and writing. These
systems may provide an alternative to the purely electronic random access memory used
in present-day computers. Self-assembled quantum dots may have area densities as high
as 1 x 10" em™2, a figure that can be increased by at least a factor of ten by using
multiple dot layers. A storage density of 1 x 10'? bits/cm? considerably exceeds that of
conventional electronic memories. For memory applications the inhomogeneous broad-
ening of the dots is an advantage, as potentially it allows individual dots to be addressed
by the use of a laser tuned to their specific emission energy.

If both an electron and a hole are trapped in a quantum dot, they will recombine
radiatively on a timescale of ~1ns, far too short for a practical memory system.
A realistic quantum dot memory device therefore requires the storage of only electrons
or holes. Figure 3.48 shows the band structure of a prototype quantum dot memory device
based on InAs self-assembled quantum dots. Electrons and holes are created by the
direct optical excitation of the dots. An applied electric field causes electrons to rapidly
escape from the dots, but hole escape is prevented by the large barrier placed to the left
of the dot layer. An alternative scheme is to use type II quantum dots; e.g., GaSb dots
grown on GaAs, which result in the confinement of one carrier type only. The resultant
net positive charge on the dots of Figure 3.48 repels a fraction of the holes from a two-
dimensional hole gas (2DHG) placed parallel to the quantum dot layer. This reduced
2DHG density increases its resistance, a change which is monitored by an external
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Figure 3.48 Band structure of a quantum dot memory device

electrical circuit. The device is reset by applying a voltage pulse to a surface gate,
causing electrons to flow into the dots, where they recombine with the stored holes. At
a temperature of 145K it is possible to store charge in the dots for in excess of 8 h. This
storage time decreases at higher temperatures where the holes may be thermally excited
out of the dots, although charge storage up to ~200 K has been observed. In current
devices a significant number of dots must be excited as the influence of a single charged
dot on the conductivity of the 2DHG is too small to measure. This indicates a
significant problem with these devices in that although writing to a single dot appears
possible, methods for reading and resetting single dots are unclear. At high tempera-
tures, in addition to the loss of carriers from the dots by thermal excitation, the
homogeneous broadening of the dot transitions appears to prevent optical writing to
individual dots.

3.8.6 Impact of nanotechnology on conventional electronics

The information technology revolution has been driven by the rapid increase in com-
puting power, exemplified by Moore’s law which predicts that the number of transistors
in microprocessors increases exponentially with time. The initial form of Moore’s law,
based on integrated circuit development in the mid 1960s, predicted a doubling of
transistor number every year. A decade later this was redefined to a doubling every 24
months to account for increased circuit complexity. Figure 3.49 shows a plot of
transistor number versus year, demonstrating that Moore’s law has held for the pre-
vious 30 years or so, with a doubling of transistor number every 26 months. However,
increasing the number of transistors on a chip necessitates a commensurate reduction in
component size, which also allows the operating frequency to be increased. Over the
period covered by Figure 3.49, operating frequencies have increased from ~1 MHz to
~3 GHz. Transistor dimensions will soon enter the nanoscale regime, where their
fabrication and operation will cease to follow behaviour scaled down from larger sizes.
This section discusses the problems that will be encountered in attempting to continue
Moore’s law over the next two decades and considers possible solutions, including the
application of nanotechnology concepts discussed earlier in this chapter.

The transistors in a microprocessor are of the metal oxide semiconductor field effect
transistor (MOSFET) type, the generic structure of which is shown in Figure 3.50.
Current is carried between the drain and source contacts by free carriers in the channel:
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Figure 3.49 Increase in microprocessor transistor number since 1970. The solid line is a fit to the
data and indicates a doubling in number every 26 months

Figure 3.50 Schematic structure of an n-type metal oxide semiconductor field effect transistor
(MOSFET)

either electrons in an n-type device (NMOS) or holes in a p-type device (PMOS). A third
contact, the gate, is placed above the channel, with a thin SiO, insulating layer pre-
venting the flow of current between the gate and the channel. The doping type in the
channel immediately below the gate is opposite to the doping type of the source and
drain regions. However, application of a suitable gate voltage repels the majority
carriers and attracts minority carriers to the channel-insulator interface region, allow-
ing current conduction to occur between the source and the drain. By varying the gate
voltage, this conduction path can be switched on or off, giving the basic switching
action of the transistor. Neighbouring devices are electrically isolated from each other
by insulating SiO; regions. Si provides the ideal semiconductor for MOSFET construc-
tion as its natural oxide (SiO;) is highly insulating, it can form very thin layers and the
Si—SiO; interface has a high structural quality, ensuring that carrier mobilities are not
significantly degraded by interface roughness. In practice the metal gate of a MOSFET
is replaced with polysilicon to reduce the size of the switching voltage.

The size of a MOSFET is defined by the gate length, and it is this parameter that has
been continuously reduced to allow increasing numbers of faster transistors to be
fabricated within a given circuit area. Table 3.1 shows the progress required in gate
length reduction if Moore’s law is to hold until 2018.
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Table 3.1 The reduction in microprocessor transistor sized required to continue Moore’s law
until 2018. Each generation is classified in terms of the technology node number, which specifies
the half-pitch distance of related dynamic random access memories (DRAMs), defined as the
smallest separation between lines in the first metal layer. The major nodes are in bold. The data is
from the International Roadmap for Semiconductors, 2003

2004 2005 2006 2007 2008 2009 2010 2013 2016 2018

Node number (nm) 90 80 70 65 57 50 45 32 22 18
Transistor gate 53 45 40 35 32 28 25 18 13 10
length in resist (nm)

The first problem encountered in fabricating ever smaller devices is their lithographic
definition. As a result of diffraction effects, the minimum feature size that can be imaged
in the resist is

A

k NA’ (3.14)
where ) is the wavelength of the radiation, NA is the numerical aperture of the optical
system and k (typically 0.5-0.9) is the technology constant that accounts for non-ideal
behaviour of the system. It is difficult to increase the value of the numerical aperture
significantly above unity, so for conventional lithography the minimum feature size is
typically the same order as the radiation wavelength. Some reduction of the minimum
feature size for a given wavelength is possible via refinements of the lithographic process.
Examples include the use of phase-shifting techniques, off-axis illumination and immer-
sion lithography. In the first modification a phase difference of 7 is introduced for light
passing through adjacent features in the mask. Consequently, light diffracted into the
region between the features interferes destructively, increasing the contrast and hence
resolution of the features. In immersion lithography a liquid in contact with the photo-
resist decreases the effective wavelength of the incident light, thereby decreasing the
minimum feature size that can be formed. For a combination of phase shifting and off-
axis illumination it is possible to obtain a k value of 0.3. The use of immersion lithography
provides a further decrease equal to the refractive index of the liquid (1.43 for water).

Current commercial high-volume lithography is based on deep ultraviolet (DUYV) light
produced by excimer lasers, with shorter wavelengths used for successive nodes; examples
are 248 and 193 nm for the 130 and 90 nm nodes, respectively. DUV light at 157 nm may
be required for the 65nm node, although recent advances in immersion lithography
suggest that 193 nm immersion lithography will provide the dominant technology for
the 65 nm node and may be extendable to the 45 nm node. 157 nm immersion lithography
may be applicable down to almost the 32nm node but this seems likely to form the
practical limit of DUV lithography; new technologies will be required for future nodes.
One possibility is extreme ultraviolet (EUV) lithography which employs wavelengths as
short as 13nm; EUV lithography is predicted to be implemented for the 32 nm node and
should be extendable down to the 22 nm node (and possibly the 16 nm node). However,
there are many difficult problems with this technology, including generation of the EUV
radiation (possibilities include synchrotrons, which are very large and expensive, or laser



APPLICATIONS OF SEMICONDUCTOR NANOSTRUCTURES 195

plasma sources, which are not yet a mature technology for reflective optics), the requirement
that EUV is absorbed by all materials, preventing the use of conventional transmissive
optics, and that the optics must be flat to within ~0.1 nm to reduce aberrations to an
acceptable level. The ultimate limit of photon-based lithography is X-ray proximity litho-
graphy which uses wavelengths of ~1 nm. In contrast to DUV and EUV lithography, where
the final image size is obtained from a larger mask size by focusing optics, the absence of
suitable X-ray optics requires the use of a mask:image ratio of 1:1. Here the mask is placed
slightly above the surface of the semiconductor wafer, projecting an image directly on to the
photoresist. Because of the separation between the mask and the wafer, the minimum
defined feature size is significantly greater than the radiation wavelength, although features
of order 10 nm may be possible. Problems that need to be overcome with X-ray lithography
include the generation of X-rays having sufficient intensity, the production of the 1:1 scale
masks and the prevention of mask damage by the high-energy photons.

An alternative to photon lithography is electron beam (e-beam) lithography. The
electron wavelength is controlled by the accelerating potential, resulting in the possi-
bility of defining feature sizes below 10 nm. Conventional e-beam systems use a serial
approach in which the pattern is written by a single electron beam scanned over the
surface. However, this approach is too slow for mass volume production. Instead
systems consisting of multiple beams or the projection of a broad beam through a
suitable mask are being developed, although they are still a long way from commercial
systems.

As the feature size becomes ever smaller, fluctuations due to the polymer unit size of the
resist become significant. Such fluctuations, which are transferred to the fabricated devices,
may impair carrier mobilities, requiring the development of new resists. The ultimate
fabrication limit appears to be provided by AFM and related techniques, which allow
individual atoms to be positioned on a surface. However, these techniques are relatively
slow and it is difficult to see how they can be scaled up to allow mass volume production.

Even if increasingly smaller siz¢ MOSFETSs can be fabricated, their electrical proper-
ties will eventually deviate significantly from those of larger devices. MOSFET technol-
ogy has generally followed a constant field scaling, in which the physical dimensions and
operating voltage are reduced by the same factor, with the substrate doping increased by
a similar factor to maintain an unchanged electric field pattern within the channel. This
scaling also requires the gate oxide thickness d,x to be reduced, and the relationship
Lgaie = 45dox is typically used. Although SiO, thicknesses of 1.5nm or less can be
formed (1.2 nm is used for the present 90 nm node), below ~1.5 nm significant quantum
mechanical tunnelling of carriers through the gate oxide occurs, and this leakage current
adds to the power consumption of the system. A solution to this problem requires
materials with a higher dielectric permittivity than SiO,, allowing thicker gate insulating
layers to be used. A short-term solution is provided by the use of SiON, which should
provide oxide thicknesses equivalent to slightly less than 1 nm of SiO,. In the longer
term, more exotic materials are needed, such as ZrO, and HfO,, although more devel-
opment is required before commercial production is possible. Similar high-permittivity
materials will also be required for future generations of dynamic random access mem-
ories (DRAMs). These devices are based on the storage of charge by arrays of tiny
capacitors. As the capacitor size decreases, the use of a higher-permittivity material
allows a given capacitance, and hence stored charge, to be maintained.
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As the channel length is reduced, the channel potential distribution becomes strongly
distorted in the vicinity of the drain region, due to the drain voltage. In addition, charge may
leak between the drain and the source in the region away from the gate—channel interface,
increasing the current in the off state of the transistor and greatly adding to the power
consumption of the device. Modified structures are required to overcome these effects.
Possibilities include devices with an underlying SiO; layer — Si on insulator (SOI) — or with
material directly under the channel removed — silicon on nothing (SON). In addition, devices
with dual gates and with either a horizontal or vertical channel are being investigated. The
vertical channel structure has the advantage that the channel length is defined by an epitaxial
growth step, rather than lithography, although the subsequent positioning of the dual gates
is very difficult. Higher operating frequencies may also be obtained by increasing the
mobility of carriers in the channel. This can be achieved by the use of strained Si or SiGe,
both of which have a higher carrier mobility than unstrained Si. However, the use of these
materials requires an additional, non-standard step in the fabrication process.

Other problems that will eventually arise as transistor sizes are reduced include limits
to doping densities, resulting from the solubility limits of the dopant atoms, and the
quantisation of energy levels and charge. Power consumption, which increases with
increasing frequency but is also affected by current leakage, is a serious problem to be
overcome. Current microprocessors generate heat with a power density equivalent to
that of a hotplate. By 2010, at current trends, the power density will be comparable to
that produced by a rocket nozzle! Power dissipation problems are worse still for devices
fabricated on SiO; due to this material’s poor thermal conductivity. The ultimate size
limit of inorganic semiconductor devices may be single-electron transistors, discussed in
the next section. Further size reductions are likely to require radically different
approaches, such as transistors based on single molecules (Section 8.8.1.2).

Finally, as transistor switching frequencies increase, the speed with which signals
propagate between different parts of a microprocessor must also increase. The present
generation of microprocessors use copper interconnects, which give reduced propaga-
tion delays compared to aluminium which has been traditionally used. Surrounding the
interconnect wires with insulators having a lower relative permittivity than the currently
used fluorine-doped SiO, will reduce propagation delays further. In the longer term,
critical direct electrical connections are likely to be replaced with optical or radio
frequency interconnects.

At the time of writing (early 2004) state-of-the-art production is switching to the
90nm node, based on a combination of 248 and 193nm DUV lithography. This
technology, which includes copper interconnects with low relative permittivity dielec-
trics, strained silicon and 1.2 nm thick gate oxide layers, is used for the production of
microprocessors with 77 million transistors of gate lengths ~50nm and operating
frequencies of 3.4 GHz. The same technology has been used to produce 512 Mbit static
random access memory (SRAM) chips with 330 million transistors. At a research level,
transistors with gate lengths as small as 10 nm have been fabricated, although these are
of a conventional structure, so for gate lengths below ~30nm their performance is
degraded due to the reasons discussed earlier. MOSFET operating frequencies in excess
of 1 THz (1000 GHz) have been reported. Intel has recently announced a new transistor
design that incorporates a ZrO, high-permittivity gate oxide, a thin Si channel on SiO;
to reduce drain—source leakage, and modified drain and source contact regions to
minimise series resistances. It is envisaged that this structure will eventually be suitable
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for mass production of devices operating above 1 THz. Although these devices are still
some way from mass production, they demonstrate that Si-based electronics will pro-
vide the dominant technology for the foreseeable future. If the trends described in the
International Roadmap for Semiconductors 2003 are followed, then by 2016 micro-
processors will contain approximately 9 billion transistors with 10 nm gate lengths and
operating at a frequency of 28 GHz.

3.8.7 Coulomb blockade devices

In section 3.6.4 we described how the discrete nature of electronic charge, coupled with the
small capacitance of a quantum dot, results in the ability to add and remove carriers being
a function of the charged state of the dot. For the electrostatically defined Coulomb
blockade device shown in Figure 3.30, the current between the reservoirs is controlled by
the gate voltage in a manner similar to transistor action. However, in this device, transistor
action occurs for the transport of only one electron at a time, although the number of
electrons held on the dot may be significantly greater than one. The device can therefore be
thought of as a single-clectron transistor and, as such, represents the ultimate limit in
transistor scaling given that a single electron represents the smallest possible unit of
charge. In addition, Coulomb blockade also provides the possibility for single-electron
memory cells. A number of schemes have been proposed but, in the simplest form, writing
involves the transfer of an additional electron to the dot, with reading relying on the
modification of the gate voltage by the presence of the additional electron.

Coulomb blockade effects may be observed in any conducting system of suitably small
size, although silicon-based devices are required for compatibility with existing electronics.
The observation of Coulomb blockade requires a charging energy considerably greater than
the thermal energy, which for silicon-based devices operating at room temperature equates
to a dot size of less than 10 nm. This size is well below what is achievable with present
lithographic techniques, so devices fabricated in this way can only operate at low tempera-
tures. Alternative fabrication possibilities include dots formed by thickness fluctuations in
a thin silicon layer after treatment with an alkali-based solution, small silicon crystallites in
a polysilicon layer and germanium self-assembled quantum dots. The first two techniques
have both demonstrated room temperature memory operation, although the inherent
randomness of the dot formation may make scaling up to large arrays difficult.

For the electrostatically defined dot shown schematically in the inset to Figure 3.30 it
is possible to separately control the heights of the two tunnelling barriers via their
defining gate voltages. If the height of the left-hand barrier is initially set low, with the
height of the right-hand barrier set high, a single electron may tunnel on to the dot but is
prevented from leaving the dot. In addition, a second electron is prevented from
tunnelling on to the dot because the first electron raises the potential of the dot. If the
heights of the barriers are now reversed, the electron can tunnel out of the dot, with the
overall effect of these two steps being the transfer of one electron between the reservoirs.
This process can be repeated continuously by applying AC voltages, with a suitable
phase shift, to the gates. If the applied frequency is f then f electrons per second will
move between the reservoirs, giving a current / = fe. Such a device has potential as a
current standard.
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3.8.8 Photonic structures

The nanostructures discussed so far modify the electronic properties of the underlying
semiconductor. However, in structures or devices that produce or detect light there is
also interest in modifying the properties of the photons by creating a photonic structure.
The simplest photonic structure uses a one-dimensional optical cavity to confine
photons, and this can be combined with a quantum well so that both photons and
electrons are confined. An optical cavity is created with two high-reflectivity parallel
mirrors, separated by a multiple of the wavelength of the photons to be confined. In a
semiconductor system the mirrors are formed by growing a Bragg stack, which consists
of a repeated sequence of alternating semiconductor layers. The refractive index change
between the semiconductors results in only a small reflectivity, however this is enhanced
by the repeated nature of the stack if the thickness of each layer equals a quarter of the
wavelength of the photons. By using a Bragg stack consisting of 220 layers, a
reflectivity 299% 1is possible. A similar structure is used to form vertical cavity
surface-emitting laser (VCSEL) devices (Section 3.8.1).

The inset to Figure 3.51 shows a schematic diagram of a one-dimensional optical
cavity, known as a microcavity. Two Bragg stacks and a GaAs layer of thickness equal
to the photon wavelength form the optical cavity, which confines photons travelling
along the growth direction. A quantum well placed at the centre of the cavity provides
confinement of the excitons. The curves in Figure 3.51 show the unperturbed energies of
the confined exciton and photon as a function of temperature, which is used to vary
their relative energy. The energy of the exciton, which is related to the band gap of the
semiconductor, is relatively temperature dependent; the energy of the photon, given by
the thickness of the cavity, is less temperature dependent. At resonance the exciton and
photon couple together to form a state known as a polariton. This coupling is demon-
strated by the experimental data points, which deviate from the calculated, unperturbed
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Figure 3.51 Solid symbols show the temperature dependence of the energies of the quantum well
exciton and cavity mode (photon) of a GaAs—AlGaAs microcavity, which exhibit an anti-crossing
around 90 K. The lines show the calculated exciton (dashed line) and cavity (solid line) energies in
the absence of coupling. The inset shows the physical structure of the microcavity. Data courtesy
of Adam Armitage, University of Sheffield
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energies to produce an anti-crossing of the exciton and photon states. This mixed
exciton—photon polariton state has a number of novel physical properties that result
from an in-plane wave-vector energy dependence which is very different from that of the
uncoupled photons or excitons. Possible applications include extremely low threshold
lasers. Additional applications result from the use of microcavities with very small
diameters (s1pm). These allow the radiative lifetime of the exciton to be
decreased and also increase the fraction of photons that are able to escape from the
device. Microcavities containing single quantum dots may provide the efficiency
required for practical single-photon sources, as discussed in Section 3.8.3.
Confinement of photons in more than one dimension may be achieved by the use of a
periodic refractive index array. A two-dimensional structure can be created by the use of
electron beam or DUV lithography to define a periodic pattern on a semiconductor
wafer, which is subsequently etched to form a series of pillars and holes. The periodic
modulation of the refractive index produces a photonic band structure, with bands of
allowed photon states separated by band gaps, in a similar manner to the electronic
band structure of a solid which arises from the periodic arrangement of the atoms.
Figure 3.52 shows images of a two-dimensional photonic structure that consists of
periodic arrays of holes and a series of unpatterned regions, which act as ultrasmall
cavities within which photons are confined by the surrounding periodic structure.
Photonic structures allow the direction of light propagation to be controlled (bending
around corners is possible), permit the control of spontaneously emitted light (e.g.,

Figure 3.52 Two-dimensional photonic structure consisting of periodic arrays of holes and a series
of unpatterned regions which act as ultra-small cavities within which photons are confined by the
surrounding photonic structure. The upper image is recorded via the upper surface of the structure,
the lower image is of a cleaved edge. Data courtesy of Alan Bristow, University of Sheffield
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suppressing it if it occurs within a band gap), provide strong non-linear effects, modify
the dispersion of light (including reducing the propagation speed), and allow the
fabrication of very small lasers.

The structure shown in Figure 3.52, an example of a micro laser, provides photon
confinement along the growth direction by using a layer of a large refractive index
semiconductor sandwiched between lower refractive index layers, forming a planar
waveguide. The extension to true three-dimensional periodic structures is desirable,
but is difficult to achieve using lithographic techniques. Although photonic structures
may be fabricated in a range of materials, semiconductor-based structures can be
directly integrated with conventional electro-optical devices, and quantum dots may
be incorporated directly into the structure to provide efficient light-emitting centres.

3.9 SUMMARY AND OUTLOOK

The importance of inorganic semiconductor nanostructures arises from the opportun-
ities they provide for the controllable modification of the electronic and optical
properties of the underlying semiconductors. Consequently, they are of interest for
both the study of novel physical phenomena in reduced dimensionality systems, and
for a wide range of electronic and electro-optical device applications. Quantum wells are
now used in the majority of semiconductor lasers and modulation doping is used in
specialist transistors, particularly those required for high-frequency or low-noise appli-
cations. The quantum Hall effect provides a resistance standard. It is now possible to
purchase lasers based on self-assembled quantum dots and also colloidal quantum dots
for biological tagging. Quantum cascade lasers are likely to be used in commercial
systems within the next few years.

However, many applications require further developments, particularly in fabrica-
tion techniques. For example, it is desirable to increase energy level separations for
high-temperature applications, particularly for holes which generally have a larger
effective mass. This requires a reduction in the size of nanostructures. Greater control
of the self-assembly technique is required to obtain improved uniformity and to be able
to position quantum dots at specific positions, possibly by growing on prepatterned
surfaces. For some applications the presence of the wetting layer is undesirable and
techniques for its removal need to be developed. The ability to fabricate nanostructures
emitting or absorbing light at a range of specific wavelengths, from the infrared through
the visible to ultraviolet spectral regions, will open up a number of applications. Over
the past few years, increasing progress has been made in the study of single nanostruc-
tures, and this should lead to a number of applications based on individual quantum
dots, including single-electron transistors and memories, and single-photon sources.
There is considerable interest in using the spin properties of electrons rather than their
charge, a field referred to as spintronics. Nanostructures allow the spins of electrons and
holes to be manipulated, and mechanisms which relax the spin may be inhibited in
quantum dots, resulting in extremely long spin coherence times. Integration with other
areas of nanotechnology is likely to occur, such as the inclusion of a small number of
magnetic ions in a quantum dot to give a magneto-optical zero-dimensional structure,
and the combination of Si-based electronics with polymer or biological systems. Finally,
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a convergence will occur between traditional technologies used for the manufacture of
microprocessors, memories and related electronic systems and recently developed nano-
technologies, driven by the continued reduction of device dimensions in state-of-the-art
electronic circuits.
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Nanomagnetic materials and devices

4.1 MAGNETISM

Nanotechnology as a term applied in the field of magnetism may be regarded as either
relatively mature, or as a subject at a nascent stage in its development. Many of the
permanent magnets in common use today, in devices ranging from high-efficiency
motors to fridge magnets, have properties dictated by the physical nanostructure of
the material, and the subtle and complex magnetic interactions that this produces. The
use of nanostructured magnets has already enabled very significant savings in energy
consumption and weight for motors, which contributes strongly to the green economy.
Data storage density has increased with a compound growth rate of 60%, giving (in
2004) disk drives for the mass PC market in excess of 400 Gbyte. The internet, image
handling in cameras and data storage drive the demand for increases in data storage
capacity. Fujitsu recently demonstrated (spring 2002) 100 Gbit/in> data storage capacity
in a form of conventional longitudinal recording media. This requires an effective ‘bit
size’ of 80 nm square. Figure 4.1 is a reproduction of an IBM road map (dated 2000) for
the projected development of storage capacity. There are fundamental physical barriers
to be overcome (see the superparamagnetic limit discussed in Section 4.1.4) in order to
keep to this road map for increasing capacity with current technologies, and a paradigm
shift will be needed which will be nanotechnology led.

We begin this chapter with a brief introduction to the language and technical terms
involved in the study of nanomagnetism. There are many suitable texts which may be
consulted to provide a more extensive coverage of the background. These are listed in
the bibliography at the end of the chapter.

4.1.1 Magnetostatics

In common usage, magnetic materials are those that exist in a state of permanent
magnetization without the need to apply a field. For all permanent magnets there is a
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Figure 4.1 Schematic data storage road map drawn up from various internet sources. The
introduction of new recording head technologies (magnetoresistance plus giant and tunnelling
magnetoresistance) is marked by the arrows

north pole (N) and a south pole (S), and lines of magnetic field pass from N to S. If we
begin with the simple premise that the net properties of a magnet are some form of sum
over a large number of atomic or electronic magnets (referred to as magnetic dipole
moments), we can separate magnetic materials into three categories.

4.1.2 Diamagnetism, paramagnetism and ferromagnetism

There are three categories of magnetism that we need to consider: diamagnetism,
paramagnetism and ferromagnetism. Diamagnetism is a fundamental property of all
atoms (molecules), and the magnetization is very small and opposed to the applied
magnetic field direction. Many materials exhibit paramagnetism, where a magnetization
develops parallel to the applied magnetic field as the field is increased from zero, but
again the strength of the magnetization is small. In the language of the physicist,
ferromagnetism is the property of those materials which are intrinsically magnetically
ordered and which develop spontancous magnetization without the need to apply a
field. The ordering mechanism is the quantum mechanical exchange interaction. It is
this final category of magnetic material that will concern us in this chapter. A variation
on ferromagnetism is ferrimagnetism, where different atoms possess different moment
strengths but there is still an ordered state below a certain critical temperature.

We will now define some key terms. The magnetic induction B has the units of tesla (T).
To give a scale, the horizontal component of the earth’s magnetic flux density is
approximately 20 4T in London; stray fields from the cerebral cortex, are about
10 fT. The magnetic field strength H can be defined by

B = oH, (4.1)
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where p, = 47 x 107-"Hm™! is the permeability of free space. This gives the horizontal
component of the earth’s magnetic field strength as approximately 16 Am~! in London.
The flux ® = BA can be defined, where A4 is a cross-sectional area. Flux has the units of
weber (W).

If a ferromagnetic material is now placed in a field H, Equation (4.1) becomes

B = py(H + M) = po(H + xH) = 1 p0H, (42)

where M is the magnetization of the sample (the magnetic dipole moment per unit
volume). We define x as the susceptibility of the magnetic material, and p, =1+ x
as the relative permeability of the material (both x and p are dimensionless).
Table 4.1 summarizes this classification scheme, and gives values for typical suscep-
tibilities in each category.

If we take any ferromagnet and increase the field from zero to some peak value,
decrease the field back through zero to an equal and opposite value and then return
again to the original peak value, we trace out the hysteresis loop (Figure 4.2). The name
‘hysteresis’ comes from the Greek for loss. Energy is dissipated in traversing the loop.
This energy loss is primarily manifested as heat. There are several key points on the
loop. The saturation magnetization M; is the maximum value that the magnetic dipole
moment per unit volume can take in the direction of an applied magnetic field. In this
state all the contributing atomic (electronic) moments are aligned in the field direction.

Table 4.1 Classification of magnetic materials by susceptibility

Diamagnet (y <0) Paramagnet (y>0) Ferromagnet (y>>0)

Cu: —0.11 x 1073 Al: 0.82 x 1073 Fe: >102
Au: —0.19 x 1073 Ca: 1.40 x 1073
Pb: —0.18 x 1073 Ta: 1.10 x 1073

1.5
Remanence —

q

0.5

Coercivity
L \ 0

-200 -100

Figure 4.2 A schematic diagram of a magnetization (or hysteresis) loop. Remanence is the
magnetization remaining when the field is reduced to zero from that required to saturate the
sample. Coercivity is the field required to bring the magnetization to zero from remanence
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The remanent magnetization M; is the magnetization remaining in the sample when the
applied field is reduced to zero from the value which saturated the sample. The
coercivity H. is the field required to reduce the magnetization to zero from saturation
(Figure 4.2), and is applied in the opposite direction to the original saturating field.
If the magnetization is reduced to zero from less than its saturating value then H. is
termed the coercive field (always less than the coercivity). The ratio M,/M; and the area
enclosed in the loop are important in determining the applicability of a given ferromagnet
(Section 4.2).

4.1.3 Magnetic anisotropy

If we take a single crystal of a ferromagnet, and apply a magnetic field along different
crystallographic directions, the magnetization varies with field depending on the chosen
direction for the applied field (Figure 4.3). This phenomenon goes under the generic title
of magnetic anisotropy. For Fe, as shown in Figure 4.3, (100) are the easy directions
(low field required to saturate), (110) and (111) directions are hard (high field to
saturate). This form of anisotropy is termed magnetocrystalline anisotropy and is
closely related to the detailed electronic structure of the crystal.

Fe is a body-centred cubic solid; that is, the Fe atoms arrange on the cube corners
and at each cube centre in a regular three-dimensional pattern. The (100) directions are
along a cube edge, the (110) directions along a face diagonal and the (111) directions
along a cube body diagonal.

bcc iron [111] fce nickel hcp cobalt
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Easy axes 9 Easy axis
Hard axis
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[1 00]
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Figure 4.3 The crystal structure and magnetization loops For Fe, Ni and Co, demonstrating the
anisotropic nature of the magnetization process. After R. C. O’Handley, Modern Magnetic
Materials: Principles and Applications, Wiley, New York, 2000, p. 180. Copyright 2000 John
Wiley & Sons Inc.
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In certain crystals such as cobalt, which has a hexagonal closed-packed (hcp) crystal
structure, there is only one easy axis (in this case perpendicular to the close-packed plane;
see Figure 4.10 for another example), leading to uniaxial anisotropy. The magnetocrystal-
line anisotropy energy is a minimum when the magnetization lies along this easy axis. The
magnetocrystalline anisotropy energy is a maximum when the magnetization is at 90° to
the easy axis. We can express this anisotropy energy F, by expanding in terms of material-
dependent anisotropy constants K; using a series of powers of sin’f (to reflect the
symmetry), where € is the angle between the easy axis and the magnetization:

E, =Ko+ K;sin? 0 + Ky sin* 0 + . .. (4.3)

In all expressions for anisotropy energy there is a constant term Kj. This term is ignored, as
in practice it is changes in energy due to moment rotations that are of interest. For a given
crystal class (e.g., cubic) direction cosines («;) related to the cube edges are used to define the
direction of magnetization. The anisotropy energy is then expanded in a polynomial series
involving the «;. By symmetry arguments (for details see books listed in the bibliography)

E, =K, (afa% + a%ag + a%a%) + K> (a%a%a%) + ... (4.4)

There can also be a magnetic anisotropy associated with the shape of a magnetic
material; it has its origins in the demagnetizing field Hq within the material. Magnetic
field lines always run from north poles to south poles, and so inside a magnet there is a
field in the opposite direction to the magnetization induced by an external field. This
reduces the net field experienced by the magnet.

We now rewrite Equation (4.2) to take account of this field internal to the magnet
and opposite in direction to the magnetization

B = puoH, + poM — poHyg. (4.5)
In the absence of an applied field, H, = 0, the magnetostatic energy per unit volume, E,
is given by

1
E;=-B-M, B; = poHy = poNaM, (4.6)
where 0 < Ny < 1is the geometrically defined demagnetizing factor. The factor 1/2 is to
ensure that each dipole interaction with the field is counted only once. For a prolate
spheroid, taking the major axis (c) as the easy axis, we have

1 . 1 1 .
E, = 3 ((Mcos 9)2N(, + (Msin 0)2Na)u0 = EMON(;MZ + z,ug(N(J — N,)M? sin’ 6. (4.7

This should be compared with Equation (4.3), and allows us to define K as the shape
anisotropy constant. In this case:

1
K; :ENO(Na _NC)MZ- (48)
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For a sphere N, =N, and Ky =0 and there are no easy directions due to shape
anisotropy.

It is now obvious that as physical dimensions are decreased, and we start to produce
magnetic materials with one or more dimensions on the nanometre scale, the possibility
of significant anisotropy due to shape increases. It is very important to remember that
when more than one type of anisotropy is present they do not add vectorially, rather one
type of anisotropy will be dominant, determining the local direction of magnetization in
the absence of a magnetic field.

When a ferromagnet undergoes a change in the state of magnetization there may be an
accompanying change in physical dimensions (the Joule effect). A fundamental material
constant can be defined, the saturation magnetostriction constant \;, which decreases
with temperature, approaching zero at 7' = T,. T, is the Curie temperature, and is the
temperature above which thermal energy is sufficient to overcome the moment alignment
produced by the exchange interaction. The measured strain depends on the crystallo-
graphic direction for the measurement. When the distance, r, between two atomic
magnetic moments can vary, the interaction energy must in general be a function of r
and ¢, where ¢ is the angle between the magnetic moments (assumed parallel due to
exchange) and the bond axis. The crystal lattice will 