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PREFACE

A survey of physical scientists, made several years ago, indicated the
need for a comprehensive reference book on the fundamental formulas of
mathematical physics. Such a book, the survey showed, should be broad,
covering, in addition to basic physics, certain cross-field disciplines where
physics touches upon chemistry, astronomy, meteorology, biology, and
electronics.

The present volume represents an attempt to fill the indicated need.
I am deeply indebted to the individual authors, who have contributed time
and effort to select and assemble formulas within their special fields. Each
author has had full freedom to organize his material in a form most suitable
for the subject matter covered. In consequence, the styles and modes of
presentation exhibit wide variety. Some authors considered a mere listing
of the basic formulas as giving ample coverage. Others felt the necessity
of adding appreciable explanatory text.

The independence of the authors has, inevitably, resulted in a certain
amount of overlap. However, since conventional notation may vary for the
different fields, the duplication of formulas should be helpful rather than
confusing.

In the main, authors have emphasized the significant formulas, without
attempting to develop them from basic principles. Apart from this omission,
each chapter stands as a brief summary or short textbook of the field repre
sented. In certain instances, the authors have included material not
heretofore available.

The book, therefore, should fill needs other than its intended primary
function of reference and guide for research. A student may find it a
handy aid for review of familiar field or for gaining rapid insight into the
techniques of new ones. The teacher will find it a useful guide in the broad
field of physics. The chemist, the astronomer, the meteorologist, the
biologist, and the engineer should derive valuable aid from the general
sections as well as from the cross-field chapters in their specialties. For
example, the chapter on Electromagnetic Theory has been designed to meet
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the needs of both engineers and physicists. The handy conversion factors
facilitate rapid conversion from Gaussian to MKS units or vice versa.

In a work of this magnitude, some errors will have inevitably crept m.
I should appreciate it, if readers would call them to my attention.

DONALD H. MENZEL

Harvard College Observatory
Cambridge, Mass.
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Chapter 1

BASIC MATHEMATICAL FORMULAS

By PHILIP FRANKLIN

Professor of Mathematics
Massachusetts Institute of Technology

Certain parts of pure mathematics are easily recognized as necessary tbols
of theoretical physics, and the results most frequently applied may be
summarized as a compilation of formulas and theorems. But any physicist
who hopes or expects that any moderate sized compilation of mathematical
results will satisfy all his needs is doomed to disappointment. In fact no
collection, short of a library, could begin to fulfill all the demands that the
physicist will make upon the pure mathematician. And these demands grow
constantly with the increasing size of the field of mathematical physics.

The following compilation of formulas is, therefore, intended to be repre
sentative rather than comprehensive. To conserve space, certain elementary
formulas and extensive tables of indefinite integrals have been omitted,
since these are available in many well-known mathematical handbooks.

A select list of reference books, arranged by subject matter, is given at the
end of Chapter 1. This bibliography may assist the reader in checking
formulas, or in pursuing details or extensions beyond the material given here.

As a preliminary check on the formulas to be included, a tentative list )Vas
submitted to a number of physicists. These included all the authors of the
various chapters of this book. They contributed numerous suggestions,
which have been followed as far as space requirements have permitted.

1. Algebra

1.1. Quadratic equations. If a::;r:. 0, the roots of

ax2 + bx + c = °
are

-b + (b2 - 4ac)l/2 -2c
Xl = 2a = b + (b2 - 4ac)l/2

-b - (b2 - 4ac)1/2 2c
x2 = 2a = -b + (b2 - 4ac)l/2

(1)

(2)

(3)
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When b2 ~ I4ac I, the second form for Xl when b > 0, and for X 2 when
b < 0 is easier to compute with precision, since it involves the sum, instead
of the difference, of two nearly equal terms.

1.2. Logarithms. Let In represent natural logarithm, or log. where
e = 2.71828. Then for M > 0, N> 0 :

In MN = In M + In N, In M'P = PIn M, In 1 = 0 )

In ~ = In M - In N, In ~ = - In N, In e = 1 ~ (l)

In this book loglo will be written simply log. For conversion between
base e and base 10

In M = 2.3026 log M, log M = 0.43429 In M (2)

1.3. Binomial theorem. For n any positive integer,

n(n -1) (n -2)+ 31 an- 3b3 + ... + nabn- 1 + bn (1)

or

where n! (factorial n) is defined by

n!=1·2-3- ... ·(n-I)n for n>I and l!=I, O!=I (3)

1.4. Multinomial theorem. For n any posItIve integer, the general
term in the expansion of (a1 + a2 + ... +ak)n is

n! Tl T2 T3 T
I I I I a1 a2 a3 ••• ak k (l)

r1·r2·r3• ••• rk •

where r1 , r2 , ••• rk are positive integers such that r1 + r2 + ... + rk = n.

1.5. Proportion

or

then for any weighting factors p, q, r each fraction

k = pa + qb + rc
pA+qB+rC

a b
A B

If alA = biB = clC = k,
equals

a A
b B

if and only if aB = bA. (1)

(2)
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1.6. Progressions. Let I be the last term. Then the sum of the arithmetic
progression to n terms

s = a + (a + d) + (a + 2d) + ... + [0 + (n - I )dJ

IS

n
s=2(a+I), (1)

where I = a + (n -I)d, and the sum of the geometric progression to
n terms

(
I r

n
)s = a + ar + ar2+ ... + arn- I = a I l' (2)

1.7. Algebraic equations. The general equation of the nth degree
,

P(x) = aoxn + aIXn-1+ a2Xn-2+ ... + an-Ix + an = ° (1)

has n roots. If the roots of P(x) = 0, or zeros of P(x), are 1'1,1'2' ... , rn> then

P(x) = ao(x - r1)(x ~ 1'2) ... (x - rn)

and the symmetric functions of the roots

"OJ

(2)

If m roots are equal to 1', then l' is a multiple root of order m. In this case
P(x) = (x - r)mQl(x) and PI(x) = (x - r)m-IQ2(X), where PI(x) = dP/dx,
§3.1. Thus l' will be a multiple root of PI(x) = °of order m - 1. All
multiple or repeated roots will be zeros of the greatest common divisor of
P(x) and P'(X).

If r is known to be a zero of P(x), so that Per) = 0, then (x - 1') is a factor
of Per), and dividing P(x) by (x - 1') ,,:illlead to a depressed equation with
degree lowered by one.

When pea) and P(b) have opposite signs, a real root lies between a and b.
The interpolated value c = a - pea) (b - a)/[P(b) - pea)], and calculation
of P(c) will lead to new closer limits.

If ci is an approximate root, C2= CI -P(c)/PI(c) is Newton's improved
approximation. We may repeat this process. Newton's procedure can be
applied to transcendental equations. If an approximate complex root can be
found, it can be improved by Newton's method.
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1.8. Determinants. The determinant of the nth order

§ 1.8

(I)

is defined to be the sum of n! terms

(2)

In each term the second subscripts ijk...f are one Ol;der or permutation of the
numbers 123.. .n. The even permutations, which contain an even number
of inversions, are given the plus sign. The odd permutations, which contain
an odd number of inversions, are given the minus sign.

The cofactor Ai; of the element ai; is (-1 )i+; times the determinant of the
(n - I)st order obtained from D by deleting the ith row andjth column.

The value of a determinant D is unchanged if the corresponding rows and
columns are interchanged, or if, to each element of any row (or column),
is added m times the corresponding element in another row (or column).

If any two rows (or columns) are interchanged, D is multiplied by (-1).
If each element of anyone row (or column) is multiplied by m, then D is
multiplied by m.

If any two rows (or columns) are equal, or proportional, D = O.

D = a1;Alj + a 2;A2; + + an;An; (3)

0= aljA1k + a 2;A2k + + an;Ank> k c:;C. j (4)

where j and k are any two of the integers 1, 2, ... , n.

1.9. Linear equations. The solution of the system

a llx 1 + a 12x 2 + ... + a1nx n = C1

a 21x 1 + a 22x 2 + '" + a2nXn = C2
(I)

is unique if the determinant of §1.8, D c:;C. O.

C1 C2
x 1 =n' x 2=n'

The solution is

Cn
xn=n (2)

where Ck is the nth order determinant obtained from D by replacing the
elements of its kth column a 1k> a 2k' ... , ank by C1> C2, ... , Cn'
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(3)

2.2. Trigonometric functions.

sin A
tanA=--,

cos A

When all the Cj = 0, the system is homogeneous. In this case, if D = 0,
but not all the Ai; are zero, the ratios of the Xi satisfy

Xl X 2 Xn

An A l2 A]n

A homogeneous system has no nonzero solutions if D ~ O.

2. Trigonometry

2.1. Angles. Angles are measured either in degrees or in radians, units
such that

2 right angles = 180 degrees = 7T radians

where 7T = 3.14159. For conversion between degrees and radians,

1 degree = 0.01745~ radian; 1 radian = 57.296 degrees

For a single angle A, the equations

cos A
cot A = -----;---A'sm

1 1
sec A = -A' csc A = -----;---Acos sm

define the tangent, cotangent, secant, and cosecant in terms of the sine and
cosine. Between the six functions we have the relations

sin2 A + cos2 A = 1,

sec2 A = 1 + tan2 A,

1
cot A=-Atan
csc2 A = 1 + cot2 A

I (2)

2.3. Functions of sums and differences

sin (A + B) = sin A cos B + cos A sin B
sin (A - B) = sin A cos B - cos A sin B

cos (A + B) = cos A cos B - sin A sin B

cos (A - B) = cos A cos B + sin A sin B

tan (A + B) = tan A + tan B tan (A _ B) = tan A - tan B
1 - tan A tan B' 1 + tan A tan B

2.4. Addition theorems

sin A + sin B = 2 sin t (A + B) cos t (A - B)

sin A -sinB= 2cost(A+B)sint(A -B)

cos A + cos B = 2 cos t (A + B) cos t (A - B)

cos A - cos B = -2 sin t (A + B) sin t (A - B)

(2)



6 BASIC MATHEMATICAL FORMULAS

2.5. Multiple angles

§2.5

sin 2A = 2 sin A cos A,

sin2 A = t -t cos 2A,

cos 2A = cos2 A - sin2 A

cos2 A = t + t cos 2A

(1)

(2)

A _ II + co; A
cos 2 - ± '\/ 2

. A _ _ /1 - cos A
sm"2 - ± '\/ 2 '

2 tan A
tan 2A = -:;-------;;----:;-

1 - tan2 A'

tan A = ± /1 - cos A = ! - cos A
2 '\/ 1 + cos A sin A

sin 3A = 3 sin A - 4 sin3 A,
cos 3A = 4 cos3 A - 3 cos A

sin 4A = sin A(8 cos3 A - 4 cos A),
cos 4A = 8 cos4 A - 8 cos2 A + 1

sin4 A = i(3 - 4 cos 2A + cos 4A),

cos4 A = i(3 + 4 cos 2A + cos 4A)

sin A
1 + cos A

(3)

Ij (4)

(5)

(6)

cos nA cos mA = t cos (n - m)A + t cos (n + m)A

sin nA sin -mA = t cos (n - m)A - t cos (n + m)A

cos nA sin mA = t sin (n + m)A - t sin (n - m)A

(8)

(9)

(10)

2.6. Direction cosines. The direction cosines of a line in space are the
cosines of the angles ex, fJ, y which a paralle11ine through the origin 0 makes
with the coordinate axes OX, OY, OZ. For the line segment PIP2, joining
the points PI = (XI'Yl>ZI) and P2 = (X2'Y2,Z2) the direction cosines are

cosfJ = Y2 - YI
d '

Z2 -ZI
cosy = d (1)

where d is the distance between PI and P2, so that

d = V(x2 - XI )2 + (Y2 - YI)2 + (Z2 - ZI)2

For any set of direction cosines, cos2 ex + cos2 fJ + cos2 Y = 1.

(2)
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If a, b, c are direction ratios for a line, or numbers proportional to the
direction cosines, then

c

b
cos f3 = ,

Va2 + b2 + c2

acoscx = -- -_. ,
Va2 + b2 + c2

cos Y = Va2 + b2 + c~

The angle (J between two lines with direction angles CXI' f31' YI and CX!' f32' Y2
may be found from

(5)

The equation of a plane is Ax + By + Cz = D. A, B, C are direction
ratios for any normal line perpendicular to the plane. The distance from
the plane to PI = (XI'Yl,ZI) is'

~XI + BYI + CZl -D
VA2+B2 + C2

The equations of a straight line with direction ratios A, B, C through the
point PI = (Xl'Yl,ZI) are

Y -Yl
-B-

Z -Zl
-C- (6)

(7)

The angle (J between two planes whose normals have direction ratios) AI'
B I , CI and A 2, B 2, C2, or between two lines with these direction ratios may
be found from

cos (J =_ A l A 2 + B IB 2 + Cl C2

VA12 + B12 + Cl 2 VA22 + B2~ + C2~

2.7. Plane right triangle. C = 90°, opposite c.

b
c= va2 + b2, A = tan- l -

a
b = c cos A, a = c sin A

2.8. Amplitude and phase

a cos wt + b sin wt = c sin (wt + A) (1)

where the amplitude c and phase A are related to the constants a and b by the
equations of §2.7.

2.9. Plane oblique triangle. Sides a, b, c opposite A, B, C.

A + B + C = 180 degrees or TT radians



Area K = tab sin C = ys(s - a) (s - b) (s - c)

where s= t(a+ b+ c).

8

Law of sines :

Law of cosines :
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abc
sin A sin B sin C

c2= a2+ b2 - 2ab cos C

§ 2.10

(1)

(2)

(3)

2.10. Spherical right triangle. C = 90°, opposite c.

sm a = sin A sin c,

sm a = tan beat B,

cos A = cos a sin B,

cos A = tan beat c,

cosc = cot A cotB,

sin b = sin B sin c

sin b = tan a cot A

cos B = cos b sin A

cos B = tan a cot c

cos c = cos a cos b

(I)

(2)

(3)

(4)

(5)

2.11. Spherical oblique triangle. Sides a, b, c opposites A, B, C.

00 < a + b + c < 360°,

Law of sines :

sin b
sin B

180° < A + B + C < 540°

smc
sin C

(I)

Law of cosines:

cos c = cos a cos b + sin a sin beDs C

cos C = -cos A cos B + sin A sin B cos c

Spherical excess:

(2)

(3)

E = A + B + C - 180°

If R is the radius of the sphere upon which the triangle lies, its
area K = 7TR2E(180. If

s = i(a + b + c),

E
tan "4 = Ytan is tan i(s - a) tan i(s - b) tan i(s - c) (4)

2.12. Hyperbolic functions. For

. eX_e-X
smhx= 2 '

a single number x,

eX + e-X

coshx= 2

the equations

(I)
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(
\ (2)

cosh x
coth x = -'-h-'sm x

1
csch x = -.-h

sm x

define the hyperbolic sine and hyperbolic cosine in terms of the exponential
function. And the equations

sinh x
tanh x = --h-'cos x

1
sech x = --h-'cos x

define the hyperbolic tangent, hyperbolic cotangent, hyperbolic secant and
hyperbolic cosecant, respectively, in terms of the hyperbolic sine and hyper
bolic cosine. The four functions sinh x, tanh x, coth x, and csch x are odd
functions, so that sinh (-x) = -sinh x and tanh (-x) = -tanh x. The
functions cosh x and sech x are even, so that cosh (-x) = cosh x. Between
the six hyperbolic functions we have the relations,

cosh2 X - sinh2 x = 1,

sech2 x + tanh2 x = 1,

1
cothx= --

tanh x

coth2 x - csch2 X = 1
l (3)

2.13. Functions of sums and differences

sinh (x + y) = sinh x coshy + cosh x sinhy

sinh (x - y) = sinh x coshy - cosh x sinhy

cosh (x + y) = cosh x coshy + sinh x sinhy

cosh (x - y) = cosh x coshy - sinh x sinhy

2.14. Multiple arguments

sinh 2x = 2 sinh x cosh x, cosh 2x = cosh2 X + sinh2 x (1)

sinh2 x = t cosh 2x - t, cosh2 X = t cosh 2x + t (2)

2.15. Sine, cosine, and complex exponential function. i 2 =-1.

eix = cos x + i sin x, e-ix = cos x - i sin x (1)

eix + e-ix

cos x = -------:;20--- SIn x = -~2:-;-i-- (2)

2.16. Trigonometric and hyperbolic functions

cos ix = cosh x,

sin ix = i sinh x,

tan ix = i tanh x,

cosh ix = cos x

sinh ix = i sin x

tanh ix = i tan x
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2.17. Sine and cosine of complex arguments

sin (x + iy) = sin x coshy + i cos x sinhy

cos (x + iy) = cos x coshy - i sin x sinhy

ex+iy = eX cos y + ie x sin y

"2.18. Inverse functions and logarithms

(1)

(2)

(3)

cos-1 X = -i In(x + iyI - x2),

sin-1 x = -i In(ix + vT= x2),

-1 _ i 1 + ix
tan x - - -2 In -1--.,

-lX

cosh-1 X = In(x + yx2 - 1)

sinh-1 x = In(x + yx2 + 1)

tanh-1 x = ~ In I + x
2 I-x

(I)

(2)

(3)

(1)

3. Differential Calculus

3.1. The derivative. Lety == f(x) be a function of x. Then the deriva
tive dyjdx is defined by the equation

dy = lim ~y = lim = f(x + ~x) - f(x)
dx D,x---+O ~x LlX-+O ~x

Alternative notations for the derivative are f'(x), DxY, y', and y is used for
dyjdt, when y = pet).

3.2. Higher derivatives. The second derivative is

d
2

y = !-.- (dY ) = ~ f'(x) = (flex)
dx2 dx dx dx .

The nth derivative is

dny d (dn- 1y ) d- = - -- = - f(n-11(X) =f(nl(X)
dxn dx dxn- 1 dx

(I)

(2)

3.3. Partial derivatives. Let z = f(x,y) be a function of two variables.
Then the partial derivative ozjox is defined by the equation

oz _ r f(x + ~x,y) -f(x,y) -f ( ) _ _ oz I (1)
ax - D,X~ ~x - X x,y - zx - ax

'y

Similarly the derivative ozjoy is formed with y varying and x fixed.
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The second partial derivatives are defined by

(2)

The same process defines partial derivatives of any order, and when the
highest derivatives involved are continuous, the result is independent of the
order in which the differentiations are performed.

For a function of more than two variables, we may form partial derivatives
by varying the independent quantities one at a time. Thus for u = j(x,y,z)
the first derivatives are au/ax, au/oy, au/oz.

3.4. Derivatives of functions

Inverse junctions :

u = g(x),

y =y(x),

Chain rule:

x = x(y),

y =j(u),

dy
dx

1
dx/dy'

dy
dx

d2y _ d2x/dy 2

dx2 (dx/dy)3

dydu
dudx

(1)

(2)

Implicit junction:

Parameter:

Let

Then

j(x,y) =0,

y = y(t),

. dy
y= dt'

dy oj/O;Jf
dx - oj/oy

x = x(t)

. dx
x=-

dt

dry x;; -yx
dx2 X3

(3)

(4)

Linearity:
d du dv

- (au + bv) = a - + b
dx dx dx

(5)

3.5. Products

(uv), = uv' + vu', (uv)" = uv" + 2u'v' + vu" (1)

Leibniz rule :

(uv)(nil = uv(nl-+ nC1u'v(n-'1) + ... + nCru(r)v(n-r) + '" + u(n1v (2)

The nCr are defined in §1.3.
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3.6. Powers and quotients

§ 3.6

vu' -uv'
(1)

3.7. Logarithmic differentiation d(ln)1) _ y'
dx - y'

uv y' =yd(In y ) =y(~ +~ _W')\
y=w' dx u v W

uav
b

y' =yd(ln y ) =y(a~+ b~ _ cW')'
y=---w<" dx u v W

(1)

(2)

d ( , ,
-(uv) = Uv(v In u)' = Uv v~+ v' In u)
dx u

'. I

(3)

3.8. Polynomials

da = 0 d(bx) = b d(cx
n

) = ncxn~1 (1)
dx ' dx ' dx

d
dx(anxn + ... + arxr + ... + a1x + ao)

= nanxn- 1+ ... + rarxr~1 + ... + a1 (2)

3.9. Exponentials and logarithms. We write In for loge, where
e = 2.7I82R, as in §I.2.

de'"
-=e'"
dx '

dIn x
dx - x'

3.10. Trigonometric functions

da'"dX = (Ina)a'"

d Ioga x loga e
-dx- x

(1)

(2)

d .
dx Sin x = COS x,

d .
dx cos x = -sm x,

d
dx tan x = sec2 x,

d
dx cot x = -esc2 x,

d
dx sec x = tan x sec x (1)

d
dx csc x = -cot x esc x (2)

3.11. Inverse trigonometric functions

d . -1 _ 1 d -1 _ 1
d- Sin x - . /--=, -d tan x - -1- 2"

x vI - x2 X + X
(1)

d . --1
dx cos-

1
x = VI _ x2'

d -1
dx cot-

1
x = 1 + x2 (2)
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3.12. Hyperbolic functions

~ sinh x = cosh x, ~ tanh x = sech2 x,

d
dx sech x = -tanh x sech x

~ cosh x = sinh x, ~ coth x = -csch2 x,

d
dx csch x = -coth x csch x

3.13. Inverse hyperbolic functions

d . h-1 _ 1 d h-1 _ 1
-d SIn x - . / ' d- tan x - -1--2

x vx2 + 1 x -x

d h-1 _ 1 d -1
-d cos x - # ' d- coth-1

X = -2--1
X x2 -1 x x -

(1)

(2)

3.14. Differential. Lety = f(x), and Llx be the increment in x. Then

dx = Llx and dy =f'(x)dx = (~)dX (1)

Parameter:
y = yet), x = x(t), dx = oX dt, dy = Y dt (2)

First differentials are independent of the choice of independent variable.

(2)

(1)

(3)

independent variables z =f(x,y),

dz OZ dx OZ dy
dt = ox dt + oy dtand

3.15. Total differential. For two

,oz OZ
dz=-dx + -dy

lOX oy

For three variables, u = f(x,y,z),

ou OU OU
du = - dx + - dy +- dz

ox oy oz

~_~~+~~ ~h ~=~&+~~+~&
dt - ox dt oy dt + OZ dt' OV ox OV oy OV OZOV

and similarly for functions of more variables.

(1)

A(x,y)dx + B(x,y)dy = dz,

oA oB
- -
oy ox

with z =f(x,y) is

3.16. Exact differential. The condition that as m § 3.15 for some
f(x,y) ,
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for some f(x,y,z) to make

A(x,y,z)dx + B(x,y,z)dy + C(x,y,z)dz = du,

with u = f(x,y,z), the condition is

OC oB
oy oz'

oA OC
az ox'

oB oA
ox oy

(2)

3.17. Maximum and minimum values. Lety = f( x) be regular in the
interval a, b. Then at a relative maximum, f(x l ) with a < Xl < b, f'(x)
decreases from plus to minus as X increases through Xl' At a relative mini
mum,j(x2) with-a < X 2 < b,f'(x) increases from minus to plus as x increases
through x2• Thus the largest and smallest values of f(x) will be included in
the setf(a),j(b), andf(xk ), wheref'(xk ) = O.

3.18. Points of inflection. The graph ofy = f(x) is concave downward
in any interval throughout which f"(x) is negative. The graph is concave
upward in any interval throughout which f"(x) is positive. At any point
Y3 = f(x3) such that f"(x) changes sign as x increases through X;j, the graph
of y = f(x) is said to have a point of inflection.

3.19. Increasing absolute value. Let OP = s(t), the distance along OX.
Then the velocity v = ds/dt = s, and the acceleration a = dVJ/dt = v =

d2s/dt2 = s. Then s increases when v is positive, and v increases when a is
positive. The distance from 0, or lsi increases when Isl2 = S2 increases, so
that lsi increases when ss is positive, or when s and v have the same sign.
The speed or Ivl increases when Ivl2 = v2 increases, so that Ivl increases when
vv is positive, or when v and a have the same sign.

3.20. Arc length. In the triangle formed by dx, dy, and ds, the dif
ferential of arc length, the angle opposite dy is the slope angle, and the angle
opposite ds is 90°. Thus

dx = ds cos 7, dy = ds sin 7, dy = tan 7 and ds2 = dx2 + dv2 (l)dx' - ,

ds = VI + y'2 dx = V;\;2 + y2 dt (2)

In polar coordinates, r = r(8),

ds2 = dr2 + r2d82

and

(3)
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(2)

3.21. Curvature. R = ds/dT is the radius of curvature, and the curvature
K = I/R is given by

I v" xji - yx
K = R = (1 +y'")3/" = (x" + y2)3/2 (I)

In polar coordinates r = r(8),
r2 + 2r'z - rr"

K = --(;:2+r'")~

3.22. Acceleration in plane motion. The velocity vector has x and

y components x = dx/dt andy = dy/dt, and magnitude v = Vxz + jz-: The
acceleration vector has x and y components x = d2x/dt2 and ji = d2y/dt2•

It has a tangential component v = dvjdt and a normal component v2/R. As
in §3.21, I/R = K. The magnitude of the acceleration is

(I)

3.23. Theorem of the mean. Let f(x) and F(x) be regular in the inter
val a, b. Then for at least one value x" with a < x" < b,

Rolle's theorem:

If f(a) =0, f(b) = 0, f'(x1) = ° (1)

Law of the mean :
f(b) = f(a) + (b - a)f'(x2) (2)

Cauchy's mean value theorem:

If F'(x);;zO: °inside a, b, (3)

f(b) -f(a)
P(b) -F(a)

3.24. Indeterminate forms. Letf(x) and F(x) each approach zero as x
approaches a. We briefly describe the evaluation of lim f(x)jF(x) as the
indeterminate form 0/0. When f(x) and F(x) are each analytic at a, and
series in terms of powers of (x - a) can be easily found, the limit may be
found by using these series.

(1 )
. f(x) . f'(x)

hm F( ) = hm F'( )x~ax ~a X

l'Hospital's rule: If the limit on the right exists, then when f(x)---+O,
F(x) --+ 0,
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In this rule x may approach a from one side, x --+ a+ or x ----+ a-, and it
applies when in place of x ----+ a, x ----+ + 00, or x ----+ -00. The rule in any
form also applies when as x ----+ a,f(x) and F(x) each tend to infinity. This is
the indeterminate from 00/00.

By writing f = l/(1/f) for one of the factors, we may reduce the form O· 00
to % or 00/00 and then use l'Hospital's rule. A similar procedure with each
term sometimes reduces the form 00 -00 to 0/0.

If the evaluation of limfF leads to an indeterminate form 0°, 1 00 , 00°, the
evaluation of L = lim F Inf leads to a form o· 00 or 00' O. This may be
found as indicated above, and then lim fF = eL.

3.25. Taylor's theorem. Let f(x) be analytic at a. Then

f(x) = f(a) +1'(a) (x ~ a) +1"(a) (x ;; a)2 +1"'(a) (x ~ a)3

(x - a)n-l+ ... +pn-l)(a) (n _ I)! + ...
For real values, the remainder after the term withln-1)(a) is

(1)

R = flnl(x ) (x - a)n (2)
n. I n!

where Xl is a suitably chosen value in the interval a, x. An alternative form is

.f.( h) - i.() f'()~ f"( )h
2

f"'( )h
3

f(nl( )h
n

JI a + - JI a + a l! +. a 2! + a 31 + ... + a n! + ...
The special case when a = 0 is called Maclaurin's series.

(3)

f(x) = f(O) +1'(0) ~ +1"(0);; +1'''(O)~; + ... +pn)(o):~ +... (4)

For computation these series are usually used with (x - a) or h small, and
the remainder has the order of magnitude of the first term neglected.

Letf(x,y) be analytic at (a,b). Then in the notation of §3.3,

f(x,y) = f(a,b) + (x - a)fia,b) + (y - b)f,la,b)

+ ~![(x - a)~fxx(a,b) + 2(x - a) (y - b)fxy(a,b) + (y - b)2fyy(a,b)]

+ ... + ~! [(X - a)8~ + (y - b) 8~rf(X,Y) I~=b+ ... (5)



§ 3.26

An alternative form is
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f(a + h, y + k) = f(a,b) + hfcr,(a,b) + kfy(a,b)

1 (' 0 o)n I+ ... +, h 01 + k 01 f(x,y) + ...
n. ux uy ~:~

The special case when a = 0, b = 0, Maclaurin's series is

f(x,y) = j{0,0) + xfxCO,O) + yfy(O,O) + ...

+ ~(h : + k :)nf(x,y) I + ...
n., x y ~:g

And similar expansions hold for any number of variables.

3.26. Differentiation of integrals

(6)

(7)

d fX d fXdx "J(x)dx = dx "J(t)dt = f(x) , d fbdx J(t)dt = -f(x) (1)

d fb fb 0dx "J(x,t)dt = a oxf(x,t)dt

d fX fX 0dx ,/(x,t)dt = f(x,x) + a oxf(x,t)dt

If f(x,x) is infinite or otherwise singular one may use

d fX 1 fX [ of of 1- f(x,t)dt = -- (x - a) - + (t - a) - + f dt
dx a X - a a ox ot

d fV(X) fV(X) 0
-d f(x,t)dt = v'(x)f[x,v(x)] - u'(x)f[x,u(x)] + 01 f(x,t)dt

X u(x) u(x) uX

4. Integral Calculus

(2)

(3)

(4)

(5)

4.1. Indefinite integral. With respect to x, the indefinite integral of f(x)
is F(x) provided that dF/dx = F'(x) = f(x). The indefinite integral of the
differential f(x)dx is F(x) if dF(x) = f(x)dx.

ff(x)dx = F(x) if F'(x) = f(x) or dF(x) = f(x)dx (1)

For any constant C, F(x) + C is also a possible indefinite integral. By
using all values of C, and anyone F(x) , we obtain all possible indefinite
integrals:

ff(x)dx = F(x) + C.
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4.2. Indefinite integrals of functions

JdF(x) = F(x) + C, dJf(x)dx = f(x)dx

§ 4.2

(1)

Linearity:

J(au + bv)dx = afu dx + bJv dx (a and b not both zero) (2)

Integration by parts:

f u dv = uv - f v du

f dv J' duu - dx = uv - v - dx
dx dx

(3)

(4)

Substitution: (5)

4.3. Polynomials

fO'dx = C, f a dx = ax + C, f bxn dx = ~1- bxn+l
n+l

(1)

f (anxn + ... + arx" + ... + a1x + ao)dx

__1_ n+1 + + _1_ r+1 + ~ 2 + + C- n + 1anx ... r + 1 arx ... 2 a1x aox

4.4. Sirp.ple rational fractions

(2)

f~ dx = A In Ix - r I+ C,
x-r f

A (x _r)l-k
(x _ r)k dx = A 1 _ k + C (1)

f 2A(x - a~ - 2~b dx = 2 ReJ' A +~ dx )
(x - a) + b x - a - bt t. (2)

x-b (
= A In [(x - a)2 + b2] - 2B tan-1 -b-·· + C )

f dx - 1 -1 X f dx _ 1 Ix - a I
2 -L 2 - - tan - + C, 2 2 - -2 In -+ + Cx I a a a x -a a x a

j'd: = In! x [+ C

(3)

(4)

4.5. Rational functions. To integrate R(x)dx where R(x) is a rational
function of x, first write R(x) as the quotient of two polynomials P1(x)/D(x).
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If the degree of PI(X) is the same or greater than the degree
division find polynomials Q(x) and P(x) such that

f f PI(X) f f P(x)
R(x)dx = D(x) dx = Q(x)dx + D(x) dx

of D(x), by

(1)

where P(x)jD(x) is a proper fraction, that is, has the degree of P(x) less than
the degree of D(x). Integrate Q(x)dx as in §4.3.

To integrate the proper fraction P(x)jD(x), decompose it into partial
fractions as follows. Suppose first that the roots of D(x) = 0 are all distinct.
Let D(x) be of the nth degree and call the roots r l , r2, ••• , rn' Then

P(x) _ Al A 2 -.L An . _ Ph)
D( ) ---+-- I ••• +-- wIth A/c--D,() (2)

X x-rl x-r2 X-rn r k

Assume that P(x) and D(x) have real coefficients. Then either r and A are
real and we use the first equation of §4.4, or complex roots occur in conjugate
pairs, a + bi, a - bi, with conjugate numerators A + Bi, A - Bi, and we
use the third equation (2) of §4.4.

If the equation D(x) = 0 has multiple roots, each factor (x - r)m in D(x)
will lead to a series of fractions

P(x)
D(x)

P(x) =~ + A" Alm)
(x-r)mDl(x) (x-r) (x-r)2 + ... + (x-r)m+ ... (3)

To determine the m constants, solve the system of equations

per) = Alm)Dl(r), P'(r) = Alm)Dl·(r) + A(m-l) (4)

pII(r) = A(m)Dl"(r) + 2A(m-l)Dl'(r) + 2·1Alm-2)Dk), (5)

p(m-l)(r) = Alm)Dl(m-l)(r) + (m -l)Alm-IIDI'(r)

+ (m - 1) (m - 2)A(m-2)Dl"(r)

+ ... + (m -1)! A'Dllm-l)(r)

(6)

To integrate the simple fractions, use the first and second equations (1) of
§4.4. Conjugate complex roots will lead to conjugate fractions which may
be combined in pairs to give a real result after integration.

4.6. Trigonometric functions

f . 1 f . x sin 2ax
sm axdx= -acosax + C, sm2 axdx=2-~+ C (1)

f cos ax dx = ~ sin ax + C, f x sin 2ax
cos2 ax dx = 2 + -----=ta + C (2)
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J dx J 1 I ax: 1---;-~-' = csc ax dx = - In tan - I + C
sm ax a 2 I

(3)
1 j= - In I csc ax - cot ax I + C
a

. dx' 1 I ex 77) I lJ-- = J sec ax dx = - In i tan "2 + "4 + Ccos ax a i

(4)
1 j= - In ~ sec ax + tan ax I + C
a

J dx J 1

I-'-2-- = csc2 ax dx = - - cot ax + C
SIn ax a

. 1
(5)

Jltan ax dx = - --; In I cos ax I + C

• dx J 1 (J-2- = sec2 ax dx = - tan ax + C
cos ax a

(6)

Jcot ax dx = ~ In Isin ax I + C j
4.7. Exponential and hyperbolic functions

J 1 J 1.eax dx = _eax + C, baxdx = __ bax + C
a a Inb

(1)

Jsinh ax dx = ~ cosh ax + C, Jcosh ax dx = ~ sinh ax + C (2)

4.8. Radicals

J~- = sin-1 (~) + C = -, cos-1 (~) + Cva2 x2 a a 1

J dx ./---
--'- = In I x + V x 2 + A I * + Cvx2 +A

JW-x2dx= ~ ya2 _xi + a
2

sin-1~ + C
2 2 a

JYX2 + A dx =, ; y.xz'+ JJ. + ~ In I x + yx2 + Ai * + C

* For A positive, A = a2
, In (x + yx2 + a2

) = sinh-1 x/a + In a
For A negativ~, A = -a2

, In (x + yx'- a2
) = cosh-1 x/a + In a

In each case In a or (A/2) In a may be combined with the constant C.

(1)

(2)

(3)

(4)

(5)
(6)
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4.9. Products

f eax sin bx dx = a2~ b2 eaX(a sin bx - b cos bx) + C

f eax cos bx dx = a2~ b2 eaX(a cos bx + b sin bx) + C

(1)

(2)

f xeax dx = ;2 eaX(ax - I) + C, f In ax dx = x In ax - x + C (3)

We may use § 2.15 to express factors like sin ax, cos bx in terms of complex
exponentials. And we may use § 2.12 to express factors like sinh ax, cosh bx
in terms of exponentials. Thus any product of such factors, or product
times eke<, may be reduced ta a sum of exponential terms like that in the
first equation of § 4.7. If powers of x are also present we are led to

(4)

This reduction formula may be used repeatedly until the power of x dis
appears when n is a positive integer.

Letf(x) be the natural logarithm, an inverse trigonometric function, or an
inverse hyperbolic function of some simple function of x, for example,
In (ax + b), sin-1 x, tanh-1 x2. Then for n = 0, 1,2, ... the equation

f x,,!(x)dx = _I- xn+lf(x) - _I- f xn+1I(x)dx
n+1 n+1

often leads to a simpler integral.

(5)

(1)

4.10. Trigonometric or exponential integrands. Any rational func
tion of trigonometric functions of x may be written in the form R(sin x, cos x),
and the substitution t = tan xj2 makes

. (2t 1 - t2 ) 2dt
R(sm x, cos x)dx = R I + t2' I + t2 I + t2

The new integrand is a rational function of t, discussed in §4.5. If the
integrand is a rational function of eax, let t = eax and

I
R(eax)dx = R(t) - dt

at

This may be applied to R(sin x, cos x) with a = i, if §2.15 is used.

(2)
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(1)

4. II. Algebraic integrands. Let p and q be integers and a ~ 0; then
the substitution t = (a» + b)1/q makes

( t q b )R[x, (ax + b)Pjq]dx = R(~, tP ~ tq-1 dt

The new integrand is a rational function of t, discussed in § 4.5.

For certain integrands of the form R(x, Vpx 2 + qx + r) the following
transformations arle useful.

X Vpx2 + qx + r
1

y=--makes
x-s

I
y=-makes

x
dx dy

Vry2+qy +P
(2)

(3)

(4)

dy
V(pS2 + qs + r)y2 + (2ps --\- q)y +p

dx

(x - s) Vpx2+ qx + r

y = x + 2
q

makes
p --~--------

R(x, Vpx2 + qx + r)dx = R (y - ~, ,)py2+ 4pr
4
; q)dY

Simple integrals of this type are given in § 4.8. Also note that

R(x, va2 --'-- x2) dx = R(a sin t, a cos t)a cos t dt if x = a sin t

R(x, vx2 - a2) dx = R(a sec t, a tan t)a tan t sec t dt if x = a sec t

R(x, vx2 + a2) dx = R(a tan t, a sec t)a sec2 t dt if x = a tan t

The new integrands in t are essentially those treated in §4.10.

(5)

(6)

(7)

4.12. Definite integral. Let Xl' x2, ... Xn - l be points of subdivision
of the interval a,b such that X k < X/'+l' with a = Xo, b = Xn- Let
Ok = X k - X k - l ' and dM be the maximum value of 0/,. Then

-' fb f(x)dx = iim [f(tl)OI + f(t2)02 + ... + f(fn)on] (1)
a dM-"O

For each choice of n, and the Xk> the tk are any values such that
X k- l :::;;: tk :::;;: x k· The limit exists for f(x) regular on a, b :

f>(x)dx = [f f(x)dx 1: = F(x) I: = F(b) - F(a) (2)

where F(x) is any function whose derivative with respect to x is f(x), as in
§ 4.1.
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4.13. Approximation rules. Let the interval a,b be divided into n equal
parts each of length h so that b - a = nh. And let f(a + kh) = Yk;
k = 0, 1,2, ... , n. Then the trapezoidal rule is

'b hJ/(x)dx = 2(YI + 2Y2 + 2Y3 + ... + 2Yn-1 +Yn) - Rn (1)

where R n = l2 (b - a)h2j"(xl ) (2)

for some suitable Xl in a,b.

The more accurate Simpson's rule requires that n be even, and is

where

Ib h
/(x)dx = 3(YI + 4Y2 + 2Y3 + 4Y4

+ ... + 2Yn-2 + 4Yn-1 +Yn) - Rn

R n '= 1lo (b - a)h4jIV(x2)

I (3)

(4)

for some suitable X 2 in a,b.

In Gauss' Method we let X = t(a + b) + t(b - a)w. Then

Ib b - a II ~
/(x)dx = -2- -1 g(w)dw = ~ Rmg(wml

m=!

The Wm are the n roots of
Pn(x) = 0

(see § 8.2), and for r = 0, 1,2, ... n - 1.

n (1 + wm )'i'__1
~l R m 2 - r + 1

(5)

(6)

(7)

In particular,

n = 2: WI = - W 2 = 0.57735, R I = R 2 = t, E(x4
) = 4~

n = 3: WI = -- w3 = 0.77460, W 2 = 0,
R I = R 3 = 158' R 2 = -&, E(x6

) = 1 h
n = 4: WI = - W 4 = 0.86114, W 2 = ~ W 3 = 0.33998,

R 1 = R 4 = 0.17393, R 2 = R 3 = 0.32607, E(x8
) = n 6t25

The formula is exact if f(x) is a polynomial of degree not exceeding 2n - 1.
The error for a higher degree polynomial may be estimated from the given
value of



24 BASIC MATHEMATICAL FORMULAS

4.14. Linearity properties. Linearity in the integrand:

§ 4.14

J: [Aj(x) + Bg(x)]dx = A f>(x)dx + B f>(x)dx (1)

Linearity with respect to the interval:

f>(x)dx = - f:j(x)dx

J'b fe fb)(x)dx = )(x)dx + J(x)dx

4.15. Mean values. The mean value ofj(x) on the interval a,b is

1 fbf= b-a )(x)dx

(2)

(1)

If j(x) is continuous on a,b then for some Xl on a,b the mean value

f = j(xl ) or f>(x)dx = (b - a)j(xl ) mean value theorem (2)

The root-mean-square value ofj(x) on the interval a,b is

- I 1 fbj = '\ b - a )j(x)J2dx

4.16. Inequalities. Assume that a < b. If j(x) < g(x) in a,b, then

f>(x)dx < J:g(x)dx

If m < j(x) < M in a,b then

m(b - a) < f>(x)dx < M(b - a)

(3)

(1)

(2)

If If(x) I~ M in a,b (or on the complex path of integration C of length L),
then

I f>(x)dx I ~ M(b - a) or I f cj(z)dz I ~ ML

Schwarz's inequality:

[f
b J2 'b fb)(x)g(x)dx ~ j )j(X)]2dx )g(X)]2dx

With the notation of §4.15, and

p=jg, p~li, and f~j
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4.17. Improper integrals

I<XJ f(x)dx = lim It f(x)dx
a t~oo a

If f(x) becomes infinite or has a singularity at x = b with b ;:z": a,

I
b
f(x)dx = lim I

b
-

h
f(x)dx

a h-->O a

(2)

(3)

4.18. Definite integrals of functions. Let u(x) and v(x) be continuous
in a,b. Then

J: du(x) = u(b) - u(a) (1)

I: u(x)v'(x)dx = u(x)v(x) I: - I: v(x)u'(x)dx (2)

Let t = g(u), a = g(c), b = g(d), and g'(u) maintain its sign in c,d. Then

I>(t)dt = I:ffg(u)]g'(u)du

4.19. Plane area

4.20. Length of arc. See § 3.20. For a plane curve,

(3)

(1)

(2)

(1)

(2)

4.21. Volumes. With suitable limits on the iterated and triple integrals,

v = J'x2 A(x)dx = fdxf[z2(x,y) -zl(x,y)]dy = fdBf(z2-z1) r dr (1)
Xl

V = Hf dx dy dz = Hf r dr dB dz = Hf r2sine/> dB de/> dr (2)
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4.22. Curves and surfaces in space

s = It2 Vx2 + 5'2 + Z2 dt
t 1

where x = x(t), Y = y(t), z = z(t).

A = If vfx2 +fi + 1 dx dy

where z = f(x,y).

4.23. Change of variables in multiple integrals. If

F[x(u,v), y(u,v)] = G(u,v)

and the limits are suitably related, then

IIF(x,y)dx dy = fIG(u,v) ~~::~~ du dv

Similarly if
F[x(u,v,w), y(u,v,w), z(u,v,w)] = G(u,v,w)

then

(1)

(2)

(1 )

(2)

(3)

IIfF(x,y,z)dx dy dz = fff G(u,v,w) ~i::~:~ du dv dw (4)

The Jacobians inserted here are

o(x,y) _ I Xu Yu 1_ _
o(u,v) - I Xv Yv - XuYv XvYu,

o(x,y,z) _I XU Yu Zu I
o( ) - Xv Yv z"

U,V,w
X w Yw Zw I

(5)

If the Jacobian determinant is not zero, the transformation X = x(u,v),
y = y(u,v) has an inverse transformation. When there is a functional
relation

F[x(u,v),y(u,v)] = 0

the Jacobian o(x,y)jo(u,v) is identically zero. Also

o(x,y) o(X, Y) o(x,y) o(x,y) 1
O(X,Y) o(u,v) o(u,v) , o(u,v) o(u,v)jo(x,y)

Similar results hold for any number of variables.

(6)

(7)

4.24. Mass and density. Let p be the variable (or constant) density
of a curve, area, or volume. Then the total mass is given by

M=fdm
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(2)

(3)

where dm = p ds, dm = p dA, or dm = p dV. For the differentials ds, dA,
dV, use the integrands from §§ 4.19-4.22. Mean density is

_ fp ds _ fp dA _ fp dV
p= fds' P=JdA' p= fdV

4.25. Moment and center of gravity. Let x, y, z be the coordinates
of the center of gravity of one of the elements of mass dm of §4.24. Then
the moments about the coordinate planes are

M yz = fx dm, M zx = fy dm, M xy = fz dm (1)

And the center of gravity of M is x, y, zwhere

_ Jx dm _ fy dm _ f z dm
x= fdm: y= f dm-' Z= fdm

For a mass M composed of several, e.g., three, parts M I , M 2, M a, the masses
and moments are additive so that

_ M yZ xiMI + x2M2 + xaMsx = -- = ----------
M M I +M2 +Ma

and similarly for y and z.

4.26. Moment of inertia and radius of gyration. Let x, y, z represent
root-mean-square values of coordinates for anyone of the elements of
mass dm of §4.24. Then the second moments about the coordinate planes
are

I yz = fx2dm, I zx = f y 2dm, I xy = f Z 2dm

The moments of inertia about the coordinate axes are

Ix = I zx + I XY = f(y2 + z2)dm

(1)

(2)

and similarly for I y and I z. For a figure in the xy plane, z = 0, I xy = 0,
and if I z = 10'

(3)

For any moment of inertia, as Ix, the corresponding radius of gyration k is
defined by

(4)

For a mass M composed of several, e.g., three, parts M I , M 2, M a, the
masses and moments of inertia are additive, so that

(5)
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If I is the moment of inertia of M about any axis, and I g is the moment of
inertia of M about a parallel axis through the center of gravity, and the
distance between the parallel axes is d, then

(6)

5. Differential Equations

5.1. Classification. Any equation that involves differentials or derivati
ves is a differential equation. If the equation contains any partial derivatives,
it is a partial differential equation. If it does not, it is an ordinary differential
equation.

The order of the differential equation is the same as the order of the deri
vative of highest order in the equation.

Suppose that a differential equation is reducible to a form in which each
member is a polynomial in all the derivatives that occur. Then the degree
of the equation is the largest exponent of the highest derivative in the reduced
form.

A differential equation is linear if it is a first-degree algebraic equation in
the set of variables made up of the dependent variables together with all of
their derivatives.

5.2. Solutions. Consider a single ordinary differential equation with
dependent variable y and independent variable x. Then y = f(x) is an
explicit solution of the differential equation if this equation is identically
satisfied in x when we substitute f(x), f'(x), etc. for y, dy/dx, etc. therein.
Any implicit relation F(x,y) = 0 is a solution if when solved for y it leads to
explicit solutions. Every ordinary differential equation of the nth order
admits of a general solution containing n independent constants.

5.3. First-order and first degree. Consider an ordinary differential
equation of the first order and first degree. Any such equation may be
written in one of the forms

Mdx+Ndy=O,
dy

or dx (1)

where M(x,y) and N(x,y) are functions of x and y. We indicate how to
recognize and solve certain special types in §§ 5.4-5.8.

5.4. Variables separable. Here the M and N in § 5.3 are products of
factors, where each factor is either a function of x alone, or a function of y
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alone. Divide the equation by the factor of M containing y and by the factor
of N containing x. Then the differential equation is

f(x)dx = g(y)dy

in which the variables are separated. The solution is

(1 )

Jf(x)dx = Jg(y)dy + c or J:/(x)dx = J:
o
g(y)dy (2)

if Y = Yo when x = Xo'

5.5. Linear in y. Here N in § 5.3 is a function of x alone, and M is a
first-degree polynomial iny. Thus the equation is

A(x): + B(x)y,= C(x) or : + P(x)y = Q(x) (1)

after division by A(x) and with a new notation. Calculate

fP(x)dx and lex) = eJPdx (2)

with any constant in the integral. The solution of the equation is

1
y = l(x)[fI(x)Q(x)dX + c]

If y = Yo when x = xo, the solution is found from

l(x)y -1(xo)Yo = to I(x)Q(x)dx

5.6. Reducible to linear. To solve the Bernoulli equation

A(x) : + B(x)y = C(x)yn, n ~ 1 or 0

multiply by (1 - n)y-njA(x) and make the substitution

du dy
u=yl-n -=(l-n)y-n-

, dx dx

(3)

(4)

(1)

(2)

The resulting equation is like that of § 5.5, with u in place ofy.

If M in § 5.3 is a function of y alone, and M is a first-degree polynomial
in x, the differential equation is

dx
A(y) dy + B(y)x = C(y)

and may be solved as in § 5.5 with the roles of x and y interchanged.

(3)
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Whenever we observe new variables u(x,y) and t(x,y) which reduce a
given differential equation to the form

du
A(t) dt + B(t)u = C(t)

we may solve as in § 5.5 with t and u in the roles of x and y.

(4)

5.7. Homogeneous. Here the M and N in § 5.3 are each homogeneous
of the same degree, that is of the same dimension when x and yare each
assigned the dimension one. In this case use

y = vx, dy = v dx + x dv (1)

to eliminate y and dy. The new equation in x and v will be separable as
in § 5.4. If more convenient, let x = uy.

5.8. Exact equations. The equation of § 5.3 will be exact if

oM/oy = aN/ax

Integrate M dx, regarding y as constant and adding an unknown function
of y, say fey). Differentiate the result with respect to y and equate the new
result to N. From the resulting equation determine the unknown function
of y. The solution is then

fM dx + fey) + c = 0 (1 )

If more convenient, interchange M and N and also x and y in the above
process.

5.9. -First order and higher degree. The general differential equation
of the first order is

, dY)
F(x,y'dx = 0, or F(x,y,p) = 0 (1)

if we write a single letter p in place of dy/dx. For special solvable types
see §§ 5.10-5.11.

5.10. Equations solvable for p. Some equations § 5.9 may be easily
solved for p. The resulting first-degree equations may often be integrated
by the methods of §§ 5.3-5.8.

5.1 L Clairaut's form. Clairaut's equation is

y = x dy + f(dY ) or y = px + f(p)
dx dx

(1)
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where f is any function of one variable. The general solution is

Y = cx + fCc) (2)

This represents a family of straight lines. They usually have an envelope
given in terms of the parameter c by

x = - f'(c), Y = fCc) - cf'(c)

These are the parametric equations of the singular solution.

(3)

5.12. Second order. The general differential equation of the second
order is

(
dy d2y )

F, x,y'dx'dx2 = 0 (4)

If either of the letters x or y is absent from the function F, the substitution
dyjdx = p reduces the equation to one of the first order. If the letter y is
missing, we put

dy d2y dp
(5)dx=P, dx2 dx

and

( dy d
2y

) becomes F(X,P,:) = 0 (6)F x'dx'dx2 = 0

The solution of this first-order equation in the variables x andp may be
found as in § 5.3 or § 5.9. Suppose it is written in the form p = G(x,c1) ; then

is the general solution of the second-order equation with y missing.

If the letter x is missing, we put

dy d2y dp
dx = p, dx2 = P dy

and

(7)

(8)

(9)f(Y,~,~~) = 0 becomes F(y,P,P:) = 0

The solution of this first-order equation in the variable3 y and p may be
found as in § 5.3 and § 5.9. Suppose it is written in the form p = G(Yh);
then

J dy
x = G(Yh) + C2

is the general solution of the second-order equation with x missing.

(10)
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(2)

5.13. Linear equations. The general linear differential equation of the
second order is

A(x) ~~ + B(x)~+ C(x)y = E(x), with A(x) ~ 0 (1)

We get the corresponding homogeneous equation by replacing E(x) by
zero. Two solutions U1, U2 of the homogeneous equation are linearly in
dependent and constitute a fundamental system if their Wronskian deter
minant W(x) is not zero, where

Wi( ) , 'I U
1

U
2 Ix = U1U 2 - U 2U1 = , ,

U 1 U 2

When W(x) ~ 0, U1 and U 2 constitute a fundamental system of solutions of
the homogeneous equation. And if U is any particular solution of the non
homogeneous equation with E(x) present, the general solution of this equa
tion is given by

(3)

In this form C1 and C2 are arbitrary constants, u is called the particular inte
gral, and C1U i + C2U 2 is the complementary function.

Similarly for the linear equation of the nth order

dny dn- 1y dy
An(x) dxn + An-i(x) dxn- 1 + ... + A 1(x) dx + Ao(x)y = E(x) (4)

the general solution is

(5)

Here u, the particular integral, is any solution of the given equation, and
u1, u2, ••• , Un form a fundamental system of solutions of the homogeneous
equation obtained by replacing E(xj by zero, or a set of solutions of the
homogeneous equation whose Wronskian determinant W(x) is not zero, where

U1 U2 Un
u' u' u'

(6)1 2 n
W(X) =

U (n-i) U (n-i) U (n-i)
1 2 n

For any n functions U;, W(x) = 0 if some one u is linearly dependent
on the others, as Un = k1u1 + k2u2 + '" + kn- 1un- i with the coefficients k i

constant.
And for n solutions of a linear differential equation of the nth order, if

W(x) is not zero, the solutions are linearly independent.
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5.14. Constant coefficients. To solve the homogeneous equation

A d
2
y + B dy + Cy = 0

dx2 dx
(1)

where A, B, and C are constants, find the roots of the auxiliary equation
Ap2 + Bp + C = O. If the roots are unequal quantities rand s, the solution
is y = cIeTx + c2esx.

When the coefficients A, B, C are real, and the roots are complex, they
will occur as a conjugate pair a + bi and a - bi. In this case the
real form of the solution is y = eax(cI cos bx + C2 sin bx) or by § 2.8,
y = Cleax sin (bx + C2).

If the roots are equal and are r,r the solution is y = e"X(cI + c2x).
Similarly, to solve the homogeneous equation of the nth order

where An' An-I, ... , Ao are constants, find the roots of the auxiliary equation

(2)

For each distinct root r there is a term ceTX in the solution. The terms of the
solution are to be added together.

When r occurs twice among the n roots of the auxiliary equation, the
corresponding term is eTX(cI + c2x).

When r occurs three times, the corresponding term is erx(cI + c2x + C3X 2),
and so forth.

When there is a pair of conjugate complex roots a + bi and a - bi, the
real form of the terms in the solution is eax(cI cos bx + C2sin bx).

When the same pair occurs twice, the corresponding term is
eax[(cI + c2x) cos.bx + (dl + d2x) sin bx], and so forth.

Consider next the general nonhomogeneous linear differential equation
of order n, with constant coefficients, or

By § 5.13 we may solve this by adding any particular integral to the comple
mentary function, or general solution of the homogeneous equation obtained
by replacing E(x) by zero. The complementary function may be found
from the rules just given in this section. And the particular integral may
then be found by the methods of §§ 5.15-5.16.
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5.15. Undetermined coefficients. In the last equation of § 5.14 let
the right member E(x) be a sum of terms each of which is of the type

or, more generally,

k, k cos bx, k sin bx, keax, kx (1)

(2)

Here m is zero or a positive integer, and a and b are any real numbers. Then
the form of the particular integral I may be predicted by the following rules.

Case I. E(x) is a single term T. Let D be written for dfdx, so that the
given equation is P(D)y = E(x), where

(3)

With the term T associate the simplest polynomial Q(D) such that
Q(D)T = O. For the particular types k, etc., Q(D) will be

(4)

and for the general types kxmeax, etc., Q(D) will be

(D - a)m+l, (D2 - 2aD + a2+ b2)m+l, (D2 - 2aD + a2+ b2)m+l (5)

Thus Q(D) will always be some power of a first- or second-degree factor,

Q(D)=Fq, F=D-a, or F=D2-2aD+a2 +b2 (6)

Ufe § 5.14 to find the terms in the solution of P(D)y = 0, and also the
terms in the solution of Q(D)P(D)y = O. Then assume that the particular
integral I is a linear combination with unknown coefficients of those terms in
the solution of Q(D)P(D)y = 0 which are not in the solution of P(D)y = O.
Thus if Q(D) = Fq, and F is not a factor of P(D), assume

1= (Ax q
- 1 + Bx q

- 2 + ... + L)eax (7)

when F = D - a, and

when

1= (Ax q
- 1 + Bx q

- 2 + ... + L)eax cos bx

+ (Mx q
-

1 + Nx q
-

2 + ... + R)eax sin bx

F = D2 - 2aD + a2+ b2 (8)

When F is a factor of P(D) and the highest power of F which is a divisor
of P(D) isFP, try the I above multiplied by x p.
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Case II. E(x) is a sum of terms. With each term in E(x) associate a poly
nomial Q(D) = Fq as before. Arrange in one group all terms that have
the same F. The particular integral of the given equation will be the sum
of solutions of equations each of which has one group on the right. For
anyone such equation, the form of the particular integral is given as for
Case I with q the highest power of F associated with any term of the group
on the right.

After the form has been found, in Case I or Case II, the unknown coeffi
cients follow when we substitute back in the given differential equation,
equating coefficients of like terms, and solve the resulting system of simul
taneous equations.

5.16. Variation of parameters. Whenever a fundamental system of
solutions Ui , u 2, ... , Un for the homogeneous equation is known, a particular
integral of

may be found in the form

(2)

Here the Vk are functigllS of x found by integrating their derivatives v k', and
these derivatives are the solutions of the following n simultaneous equations :

(3)

n

An(x)~ Vk'Ukln-i) = E(x)
k~i

To find the Vk from V k = JVk' dx + Ck, any choice of the constants will lead
to a particular integral. The special choice

leads to the particular integral having y, y', y", ... , yin-i) each equal to zero
when x = O.
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5.17. The Cauchy-Euler "homogeneous linear equation." This
has the form

n dny n-1 dn- 1y dy_
knx d +kn- 1x d 1 + ... +k1x

d
+koy-F(x) (1)xn xn- x

The substitution x = et , which makes

dy _ dy k dky _ ( d ) ( d ) (d )dY
x dx - dt' X dxk - dt - k + 1 ... dt - 2 dt - 1 dt (2)

\ (1)

transforms this into a linear differential equation with constant coefficients.
By §§ 5.14 to 5.16 its solution may be found in the form y = get), leading to
y = g(ln x) as the solution of the given Cauchy-Euler equation.

5.18. Simultaneous differential equations. A system of two equa
tions in x,y depending on t, if linear and with constant coefficients, may be
written

f1(D)x +gl(D)y = E1(t)

f2(D)x + g2(D)y = E2(t)

where D = djdt. By §§ 5.14 to 5.16 find the solution of

[g2(D)f1(D) - gl(D)f2(D)]x = g2(D)ErCt) - glCD)E2(t) (2)

in the form

(3)

and the solution of

in the form

(5)

Here u, V, U1, •.. , U m are functions of t. The constants Ck and Ck' are not
independent, and the relations between them must be found by substitution
of x and y in the original equations. In the general case, and the usual
choice of U and v, these relations may be used to determine the ck ' in terms
of the Ck •

Consider the special homogeneous linear system of n equations of the first
order, with the coefficients Cks constant,

dYk& = C k1Y1 + Ck2Y2 + ... + cknYn> k = 1,2, ... , n (6)
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(7)

have n distinct roots rl' r2' ... , rno Then the solution is

Yk = akIeT,t + a k2er
,t + ... + akneTnt

where for each s the ratios of the coefficients a ks are found from

(cll - r s)aIs + c 12a 2s + + cInans = 0
c 2Ia 1s + (C22 - r S )a2S + + c 2na ns = 0

(8)

5.19. First-order partial differential equations. When linear in the
derivatives of the two dependent variables, the equation is

where
A(x,y,u)p + B(x,y,u)q = C(x,y,u) (1)

ou ou
p = ox = U x and q = oy = U y (2)

The system of differential equations for the characteristic curves is

dx dy du
ABC (3)

If this is solved in the form

f(x,y,u) = CI and g(x,y,u) = C2

the solution of the partial differential equation is given by

F(f,g) = 0, f = G(g), or g = H(f)

where F, G, H are arbitrary functions.

(4)

(5)

5.20. Second-order partial differential equations. When linear in
the second derivatives of the two dependent variables, the equation is

R(x,y)r + 28(x,y)s + T(x,y)t = V(x,y,p,q,u)
where

The ordinary differential equation for the characteristics is

R(dY)2 _ 28 dy + T = 0
dx dx

(1)

(2

(3)
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By § 5.10 its solution may be found in the form

f(x,y) = a, g(x,y) = b

These are the equations of the two families of characteristic curves.
The type of equation depends on the sign of the determinant

(4)

(5)

for any x,y region under consideration. If RT - 8 2 < 0, or RT < 8 2, the
equation is hyperbolic. In this case the characteristics are real, and if the
parameters a and b are used as new variables, we obtain the first normal form

(6)

A second normal form for the hyperbolic type results from the substitution

This is

a = X + Y, b = X - Y

UXX-Uyy= G(X,Y,u,UX,Uy)

(7)

(8)

If RT - 8 2 = 0, or RT = 8 2, the equation is parabolic. In this case
the two families of characteristics are real and coincident. We here use
X = a = band Y any second independent function of x,y as new variables.
This gives the normal form

uxx = F(X,Y,u,UX,Uy) (9)

If RT - 8 2 > 0, or RT> 8 2, the equation is elliptic. Here the charac
teristics are not real, but use of the substitution

a = X + iY, b = X - iY

leads to the real normal form

uxx + Uyy = G(X,Y,u,UX'Uy)

(10)

(11)

The wave equation, Utt - c2uxx = 0, is hyperbolic and admits the general
solution

The heat equation

u = f(x - ct) + g(x + ct) (12)

(13)

is parabolic and admits no general solution in terms of arbitrary functions.
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Laplace's equation, Uxx + Uyy = 0, is elliptic and admits the general
solution

U = f(x + iy) + g(x - iy). (14)

Then

5.21. Runge-Kutta method of finding numerical solutions. For
the differential equation dyldx = f(x,y) of § 5.3 the solution may be found
step by step. We start with xo,Yo, first compute XI'YI' then X2'Y2' and so
on up to xN,YN' Here xn+1 - Xn = h is small, and at each step we find

kl = f(xmYn)h, k 2 = f( Xn + ~, Yn + k~ ) h,

k3=f(Xn + ~,y-; i)h, k4 =f(xn + h,Yn+ k3)h.

xn+1 = Xn + h, Yn+1 = Yn + ~Y,

where

6. Vector Analysis

6.1. Scalars. A scalar S is a real number capable of representation
by a signed coordinate on a scale.

6.2. Vectors. A vector V is a quantity which is determined by a length
and a direction. The vector V may be graphically represented by any line
segment having this length and this direction V = OA.

6.3. Components. Let i, j, k represent three vectors of unit length along
the three mutually perpendicular lines OX, OY, OZ, respectively, which
are taken as the positive coordinate axes. Let V be a vector in space, and
a, b, e the projections of Von the three lines OX, OY, OZ. Then

V=ai+ bj + ek (I)

(2)

IVI ~O.

where a, b, e are the components of V, while ai, bj; ek are the component
vectors. The magnitude of V is

IV' = V = ya2 + b2 + e~

And the direction cosines of V are all V I, bll V I, ell V I when
When IV , = 0, we have the null vector

o= Oi + OJ -t Ok

which has length zero and no determinate direction.

(3)
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6.4. Sums and products by scalars. These may be formed by corre
sponding operations on the components. Thus if

VI = ali + bd + clk and V2= a2i + b2j + c2k (I)

VI + Vjj = (al + a2); + (b l + b2)j + (cl + c2)k (2)

SV = VS = (Sa); + (Sb)j + (Sc)k (3)

(Sl + S2)V = SIV + S2V, S(VI + V2) = SVI + SV2 (4)

6.5. The scalar or dot product, VI • V2• This is defined as

VI • V2 = I VI I I V2 Icos e (I)

where eis any angle from VI to V2•

VI • V2= V2• VI = ala2+ blb2+ Cl C2' VI· VI = I VI 1
2 (2)

VI· (V2+ V3) = VI' V2+ VI' V3 (3)

(VI + V2)· V3 = VI' V2+ V2' V3 (4)

;.; = j' j = k' k = I, ;. j = j' k = k· ; = j'; = k' j = ;. k = 0 (5)

6.6. The vector or cross product, VI x V2• This is defined as

where e is some angle not exceeding 180° from VI to V2 and u is a unit
vector perpendicular to the plane of VI and V2 and so directed that a right
threaded screw along u wi!! advance when turned through the angle e.
For e= 0 or 180°, VI and V2 do not determine a plane, but sin e= 0 makes
the product the null vector.

; j k
VI X V2 = - V2 X VI = al bl cl

az b2 c2
) (II

1
(2)

l3)

(4)
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i x i = 0, j x j = 0, k x k = 0, i x j = k, j x k = i,

k x i = j, j x i = - k, k x j = - i, i x k = - j

41

(5)

(6)

6.7. The triple scalar product. The volume of the parallelepiped
having Vl' V2, V3 as three of its edges is

. al a2 a3 ,

Vl • (V2 X V3) = (Vl x V2)· V3 = V2 • (V3 x Vl) = 'bl b2 b3 i (1)
: Cl C2 c3 :

if we so number the vectors that the cross product makes an acute angle
with the vector outside the pan;nthesis.

6.8. The derivative. Let a vector r have its components variable but
functions of a parameter t, so that

ret) = x(t)i + y(t)j + z(t)k or r = xi + yj + zk (1)

To differentiate r, we merely differentiate each component. Thus

~~ = r'(t) = x'(t)i + y'(t)j + z'(t)k = ~~ i + ~ j + ~; k (2)

For two vectors,

(3)

r . dr = I r I~I (6)
dt dt

Hence If I r I is constant, r' dr/dt = °
6.9. The Frenet formulas. Let Po be a fixed and P a variable point on a

curve in space. Take s, the arc length PoP, as the parameter. Then the
vector from the origin 0 to P is

OP = res) = x(s)i + y(s)j + z(s)k (1)
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With each point P we associate three mutually perpendicular unit vectors t,p,
and b. These satisfy the equations:

dr dt 1 db I dp 1 1
ds = t, ds = P p, ds = - ---:;: p, ds = ---:;: b - P t (2)

The tangent vector t has the direction of r'(s), the principal normal vector p
has the direction of r"(s), and the binormal vector b has the direction of
t x p = b. The curvature lip is the length of r"(s) = dtlds. The tor
sion liT is determined from dblds = - piT.

6.10. Curves with parameter t. When the parameter is t,

--+
OP = r(t) = x(t)i + y(t)j + z(t)k (1)

Using dots for t derivatives we form

r= xi + yj + zk and r x i = I; ~ Ii + I~ : i j + I: ; Ik (2)

Then for the unit vectors of § 6.9, the tangent t has the direction of r, the
binormal b has the direction of r x i, and the principal normal p has the
direction of (Si x i) x (S2;')' where SI and S2 are any scalar factors. The
curvature and torsion may be found from

1 r x i (r xi' r)
p r3 'T r2 (3)

When the parameter t is the time, the velocity vector v = vt = r, the
speed

(4)

and the acceleration vector
2. .. . v

a = v = r = vt + - p
p

6.11. Relative motion. A varying coordinate system with fixed origin 0
is instantaneously rotating about some line OL with angular velocity w.

Let w be a vector of length w along OL. For a variable point P and i, j, kin
the moving system

--+
OP = r = xi + yj + zk and r= Vrel = xi + yj + zk (1)

The absolute velocity of P, Vabs is given by

Vabs = Vrel + w x r = r + w x r (2)

where Vrel is the velocity relative to the moving system.
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6.12. The symbolic vector del. The equation

o. o. 0 k
V = ox I + oy J + oz

defines the vector differential operator V, read del.
The gradient of a scalar function f(x,y,z), vf or grad f is

gradf= Vf=~ i+ Zj+ ~ k

(1)

(2)

The gradient vf extends in the direction in which the derivative dfjds is a
maximum, and IVf I is equal to that maximum. In a direction making an
angle ewith the gradient, dflds = I vf I cos e.

We may apply del to a vector function of position Q,

Q(x,y,z) = Ql(x,y,z)i + Q2(X,y,Z)j + Qs(x,y,z)k

The divergence of the vector function Q, V· Q or div Q is

div Q = V. Q = oQ1 +OQ2 + oQa
ox oy oz

(3)

(4)

For a fluid, let Q equal the velocity vector multiplied by the scalar density.
Then div Q is the rate of flow outward per unit volume at a point.

The curl or rotation of the vector function Q, V x Q is

i j k \

curl Q = rot Q = V x Q =
8 0 8 (8x 8y 8z

Ql Q2 Qa

\

(5)

= CQa - 8Q2)i + (8Q1 _ 8Qa) .+ (8Q2_ 8Q~)k
8y 8z 8z 8x J ox oy )

For a fluid, let Q equal the velocity vector times the density. When the
motion is analyzed into a dilatation and a rigid displacement, for the latter
the angular velocity at a point or vorticity is t curl Q.

In terms of del the Laplacian operator is \72, and

. 02[ 82f 82j
V'1 = V· Vf = dlv gradf = 8x2 + 8y 2 + OZ2 (6)

V . (V x Q) = div curl Q = 0, V x (VI) = curl grad f = 0 (7)

And V x Q = curl Q = 0 is a necessary and sufficient condition for Q
to be the gradient of some function f,

Q=Vf (8)
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curl curl Q = V x (V x Q) = grad div Q - V 2Q = V(V· Q) - V· VQ (9)

where

6.13. The divergence theorem. Let S consist of one or more closed
surfaces that collectively bound a Volume V. Then

(1)

where n is the unit normal to S, drawn outward.

6.14. Green's theorem in a plane. Let B be a simple closed curve in
the x,y plane which bounds an area A, with the positive direction so chosen
that it and the inner normal are related like OX and OY. Then

f f (oN OM')
B (M dx + N dy) = A 8X - 8Y dA

for M and N any two functions of x and y.

(2)

6.15. Stokes's theorem. Let S be a portion of a surface in space bounded
by a simple closed curve B. If m is the direction into S perpendicular to B,
the positive direction for B is related to m and n, the positive normal to S,
like OX, OY, and OZ. Then

Is (curlQ)'ndS= Isn'(Vx Q)dS= fBQ'ds (1)

6.16. Curvilinear coordinates. For an orthogonal system

In terms of three unit vectors ;1> ;2' ;3 in the direction of increasing u, v, w,
respectively, we have

df 'f 1 of . 1 of . 1 of·
gra = VJ = hI oU 'I + h

2
ov '2 + h

3
ow '3

(2)

(3)
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[
0(h2Q2) _ 0(h1Q1)j

ou ov

(4)

6.17. Cylindrical coordinates. These are r, B, and z, where

x = r cos B, y = r sin B
Here (1)

hr = i, hg = r, hz = 1

ds2= dr2+ r2dB2 + dz2, dV = r dr dB dz (2)

(3)

6.18. Spherical coordinates. These are r, B,~, where

x=rsin~cosB, y=rsin~sinB, z=rcos~ (1)
Here

hr = 1, h+ = r, he = r sin~, ds2 = dr2+ r2d~2 + r2sin 2~ dB2 (2)

dV = r2sin~ dr d~ dB (3)

\72f = ~~ (r2 Of) + _1_ ~ (sin,/.. of) + _1_ o~ (4)
r2 or 8r r2sin ~ o~ 'I' o~ r2sin2 ~ OB2

Some authors transpose the meaning of Band ~ as given here.

Here

6.19. Parabolic coordinates. These are u, v, B, where

x = uv cos 0, y = uv sin 0, z = t (u 2 - v2)

Iyx2 + y2 + Z2 = t (u2+ v2)
(1)

(2)

(3)

(4)
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7. Tensors

7.1. Tensors of the second rank. A tensor of the second rank, or
second order, has nine components in each coordinate system. Let these
be A'J)q in one system and A'J)q in a second system, where p = 1, 2, or 3 and
q== 1,2, or 3. If two arbitrary vectors have components U'J) and V'J) in the
first system and O'J) and 17'J) in the second system,

I U'J)A'J)qVq = ~ O'J)A'J)qvq
'J), q 'J), q

(1)

is a scalar invariant, the same in all coordinate systems.

7.2. Summation convention. In equations involving tensors, like
that in §7.1 the summation signs are often omitted in view of the convention
that summation occurs on any index that appears twice.

7.3. Transformation of components. If, for the vector components,

0r17.= km'J),.mqSU'J)Vq
'J). q

(1)

the tensor components A'J)q transform like the product U'J)Vq and

(1)

7.4. Matrix notation. We may write the nine A pq as a square array

An A12 A13

A 21 A 22 A 23

A 31 A 32 A 33

(2)

This is a matrix, abbreviated as II A pq II or A. Sometimes the double
vertical bars are replaced by parentheses, or omitted. (See pages 85-89.)

A vector U'J) may be written as a 1 by 3 row matrix U'P' or a 3 by' 1 column
matrix U'J) t . Thus

7.5. Matrix products. Let the number of columns of the matrix A pq

be the same as the number of rows of the matrix B qr' Then the product
matrix, in the order indicated, C = AB,

II C'J)r II = II A'J)q 11II B qr II has C'J)r = ~ A'J)q B qr (1)
q
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as its elements, and a number of rows the same as A pq, a number of columns
the same as B qr. Matrix multiplication is associative, (AB)C = A(BC) may
be written ABC. But the multiplication is not commutative. The dimen
sions may not allow both AB and BA to be formed, and even if they both
exist they will in general be different.

7.6. Linear vector operator. From any vector V, a tensor A pq may
be used to generate a new vector by multiplication on the right,

Vp=!-ApqV q or vpt=IIApqllVqt
q

Similarly by multiplication on the left

W q= !- VpA;q or Wq= Up II A pq II
p

(1)

(2)

7.7. Combined operators. If the first process of § 7.5 is applied with a
tensor A pq, and then repeated on V pwith a tensor B pq, the result is equivalent
to a single operation with Cpq, where

Similarly for the second operation of §7.5, where the result is equivalent to
a single operation with D pq, where

Dpq=!-AprBrq or IIDpqll=/IApr!IIIBrqll (2)
r

7.8. Tensors from vectors. The products of components of two
,vectors, or sums of such products form a tensor. Thus

(1)

Any tensor may be built up of not more than three such products. For
Apq any tensor an.d B, C, D three noncoplanar or linearly independent
vectors, values of L, M, and N can be found to satisfy the equation just
written.

7.9. Dyadics. Write iI' i2, i3 for i, j, k. Then

B = !- Bpip, L = !-Liq and
p q

BL = k BpLqipiq
P. q

(1)
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The tensor of § 7.8 may be generated from

!- Apqipiq= BL + CM + DN
P.q

(2)

The first operation of § 7.7 may be effected by dot products using the
right-hand factors,

v = !- Vpip = !- Apqip(iq' U) = B(L' U) + C(M' U) + D(N' U) (3)
p P.q

Similarly the second operation of § 7.7 may be effected by dot products
using the left-hand factors,

W = !- Wqiq= k Apq(U' ip)iq = (U' B)L + (U'C)M + (U' D)N (4)
q p, q

Products of vectors, or sums of such products, used as above to generate
tensors and form linear vector functions are called dyadics.

7.10. Conjugate tensor. Symmetry. If A pq is a tensor, then the
conjugate A' pq = A qp is also a tensor. A tensor is symmetric if it is equal
to its conjugate,

(I)

A tensor is alternating, or skew-symmetric if it is equal to the negative of
its conjugate,

(2)

Any tensor may be represented as the sum of two tensors one of which is
symmetric and the other alternating by means of the identity

(I)

7.11. Unit. orthogonal. unitary. The unit matrix has

A pq = Dpq = 0 if P ~ q, and Dpq = I if P = q (2)

A square matrix is singular if its detepninant is zero. Each nonsingular
square matrix has a reciprocal matrix A-\q such that

1\ A pq II1I A-I qrll = II Dpr II and II A-Ipq IIII A qr II = Dpr (3)

A matrix is orthogonal if its conjugate and reciprocal are equal,

A' pq = A-\q k ApqA qr = k AqpArq = Dpr
q q

(4)
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For a matrix with complex elements A pq obtain its Hermitian conjugate
.4pq from A' pq by replacing each element a + bi by its complex conjugate
a - bi. A matrix is unitary, or Hermitian orthogonal, if its Hermitian
conjugate equals its reciprocal, Apq = A-Ipq'

For Cartesian coordinates the matrix mpq of §7.3 is orthogonal.

7.12. Principal axes of a symmetric tensor. For any symmetric
tensor A pq there are three mutually perpendicular directions such that when
these are taken as a new coordinate system, the new components of the tensor
have the form A pq = Rpopq. The R p are the roots of

A 13
A 23 = - R3 + 8 1R2 - 8 2R + 8 3 = 0
A 33 -'R

(1 )

When this has three distinct roots, the directions of the new axes in the
old coordinate system are found by solving

Anxp+ A 12yP + A 13ZP= Rpxp
A 21X P+ A 22yP + A 23ZP= RpYp
A 31X P+ A32Yp + A 33z P = RpZp

for the ratio of x p, yp, Zp when, pis 1,2, or 3.

The trace

1 (2)

8 1 = An + A 22 + A 33 (3)

8 3 is the determinant I A pq I and

8 2 = A 22A33 + A 33A n + A n A 22 - A 232- A 312- A 122 (4)

8 1, 8 2, 8 3 known as the first, second, and third scalar invariants of the
symmetric tensor A pq have the same value in all coordinate systems.

7.13. Tensors in n-dimensions. In two systems of coordinates, let a
point P have coordinates (x\x2,... ,xn) in the first system and (x\x2,... ,xn) in
the second system, with relations

x P= fP(x\x2,... ,xn), xP= FP(xl,x2,... ,xn), p = 1,2, ... , n (1)

If (A\A2, ... ,An) are related to (AI, A2, ... ,An) by the equations

if 8xP A"or L:/.P=- •
8xi (2)
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(3)

by § 7.2, the A's are the components of a contravariant vector, or a tensor
of rank one.

Similarly the relation

Ap = (;;;) Ai

holds for the components of a covariant vector, or a covariant tensor of rank
one.

The expressions dxm and dxi are the components of a contravariant vector,
and if ep(xi) = ;P(xm) is any scalar point function, the gradient with compo
nents a;P/oxm and a{>/oxi is a covariant vector.

7.14. Tensors of any rank. The scalar ep is a tensor of rank zero.
The transformation Apq = (oxP/oxi) (oxq/oxj)Aii defines a contravariant
tensor of rank two. The transformation A pq = (oxi/oxP) (oxj/oxq)Aij
defines a covariant tensor of rank two. And the transformation
AqP = (oxp/oxi) (oxj/oxq)Aji defines a mixed tensor of rank two.

Tensors of higher order are defined similarly.

7.15. The fundamental tensor. This is the symmetric covariant
tensor gmn such that in the Riemannian space the element of arc length is
ds2 = gijdxi dxj. In the determinant of the gij, let Gij be the cofactor of
gij, § 1.8, and let g be the value of the determinant. Then gij = Gij/g is a
contravariant tensor. Then gimgim = 8/ is a mixed tensor, where 8/ is the
8ij of § 7.11.

The fundamental tensors gij,gii may be used to change covariant indices to
contravariant ones and conversely. For example,

(I)

(1)

7.16. Christoffel three-index symbols. These symbols (themselves
not tensors) are defined in terms of the fundamental tensor by

1'" = [r s] = ~ (Ogi" + OgiS _ ogTS)
"TS i 2 OX S OXT oxi

1' " lrs I ""1'
t rs == \ i ~ == gtJ j.rs

They are used to form tensors by covariant differentiation, as

Ai. = oAi + ri Aj
,P oxP p,

(2)

(3)
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(4)

The equations of the geodesic lines in the Riemannian space are

d2xi . dx P dx q

ds2 + r'pq{l;{l; = 0 (5)

7.17. Curvature tensor. The Riemann-Christoffel curvature tensor is

Rijltk = 0~1t r
i
jk - O~k r i

jlt + r
i
rlt rr jk - r

i
rk rr jlt (1)

This leads to Rib the second-rank curvature tensor,

o 0
R ik = oxr rrik -,oxk rrir + r s

rs rrik - r
S
ri rrks (2)

and to R, the curvature scalar,

(3)

(1)

All the components of each of these curvature tensors are zero for a
Euclidean, or flat space.

8. Spherical Harmonics

8.1. Zonal hannonics. In spherical coordinates, for functions inde
pendent of 8, by § 7.1 Laplace's equation is

o (2 Of) 1 0 (. -I. Of) - 0
or r. or + sine/> oe/> sm,/, oe/> -

This admits as particular solutions the solid zonal harmonic functions

rnPn (cose/» and r-(n+l>Pn (cose/» (2)

if Pn(cose/» satisfies a certain differential equation. With cos e/> = x, and
Pn = y, the equation takes the form

(l-x2) d
2
y -2x dy + n(n + l)y = 0

dx2 dx

which is Legendre's differential equation.
The factor Pn(cos 4» is called a zonal harmonic.

(3)

8.2. Legendre polynomials. For n zero or a positive integer, the only
solution of Legendre's differential equation of § 8.1, which is regular at 1 and
- 1 reduces to a polynomial. This polynomial, multiplied by the factor
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(1)

which makes it 1 when x = 1 is called the nth Legendre polynomial and is
denoted by P,,(x). The first few Legendre polynomials are

Po(x) = 1, P1(x) = x, P2(x) = t (3x 2 - 1)

P3(x) = t (5x3 - 3x), P4(x) = i (35x4 - 30x2 + 3)

The general expression is

P,,(x) = (2n - 1) (2n ~ 3) ... 3 . 1 [X" _l1(n - 1) X"-2
n. 2(2n - 1)

+
n(n-1)(n-2)(n-3) "-4_ J
2'4(2n-1)(2n-3) x ...

8.3. Rodrigues's formula

I d"(x2 - 1)"
P (x) - -- ---'----;---=--'--

" - 2"n! dx"

8.4. Particular values

P,,(l) = 1, P,,(-x) = (-I)"P,,(x)

P
2
,,(0) = (-1)" 1 ·3·5 ... (2n -1)

2·4·6 ... 2n

J
= (-1)" 3 . 5 . 7 ... (2n + 1)"

x~o 2 . 4 . 6 ... 2n

(1)

(1)

(2)

(3)

8.5. Trigonometric polynomials. In terms of cjJ and multiples of cjJ,
where as in § 8.1 we put cos cjJ = x, the first few polynomials are

Po(coscjJ) = 1, P1(coscjJ) = coscjJ, P2(coscjJ) = i (3 cos 2cjJ + 1)

P3(cos cjJ) = i (5 cos 3cjJ + 3 cos cjJ)

Picos cjJ) =h (35 cos 4cjJ + 20 cos 2cjJ + 9)

The general expression is

P ( -I.) = 2 1 . 3 . 5 ... (2n - 1) [ -I. 1 n '[
"cos,/" 2"n! cosn'/"+T2~_lcos(n-2)cjJ

1 . 3 n(n - 1)
+ N (2n -1) (2n- 3) cos (n -4)cjJ j (2)

1·3·5 n(n-1)(n-2) J
+~ (2n-l)(2n-3) (2n- 5) cos (n - 6)cjJ + ...
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8.6. Generating functions. If r < 1 and x < 1,

(l-2rx + r2)-:/2 = Po(x) + rP1(x) + r2P2(x) + rSPs(x) + ... (1)

and if r > 1 and x < 1,

8.7. Recursion formula and orthogonality

nPnCx) + (n -1)pn-2(x) - (2n -1)xPn- 1(x) = 0 (1)

f-II Pm(x)pn(x) dx = 0 for m #- n, fl [P (X)]2 dx = -~- (2)
-I" 2n + 1

8.8. Laplace's integral

_ 1 fn du _ 1 fn . 1~2~ 1'1
Pn(x) - - (+ . I 2-- 1 ) +1 - - (x + V x-I cos u) du (1)

'IT Ox vx- cosu" 'IT 0

8.9. Asymptotic expression. If E > 0 and E < ef; < 'IT - E,

where 0 means" of the order of " for large n.

8.10. Tesseral harmonics. In spherical coordinates, by § 6.18
Laplace's equation is

(1)

(3)

( (2
\ )

This admits as particular solutions the solid spherical harmonic functions

rn sin me Pnm (cosef;), rn cos me Pnm (cosef;)

r-(n+1) sin me Pnm (cosef;), and r(n+!l cos me Pnm (cosef;)

if Pnm(cos ef;) satisfies a certain differential equation. With cos ef; = x, and
p"m = y, the equation takes the form

d
2
y dy r m

2
-I(l-x2)--2x-+ n(n + 1) --- y = 0

dx2 dx l-x2

which is the associated Legendre equation.
The factor (sin me)Pnm(cos ef;) or (cos me)P1'1m(cos ef;) is called a tesseral

harmonic. When m = n, it reduces to a sectorial harmonic. And when
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m = 0, that involving cos mB reduces to PnO(cos<jJ = Pn(cos<jJ), a zonal
hannonic.

Solid hannonics are often combined in series or integrals which for fixed r
and <jJ reduce to Fourier series or integrals of known functions of e. (See
§§ 14.10 to 14.16.)

8.11. Legendre's associated functions. Let m and n be each zero or a
positive integer with n ~ m. Then there is only one solution of the equation
of § 8.10 which does not have logarithmic singularities at 1 or -1. With
proper scale factor this solution is called the associated Legendre function
and is denoted by Pnm(x).

P m(x) = (1 _ x2)m/2 dmpn(x) = _1_ (1 _ x2)m/2 d
n
+

m
(x2_ I)n (1)

n dxm 2nn! dxn+m

P m(x) = (2n)! (I_X2)m/2[xn- m_ {n-m)(n-m-l) xn_m-21
n 2nn!(n-m)! 2(2n-I)

(2)
(n -m) (n -m -1) (n -m -2) (n -m - 3) n-m-4 ]

+ 2.4(2n-I)(2n-3) x - ...

8.12. Particular values

PnO(x) = Pn(x), Pnm(-x) = (_l)nPnm(x)

(2n)' (1)
Pnn(x) = 2nn!' (1 - x2)n/2 = 1 ·3·5 ... (2n - 1) (1- x2)n/2

With x = cos <jJ, the sectorial harmonic

Pnn(cos<jJ) = 1·3·5· ... (2n -1) sinn<jJ

8.13. Recursion formulas

(n - m)pnm(x) + (n + m -I)pn~2m(x) - (2n -I)xPn_1m(x) = 0

P1I m+2(x) + (n - m) (n + m + I)pnm(x)

8.14. AsytTIptotic expression. If E > 0 and E < <jJ < TT - E,

Pnm(cos<jJ)

=(_n)m I ~ sin [(n+~)<jJ+~+ mTT] +O(nm-3/2)'V nTT sm <jJ 2 4 2

where 0 means" of the order of " for n large compared with m.

(2)

(1)

(2)

(1)
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8.15. Addition theorem. Let y be defined by

cos y = cosep cosep' + sin ep sinep' cos (0 - 0') (I)

Thus y is the distance on the unit sphere between the points with spherical
polar coordinates (l,O,ep) and (1,B',ep'). Then

Pn(cos y) = Pn(cosep)Pn(cosep')

n (n - m)'+ 2 ~1 (n + m)i Pnm(cosep) Pnm(cosep') cos m(ep -ep')

8.16. Orthogonality

fl Pnm(x) Pkm(x) dx = 0 for k *" n,

fl P m(x): dx = _2__ (n + m)!
-I n 2n + 1 (n - m)!

9. Bessel Functions

(I)

(1)

9.1. Cylindrical hannonics. In cylindrical coordinates, by § 6.17
Laplace's equation is

1 a ( Of) I 02f 02fr or r or + Y2 0(J2 + OZ2 = 0

This admits as particular solutions the harmonic functions

e-az sin nO In(ar:' e-az cos nO In(ar)

eaz sin nO Ir/ar), eaz cos nO In(ar)
(2)

if In(ar) satisfies a certain differential equation. With ar = x and In = y,
the equation takes the form

x2 ~2y + x dy + (x2 _ n2)y = 0 (3)
dx2 dx

which is Bessel's differential equation.

9.2. Bessel functions of the first kind. Only one solution of the
equation (3) of § 9.1 is finite for x = O. With proper scale factor it is called
the Bessel function of the first kind and is denoted by In(x), where n ~ o.
For n zero or a positive integer

(I)
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In particular,
x2 x4 x6 x8

lo(x) = 1 - 22 + 24(2!)2 - 26(3!)2 + 28(4!)2 - ... (2)

The expression involving the gamma function of § 13.1.

(4)

reduces to the above when p = n, zero or a positive integer, and for other
positive p defines the Bessel function of order p.

9.3. Bessel functions of the second kind. When p is positive and not
an integer

(1)

is a second solution of Bessel's equation of order p. Or we may use

1
Yp(x) = Np(x) = -.- [cosp7T11'(x)- I-p(x)] (2)

sm P7T

For n = 0 or a positive integer, I-n(x) = (_l)nIn(x) , but as p --+ n, the
limiting value of Y p(x) is Yn(x), where

1 [ x 00 (_1)kxn+2k ,
Yn(x) = ---;; 21n(x) In 2 - 6 2n+2kk!(n + k)! [tf;(k + n) + tf;(k)]

_2 (n - r - 1)!x-n+2
,.]

r~O 2-n+2"r!

1 1 1
tf;(k) = - 0.5772157 + 1 + 2 + 3 + ... + k

1
\ (3)

J

(4)

9.4. Hankel functions. The Hankel functions, sometimes called Bessel
functions of the third kind, are defined by

Hp(l)(X) = Ip(x) + iYp(x) = si:prr[ep"ilp(x) - I-p(x)] (1)

H p(2l(x) = Ip(x) - iYp(x) =- -._i- [eP"ilp(x) - I-p(x)] (2)
sm P7T
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In terms of the Hankel functions

Let A be a path in the complex plane made up of a small circuit of the
point 1 in the positive direction and two lines parallel to the imaginary axis
in the upper half plane extending to infinity. Thus A starts at infinity with
an angle -37T12, and ends at infinity with an angle 7T12 (see § 20.3.) Then
for z with positive real part

H(l)(z)=r(t-~)f eiZU(u2_1)P-l!2du (4)
p 2P7T3!2Z A

Similarly for B a path made up of a small negative circuit of the point -1
and two lines parallel to the imaginary axis in the upper half plane to infinity,
starting with an angle 7T12 and ending with an angle .-37T12,

H (2l(Z)= rct-p) f eiZU(u2_1)P-l!2du (5)
P 2P7T3!2i B

The Hankel functions are complex for real values of x. But

iP+1Hp(1)(iy) and i-(P+llHp(2l(-iy) (6)

are both real when y is real and positive.
When the imaginary part of z goes to plus infinity, H p (l)(z) approaches

zero. And when the imaginary part of z goes to minus infinity, H p (2)(Z)
approaches zero.

9.5. Bessel's differential equation. Let Zp(x) be a solution of

d2 d
x2~ + x 2 + (x2- p2)y = 0 (I)

dx2 dx .
For p nonintegral,

ZAx) = crlp(x) + c2J-p(x)

and for any positive or zero value of p,

Zp(x) = c1Jp(x) + c2Y p(x)
or

Zp(x) = c1Hp(ll(x) + c2Hp(2l(x)

give general solutions with cl , C2 arbitrary constants.

9.6. Equation reducible to Bessel's. The equation

x2~~ + [(1 - 2A)x - 2BC.xC+l]2 /
+ [(A2 _E2p2) + BC(2A - C)xC+ B2C2X 2C + E2D2X2E]y = 0 ~

(2)

(3)

(4)

(1)
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IJ (3)

becomes Bessel's equation of order p, in Z and X if

y = xAeBxCZ, X = DxE (2)

and so has as its solution y = xAeBXCZp(DxE).

And in particular y = ~Z p(DxE) is the solution of

x2d
2
y + (1 _ 2A)x dy + [(A2 _ E2p2) + E2D2X2E]y = 0 (3)

dx2 dx '

The solution of d2yJdx2+ Bxy = 0 is

Y = VX ZI/3( ; VB X3
/
2) (4)

9.7. Asymptotic expressions. For x large compared with p,

Hp<l)(Z) = i-P -1/221/2(1T.z-)-1!2eiZ Sp(-2iz) (1)

H p<2l(z) = i P +l/221/2(1Tz)-~/2e-iz Sp(2iz) (2)

where the asymptotic series for Sp is given by

S ( ) = 1 --L 4p2 - 1 + (4p2 - 1) (4p2 - 9)
ptil! 4t 21 (4t)2

+
0p2 ~ 1) (4p2 - 9) (4p2 - 25) +

3! (4t)3 ...
If

with the series Pp and Qp real,

Jp(x) = 21/2(1TX)-1/2(Pp cos fp -Qp sin fp)

Yp(x) = 21/2(1TX)-1/2(Pp sinfp +Qp cosfp)

Using the leading terms only, and 0 meaning" of the order of,"

Jp(x) = 21/2(1TX)-1/2 cosfp + o (X;/2 )

Yp(x) = 21/2(1TX)-1/2 sinfp + o (X;/2 )

9.8. Order half an odd integer. Let p have the form

p=2n+ 1=n+l-
2 2

n an integer or zero.

(4)

(5)

(6)

(1)
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The expressions of § 9.7 assume a closed form. The first few are

J1(2(X) = 21/2(17',\")-1(2 sin x 1 (2)

J-1(2(X) = - y -1/2(X) = 21(2(17'X)-1/2 cos x I
J3/2(X) = 21/2(17'X)-1/2 ( _ cos x + Sl: x ) (3)

J-3/2(X) = Y3/2(X) = 21/2(17'X)-1/2( - sin x _ co; x) (4)

Y,,(x) = (-l)n+lJ_,,(x) if p = n + ; (5)

9.9. Integral representation

In(x) = ~ J" cos (x cos u - nu)du (1)
71 0

9.10. Recursion formula

2p 2p
J"-l(X) + J"H(x) = x lAx), Y"-l(X) + Y"H(X) = x Y,,(x) (I)

9.11. Derivatives

dJ" p p I 1
-;IX = - x I" + J,,-l = X J" - ],,,H = 2 J,,-l - 2 J"H (1)

d d
dx [x"J,,(ax)] = ax"J"-l(ax)1 dx [x-"J,,(ax)] = - ax-"J"H(ax) (2)

and Y ,,(x) satisfies similar relations.

9.12. Generating function

e(x/2)(1 -1/t) = i In(x)tn
n=-oo

9.13. Indefinite integrals

f J ( )J (b )d = bxJ,,(ax)J"-l(bx) -axJ"-l(ax)J,,(bx)
x "ax " x x a2_ b2

J.\"[],,(ax)J2 dx = ~ {[],,(ax)]2 - J,,-l(ax)J,,+l(ax)}

9.14. Modified Bessel functions. We define

I (x) = i-"J (ixl where i-" = e-"i"/2 = cos P17' _ i sin P17'
" " ,I 2 2

d d
dx [x"I,,(x)] = X"I"-l(X)1 dx [x-"I,,(x)] = x-"I,,+l(x)

li" 1 ~
dx = 2 (1"-1 + I"H)I 1"-1 -I"H = xl"

(1)

(1)

(2)

(1)

(2)

(3)
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For p not zero or an integer we define

(4)

For p = n, zero, or an integer,

K (x) = (_I)n+l] (x) In~+~~ (n - r - I)! (-It x-n+2r
n n 2 2 tt; 2-n+2rr!

1 00 Xn+2k
+ (-I)n 2" 6. 2n+2kk!(n + k)! [if1(k + n) -if1(k)]

where if1(k) is that of (4) of § 9.3. For all values of p,

dKp 1 2p
dx = - 2" (K p - 1 + K p +1), K p - 1 - K p +1 = - X Kr» K_ p = K p (6)

The general solution of the differential equation

x2 d
2
y + x dy _ (x2 + p2)y = 0

dx2 dx

(7)
IS

y = c1I p(x) + c2K p (x)

and the general solution of the differential equation

d4 d3 d2 d
x4---.2:' + 2x3 ---.2:' - (2p2 + I)x2~ + (2p2 + l)x 2 + (p4 - 4p2 - x4)y = 0

dx4 dx3 dx2 dx
IS

(8)

10. The Hypergeometric Function

10.L The hypergeometric equation. The differential equation

d2y dy
x(1 - x) dx2 + [c - (a + b + l)x] dx - aby = 0 (1)

has one solution regular at the origin. With a scale factor making it 1 when
x = 0, this solution is called the hypergeometric function and is denoted
by F(a,b;c ;x).

(1)
I
j

10.2. The hypergeometric series. For I x I < I, F(a,b;c ;x) equals

1 + a' b x + a(a + l)b(b + 1) x2
1 . c 1 . 2 . c(c + 1)

+ a(a + 1) (a + 2)b(b + 1) (b + 2) 3 +
1.2.3.c(c+1)(c+2) x ...
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(2)

With qc) as in § 13.1,

lim F(a,b;c;x) = a(a + 1) ... (a + n) (b + 1) .. (b + n) xn+1
c-H qc) (n + I)! (2)

F(a + n + 1, b + n + 1; n + 2; x)

10.3. Contiguous functions. In general, a second solution of the
differential equation of § 10.1 is given by

x1-CF(a+ l-c,b+ l-c;2-c;x) (1)

There are other functions related to F(a,b;c ;x) making in all a set of 24, and
a number of linear relations connecting them. They form six groups of
four, each set of four being equal except perhaps for sign.

For example,

F(a,b;c ;x) = (1 - x)c-a-bF(c - a, c - b; c; x)

= (1 - x)-aF ( a, c - b; c; x ~ 1)
= (1 - X)-bF ( b, c - a; c; x ~ 1)

is one set of four. As six distinct ones we may take

F(a,b;c ;x)

x1-CP(a + 1 - c, b + 1 - c; 2 - c; x)

F(a, b; a + b + 1 - c; 1 - x)
(l-x)c-a-bF(c-a, c-b; c+ l-a-b; I-x)

x-aF( a, a + 1 - c ; a + 1 - b; ~)

X-b.F( b, b + 1 - c ; b + 1 - a; :)

~ (3)

.. q c)r(c - a - b). . }F(a,b ,c ,x) = qc _ a)qc _ b) F(a, b, a + b + 1 - c, 1 - x)

(4)
c-a-b r(c)qa + b - c) . .

+(I-x) qa)qb) F(c-a,c-b,c+l-a-b,l-x)

., _ qc)r(b-a) -a ( . . 1)
F(a,b,c,x)- r(b)qc-a) (-x) F a,a+l-c,a+l-b,x (5)
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lOA. Elementary functions

(1 + x)n = F(-n,b;b ;-x)

In (1 + x) = xF(l,l ;2 ;~x)

eX = b1im F(1,b;l ;xjb)
.... 00

COS nx = F(tn, -~tn; t; sin2 x)

. _ (. )v( 1 + n 1 - n. 3. . 2 )
Sill nx - n Sill XL' -2-' 2'2' Sill X

1 ( 1 + x) _2 Ji'( 1 l' 3. 2')
n 1 _ x - x 2' ,2' x

. -1 _ F( 1 1. 3. 2)
Sill x-x 2'2'2'x

tan-1 x = XF(~ l' ~. -x2 )2' , 2 '

§ lOA

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(1)

10.5. Other functions. For polynomials, see § 10.7. For the Pnm(x)
of§8.11:

m _ (x+ l)m/2 1 ( . . 1 - x)
Pn (x) - (x-=-- l)m/2 r(1 _ 111/ -n, n + 1 , 1 - m , 2-

10.6. Special relations

d ab
d
-F(a,b;c ;x) = -F (a + 1, b + 1; c + 1; x) (1)

x c

.. _ r(c)r(c - a - b)
F(a,b,c ,1) - r(c _ a)r(c _ b) (2)

F(a b'c 'x) = r(c) fl u b- 1(1 - u)C-b-1(1 - ux)-a du (3)
, " r(b)r(c - b) 0

F(- n + m + 1, 2m + 2 + k; 2m + 2; x)

(2m + I)! 1 dk [2m+k+l(1 )n-rn-1] (4)
(2m + k + I)! x2m+l dxk X - X -
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10.7. Jacobi polynomials or hypergeometric polynomials

In(p,q ;x) = F(-n,p + n; q; x)

xl -
q(1 - x)q-p dn

--c--~~c-'--":"7 -- [XHn-l(l - x)p+n-q]
q(q + 1) ... (q + n -1) dxn

l (1)

For q > 0, P > q - 1, these form a set of polynomials orthogonal with a
weight function w(x) = xq-I(l - x)P-q as in § 14.19 on 0,1. They satisfy

d2 d
x(l-x) d; + [q -(p + l)x] Z+ n(p + n)y = ° (2)

For

Pn(x) = In( 1,1 ; 1 ;- x) = ~( -n, n + 1; 1 ; 1 ;- x), w(x) = 1

and the Legendre polynomials of §8.2 are orthogonal on -1,1.

Tn(x) = cos (n cos-I x) = In( 0, ; ; 1 ;- x)

(
1 1 - x) 2

= F -n, n;2; -2- , w(x) = Vl~~x2

(3)

For

and the Tschebycheff poylnomials Tn(x) are orthogonal with weight function

Ilvl -x2 on -1, 1.

10.8. Generalized hypergeometric functions. Let (a)o = 1,
(a)n = a(a + 1) (a + 2) ... (a + n -1). And define

For example,

(1)

of § 10.1.

The Bessel function of § 9.2,

e-iX(x/2)P (1 .)
Jp(x) = (p+ 1) IFI n+ 2 ;2n+ 1;2zx, (3)
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aF2(a, b, c; a + 1 - b, a + 1 - c ; x)

_ -a '( a a + 1 .-(I-x) aF22'-2-,a+I-b-c,

a+ I-b,a+ I-C;(I-_
4;)2)

3F2(a, b, c; a + 1 - b, a + 1 - c; 1)

r(a/2 + l)r(a + 1 - b)r(a + 1 - c)r(a/2 + 1 - b - c)
= rea + l)r(a/2 + 1 - b)r(a/2 + 1 - c)r(a + 1 - b - c)

IJ (4)

I (5)

\

10.9. The confluent hypergeometric function. M(a,c,x) = IF1(a;c ;x)
is a solution of

d2y dy
x-+ (c-x) --ay = 0

dx2 dx

11. Laguerre Functions

11.1. Laguerre polynomials. The differential equation

d2y dy
x - + (1 - x) - + ny = 0

dx2 dx

(1)

(1)

has polynomial solutions known as Laguerre polynomials and denoted by
Ln(x). The first few are

Lo(x) = 1, L1(x) = - X + 1, L2(x) = x2 -4x + 2
(2)

L 3(x) = - x3 + 9x2 - 18x + 6

11.2. Generating function

e-xt/(l-t) _ ~ ~

1 - t - ::oLn(x) n!

11.3. Recursion formula

(1)

(1)
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IIA. Laguerre functions. The Laguerre functions e- x/2L n(x) satisfy
the differential equation

x d
2
y + dy + (~_~+ n)y = 0 (1)

dx2 dx 2 4

These functions are orthogonal on the range 0, "', and

11.5. Associated Laguerre polynomials. These are the derivatives

s _ ds
_ rer + s + 1). . .

L r (x) - dxS [Lr(x)] - res + 1) IF1(-r, s + 1, x) (1)

They satisfy the differential equation

x ~~ + (s + 1 - x) ~+ (r - s)y = 0 (2)

11.6. Generating function

(1)

11.7. Associated Laguerre functions. In § 11.5 put r = n + k and
s = 2k + 1. Then the associated Laguerre functions are defined as

(1)

For x, the r of spherical coordinates, the volume element involves x2dx, and
with this element the functions, each times x-112, are orthogonal.

f'" (nl)3rXxk[L k(X)]2dx = .
. 0 . n (n- k)!

12. Hermite Functions

12.1. Hermite polynomials. The differential equation

d2y dy
- - 2x - + 2ny = 0
dx2 dx

(2)

(3)

(1)

has polynomial solutions known as Hermite polynomials and denoted by
Hn(x).
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The first few are

Ho(x) = 1, H1(x) = 2x, H 2(x) = 4x2- 2

H3(x) = 8x3 - 12x, Hix) = 16x4 - 48x2+ 12

In general, with K equal to the biggest integer in n12,

dne- x'
Hn(x) = (_1)nex' dxn

H 2n = (-1)n2n(2n ~ 1) (2n - 3) ... 3 . 1 if\(-n; ~ ; x2)

H 2n+1 = (-1)n2n+l(2n + 1) (2n -1) ... 3· 1 X1F1( ~n; .~ ; x2)

12.2. Generating function

12.3. Recursion fonnula

Hn+lx) - 2xHn(x)+ 2nHn-1(x) = 0

(2)

(3)

(4)

(5)

(6)

(1)

(1 )

12.4. Hermite functions. The Hermite functions e- x2
/ 2Hn(x) satisfy

the differential equation
d 2dJ + (2n + 1 - x2)y = 0

These functions are orthogonal on the range -co, co, and

(1)

13. Miscellaneous Functions

(2)

13.1. The gamma function. For p positive the integral

rep) = S: xp-1e-x dx

defines the gamma function.

(1)
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The infinite products

~- = eY(z-l) fr (1 + Z_-=--l)e-(Z-1)/n = zeYzn(1 + ~)e-z!n
r(z) n~l n n~l n

define the function for all complex values of z.

(2)

r(z) = lim
n~CX)

y = 0.577216

(1 . 2 . 3 .'. n)nz
-c--~'c-

z(z + 1) (z + 2) ... (z + n + 1)

(3)

(4)

13.2. Functional equations
TTr(z + 1) = zr(z), r(z)r(l - z) =~.~. (1)

SlllTTZ

r( =) re ~ 1) ... r( z +~ -1)nz- 1 !2 = (2TT)(n-l)!~r(z) (2)

r( ~) r(z; 1)2z- 1 = y';r(z) (3)

13.3. Special values

r(l)=O!=l, r(n)=(n-1)!=1·2·3 ... (n-1) (1)

for n a positive integer.

r(~)=y'; (2)

13.4. Logarithmic l1erivative

dIn r(z) I'D (1 1)tjJ(z) = --=-y+ ~--~-
dz n=l n z + n - 1

• dtjJ(z) ~ 1
tjJ (z) = ~dZ = f:'o (z + n)2

(1)

(2)

If the terms of a convergent series are rational functions of n, by a partial
fraction decomposition the series may be summed in terms of tjJ and its
derivatives by the series of this section.

13.5. Asymptotic expressions. If 0 means" of the order of,"

In r(x) = In [V2TT XX-l!2e-X]+ _1_ + O(~) (1)
12x x3
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X!=r(X+I)=yI2; XX +l/2e-X [I+_I +O('~)] (2)
12x x 2

The first term of this, V27T nn +1/2 e-n , is Stirling's formula for factorial n,
and for large n may be used to evaluate ratios involving factorials.

13.6. Stirling's formula

13.7. The beta function. For p and q positive

f l f"/2 ..B(p,q) = 0 xP- 1(I - X)Q-1 dx = 2 0 COS2 q-1 e sm2p- 1 e de

(1)

(1)

In terms of the gamma function

B(p q) = r(p)r(q) (2), rep + q)

P 7TB(p + 1, q) = -+ B(p, q), B(p, 1 - p);= -.- (3)P q sm7Tp

13.8. Integrals. In the following integrals, the constants are such as
to make all arguments of gamma functions positive.

f1 (1)0 r(b+I) fro 1 (a+l')xa In - dx = xae-bxcdx = - b-(a+l)/cr ~_... (1)
o x (a + 1)0+1' 0 C c

The double integral of xPyQ over the first quadrant of (xja)A + (yjb)B= 1

IS

r(P+I)r(Q+I)
f: dx f:[<-(>'·0"'" ,,"yO dy ~ aP~~Q+' (~ Q.~ ) (2)

r -A-+-B-+I
The triple integral of xPyQ:? over the first octant of

{X\A (y)B (z)C-I + - --l- - =1
a b' c

IS

(P+I) (Q+I) (R+I)aP+lbQ+lcR+l r --;r- r -B- r -----c-
ABC r (P + 1 + Q+ 1 + R + I + 1)

ABC

(3)
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13.9. The error integral

f 2 JX 2Er x = V;- 0 e-t dt

The factor outside makes Erf ( "") = 1. For small x,

2 ( x
3

x
6

)Erf x = V7T X - ill + 2!5 - ...

For large x the asymptotic expression is

1 ,( 1 1·3 1·3·5 )
Erf x = 1 - V:;---; e-

X

1 - 2x2 + (2X2)2 -(2X2)3 + ....

(1)

(2)

(3)

J"" -"'x'd ~ V7T
o e x - 2h' J

OC! 2 , 1
o xe-" x dx = 2h2 (4)

J
OC! 2 -"'X'd _ V7T
OX e x - 4h3 ' JOC! n -"'x'd _ 1 r ( n + 1)o x e x - 2hn+l -2- (5)

13.10. The Riemann zeta function. For z = x + iy, x> 1,

"" 1
'(z) = k nZ = n (I - p-Z)-l

n=l plime

where the product extends over all prime integers p.

For x> 1,

For x> 0,
I I JOC! t z

-
1

'(z) = (r- 21-z) r(z) 0 et + 1 dt

14. Series

14.1. Bernoulli numbers. These are generated by

(1)

(2)

(3)

(I)

B o = 1, B 1= i, B2= i, B3 = 0, B 4 = -3
1
0' B 6 = 0,_ B 6 :f!~_( (2)

B,=O, Bs=--i""o, B 9 =0, B lO =1;%, Bn=O, B12--2730)



70 BASIC MATHEMATICAL FORMULAS § 14.3

14.2. Positive powers. For m any positive integer, the finite sum

(B + n)m+l Bm+!
1m + 2m + 3m + ... + nm = ~ (1)m+

where on the right is meant the result of expanding by the binomial theorem
§ 1.3 and then replacing powers Bk by the Bernoulli numbers Bk of § 14.1.
In particular

1 + 2 + 3 + + n = tn(n + 1)

12 + 22 + 32 + + n2 = l n(n + 1) (2n + 1)

14.3. Negative powers. The sum of reciprocal even powers

(2)

(3)

(4)

In particular,

(2)

This shows that for large m, the numerical value B2m becomes infinite like

which exceeds (m/lO)m.

2(2m)!
(27T)2m (3)

14.4. Euler-Maclaurin sum formula. For m and n positive integers,

~J(k) ~ f~f(t)dtl ; [1(0)+ f(m)] 1
)

' (I)

+ t }12kM(2k-l)(m) - f<2k-ll(O)] + .mB2n+2, f(2M2l(8m)
k~l (2k). (2n + 2).

where 8 is a suitable number in the interval 0 < 8 < 1.

14.5. Power series. For simple functions power series may be obtained
by use of Taylor's theorem of § 3.25. For the series listed, the expression
following a series indicates a region in which the series converges. No
expression is added if the series converges for all values of x.
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14.6. Elementary functions

n(n - 1) n(n - 1) (n - 2)
(1 + x)n = 1 + nx + 2! x2 + 3! x3 + ...

n! k I I 1+ (n-k)!k!x +.,., x <

x3 2x5 17x7 62x 9 1T

tan x = x + 3 + 15 + 315 + 2835+ "', ! x 1<"2

(2)

(3)

(4)

(5)

(6)

x2 5x4 61x6 1385x8 1T

sec x = 1 + 2! + 4! + 6!+ --sr- + .,., ! x 1< 2 (7)

. x3 x5 x7

smh x = x + 3T + Sf + 7T + ." (12)
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[x 1< 1
(15)

I x, > 1

1 1 1·3 1 1·3·5 1
cosh-1

X = In 2x - 2 . 2x2 - 2 . 4 . 4x4 - 2 . 4 . 6 . 6x6 -

I X I> 1

x3 x5 x 7

tanh-1
X = X + 3 + 5 + 7 + ..., I x I < 1

14.7. Integrals

J
x X3 x5 x7

o e-
x2

dx = x - 3 + 5· 2! - ~ + ...

J
x X5 x 9 X 13

o cos (x
2
)dx = x - 5· 2! + 9· 4! - 13· 6! + '"

J
x~nx ~ ~
o-x- dx = x - T3T + --s:5T - ...

(16)

(17)

(18)

(1)

(2)

(3)

(4)

Joo cos t x2 x4

- x -t- dt = 0.577216 + In x - M!+ 4--:-4f - ... , x>o (5)

Joo ~ ~ ~
e-t - = -0.577216 -lnx+ x--

2
.?I + -3'3' - ... , x> 0 (6)

x t ~. .

14.8. Expansions in rational fractions. In this section the prime on a
summation means that the term for n = 0 is to be omitted

1 00, [1 1 ] 1 00 2z
cot z = - + '" --+ - = - + '" --~-z ~ z - n7T n7T z ~ Z2 - n27T2

n=-OO n=!

1 00 , [1 1 ] 1 00 2z
esc z = --; + k (_l)n -z---n-7T + n7T = --; + k (_1)n Z'"""'2:-----n""27T--;;2n=-OO n=l

(1)

(2)
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2 _ ,.... 1 _ ~ n-l 4(2n - 1}1T
CSC Z -nf!oo (z _ mr)2' sec z - n~ (-1) (2n _ 1)27T2 _ 4x2

(3)

14.9. Infinite products for the sine and cosine. The prime means
omit n = 0.

00' r 4z
2 J

cos z = 1] .1 - (2n - 1)2172

(1)

(2)

14.10. Fourier's theorem ~for periodic functions. The function f(x)
is periodic of period p if

f(x +p) = f(x)

The period p and frequence ware related by the equations

27T 217
W=- and p=-p w

Then for any constant c, the Fourier coefficients are

1 fC+P 2 fC+Pa = - f(x)dx, an = - f(x) cos nwx dx
Pcp C

2 fC+ P .bn = - f(x) sm nwx dx
p C

It is often convenient to take c = 0, or c = - pj2.

The Fourier series for f(x) is

f(x) = a + i (an cos nwx + bn sin nwx)
n~l

(1)

(2)

(4)

A regular arc is a continuous curve with finite arc length. The function
f(x) is piecewise regular if its graph on any finite interval is made up of a
finite number of pieces, each of which is a regular arc or an isolated point.
For any piecewise regular periodic function the Fourier series will converge
to f(x) at all points of continuity, and to t[f(x+) + f(x-)] at all points of
discontinuity. Heref(x+) is the limit approached from the right, andf(x-)
is the limit approached from the left, at x.
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14.11. Fourier series on an interval. For any function f(x), defined
for c < x < c +p, but not necessarily periodic, the relations of §14.10 may
be used to find a Fourier series of period p which represents f(x) on the
interval c, c +p.

14.12. Half-range Fourier series. For any function f(x), piecewise
regular on O,L the Fourier cosine series of period 2L which represents f(x)
for 0 < x < L is

(2)

(1)

7T
w=-

L

f(x) = a+ ian cosnwx
n=l

IJL 2JLa= T J(x)dx, an = T of(x) cos nwx dx,

The Fourier sine series of period 2L for f(x) is

where

where

f(x) = ibn sin nwx
n~l

bn = i J~f(x) sin nwx dx, w = Z
(3)

(4)

14.13. Particular Fourier series. For 0 < x < L,

1 4 ( . TTX 1. 37TX 1. 57TX )
= -:;; sm T + 3 sm T + 5 sm T + ...

2L ( . TTX 1. 27TX 1. 37TX )
X = -:;; sm T - 2 sm f + 3 sm T - ...

L 4L ( TTX 1 37TX 1 57TX )
X = 2 - --.;:2 cos Y + 32 cos T + 52 cos L + "',

A B 1 [(4B 2LA)' TTX 2LA. 27TXx + = - + sm - - -- sm -
7T L 2 L

+
4B + 2LA . 37TX 2LA. 47Tx+ 1
~ -3--- sm T - -4- sm L ...

If f(x) = H for c < x < c + w,
f(x) = 0 for c + w < x < c + 2L,

and f(x + 2L) = f(x);

then for this periodic square pulse,

(1)

(2)

(3)

(5)

Hw 2H Ie<) 1 . n7TW n7T ( w)f(x) = - + - - sIn -- cos - x - c--
2L 7T n~l n 2L L 2

(6)
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For 0 < x < 7T,

7T _. sin 3x + sin 5x sin 7x4- smx+~3- --5-+ --7-+ ...

_ ~ + !!.- = ~in 2x + ~in j~+ sin 6x+
2'42 4 6 ...

_ TTX 7T
2 _ + cos 3x + cos 5x + ~os 7x +

4 + 8 - cos X 32 52 72 ...

In I sin ; I = - In 2 _ co; x _ cO;2X _ cos/x - ...

In I cos ; I = - In 2 + co; x _ co;2x + co;3x _ ...

Jx I U I (Sin x sin 3x sin 5x )
o In tan 2" du = - 2 1"2 + -32 + 52- + ...

j'X. (Sin 2x sin 4x sin 6x )
o In I2 sm u Idu = - 2 ~ + --4~ +~ + ...

1 -1 2r sin x _ ~ r2n
-

1
.2" tan f=f2 - ,£.( 2n _ 1sm (2n - I )x, I r I < 1

n=l

1 2r cos x ~ r2n- 1

2" tan-1 I _ r2 = ,£.( (_I)n-l 2n _ I cos (2n -1)x, [r 1< 1
n=l

For -'IT < X < 7T,

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(15)

(17)

(18)

(19)

2 sin a7T
sinax=---

7T [
sin x _ ?sin 2x 3 sin 3x - ]

12 2 22 2 + 32 2 •••-a -a -a
(20)
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2a sin an r 1 cos x cos 2x cos 3x J
cos ax = --- -22 + -It-2 - 2-'l~ + -32--2 - ...

n a -a -a -a

. h - 2 sinh_~'i'J" r sin x _ 2 sin 2x3 sin 3x - J
sm ax - n 12 + a2 22 + a2 + 32 + a2 ...

2a sinh an r 1 cos x cos 2x cos 3x J
cosh ax = --n--- 2a2 - 12 + a2 + 22 + a2 - 32 + a2 + ...

(21)

(22)

(23)

14.14. Complex Fourier series. The Fourier series of § 14.10 may
be written in complex form as

where

f(x) = i Cneinwx
n=-()')

(1)

1 fC+ P -Cn = p C f(x)r,nwx dx,
2n

W=-

P
(2)

The complex Cn are related to the coefficients of § 14.10 by

C C an - ibn C = an + ibn
o = a, n = --2--' -n 2 (3)

(1 - r coswx) + ir sinwx = ~ rneinwx, Ir 1< 1 (4)
1 + 2r cos wx + r2 ~

1 . r sin wx ~ 1 .
In Vl-~ 2r-cos wx'+ r2 + t tan-II _ r cos wX = ~ ---;;: rne

wwx

Ir 1< 1

(5)

14.15. The Fourier integral theorem. Letf(x) be piecewise regular,
so redefined at points of discontinuity that

f(x) = Hf(x+) + f(x-)]

and such that J:oo If(x) I dx is finite. Then

1 foo foof(x) = - du cos u(x - t)f(t) dt
7T 0 -00

In complex form,

f(x) = lim l.. fA du foo eiu(x-t) f(t) dt
A-->oo 2 -A -00

(1)

(2)

(3)
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14.16. Fourier transforms. The Fourier transform ofj(x) is

F(u) = J:oo e-iutj(t) dt (1)

and by § 14.15,

j(x) = lim ~ JA eiux F(u) du
A...,oo 217 -A

(2)

In a linear system, if R(x,u) is the response to eiux, the response to j(x) is

R(x) = lim 2
1 JA R(x,u)F(u) du (3)

A...,oo 17 -A

14.17. Laplace transforms. Ifj(t) = 0 for t < 0, its Laplace transform
IS

F(p) = J: e- pt j(t) dt

We write F(p) = Lap j(t).
For derivatives,

Lapf'(t) = - j(O+) +P Lap j(t)

Lapf"(t) = -1'(0+) - pj(O+) + p2 Lap j(t)

(1)

(2)

(3)

(5)

and so on. These relations reduce a linear differential equation with con
stant coefficients to an algebraic equation in the transform. We have

L tn _ 1 L -at· k _ k
ap n! - pn+l' ap e sm t - (p + a)2 + k2

If
L -at k _ P+ a 1

ap e cos t - (p + a)2 + k2' Lap 1 = P

h(t) = J~ j(u)g(t- u) du,

Lap h(t) =[ Lap j(t)] [Lap g(t)]

(6)

I(7)

For examples of the use of Laplace transforms to solve systems of differential
equations, see Franklin, P., Fourier Methods, McGraw-Hill Book Company,
Inc., New York, 1949, Chap. 5.

14.18. Poisson's formula. For small x, the right member converges
rapidly and may be used to compute the value of the left member in

(1)
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14.19. Orthogonal functions. Many eigenvalue problems arising from
differential systems or integral equations have eigenfunctions which form a
complete orthogonal set. For these functions 1>n(x)

f1>n(xHm(x)dx=O if mc;;Cn; H<Pn(x)J2dx=Nn (1)

and for sufficiently regular functions f(x),

where

f(x) = i Cn1>n(X)
n=l

1
Cn = N If(x)1>n(x) dx

n

(2)

(3)

The integrals are all taken over the fundamental interval for the problem,
and the expansion holds in this interval. Except for special conditions some
times required at the ends of the interval, or at infinity when the interval is
infinite or semi-infinite, the regularity conditions are usually similar to those
for Fourier series.

It is possible to create a set of orthogonal functions <Pn(x) from any linearly
independent infinite set fn(x) by setting

1>l(X) = fleX), <P2(X) = f2(X) - [~l f4>l(x)f2(X)dx1<Pl(X) (4)

(5)

Examples are Pn(x) on -1,1 of § 8.8 ; Pnm(x) for fixed m on ~1,1 of § 8.16;
Xl /2J'P(a'Pnx) where J'P(a'Pn) = °for fixed positive p on 0,1 of § 9.13 ; r X/2Ln(x)
on 0, 00 of § 11.4; rX/2xk+lLn+k2k+l(x) for fixed k on 0, 00 of § 11.7; r XN2Hn(x)

on -00, 00 of § 12.4; Vxq-1(l - x)'P-q]n(p,q ;x) on 0,1 of § 10.7:

1/(Vl - x2)Tn(x) on ~1,1 of § 10.7.

14.20. Weight functions. The functions gn(x) are orthogonal with a
weighting factor w(x) when

I w(x)gn(x)gm(x)dx = ° if m * n

For such functions the expansion is
00

F(x) = I Cngn(x)
n=l

where

(1)

(2)
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Illustrations related to some of the examples mentioned at the end of § 14.19
are Jp(apnx) with w(x) = x; Ln(x) with w(x) = r x

; Hn(x) with w(x) = e-x2
;

In(p,q ;x) with w(x) = xQ-1(I - x)P-q; Tn(x) with w(x) = 1/"\1'1- x2•

15. Asymptotic Expansions

15.1. Asytnptotic expansion. Let the expression

(1)

be related to a function F(x) in such a way that for any fixed n

lim xn [F(X) - ao- al
- ... - an'J = a (2)

x~oo x xn

The limit holds in some sector' of the complex plane. The expression in
general is a divergent series, since it can converge only if F(z) is analytic at
infinity. In any case it is called an asymptotic expansion for the function.
The terms asymptotic or semiconvergent series are also used.

The error committed when we employ a finite number of terms in place of
f(x) is frequently of the same order of magnitude as the numerical value of
the next following term. Thus asymptotic expressions can be used in com
putation like convergent alternating series as long as the terms remain small.
For examples see §§ 8.9, 8.14, 9.7, 13.5, and 13.9.

If the function F(x) is an infinite series of terms ~ uk(x), an asymptotic
series may sometimes be found by taking uk(x) as the f(k) in the Euler
Maclaurin sum formula of § 14.4.

15.2. Borel's expansion. Let
00

f(t) = k Antn
n=O

be any function for which the integral

converges. Then the expansion

r(p + 1) r Al A 2 JI(x) = xp+I Ao+ (p + I) X + (p + 1) (p + 2) x2 + ...

(I)

(2)

is usually an asymptotic series for l(x). One extension is

m f: e-(xtl
ffl

tm-If(t) dt =~ An r(= + 1) xn~m (3)
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15.3. Steepest descent. If the path C is suitably chosen in the complex
plane (see § 20.3) the integral

F(x) = Sc e-Xg(tlh(t)dt (1)

may be transformed into integrals whose expansion can be found by § 15.2.
The path C is one along which g(t) remains real and changes most rapidly.
It will pass through a saddle point of the surface R(u,v) where t = u + ivand
g(t) = R(u,v) + iI(u,v). At this saddle point to, g(to) = 0 and g'(to) = 0,
and expanding about it

s = g(t) = (t - to)2[go + gl(t - to) + g2(t - to)2 + ...] (2)

The path C consists of two parts L1 and L2. On L1, we find t1(s) by inte
grating dt1 between 0 and s to obtain t1 - to' And on L 2, we get t2(s) by
integrating dt2 between 0 and s to obtain t2- to' Here

dt 1 00

_1 = _ S-1/2 '" a sn/2
ds 2 f:o n ,

dt 1 00

_2 = _ S-1/2 '" (-l)n+la sn/2
ds 2 kt n

n~O

where in terms of the coefficients gk>

ao=go-1/2, a1=go-1(-:~), a = -3/2(_ 3g2 + 3· 5g1
2

)
2 go 2g 8g 2o 2

(1)

Then in terms of s,

J ~ J ~F(x) = L
1

r XSh(t1) ds
1

ds + L
2

e-xSh(t2) d: ds

Since s is real, if s runs from 0 to infinity on the path C = L1 + L 2, the
sum of these integrals in general has an asymptotic expansion which follows
from Borel's expansion (2) of § 15.2.

16. Least Squares

16.1. Principle of least squares. Let n > r, so that the n observation
equations

form an overdetermined system for the detennination of the r unknown
constants a g • Then when the n observed quantities Sk have comparable
accuracy, the kth residual is taken as

Vk = fk(a1, a2, ... , ar ) - Sk (2)



§ 16.2 BASIC MATHEMATICAL FORMULAS 81

The principle of least square asserts that the best approximation to the a q

is the set for which the sum of the squares of the residuals is a minimum.
Necessary conditions for

(3)

to be a minimum are

as
... , oar = 0 (4)

These constitute the normal equations. In general they determine a
unique solution for a q which gives the desired best approximation.

16.2. Weights. When the r:,e1ative accuracy of the Sk in § 16.1 is known
to be different, we assign weights W k such that the quantities WkS k have
comparable accuracy. Then the residual Vk is taken as

(5)

and otherwise the principle is applied as in § 16.1.

16.3. Direct observations. When the Sk are direct observations of a
quantity aI' the residual V k is a l - Sk' and the principle gives the average

I
al=-(sl+S2+ ... +Sn) (1)

n

as the best approximation for a l .

16.4. Linear equations. When linear in the am the n observation equa
tions may be written

r

k Akqa q = S'" k = 1,2, ... , n
q~l

In this case the normal equations are

(1)

(2)

16.5. Curve fitting. Suppose the n points (Xk,Yk) follow approximately
a straight line. To find the best line when we regardYk as the observed value
corresponding to Xk:> we write

(1)
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as the observation equation. And we determined a1 and a2 by solving the
two simultaneous normal equations

Similarly, to find the best parabola we use

(3)

as the observation equations, and proceed as in § 16.4, or we may use a
polynomial of the mth degree, with the observation equations

(4)

16.6. Nonlinear equations. When the functions fk are not linear in
the a q , we get a first approximation iiq by graphical means when r = 2, or
by solving some set of r of the observation equations. Then we expand in
Taylor's series about iiq, and neglect second-order terms. The result is

We treat these as observation equations in the unknown !1ak • With

(1)

they have the form (I) discussed in § 16.4.

17. Statistics

17.1. Average. The average of a finite set of observed values Sl' S2' ... , Sn is

(1)

17.2. Median. When a sequence is arranged in order of magnitude
the number in the central position, or the average of the two nearest to a
central position, is called the median. Essentially, there are as many numbers
in the sequence larger than the median as there are smaller than the median.
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17.3. Derived averages. The kth moment is the average of the kth
powers so that

(1)

17.4. Deviations. To the set of observed values S1' S2, ... , Sn corresponds
an average $, § 17.1, and a set of deviations

... ,

The average of a set of deviations is zero, fL1(d) = J = o.

For the mean-square deviation § 17.3,

J-L2(d) = fL2(S) - [fL1(S)]2 or d2= S2 - (s)2

(1)

(2)

The square root of fL2(d), or root-mean-square value of the deviation is
called the standard deviation a.

(3)

17.5. Normallaw. The deviations are samples of a continuous variable x,
whose distribution function may frequently be taken as the normal law of
error

That is P a,b the probability that an error is between a and b, is

h fb 2 2
Pa'b=Yn ae-hxdx

In terms of the error function of § 13.9.

Pa,b = t (Erf hb - Erf ha) and P-b,b = Erf hb

For a given normal distribution, h is called the measure of precision.

(1)

(2)

(3)

17.6. Standard deviation. For the normal law of § 17.5 the second
moment is

foo h 22 1
fLlx) = -00 x2 yn e-h x dx = 2h2

Thus the standard deviation is

\/-- 1 and h __1__ 0.7071
a = fL2(X) = y2h - y2a - -a-

(I)

(2)
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All the odd moments, fL2k+I(X) = 0, and for the higher even moments

fL2k(X) = 1 . 3 . 5 .... (2k - I) 2k~2k = I . 3 . 5· ... (2k - I )a2k (3)

17.7. Mean absolute error. For the normal law of § 17.5 the mean
absolute error is

I I j'oo h 2 2 1
fLI( x ) = 2 x ~;= e-" x dx = ----:-;=0v ~ h v ~

Thus the mean absolute error

(I)

(2)

17.8. Probable error. For the normal law of § 17.5 the particular
error which is just as likely to be exceeded as not is called the probable
error, E. Thus

t = P_<,< = Erf hE and hE = 0.4769

And the probable error

E = 0.4Z69 = 0.6745u = 0.8453fL

(1)

17.9. Measure of dispersion. To find a measure of precision h which
makes the normal law fit a set of deviations, we identify the standard devia-

tion of § 17.6 with Ynl(n - 1) times that of § 17.4. Thus

,----
~I- - - I 1 ""d 2 d _ 0.674~. I')'d 2 (1)
y2h - u - 'V 11_ 1~ r an E - Yn ~ I v...., r

Or, we may identify the mean absolute error of § 17.7 with Ynl(n - I)
times that formed from the d,., {LI(I dr I). Thus

and E =. 0.845L }:1 d I
yn(n-l) l'

(2)

These are easier to calculate, but slightly less accurate, than the values found
from the standard deviation. In some cases both values are found, and a
rough agreement is considered a check on the normal character of the distri
bution. In either case the probable error of the mean is taken as I/y
times that for a single observation, Em = E/yn.

17.10. Poisson's distribution. A variable taking on integral values
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J,l)
ake-a

Pk=k!

For this distribution the average value of the variable

only, k = 1,2,3, ... has Poisson's distribution law if the probability that the
variable equals k is

(2)
and the standard deviation

a = VfL2(k) = va, a = a2 (3)

These relations may be used to find the parameter a from the average or
standard deviation of a sample set of observations which follow this law.

(1)

(2)

L(xi - x) (Yi - ji) 'LdiDi
vL(x, - X)2 . L(Yi - ji)2 = vLdl' LDl

r=

where

17.11. Correlation coefficient. Let x and Y be two variables for each
of which the deviations from the average have a normal distribution. Then
for a set of corresponding pairs XI'YI ;X2'Y2;'" ;xn,Yn the correlation coefficient
of the sample is

(3)

For r = 0 there is no correlation. For r = 1 there is strict proportionality
Y = Cx with a positive C, and for r = - 1 with a negative C. For I r I
near 1, the ellipses of equal probability for the distribution of points Xi,Yi are
long and thin, approximating a straight line. The constant e determined from

2'LdD.
tan 2ep = Ld 2~'~b2' e = tanep (4), ,

leads to the straight line Y = ex such that the sum of the squares of the distan
ces to all the observed points Xi,Yi is a minimum.

18. Matrices

18.1. Matrix. The elements of a matrix are a system of mn numbers
aik(i = 1,2, ... ,m; k = 1,2, ... ,n). These form a matrix when written as a
rectangular array of m rows and n columns

an .a12 aln
a 2I a22 a2n (1 )

amI am2 amn
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We use the abbreviations II aile II or a single letter A. The double bars
are sometimes replaced by parentheses. (See §§ 7.4, 7.5.)

18.2. Addition. The relation

A=B means aile = bile (1)

A+B=C means aile + bile = Cile (2)

sA=A means saile = bib where s is a scalar (3)

In each of these relations all the matrices involved must have the same
dimensions. If these are m by n the matrix equation is equivalent to mn
scalar equations.

18.3. Multiplication. Two matrices A and B, taken in this order, are
said to be conformable if the number of columns of A equals the number of
rows of B. Let A be m by Nand B be N by n. Then the product C = AB
is an m by n matrix with

(1)

If n ,c m, then B and A will not be conformable, and there is no product BA.
If A is m by nand B is n by m, then AB is an m by m matrix and BA is

an n by n matrix, of different dimensions if m ,c n.
When A and B are each n by n, or square matrices of order n, the product

AB and BA will each be n by n, but in general will not be the same. Matrix
multiplication is not commutative.

Matrix multiplication is associative,

A(BC) = (AB)C = ABC (2)

18.4. Linear transformations. Let xt = II x" II be a 1 by n column
matrix, yt = II y; II be a 1 by N column matrix, and zt = II Zi II be a 1 by m
column matrix. Then if A is m by N, and B is N by n, in matrix form the
transformation

n

y;=I-bncxk IS Yt=BXt
le~l

and the transformation
N

Zi = I- ai;y; IS Zt =AYt
;~l

(1)

(2)
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If the transformation which takes the X k into the z; directly is

n

Zi = ~ CikX k is Zt = CXt, then C = AB and Zt = ABXt (3)
k~1

18.5. Transposed matrix. If A = II aij II IS m by N, the transposed
matrix A' = II aji II is N by m. For a product C = AB, the transposed
matrix is C' = B'A'.

For xt, Yt, zt the column matrices of § 18.4 with a single column, the
transposed matrices will be row matrices with a single row. We denote them

by X, -V, Z. Then the transformations of § 18.4 may be written in terms
of row matrices as

~ ~ ~ ~ ~ ~ ~ ~

Y=XB', z= YA', Z=XC', or Z=XB'A', sinceC'=B'A'

18.6. Inverse matrix. The unit matrix is a square matrix with ones on
the main diagonal and the remaining ele1Dents zero. Its elements are
0ik = 0 if i ~ k, and = 1 if i = k.

A square matrix is singular if its determinant is zero. Each nonsingular
square matrix has a reciprocal matrix A-I such that

AA-l = Iloik II and A-IA = 110;k II (1)

Let IA Idenote the determinant Iaik I, and A ik the cofactor of aik or product
of (-1 )i+k by the determinant obtained from Iaik I by striking out the ith
row and kth column. (See § 1.8.) Then explicitly A-I has as elements

-1 _ A ki
a ik - TAT (2)

18.7. Symmetry. For square matrices symmetry and skew-symmetry
are defined as for tensors in § 7.10. Orthogonal and unitary, or Hermitian
orthogonal matrices are defined in § 7.1 1.

18.8. Linear equations. The set of n linear equations in n unknowns X k ,

n

~aik,xk=bi' i=I,2, ... ,n (1)
k~1

determine a square matrix A = II aile II and two column matrices
Bt = II Bi II and xt = II Xi II· In matrix form we m;iy write

AXt = Bt (2)



88 BASIC MATHEMATICAL FORMULAS § 18.9

If A is nonsingular, find its solution by premultiplying by the inverse matrix
A-I of § 18.6.

(3)

18.9. Rank. For a rectangular matrix we get a subdeterminant of the qth
order by selecting those elements in some set of q rows and some set of
q columns. If at least one subdeterminant of order r is not zero, but all
the subdeterminants of order r + 1 and hence those of higher order vanish,
the matrix is of rank r.

With any set of m linear equations in n unknowns X k ,

or

n

I- aikx k = hi' i = 1,2, ... ,m
k~l

AXt = Bt with A = II a ik II, xt = II X k II, Bt = II hi II

(1)

(2)

we associate two matrices. The matrix of the system is the m by n matrix A,
and we obtain from A the augmented matrix, which is an m by (n + 1)
matrix, by adding an (m + 1)st column whose elements are those of B t .
Then the condition that the system of equations is consistent in the sense of
having one or more sets of solutions for the unknown Xk is that the matrix
and augmented matrix have the same rank.

18.10. Diagonalization of matrices. Let A = II au II be a square n by n

matrix, and II 8i; " be the unit matrix of § 18.6. Then II A8;; - ai; II is
the characteristic matrix of A. The roots of the characteristic equation,
I AOi ; - ai ; I = 0 are the eigenvalues of A. Suppose that they are all
distinct, A1> A2, .•• , An" Find solutions of

n

I- aikx Ie; = A;x i ;·

k~l

The ratios of the Xi;, for each j, are determined, § 18.9. They may be
scaled to make the vector Xlj, X 2;, •.• , Xn; have unit length. For distinct A;,
any two of these vectors are orthogonal. The orthogonal (§ 7.11) matrix
X = II Xi; Ii is such that X-lAX = II AiOi; II, a diagonal matrix.

When the eigenvalues are not all distinct, a reduction to diagonal form
may not be possible, and we are led into the theory of elementary divisors.

Whether all eigenvalues are distinct or not, whenever A is symmetric,
§ 7.10, unitary, §7.11, or Hermitian, f1 = H, a unitary matrix U can be found
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such that U-IAU = II i\;f)i; II, a diagonal matrix. Here U = II Uij II,
where if i\; is a root of I i\Oij - ai; Iof multiplicity m, so that i\; = i\j+l = ... =
i\j+m-l' the columns of Ui; from j to j + m - I, Uis> are found from the m
linearly independent vector solutions of

n

~ aiiXkt = i\;xit
k~l

where the bar means complex conjugate

Here
n

VI' = ~ VpkVpk
p~l

Then ui,i+t-l = (I/'v'Vt)v it •

The eigenvalues of a real symmetric or of a Hermitian matrix, fi = H,
are all real. The eigenvalues of a real orthogonal or of a unitary matrix are
all of absolute value 1, ± 1 or ei¢.

19. Group Theory

19.1. Group. Let a rule of combination be given which determines a
third mathematical object C from two given objects A and B, taken in that
order. We call the rule" multiplication" ; call C the" product," and write
C = AB. Then a system composed of a set of elements A, B, ... , and this
one rule of combination is called a group if the following conditions are
satisfied.

I. If A and B are any elements of the set, whether distinct or not, the
product C = AB is also an element of the set.

II. The associative law holds; that is if A, B, C are any elements of the set,
(AB)C = A(BC) and may be written ABC.

III. The set contains an identity or unit element I which is such that every
element is unchanged when combined with it,

IA=AI=A (I)
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IV. If A is any element, the set contains an inverse element A-I, such that

A-IA = AA-I = I (2)

19.2. Quotients. For any two elements A and B there is a left-hand
quotient of B by A, such that AX = B. This X = A-lB. There is also
a right-hand quotient of B by A, such that YA = B. This Y = BA-I.
Let F be a fixed element of the set, and V be a variable element taking on all
possible values successively. Then V-I, VF, FV, V-IF, and FV-I each
runs through all possible values.

19.3. Order. If there is an infinite number of elements in the set, the
group is an infinite or group of infinite order. If there is a finite number, g,
of elements in the set, the group is a finite group of order g.

19.4. Abelian group. If the rule of combination is commutative so that
all cases AB = BA, the group is an Abelian group. In particular a finite
group whose elements are all powers of a single element A, such as A, A2,
A3, .. _, Ag = I is necessarily Abelian and is called a cyclic group.

19.5. Isomorphy. We use a single capital letter to indicate either a
group or its set of elements. Two groups G and G' are isomorphic if it
is possible to establish a one-to-one correspondence between their elements
G and G/ of such a sort that if A, B are elements of G and A', B', are the
corresponding elements of G', then AB corresponds to A'B'.

If it is possible to establish an m-to-one correspondence between the ele
ments G and G' of this sort, the group G is multiply isomorphic to the
group G/.

19.6. Subgroup. Let G be a finite group of order g. Let the elements H
be a subset of the elements G such that if A H and BH are any two elements
in H, their product AHBH is also in H. Then the system composed of the
elements H and the rule of combination for G is a group in the sense of
§ 19.1. We call this group H a subgroup of the group G. The order of the
subgroup H, h, is a divisor of g. And the integral quotientj = g/h is called
the index of H with respect to G.

19.7. Normal divisor. The elements A-IHA, where A is any fixed
element of G and H takes on all the elements of some subgroup H, themselves
form a subgroup of G, which is said to be conjugate to the subgroup H. If,
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(2)

as A takes on all possible values as an element of G, the resulting conjugate
subgroups of H are all identical, then the subgroup H is called a normal
divisor of the group G.

19.8. Representation. Let M be a set of h-rowed square matrices, each
of which is nonsingular, which form a group when the rule of combination
is matrix multiplication as defined in § 18.3. If the group M is simply or
multiply isomorphic to a group G, the group M is called a representation
of G in terms of matrices or linear transformations, § 18.4. The number
of rows in the matrix, or of variables in the linear transformations, h, is
called the degree or dimension of the representation.

Two representations M' and M are equivalent if for some fixed matrix
A, M' = A-IMA. If for some p + q = h, each matrix M consists of two
square matrices of p and q rows, respectively, on the main diagonal, surroun
ded by a p by q and a q by P rectangle of zeros, the representation M is
reducible. Otherwise it is irreducible. For each finite group G of order g
there are a finite number c of irreducible representations not equivalent to
one another. If these have dimensions hI' h2, ••. , he' each of the h" is a divisor
ofg, and

19.9. Three-dimensional rotation group. The elements of this
infinite group are real three by three orthogonal matrices, § 7.11, B = II bij II.
As in § 18.4, Y = BX, where Xl' X 2, Xa = X, y, z of a first coordinate system
and YI' Y2' Ya = x', y', z' of a second rotated coordinate system. The parti
cular matrices

cos a sm a 0 cos f3 0 - sin f3li
RJ:x) = -sm a cos a 0 R y(f3) = 0 1 o i (1)

0 0 1 sin f3 0 cosf3l i

correspond to rotations about OZ through a and about OY through f3. For
a suitable choice of the Euler angles a, f3, and y any matrix of the rotation
group B = R(a,f3,Y) = R.(y) R y(f3) Ria).

Consider next the unimodular matrices of order two, or unitary matrices
with determinant unity,

v = I a + bi c + di II
I -c+ di a - bi

where a2 + b2 + c2 + d2 = 1. As in § 7.11, V'PfJ = V-I'PfJ' These make
up the special unitary group.
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The Pauli spin matrices are defined by

11° 1 II I ° i II 111 011
PI = . 1 ° i' P 2 = I -i ° ' P 3 = ° -1 II (3)

°

The Hermitian matrix with x2 + y2 + Z2 = 1,

II z. x + iy II = H(x,y,z) = xPI + yP2 + zP3 (4)
x -ty -z

has EI = H. And for any unimodular matrix V, if

V-IHV = x'PI + y'P2 + z'P3 ,

the transformation from x,y,z to x',y',z' is a three-dimensional rotation.
The rotations Rz(rx) and Ry({3) correspond to VI ( rx) and V2({3) where

{3 . (3
cos 2 - sm 2

sin .l
2

cos .l
2

(5)

Thus R('cx,{3,y) correspond to V(rx,{3,y) = Vb)V2({3)UI(rx), or

eHo+Yl !2 cos .l
2

V(rx,{3,y) =

I eilo-Yl/2 sin ~

_e-ilo-Yl!2 sin .l
2

e-il ,+YI!2 cos .l
2

(6)

The irreducible representations, § 19.8, by matrices of order (2j + 1),
of the special unitary V group are given by

V (j)( (3 ) = ~ (_l)m-q-p V(j + p)! (j - p)!(j + q)! (j - q)!
pq rx, ,y /;: (j_p -m)! (j+ q -m)! (m + p -q)! m!

X eiqa cos2j+q-p-2m.l sin p+2m- q .l eiPY

2 2

I
\ (7)

J

Here p,q = - j, - j + 1, ... ,j - I,j, and m = 0, 1,2, ... where we stop
the summation by putting I/(-N)! = 0; andj = 0, t, 1, ~, 2, ....

The group characters, or traces, § 7.12, of these matrices are

. (' 1)
X(jl(rx) = 1 + 2 cos rx + ... + 2 cosjrx = sm J+/22 rx (8)

sm rx

for j = 0, 1, 2, 3, ....
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For j = t, !, t ... ,
(j)( ) _ 2 0: 2 30: . _ sin(j +t)o:

X 0: - cos -2 + cos -2 + ... + 2 COS}O: ---.--/2--
. SIn 0: (9)

Each matrix R(ex,fJ,y) corresponds to two U matrices, namely, U(ex,fJ,y) and
U(ex + 27r, fJ, y). The group R(ex,fJ,y)U(ex,fJ,y) is simply isomorphic with
U(o:,fJ,y) and has all the matrices Upq(j) given above as representations.

But for the group R(o:,fJ,y) the matrices Upq(j) and characters X(j)(o:) with
j = 0, 1, 2, 3, ... give a complete representation.

20. Analytic Functions

20.1. Definitions. Consider the complex variable z = x + iy where
i2 = -1. We associate z =='x + iy with the point (x,y). The single
valued function j(z) has a derivative j'(z) at z if

j'(z) = lim [j(z + ~z) - j(z)]
/lz-->O Z

where Llz--+ 0 through any complex values.

Let z be a variable and Zo a fixed point in R, any open (boundary excluded)
simply connected region. The function j(z.) is analytic in R if and only if
any of the following four conditions hold.

a. j(z) has a derivative j'(z) at each point of R.

b. j(z) may be integrated in R in the sense that the integral pj(z) dz = 0
about every closed path in R. Thus

F(z) = fZ j(z) dz
Zo

is a single-valued analytic function of z independent of the path in R.

c. j(z) has a Taylor's series expansion, §§ 3.25, 20.4, in powers of. (z - zo)
about each point Zo in R.

d. j(z) = u(x,y) + iv(x,y), where both u(x,y) and v(x,y) have continuous
partial derivatives that satisfy the Cauchy-Riemann differential equations,

ou ov ou
ox oy' oy

ov
ox

(1)

The functions u and v are conjugate potential functions, and each satisfies
Laplace's equation

(2)
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20.2. Properties. If f(z) is analytic at all points of some circle with
center S, but not at S, then Zo = S is an isolated singular point. It is a
pole of order n if n is the smallest positive integer for which (z - zo)nj(z)
is bounded. If there is no such n, then Zo is an essential singularity.

The function f(x + iy) = u(x,y) + iv(x,y) effects a mapping from the x,y
to the u,v plane. At any point where j'(z) ¥- 0, the mapping is conformal,
preserving angles of image curves and shapes and ratios of distances for
infinitesimal figures.

20.3. Integrals. The integral

f>(z) dz = S: (u + iv) (dx + i dy)

= f: (u dx - v dy) + i f: (v dx + u dy)

Each of the real differentials (u dx - v dy) and (v dx + u dy) is exact.
integral

The

is not changed when the path from a to b is continuously varied without
crossing any singular point. And

ff(z)dz = S:f(z)dz = °
over any closed path not enclosing any singular point. For the same type
of path enclosing t, traversed in the positive sense, Cauchy's integral formula
asserts that

f(t) = ~,i: f(z) dz
2m Y z - t

(2)

20.4. Laurent expansion. Let f(z) be analytic for °< t z - Zo I < r.
Then for z in this range,

f(z) = m~oo am(z - zo)m I
(1)

= ... + ( a_2 )2 +~ + a o+ a1(z - zo) + a2(z - ZO)2 + ...
z -zo z -zo

am = -2
1

.,( (z - zo)-m-lf(z)dz (2)
m Yc

where C is a circle I z - Zo I = a with a < r traversed in the positive direc-
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tion. When f(z) is analytic at zo, all the am with negative subscripts are
zero, and the expansion reduces to Taylor's series, § 3.25, with
an = (l/n!)j<n)(z).

Whenf(z) has a pole of order n at zo, § 20.2, the am are zero for m < - n.
In this case the residue a-I may be found from

(3)

In particular for a pole of the first order, n = 1, the residue a-I may be found
from

a-I = lim [(z - zo)f(z)]
z~zo

(4)

For an isolated essential singularity, § 20.2, there are an infinite number
of negative powers in the expansion, and we still call a-I the residue.

20.5. Laurent expansion about infinity. Similarly letf(z) be analytic
for Iz I > r. Then for z in this range,

(1)

where C is a circle I z I = a with a > r traversed in the positive direction.
In this case for z = co, f(z) is analytic if there are no positive powers, f(z)
has a pole of order n if all the am are zero for m > n, andf(z) has an isolated
essential singularity if there are an infinite number of positive powers.

20.6. Residues. About a circle C, I z - Zo I = a as in 2004,

when m = 0, 1, ± 2, ± 3, ... , except for m = 1, when

f ~=27Ti
jc z - Zo

(1)

(2)

Termwise integration of the Laurent series of § 20.5 over C gives
Pcf(z) dz = 27Tia_I. And about any closed contour passing through regular
points only, but enclosing singular points z/" pf(z) dz = 27Ti[~R(Zk)]' where
R(Zk) is the residue a-lor. coefficient of 1/(z - Zk) in the Laurent expansion
appropriate to Zk' For poles the residues may be found as indicated in
§ 2004.
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For a number of examples of the use of this residue theorem to compute
real integrals see Franklin, Methods of Advanced Calculus, Chap 5.

21. Integral Equations

21.1. Fredholm integral equations. Fredholm's integral equation (F) is

U(x) = f(x) + ,\ f: K(x,t)U(t)dt (1)

The kernel K(x,t) andf(x) are given functions, and U(x) is to be found. We
assume that

f: f: [K(x,t)J2 dx dt = W

is finite. With (F) we associate the homogeneous equation (Fh ), which is

U(x) = ,\ f: K(x,t)U(t)dt

and the transposed equation (Pt), which is

O(x) = f(x) + ,\ f: K(t,x)O(t)dt.

The homogeneous transposed equ.ation (Fht) is

O(x) = f: K(t,x)O(t)dt.

The number p of linearly independent solutions ulx), u2(x), ... , ue(x) of
(Fh) is finite and equal to the number of linearly independent solutions
u1(x), u2(x), ... , uix) of (Fht ). The number p is the defect of the kernel
K(x,t) for the value,\. The general solution of (Fh) is

C1U1(X) + C2U2(X) + ... + ceue(x).

If p = 0, then (F) and (Pt) each has a unique solution for any f(x). There
is a solving kernel, or resolvent, r(x,t;,\) such that

U(x) = f(x) +,\ f: r(x,t;,\)f(t)dt for (F),

and

O(x) =f(x) + ,\ f: r(t,x;'\)f(t)dt for (Pt)·

Fredholm's form of the resolvent is

r( . \) = D(x,t;'\)
x,t,{\ D('\) (2)
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where

and
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00 An
D(x,t;A) = K(x,t) +~ (-l)nDn(x,t) ,

n~1 n.

97

The D's are found in succession from

Dm = fb Dm_1(x,x)dx, Dm(x,t) = DmK(x,t) - m fb K(x,s)Dm_1(s,t)ds.
• a a

These series converge for all A.
For sufficiently small A, we have the Neumann series

The iterated kernels Km(x,t) are found in succession from

K1(x,t) = K(x,t) and Km(x,t) = f: K(x,s)Km_1(s,t)ds (4)

If p > 0, then (F) has a solution only it

s: ui(t)f(t)dt = 0

for i = 1,2, ... , p. The general solution of (F) IS one solution plus the
general solution of (Fh ).

21.2. Symmetric kernel. In § 21.1 let K(x,t) = K(t,x). Then (Fh )

has nonzero solutions for certain determined discrete values AI' A2, .•• , Am
... , called the eigenvalues, for which the defect p > O. The corresponding
solutions u;(x) of (Fh ) are the eigenfunctions. For any A, p ~ A2W.
For W see § 21.1.

Every symmetric kernel, not identically zero, has at least one and at most
a denumerable infinity of eigenvalues, with no finite limit point. These
eigenvalues are all real if K(x,t) is real and symmetric. At most A2W eigen
values have numerical values not exceeding A, and An2 ~ ljW. Also

00 1
~X2~W
n=l n

where each eigenvalue of defect p is counted p times.
The p functions for a ..\ of defect p may be taken as of norm, the N n of

§ 14.19, unity, and orthogonal to one another. Then if the functions for a ..\
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with p = 1 are taken as of norm 1, the totality of eigenvalues will form a real
normal and orthogonal set as in § 14.19. Thus

f: [Un(X)]2 dx = 1, f: un(x)um(x)dx = 0, m oF- n.

The bilinear series

K(x,t) = i Un(1Un(t)
n=l n

(5)

converges for a Mercer kernel with only a finite number of positive, or only a
finite number of negative eigenvalues. Otherwise it converges in the mean,

lim f(K - Sn)2dx = °
n...OO

where Sn is the sum to n terms.

If (F) has a solution, it is given by the Schmidt series

where

00 fn
U(x) = f(x) + Ak A _ Aun(x)

n=l n
(6)

Any function which is sourcewise representable,

F(x) = f: K(x,t)4>(t)dt

has an absolutely and uniformly convergent series development

F(x) = i Fnun(x) where Fn = J: F(t)un(t)dt.
n=l

21.3. Volterra integral equations. Volterra's integral equation

(V) is U(x) = f(x) + Af~ K(x,t)U(t)dt

This always has a solution

U(x) = f(x) + Af~ r(x,t))f(t)dt

where the resolvent

(7)

(8)

(1)

(2)
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The iterated kernels Km(x,t) are found in succession from

K1(x,t) = K(x,t), Km(x,t) = I: K(x,s)Km_1(s,t)ds (4)

This Neumann series converges for all values of x.

If H(x,x) ~ 0, we may reduce the solution of the equation of the first kind,

g(x) =.\ I: H(x,t) U(t)dt (5)

to the solution of an equation of type (V). Differentiation with respect to x
leads to

Ix 8H
g'(x) =.\ 0 ax U(t)dt + .\H(x,x)U(x) (6)

This is of type (V) with

g'(x)
f(x) = .\H(x,x)'

-I 8H
K(x,t) = ).H(x,x) ox (7)

21.4. The Abel integral equation. Abel's equation is

g(x) = IX ( U(t\ dt, with 0 < q < 1 and g(a) = 0 (1)
a X - t q

For this kernel, singular at t = x, the unique continuous solution. is

U(t) = sin q7T ..!-.. It r f(x) dX]
7T dt a (t-x)l-a

(2)

21.5. Green's function. Let L(y) = E(x) be the general linear differen
tial equation of the nth order (4) of § 5.13. The solution satisfying given
boundary conditions may often be written as

y(x) = I: G(x,t)E(t)dt (1)

where G(x,t) is the Green's function for the given equation and boundary
conditions. This function satisfies L(G) = 0 except at x = t. At x = t,
G(x,t) as a function of x is continuous, together with its first (n - 2) deriva
tives, but

dn-1G jX= t+ = _ -.1:._
dxn - 1 .x~t- An

where, as in (4) of § 5.13, An is the coefficient of dnyjdxn in L(y). The Green's
function G(x,t) must also satisfy the same given boundary conditions as
,vere imposed on y(x).
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The solution of the differential equation L(y) + Aw(x)y = F(x) satisfying
the given boundary conditions satisfies the Fredholm equation (F) of §21.1

y(x) = Af: G(x,t)w(t)y(t)dt + f: G(x,t)F(t)dt (2)

If [vL(u) - uL(v)]dx is an exact differential, L(y) is self-adjoint, and the
Green's function, if it exists, is necessarily symmetric, so that G(x,t) = G(t,x).
In this case let

Vex) = y(x)yw(x), j(x) = yw(x) f: G(x,t)F(t)dt

Then

Vex) = Af: G(x,t)yw(x)w(t)U(t)dt + j(x)

which is an integral equation with symmetric kernel like (F) of § 21.2 with

K(x,t) = G(x,t)Yw(x)w(t).
All the conclusions of § 21.2 apply, and in particular any n times differen

tiable function satisfying the boundary conditions can be developed in a
series in terms of the un(x). Hence there are an infinite number of eigen
values and the eigenfunctions form a complete set.

21.6. The Sturm - Liouville differential equation. If
L(u) = (pu')' - qu, then

[vL(u) -uL(v)]dx = d[p(vu' -uv')] (1)

Thus the Sturm-Liouville equation

L(u) + Awu = 0, or (pu,), - qu + AWU = 0 (2)

is self-adjoint, and the theory of §§ 21.5 and 21.2 applies to it.
We describe a number of important particular examples. We write p(x)

and q(x) in place of p and q when p and q are used as parameters with other
meanmgs.

a. Let the boundary conditions be u(-I) and u(l) finite. With
p = 1 _x2, q = 0, w = I, we have the Legendre equation of § 8.1 with eigen
values n(n + 1) and eigenfunctions the polynomials Pn(x) of §8.2. With

m2

p = 1 - x 2
, q = -1--2' w = 1 (3)

-x

we have the associated Legendre equation of § 8.10 with eigenvalues n(n + 1),
n :::::: m, and eigenfunctions the polynomials Pn"'(x) of § 8.11. With

p(x) = xq(1 - x)P-q, q(x) = 0, w(x) = xq-1(l - x)P-q (4)
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we have the Jacobi equation of § 10.7 with eigenvalues n(p + n) and eigen
functions the polynomials In(P,q ;x). With

p = (1 - x2)l/2, q = 0, W = (I - X2)-1/2 (5)

we have the Tschebycheff equation of § 10.7 with eigenvalues n2 and eigen
functions the polynomials Tn{x).

b. Let the boundary conditions be u(O) finite, and appropriate behavior
at plus infinity. With

p = xe-x , q = 0, W = e-X (6)

we have the Laguerre equation of § 11.1 with eigenvalues n and eigenfunc
tions the polynomials Ln(x). With

(7)

we have the Laguerre equation of § 11.4 with eigenvalues n and eigenfunc
tions r X

/
2L n(x). With

(8)

we have the associated Laguerre equation of § 11.5 with eigenvalues r - s
and eigenfunctions the polynomials L r S.

c. Let the boundary conditions be appropriate behavior at plus infinity
and at minus infinity. With

p = e-x", q = 0, W = e-x2 (9)

we have the Hermite equation of § 12.1 with eigenvalues 2n and eigenfunc
tions the polynomials Hn(x). With

(10)

we have the Hermite equation of § 12.4 with eigenvalues 2n and eigen
functions e-x2

/ 2H n (x).

d. Let the boundary conditions be u(O) finite, u(l) = 0. With

n2

p = x, q = -;' W = x,

we have an equivalent of the modified Bessel equation

(11)

which is satisfied by Zn(ax) by §§ 9.5 and 9.6. The eigenvalues are anr2,

where In(anr) = 0, and the eigenfunctions are the In(anrx), §9.2. Here n is
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fixed, and the eigenvalues and eigenfunctions correspond to r = 1, 2, 3, ....
For

p = x C(1 - x)a+b+1- C
, q = 0, W = x C

-
1(1 - x)a+b- C

, A= - ab (12)

the Sturm-Liouville equation reduces to the hypergeometric equation of
§ 10.1.

21.7. Examples of Green's function. In each of the following exam
ples, the Green's function G(x,t) = G1(x,t) for x ~ t and G(x,t) = G1(t,x)
for x ;::;; t. Here G1m means a modified Green's function.

a. Let the boundary conditions be u(O) = 0, u(1) = 0.

For

For

For

L(u) = u", G1(x,t) = (1 - t)x

L(u) = u" + k2u, G1(x,t) = sin kXksi~ kk(1 - t)
sm

L(u) = u" _ k2u, G ( t) _ ~inh kx sinh k(1 - t)
1 x, - k sinh k

(1)

(2)

(3)

b. Let the boundary conditions be u(-I) = u(I), u'(-I) == u'(I).

For

For

For

L(u) = u", G1m(x,t) = ~ (x - t)2 + ~ (x - t) + ~

L(u)=u"+k2u, G( t) __ cosk(x-t+l)
1 x, - 2k sin k

L(u)=u"-k2u, G(xt)_coshk(x-t+ 1)
1 ,- 2k sinh k

(4)

(5)

(6)

For

c. Let the boundary conditions be u(O) = 0, u'(1) = 0.

For L(u) = u", G1(x,t) = x

L(u) = u" + k2u, G1(x,t) = sin kk~ cos ~(1 - t)
cos

(7)

(8)

For L(u) = u" - Pu, (9)

d. Let the boundary conditions be u(-I) = 0, u(l) = 0.

For
1

L(u) = u", G1(x,t) = 2 (1 + x - t - xt) (10)
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e. Let the boundary conditions be

For L(u) =-= U fI,

u(O) = -u(l), u'(O) = -u'(I).

1 x - t
G1(x,t) = If + -2-

(11 )

(l2)

f. Let the boundary conditions be u(+ 00) and u(- (0) finite.

1
For L(u) = u fI - u, G1(x,t) = 2 et- x (13)

g. Let the boundary conditions be u(O) = 0, u'(O) = 0, u(I) = 0,
u'(l) = O.

For L(u) = uiv , G1(x,t) = ~ x2(1 - t)2(2xt + x - 3t) (14)

h. Let the boundary conditions be u(-l) and u(l) finite.

For L(u) = [(1 - x2)u']', (15)

G1(x,t) = - ~ 1n (1 - x) (1 - t) + In 2 - ~ (16)

With this L(u), Legendre's equation of § 8.1 is

1 [(1 + x) (1 - t)] m/2

G1(x,t) = 2m (T-=--::) (1 + t)

With this L(u), the associated Legendre equation of § 8.10 is

For

L(y) + n(n + I)y = 0

L(u) = [(1 -x2)u,], -1 m
2
u 2' m c;;r:0,

-x

(17)

} (18)

L(y) + n(n + I)y = 0

1. Let the boundary, conditions be u(O) finite, u(l) = O.

(19)

For L(u) = (xu')', G1(x,t) = -In x (20)

With this L(u), Bessel's equation (3) of § 9.1 for n = 0 is

L(y) + xy.= 0 (21)

For L(u) = (xu,), - n: u, nc;;r: 0, G1(x,t) = ~ [(:) n __ (xt)] n (22)

With this L(u), Bessel's equation (3) of §9.1 is

L(y) + xy = 0 (23)
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Chapter 2

STATISTICS

By JOSEPH M. CAMERON

Statistical Engineering Laboratory
National Bureau of Standards

This chapter on statistics was added, at the special request of numerous
physicists, to elaborate some of the formulas of mathematical statistics as
given in abbreviated form in Chapter 1. Experimental physicists have
become increasingly aware of the importance of assigning to their measures
some parameter such as mean error, probable error, or limit of error to
represent the precision of their measurements and to serve as a yardstick
for judging differences. Nevertheless, the literature of physics abounds with
examples where the scientist has failed to take full advantage of modern
statistical methods. This chapter represents an attempt to give the major
formulas of mathematical statistics in a form directly useful for the research
student.

1. Introduction

1.1. Characteristics of a measurement process. A sequence of
measurements on the same subject derived from the same measurement
process (i.e. with the environmental conditions and procedures maintained
throughout the sequence) tends to cluster about some central value for the
sequence. If, as the number of measurements is increased indefinitely, the
average for the sequence approaches, in the probability sense, a value p.,
then p. is the limiting mean of the sequence.

An individual value Xi differs from the limiting mean p. because of uncon
trolled or random fluctuations in the environmental conditions or proce
dures. These individual values will follow some frequency distribution
about the limiting mean. The specification of this distribution is made in
terms of a mathematical frequency law involving several parameters including
the limiting mean p., a measure of the dispersion about the limiting mean, and
other parameters as necessary.

The dispersion of values about the mean is measured in terms of the
square root of the second moment about the mean, called the standard devia-

107
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tion, u. This standard deviation is the limit, in the probability sense, of the
square root of the average value of the squared deviation of the individual
values from the mean as the number of values is increased indefinitely.

Formulas for estimating the parameters of a distribution from a finite
set of data, and methods of making statistical tests of hypothesis concerning
these parameters are presented in this chapter.

1.2. Statistical estimation. The experimenter has at hand only a
finite set of measurements which are considered a subset of an infinite
sequence. He will, therefore, be in ignorance of the parameters of the
process such as the limiting mean fL' the standard deviation u, and any other
parameters that may exist. The finite set of data is to be used to estimate
the unknown parameters. For example, the average or the median may be
used to estimate the limiting mean. The function of the data used for
estimation is called an estimator; the numerical value obtained by using this
estimator on a set of data is called an estimate.

Estimators of parameters may be either point estimators, such as median
or average, or may be interval estimators, such as confidence limits.

A sequence of estimates, generated by use of an estimator on small sets
of values randomly selected from some distribution, will have a limiting
mean, a standard deviation, and follow some distribution. Just as one
technique of measurement may show superiority over another, so also may
one method of estimation (i.e., one estimator) show superiority over another
in terms-of bias and precision.

The exact form of the underlying distribution of the basic measurements
cannot be settled, and upon the appropriate choice of the form of the distri
bution depends the correctness of the inferences drawn from the data.

1.3. Notation. Unless otherwise stated in the formulas that follow:

Individual measurements are indicated by

X 1 Xi

where the subscript refers to the order in which the measurements were
made.

Each Xi is assumed to be independent in the statistical sense from all
other measurements in the set, and all Xi are assumed to follow the same
distribution.

Measurements ranked in order of magnitude are indicated by

such that
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Parameters of distributions are indicated by Greek letters, fL, a, fl, etc.,
while estimates of these parameters are indicated by italic letters x, s, b, etc.

2. Standard Distributions

2.1. The normal distribution.* A variate that follows the frequency
function

f(X) = ...._1_ e-(x-p)2!Za2
-CD < X < CD

av/2n

is said to be normally distributed with

(1)

mean value of x = fL variance of x = aZ

The normal distribution is quite often a fairly good approximation to the
distribution of random fluctuations in physical phenomena. This general
applicability of the normal distribution is verified by experience and sup
ported in part by theory.

By virtue of the central limit theorem, which states that for certain conditions
the sum of a large number of independent random variables is asymptotically
normally distributed, the distribution of the random fluctuations in a measure
ment process tends toward normality because the variations are due to a
multitude of minor random variations in the process. t

2.2. Additive property. If Xl' X z, ... , Xn are normally and independently
••• - • Z Z ZdIstrIbuted wIth means fLI' fLz, ... , fLn> and varIances a l , az , ... , an , then

where the Ci are arbitrary constants and will be normally distributed with

n

mean k CifLi and
i=l

n

variance k clal
i~l

* Tables of the standardized normal distribution

to 15 decimals are given in Tables of Normal Probability Functions, National Bureau
of Standards, Applied Mathematics Series, No. 23, 1953.

t CRAMER, H., Mathematical Methods of Statistics, Princeton University Press,
1946, pp. 213-220; and Random Variables and Probability Distributions, Cambridge
Tracts in Mathematics, No. 36, 1937, p. 113.
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2.3. The logarithmic-normal distribution. If y = In x is normally
distributed with mean fL, and standard deviation u, then x will have mean t

(1)

and variance u x
2•

U X
2 = e21'+a

2(ea2
- 1) = (:2(e a2

- 1) (2)

Note: The use of the average of the x's as an estimate of t is inefficient
when the variance of the y's is greater than 0.7. The use of S2 as an estimate
of ux

2 is inefficient when the variance of the y's is greater than 0.1. For
efficient estimators see FINNEY, D. J., Supplement to Journal of the Royal
Statistical Society, Vol. 7, No.2, 1941, pp. 155-161.

2.4. Rectangular distribution. If the probability that x lies in the
interval X o+ dx is the same for all values of Xo and x is restricted to the
interval (Ci,{3), then x follows the rectangular distribution with frequency
function

1
f(x) = f3 - Ci (Ci < x < (3) (1)

f3+Ci
mean value of x = -2-' variance of x = (f3 - Ci)~

12

2.5. The%2 distribution. The sum of squares of n independent normal
variates having mean zero and variance unity follow the %2 distribution
for n degrees of freedom. The %2 distribution enters in statistical tests of
goodness of fit, homogeneity, and a variety of other purposes because the
standardized variable

estimate of mean - mean
standard deviation of estimate of mean

tends to be asymptotically normal with mean zero and vanance unity.
The %2 distribution for n degrees of freedom has frequency function

f(%2) = 2n/2~(n/2) e-x2/2c;r2)(n-2)/2 (0 <%2 < ro) (1)

mean of%2 = n, variance of%2 = 2n

The %2 distribution has the additive property that the sum of k independent %2
variates based on nl> n2 , n3 , '00' nk degre.es of freedom respectively follows
a %2 distribution for

degrees of freedom.
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A table of values of %2 exceeded with probability P is given in most texts
on statistics.

2.6. Student's t-distribution. In sets of size (n + I) from a normal
distribution the ratio of the average to standard deviation (t = Xjs) follows
Student's t-distribution with n degrees of freedom. Frequency function
for the t-distribution is

. r[(n + 1)/2] _I_ I
j(t) = r(n/2) 'vmr .(I + t2/n)<n+ll/2 (-00 < t < (0) (I)

mean value of t = 0 . f nvanance a t = --2n- (n > 2)

Tables of the values of t exce,eded in absolute value with probability ex are
given in most modern texts on statistics, i.e., to for which

ft
o f(t)dt = 1 - ex

-to

2.7. The F distribution. If S1 2 and S22 based on m and n degrees of
freedom, respectively, are two independent estimates of the same a 2 for a
normal distribution, F = S12/S22 will follow the F distribution for (m,n)
degrees of freedom (the number of degrees of freedom for the numerator is
always quoted first).

The frequency function of F is

r[(m + n)/2] (m)m/2
(F) = r(m/2)I'(n/2) n

Flm-2l/2
[1 + (m/n)F]lm+n)/2 (0 <F < (0) (1)

n
mean of F = --2

n-
(n > 2)

variance of F = (n ~ 2f [2(:(::~2)] (n > 4)

Tables of values of F exceeded with probability 0.05 and 0.01 are given in
G. W. SNEDECOR, Statistical Methods, Iowa University Press, 4th edition
(1946), and in a number of recent texts on statistics.

2.8. Binomial distribution. If on any single trial, the probability of
occurrence of an event is P and the probability of nonoccurrence of the
event is 1 - P, the probability of k = 0, I, ... , n occurrences in n trials is
given by the successive terms in the expansion of

(1)
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The average number of occurrences in n trials will be

nP

and the standard deviation of the number of occurrences will be

VnP(l-P)

Tables of individual terms and cumulative terms for P = .01(01).50 and
n = 1(1)49 are given in Tables of the Binomial Probability Distribution,
National Bureau of Standards Applied Mathematics Series, No.6, 1950.

2.9. Poisson distribution. If the probability of the occurrence of an
event in an interval (of time, space, etc.) of length dx is proportional to the
length of the interval, i.e., probability of occurrence is equal to, say, Adx,
the probability of k independent occurrences in an interval of length x is
given by (for f-L = Ax)

The average number of occurrences is f-L; the standard deviation of the
number of occurrences is vii. Additive property: If kI> k2, ••• , kn indepen
dently follow Poisson distributions with means f-Ll' f-L2' .•. , f-Lm then

n

also follows a Poisson distribution, with mean I f-Li'
i~l

Note: For P small (less than 0.1) the Poisson may be used as an approxi
mation to the binomial taking f-L = nP.

Tables of individual terms and cumulative sums are given in MOLINA, E. C.,
Poissons' Exponential Binomial Limit, D. Van Nostrand Company, Inc., 1947.

3. Estimators of the Limiting Mean

3.1. The average or arithmetic mean. Symbol x.
1 n

x=- IXi
n i~l

If the Xi have limiting mean f-L and standard deviation a,

limiting mean of x = f-L

s.d. of x = a/vn
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3.2. The weighted average. If each Xi has assigned to it a weight of W;,

the weighted mean is defined as

n

"LWiXi
i=l

If the Xi have same limiting mean fL and standard deviation a,

limiting mean of weighted average = fL

J
-

n.

"L Wi
2

'" • i=--l
s.d. of welghted mean = a -----

tWi
i=l

(1)

3.3. The median. The median is that value that divides the set of
values x( il into two equal halves. The median of n values is

X(n+1l/2 for n odd

t(X(n/2l + x(n/2+1») for n even

If the Xi have limiting mean fL and standard deviation a and if the distribu
tion of the x's is symmetrical about fL,

limiting mean of the median = fL

If the Xi follow a normal distribution the standard deviation of the median
approaches, for large n,

;-:;; a a
'\j 2 . yin = 1.2533 Y1!

For values of n < 10 the s.d. is approximately 1.2 a/vn.

4. Measures of Dispersion

4.1. The Standard deviation. Symbol s.

J~(X,- &)2
s= -----

n-l

(I)

(I)
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If the Xi follow a normal distribution with limiting mean fJ- and standard
deviation a,

~
-

. .. r(nj2) 2
hmltmg mean of s = [q(n-l)j2] n _ I] a

(3)s.d. of s = vT- a2 a,...., V2(: _ I)

The distribution of s is approximately normal for n > 30.

Note.. In all statistical analysis involving comparing of averages or
precision of two processes, the square of the standard deviation, or variance,
is used. If such analysis is intended, the estimator s is to be preferred over
other estimators of standard deviation because S2 has a limiting mean a 2,

the other estimators do not. These alternate estimates are :

a. The estimator

(4)

for which, if the Xi follow a normal distribution,

~
- ~-. .. n -- I n - I

hmltmg mean of -- s = -- aa
n n

~
"- ~-n-l n-l "--

s.d. of -n-" s = -"-n- VI - a2 a

b. The estimator

~ , ~ r[(~(.!i~2] ~~.-; 1J~ ~"'c~i~
for which, if the Xi follow a normal distribution,

I· .. f 1lmltmg mean a - s = a
a

s.d. of~ s = / 1
2

- ~ a
a "\j a

(5)
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c. The estimator
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the so-called" probable error." For the case of a normal distribution has
mean value

~
-

n-l
0.67449 -n- aa

and standard deviation

0.67449 ~n --;; I VI _ a2 a

For a normal distribution with mean J-t and standard deviation a, the interval
(J-t - 0.67449 a, J-t + 0.67449 a) will include 50 per cent of the frequency
distribution. When a is estimated from finite sets of data such an exact
probability statement cannot be made (see tolerance limits).

n

4.2. The variance S2 = ~ (Xi - x)2/(n - 1). Whatever the distribution
i~1

of x's, the limiting mean of S2 = a2•

If the x's follow a normal distribution with standard deviation a,

standard deviation of S2 = ~n ~ I a2 (1)

and (n - l)s2ja2 follows a %2 distribution with (n - 1) degrees of freedom.

4.3. Average deviation. ~i IXi - x I
n i~1

If the Xi are normally distributed, limiting mean J-t and standard deviation a,

~
- -

. .. . . 2 n-l
hmltmg mean of average deViatiOn = ---:;; ~-n- a

/2 vn=1 [7T . /---s.d. of average deviation = 'Y ---:;; n 2 +v n(n - 2) - n

~
-

. 1 1/2 a 2+ sm-1
--] a,-....,. E 1 --n-l vn 7T

1
j

(1)

(2)
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for large n. Kote that in comparing two average deviations, account must be
taken of any difference in the number of observations in the two estimates.

4.4. Range: difference between largest and smallest value in
a set of observations, X(n) = X(l). If the Xi follow a normal distribution
with limiting mean fL and standard deviation a,

limiting mean of range = (constant) a

Note: Tables of this constant for different values of n are given in
Biometrika, Vol. 24, p. 416, along with values of the standard deviation of
the range. With the use of these tables an estimate of the standard deviation
can be obtained by dividing the range of the data by this constant. For
example: for sets of 5 measurements the constant is 2.33,

10 measurements the constant is 3.08,
20 measurements the constant is 3.73,
30 measurements the constant is 4.09,

100 measurements the constant is 5.02.

5. The Fitting of Straight Lines

5.1. Introduction. When the mathematical relationship or law between
two variates is known or assumed to be linear, and exact knowledge of the
relationship is obscured by random errors in the measurement of one or
both of the variates, the formulas of this section are applicable.

A clear distinction must be made between the case of estimating the para
meters of a linear physical law and the case of estimating the parameters of
linear regression. In the physical law case there are two mathematical
variables, X and Y, related by a linear equation. Our inability to measure
without error obscures this relationship. In the linear regression case the
average values of y for given x's are related to X by a linear equation. In the
linear regression case there is a bivariate distribution of x and y. There are
two distinct regression lines (that of yon x and x on y) and there is a corre
lation between x and y. The regression lines and the correlation are pro
perties of the underlying bivariate distribution.

5.2. The case of the underlying physical law. Let X and Y represent
the variables of the physical law, and:

a. The two variables X and Yare related by a law of the form Y = ex + f3X
or its converse X = (-exlf3) + (l/f3)Y.
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b. At any Xi repeated measurements y, of the variable Y, are dispersed
about Y i = c.: + f3Xi with a standard deviation to be called a y., the functional
form of the error distribution being the same at all Xi' '

c. At any Yi repeated measurements, Xi' of the variate X are dispersed
about X,: = -c.:/f3 + (1/f3)Yi with a standard deviation to be called ax., the,
functional form of the distribution of errors being the same at all Y i •

d. In practice there are obtained n paired values (Xi,Yi) which correspond
to paired values (Xi' Y i) from the linear law. The problem is to obtain the
best estimate, Y = a + bX of the linear law Y = c.: + f3X from the n values

(x"y;).
If one variable, X, is known to be measured without error, the following

tables (pages 118-119) are applicable.

If both variates are subject to error, i.e., if ay. = a y and ax. = ax and the, ,
error distribution is normal, the following technique is applicable.

Step 1. Arrange the n paired values (x"y,) in order of magnitude according
to one of the variates, say x.

Step 2. Divide this ranked set of n values into three nearly equal groups,
so that in the two extreme groups there are the same number, say k. Thus
the center has n - 2k.

Step 3. Compute the averages, Xl and)\ of x's and Y's in the first group,
the averages x3 and Y3 of the x's and y's in the third group, and the grand
averages X and y.

Estimator of slope

Estimator of intercept

Estimator of error in y's,

b' = Y3-Y1
x3 - Xl

a =Y -b':~

Estimator of error in x's,

Sx = Jt~ (Xi - x)2 - (lW) ,~ (X, - X) (y, - y)l/n~ 1

The distributions of the estimators depend on the value of the unknown
slope f3. See WALD, A., Annals of Mathematical Statistics, Vol. 11, 1940,
p. 284; BARTLETT, M. S., Biometrics, Vol. 5, 1949, p. 207.
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Estimator when ex ~ 0

n
~ (xi- x) (Yi- y)
1.=1

b=-----
n
~ (Xi- x)'
i=1

a = y-bx

$= n-2a'

n fi x.y.] ,
~ '~l • •

i=lY/-
"
~ x·,
i=l t

$ = ---------
n-l

n

~ (Yi-y)2-
i=l

r" ]'L~~-~~-~
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n
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n

:E wI
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n
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Note: One of the estimates, Sy2 or sx2, can be negative. Such negative
values are to be expected more often when n is small, or when the parameter
(ax2 or a y2) being estimated is near zero. The distribution of the estimates
has not been worked out.

6. Linear Regression

6.1. Linear regression. If two variates x and y vary concurrently (as for
example, the height and weight of men age 30) and a linear relation exists
between the average value of y and the corresponding value of x, and also a
linear relation between the average value of x and the corresponding y, the
formulas of this section are applicable.

Parameter

f3

p

ex'

U 2
X

Estimator

a = y-bx

n

L: (xi-x)(Yi-y)
i=l

b=-------
n

.~ .(Xi- X)2
't=1

n

L: (Xi - x)(Yi - y)
i=l

a' = x-b'y

n

L: (Xi-X)(Yi-y)
i=l

b'=------
n

L: (Yi - y)2
i=l

1 n
sx" = -- L: (xi - X)2

n-l i~l

Variance

1 U 2
--~ -y- (I - p2)
n- 3 u,."

~ (1- p2)2
n

for large Il

1 u 2
__ _ x_ (I _ p2)
n-3 U y2
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For a given Xi' the y's have a variance u y2, and mean value

and for a given Yi, the x's have a variance ux
2, and mean value

- ,+ f3'Xi = (X Yi

where y and x are the averages of an infinite number of values at Y and X,

respectively. Thus there are two lines to determine, and further there is
the parameter p, the correlation between X andy.

7. The Fitting of Polynomials

7.1. Unequal intervals between the x's. Let n paired values (Xi,yi)

be observed. If the variate x is measured without error and the variate Y

is related to X by the equation

Y = (Xo + (XIX + tY2X
2 + (Xax3 + ... (I)

and the errors in y follow a distribution with mean zero and standard devia
tion u, the constants are estimated by minimizing the sum of squares of the y
deviations, i.e., the estimates ao, ai' a2, ... of (Xo, (Xl' (X2' '" are those values for
which

.t (Yi - ao - alx - a2x2 - ... )2 = minimum
i~l

This minimization process leads to a set of simultaneous equations:

Ly - nao - alLx - a 2Lx2 - ••• = 0

LXy - aoLx - alLx2 - a 2Lx3 - ••• = 0

Lx2y - aoLx2 - alLxa - a 2Lx4 - .,. = 0 etc.

(2)

I(3)

where the summations are over i = 1,2, ... , n.
For the estimators of the parameters of linear equation y = (Xo + tY1X the

solution is
ILy LX I

i LXY Lx2
1

D 2

In 2.:y I

I LX LXy
D2

(4)

where D 2 = in Lx 1

ILX LX2
\

and the sum of squares of deviation of the y's from the line is
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where
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~x

~X2

~X3
a2 =---=D3

~x ~X21
~X2 ~X3

~X3 ~X4

§701

and the sum of squares of y deviation from the parabola is

3 3
2 = ~y2 - ao~Y - al~xy - a2~x2y (6)

The extension to polynomials of higher order is obvious. The estimate of
the standard deviation a 1 of the y determination

IS s= ~n~22 for the line

IS s= ~:~\ for the parabola

(7)

(8)

and s = ~~~\ for a polynomial of degree k - 1 (9)

For testing the significance of any of the constants fitted, the reduction
in the total sum of squares of the y's is studied as follows:

I>egrees of ~ean

freedom square
------------------- -----,----~-

Total sum of squares
n
~ (Yi -.:W = S1'
i=l

n-l

I>eviation from linear 0 • 0 0 0 0 0 •

Reduction of sum of squares due to linear
terms. 0 0 0 0 • 0 0 0 0 0 0 0 • 0

I>eviations from quadratic. . . 0 • • •

Reduction of sum of squares due to qua-
dratic terms . . . 0 • 0 • 0 • • 0 0

etc.

S1'- S;
Sa'

n-2

1
n-3

S.'/(n - 2)

S1'- S;
I Sa'/Cn - 3)
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(10)

To test the significance of a coefficient, a/c, compute

F = S/C_12 - S/c2
S/c2/(n - k)

If the distribution of errors in the y measurement is normal, F will follow
the F distribution for 1, n - k degrees of freedom. If the computed F is
greater than the value of F for 1, n - k degrees of freedom exceeded with
probability cx, the reduction in sum of squares due to fitting the constaht ale

(coefficient of x le- 1) is regarded as significant at the 100 cx per cent level of
significance.

Each of the a/c are seen to be a linear function of the y's, so that the standard
deviation of any particular ai can be obtained by writing

and using the formula for the variance of a linear function, noting that the

mean value of Yi = CX o + CX1Xi + cx2xl + ....

7.2. The case of equal intervals between the x's - the method of
orthogonal polynomials. In order to find the best fitting polynomial

(1)

when the x values are evenly spaced, it is convenient to fit instead the poly
nomial

(2)

where ~l" ~2" ~3" ••• are orthogonal polynomials of degree 1,2,3, '"

~o = 1

~{= (x -X)A,

~2'= [(X-X)2_n\~11A2

, [" y2(n2- y2) '1
~Ic = ~l ~n - 4(4y 2 _ 1) ~n-l Ar

The It's are chosen so that all the coefficients of these polynomials are integers.
The coefficients of these orthogonal polynomials and a description of the
method of analysis are given in FISHER, R. A., and YATES, F., Statistical
Tables, 4th edition, Hafner Publishing Company, New York, 1953 for tl', to
~5" for n = 3(1)75.
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7.3. Fitting the coefficients of a function of several variables.
Just as a distinction was made in the case of the straight line between the
underlying physical law situation and the linear regression situation, so also
must this distinction be preserved with the extension to this multivariate
case.

If Y is related by a physical law to variates Xl> X 2, .•• by the equation

(1)

one is interested only in estimating the coefficients CXI," There is no question
of the correlation between, say, Xl and X g• In the physical law case when
Xl' X 2, and X g are regarded as free from error and Yas subject to errors
following a distribution with mean zero and standard deviation a, for 11 values
(Yi, Xli' X 2i, ... ) the estimators ak for the parameter CXk are, for the case of
the law Y = CXo+ cxIXI + cx2X 2,

I L:y L:XI L:X2 I
I L:XIy ~X12 2:XIX 2
! L:X2y 2:XIX 2 L:X.2

Go = -- --- -~~--

Dg

I 11

I L:XI
I L:X2a l = ---

(2)

where

11 L:XI 2:y
2:XI L:X12 2:X1y i

a2=
L:X2 L:XIX 2 L:X2y

Dg

1
11 L:X1 L:X2 I

D g = I L:X1 L:X12 L:XIX 2 I
L:X2 L:XIX 2 ~X22 I

The sum of squares of deviations of y from the fitted equation is

(3)

The extension to include cases of more variables is straightforward, and
the tests of significance of the coefficients is analogous to the case of fitting a
polynomial.

7.4. Multiple regression. In the multiple regression case where a
number of variates are varying concurrently (as, for example, weight of
males age 30, as a function of height, wrist circumference, and waist girth) is
treated in R. A. FISHER, Statistical Methods for Research Workers, Oliver and
Boyd, Section 29. In multiple regression there are partial corr~lations and
partial regression coefficients to be estimated.
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8.1. Estimator of parameter of binomial distribution. If in n trials,
m occurrences of some event are observed, then the estimator for the para
meter P is

m
p=-.

n

This estimate will have a standard deviation

s.d. ofP = ~P(~P).

(1)

(2)

100(1 - ex) per cent confidence intervals (PI ,P2) for the parameter P of the
binomial for k occurrences in a sample of n are given by solving

i (~ )Pi(l - p)n-i = ex/2
i=k l

for P, giving the lower limit PI' and

(3)

(4)

for P, giving the upper limit P2 •

The computation is simplified by using the incomplete beta function (see
MOOD, A. M., Introduction to Theory of Statistics, McGraw-HilI Book
Company, Inc., 1950, pp. 233-235).

8.2. Estimator of parameter of Poisson distribution. If in an
interval of x units, k occurrences are observed, the estimator for the para-

meter Aof the Poisson is k/x, which has a standard deviation of VA/x..
If n independent estimates of A, hI/XV k2/xno ••• , kn/xnare available, the best

estimate of " is

which has standard deviation J~I~-Xl~-
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The average of the ratios has standard deviation

To test the conformance of a series of n values of ki to the Poisson law
where the interval length is the same for all determinations, compute

(5)

where k = (lIn) t k i ·

i=l

This statistic will have approximately the %2 distribution for n - 1 degrees
of freedom.

8.3. Rank correlation coefficient. N objects are ranked by two
methods. Denote the ranking of the ith object by the first method by r li and
its ranking by the second method by r2i , and the difference di = rli - r2i •

The rank correlation coefficient is defined as

N

6k dl
i=l

1 - N(N2 -1)

For a complete treatment of rank correlation see KENDALL, M. G., Rank
Correlation Methods, Charles Griffin & Co., Ltd., London, 1948.

9. Interval Estimation

9.1. Confidence interval for parameters. Instead of a point estimator
of a parameter, an interval estimator may be used. A random interval
(L llL 2), depending only on the observed set of data having the property
that 100(1 - 2ex) per cent of such intervals computed will include the value
of the parameter being estimated, is called the 100(1 - 2ex) per cent confidence
interval.

No probability statement can be made regarding an individual confidence
interval since a particular interval either includes the parameter, or it does
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not. It is the method of estimation that carries with it the probability of
correctly bracketing the parameter.

For a given distribution of measurements it is possible to set down the
distribution of estimates of a parameter derived by using a given estimator
and a sequence of random sets from the original distribution. For example,
the probability that x based on n measurements lies in the interval
(}J- - 1.96 a/vln, }J- + 1.96 a/vln) is 0.95. From this it follows that the
random interval (x - 1.96 a/vln, oX + 1.96 a/vln) will include the parameter}J
with probability 0.95, and the interval (x - 1.96 a/vln, x + 1.96 a/vln) IS

therefore the 95 per cent confidence interval estimator of }J-.

9.2. Confidence interval for the mean of a normal distribution.
For a set of n measurements from a normal population the interval (L j ,L2 )

where

and

(1)

(2)

where t(2<1..n-l) is the value of Student's t for n - I degrees of freedom
exceeded in absolute value with probability 2ex, defines the 100(1 - 2ex) per
cent confidence interval for }J-, the mean of a normal distribution.

9.3. Confidence interval for the standard deviation of a normal
distribution. From a set of n measurement (i.e., an estimate of standard
deviation based on n - I degrees of freedom) from a normal distribution the
interval (L j ,L2) where

and

L _ I(n - l)s2
j - 'Y 21 (c"n-j)

L _ I (n - l)s2
2 - 'Y 21 (j-<1.,n-j)

(1)

(2)

and where 1 2
(", n-l) is the value of 1 2 for df = n - 1 exceeded with proba

bilityex, defines'the 100(1 - 2ex) per cent confidence interval for a.

Note: (L j 2,L22) defines the 100(1 - 2ex) per cent confidence interval
for a 2•
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9.4. Confidence interval for slope of straight line. If the variate x
is free from errors and the variate y i>

(1)

where €i is a random variable, normally distributed with mean 0 and standard
deviation a for all i, then (L1>L2) is the 100(1 - 2ex) per cent confidence interval
for {3, the slope of the line.

L 1 = b - t(2~,n-2)Sb (2)

L 2 = b + t(2~,n-2)Sb (3)

where t(2~,n-2) is the value of Student's t, exceeded in absolute value with
probability 2ex.

Note: If the intercept is known to be zero, replace t(2~,n-2) by t(2~,n-l) in
the formulas for L 1 and L 2•

9.5. Confidence interval for intercept of a straight line. Under the
same conditions required for a confidence interval for the slope,

L 1 = a - t(2~,n-2)sa (1)

L 2 = a + t(2'X,n-2)sa (2)

define the 100(1 - 2ex) per cent confidence interval estimator for ex, the inter
cept of a straight line.

9.6. Tolerance limits. Limits between which a given percentage, P, of
the values of a distribution lie are called tolerance limits. For example,
for the normal distribution with mean fL and standard deviation a, 95 per
cent of the values lie between the limits fL - 1.96a and fL + 1.96a. Ifx and s
are estimates of fL and a, it cannot be stated that the limits x - 1.96s and
x + 1.96 include 95 per cent of the population. Here x + Ks (where K
is a constant) is a random variable which is approximately normally
distributed with mean fL + Ks and approximate standard deviation

/---

(TV lin + K2/2(n ~ 1) where n is the number of observations upon which x
is based and (n - 1) is the number of degrees of freedom in the estimate s.

The value of K can be adjusted so that the limits (x ~ Ks) and (x - ks)
will in a given percentage y of the cases include a given proportion P of the
original distribution. See Techniques of Statistical Analysis, edited by
C. EISENHART, M. W. HASTAY, and W. A. WALLIS, McGraw-Hill Book
Company, Inc., 1947, Chapter 2, for tables of values of K for various n, y,
and P.
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10. Statistical Tests of Hypothesis
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10.1. Introduction. Investigations are concerned not only with esti
mating certain parameters, but also with comparing the estimates obtained
with certain assumed values or with other estimates. For example, an ave
rage value for a certain quantity is derived from two separate experiments.
The question is asked: Can the averages be considered in agreement? In
this case the hypothesis to be tested, called the null hypothesis, is that the
limiting means of the distribution from which the averages arose are identical.

The specification of the statistical test requires a statement of the alternate
hypothesis against which the null hypothesis is tested. The statistical test
will lead to either acceptance or rejection of the null hypothesis.

Any statistical test may result in a wrong decision. Errors of two kinds
may be committed: Type I error: rejecting the null hypothesis when it is
in fact true and, Type II error: accepting the null hypothesis when it is in
fact false. For any statistical test the risk ex of making a Type I error can be
made as small as desired.

A statistic T, some function of the observed value, is chosen in the light
of the null and alternate hypotheses. When the null hypothesis is true this
statistic will tend to fall within a certain range; when the alternate hypothesis
is true the statistic T will tend to fall in some other range. These ranges
will in general overlap. The value selected to serve as the boundary between
these ranges determines the risks of making a wrong decision.

The null hypothesis is rejected if an observed value of a test statistic
exceeds the critical value. In this section the critical value specified is such
that there is a chance ex of wrongly rejecting the null hypothesis. The test
is said to be conducted at the lOOex per cent level of significance.

If in conducting a test of a hypothesis at the lOOex per cent level, a value is
obtained that falls short of the critical value, the statement can be made that
"there is no evidence of a difference." If the observed value of a test
statistic exceeds the critical value, the statement can be made that " there
is evidence of a difference since as divergent a set of values as found would
occur by chance only lOOex per cent of the time if no real difference existed."

10.2. Test of whether the mean of a normal distribution is greater
than a specified value.

a. Observed values: oX and s based on n measurements considered as a
set of values from a normal distribution with mean fL' and standard devia
tion a.
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b. Null hypothesis: P- =P-o

c. Alternate hypothesis: P- >P-o

d~' Test statistic : x -P-ot=---
s/vn

t follows Student's t-distribution for n - I degrees of freedom if null hy
pothesis is true.

e. Rejection criterion: Reject the null hypothesis if the observed value
of t is greater than the value of t for n - I degrees of freedom, exceeded with
probability IX.

10.3. Test of whether the mean of a normal distribution is dif
ferent from some specified value.

a. Observed values: x and s based on n measurements considered as a
set of values from a normal distribution with mean p-, and standard devia
tion a.

b. Null hypothesis: p- =P-o

c. Alternate hypothesis: p- c;;z= P-o

d. Test statistic: t = Ix-P-o I
s/vn

t follows Student's t-distribution for n - I degrees of freedom if null hy
pothesis is true.

e. Rejection criterion: Reject the null hypothesis if the observed value
of t is greater than the value of t for n - I degrees of freedom, exceeded in
absolute value with probability IX. (This is equivalent to the value of t

exceeded with probability 1X/2).

lOA. Test of whether the mean of one normal distribution IS

greater than the mean of another normal distribution.

a. Observed values: Xl and Sl based on n measurements considered as a
set of values from a normal distribution with mean P-1' and standard devia
tiona, and x2 and S2 based on m measurements considered as a set of values
from a normal distribution with mean P-2 and standard deviation a.

b. Null hypothesis: P-1 = P-2

c. Alternate hypothesis: P-1 > P-2
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d. Test statistic:
Xl -X 2

t = y-(m-+-n-)j-m;; -ylO[=c'(n=-~l)~s1=;C2=+~(;=m=-===;=1 )o=s2=;C2];=j(:=m-+ n - 2)

t follows Student's t-distribution for (n + m - 2) degrees of freedom when
null hypothesis is true.

e. Rejection criterion: Reject the null hypothesis if the observed value
of t is greater than the value of t for (n + m - 2) degrees of freedom
exceeded with probability cx.

10.5. Test of whether the means of two normal distributions
differ.

a. Observed values: Xl and Sl based on n measurements considered as a
set of values from a normal distribution with mean 01' and standard de~ia

tion G, and x2 and S2 based on m measurements considered as a set of values
from a normal distribution with mean 02 and standard deviation G.

b. Null hypothesis:

c. Alternate hypothesis:

d. Test statistic :
I Xl - x 2 1

t=-.--
y(m + n)jn y[(n -1)s}2 +(m -1)s22]

t follows Student's t-distribution for (m + n - 2) degrees of freedom when
the null hypothesis is true.

e. Rejection criterion: Reject the null hypothesis if the observed value of t
is larger than the value of t for (m + n - 2) degrees of freedom exceeded
in absolute value with probability cx.

Note: For the case where the distributions do not have the same standard
deviation, see FISHER, R. A. and YATES, F., Statistical Tables, 4th edition,
Hafner Publishing Company, New York, 1953, pp. 3-4.

10.6. Tests concerning the parameters of a linear law. In the case
where X is free from error and the errors in the observed values of y follow
a normal distribution with mean zero and standard deviation G, the statistics

b-f3t= ___o (1)
Sb

and a - CXo
(2)t=----

Sa
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(1)

follow Student's t-distribution for degrees of freedom equal to the number
of degrees of freedom in the estimate of Sb and Sa' (which will be n - 2 for
both when the line does not pass through the origin, and n - 1 for Sb when
it is assumed a priori that ex = 0) when the null hypothesis fJ = fJo and Ci = CiO

are true.
The tests of hypothesis concerning fJ can therefore be made in the same

manner as tests regarding the mean of a normal distribution.

10.7. Test of the homogeneity of a set of variances. Let Slz, szz, ... ,

SkZ be k variance estimates based on nl , nz, ... , nk observations respectively.
Then the statistic

B = 2.3~259 [N log S2 ~ ~ (ni - 1) log si
21

where

3(k - 1)

S2= __~_-
N

k! [l/(n i -1)] -liN
i~l

c=l+-

has approximately the %2 distribution for k - 1 degrees of freedom under
the null hypothesis that the sl are all estimates of a common u2• The null
hypothesis is rejected if the observed value of B is greater than the value
of %2 for (k - 1) degrees of freedom exceeded with probability Ci.

10.8. Test of homogeneity of a set of averages. If Xl' X2, ... , Xn

are n averages, each based on k measurements each, the statistic

where

[k~(X-X)2] !(n-1)

F=

[% ~ (Xii -xi?l![n(k- 1)]

_ 1 n

X= - I-Xi
n i~l

(1)
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(1)

I 1 + rz = -log--·-
2 1 - r

(2)

follows the F distribution for (n - 1), and n(k - 1) degrees of freedom under
the null hypothesis that limiting mean of Xi is the same for all i. Reject
the null hypothesis if the observed value of F is greater than the value of F
for n - 1, n(k - 1) degrees of freedom exceeded with probability a.

10.9. Test of whether a correlation coefficient is different from
zero. If r is the observed correlation coefficient found in the linear regression
case, assumed to be an estimate of P of a bivariate normal distribution, then
in order to test the null hypothesis that P = 0 against the alternative hy
pothesis that P oF 0 compute the statistic

t = I ~~-=-r~ I

When the null hypothesis is true t follows Student's t-distribution for (n - 2)
degrees of freedom. Reject the null hypothesis if the observed value of t

is greater than the value of Student's t-distribution exceeded in absolute
value with probability a.

10.10. Test of whether the correlation coefficient p is equal to a
specified value. Let

1 1+ pS=-log--·
2 I-p

where r is the observed correlation found in the linear regression case and
assumed to be an estimate of p of a bivariate normal distribution, then (z - 0
is approximately normally distributed with mean zero and standard deviation

approximately VI/(n - 3).
Thus a test for the significance of the difference of r from any arbitrary p

is given by computing the statistic

~ log (I + r) _~ log (1 + po)
2 I - r 2 1 - Po

t = v1/(n - 3)

Under the null hypothesis that p = Po, t will be approximately normally
distributed with mean zero and standard deviation a = 1.

Reject the null hypothesis if t is greater than the standardized normal
deviate exceeded with probability a/2 when the alternate hypothesis is
that p 7'=- Po.
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I L Analysis of Variance

§ 11.1

ILL Analysis of Variance. Consider a two-way classification of data
as shown in the table.

Column Row
2 j c averages

I Xu X12 Xlj x 'C XRI
2 X., xR'

Row

XiI Xii XRi

r Xrl Xrj x rc xRr

column averages XCI Xcz XC; XCc X = grand average

It 1S a property of numbers that

can be broken up into three components as follows:

c (Deviation of row r

averages about grand average) = c k (XRi - X)2 (1)
i=l

r (Deviation of column c

averages about grand average) = r k (xc; - X)2 (2)
;~l

r c

Residue = k k (Xi; - xRi - xc; + x)2 (3)
i=l 2·=1

It is assumed in what follows that the Xi; are normally independently distri
buted with variance a 2, about means fLi;

(3)

where fLo, is the grand mean, ORi and oc; are the deviations of the row and
column means, respectively, from the grand mean. Two models of analysis
of variance are possible.
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a. Modell. The parameters DRi and DCi are fixed constants.

For example, if the rows represent different machines and the columns
different operators then the DRi are the deviations of the individual machines
performance from the grand mean, and DCi are the operator biases.

The row averages and column averages are estimators of fLo + DRi and
fLo + DCi, respectively.

In order to test the hypothesis that the row means are all identical or that
the column means are all identical, the following computations are made

Sum of squares

Degrees

of

freedom

Mean square

Mean

square is

estimate of

)eviation of row

L
R

averages R = c (xRi- X)2 r-I
i=l

r-I

)eviation of co- e C
lumn averages C = r "\' (xCi - X)2 c-I.:...

1'=1
c- I

T-R-C
~esidue T-R-C (r- 1) (c- I) ------

(r-I)(c-I)

fotal T rc-l
- ---- ---

~ °Ri
2

i=l

u 2 + c---
r-l

c-l

a 2

To test the null hypothesis that the row means are identical, that is, that

compute the statistic

R/(r - 1)F = ------- ----"--c~-~
(1' - R - C)/[(r -1) (c - 1)]

(4)

Under the null hypothesis F follows the F distribution for r - I,
(r - I) (c - 1) degrees of freedom. A similar test can be made for the
column means.
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b. Model II. The parameters are components of variance.

For example, if the rows represent different samples of the same material
and the columns represent different days on which the tests were conducted,
then DRi and Dc; are random variables. These random variables will have
mean zero and variances GR2 and Gc2, respectively, and in that which follows
are assumed to be normally distributed. The computations are the same
as shown in Model 1.

Sum

I
Degrees I Mean

I
of of Mean square I square is

squares

1-
freedom I estimate of

------

Deviation of

I

R I
row

IR r-I a' + caR'
averages r-I

Deviation ofcolumn
I

C
C c-I a' + raC'

averages c-l

T-R-C
Residue T-R-C (r-I)(c-I) a'

(r- I) (c- I)

Total T rc-I
--_._--_.._._... _---- ------

The parameters GR2 and Gc2 are estimated by

1 [R T-R-C ]
SR

2 =c r-l-(r-l)(c-l) (5)

(6)and 1[C T-R-C ]
sc

2 =, c-l -(r-l)(c-l)

The test of the null hypothesis that GR2 = 0 is made by computing the
statistic

F = R/(r -1)
(T - R - C)/[(r - 1) (c - 1)]

(7)

which, if the null hypothesis is true, follows the F distribution with r - I,
(r - 1) (c:- 1) degrees of freedom.

A test of the hypothesis that Gc2 = 0 is conducted in a similar manner.
The analysis of variance technique of which the above are examples can be

extended to n-fold classifications. The technique is also valuable in ascer
taining whether the effect of a factor is maintained over different levels of
other factors, i.e., for detecting the presence of interactions. See ANDERSON,

R. L., and BANCROFT, T. A., Statistical Theory in Research, McGraw-Hill



§ 12.1 STATISTICS 137

Book Co., Inc. New York, 1952; FISHER, R. A., Statistical Methods for
Research Workers, 11th edition, Oliver & Boyd, Ltd., London, 1950.

12. Design of Experiments

12.1. Design of experiments. The validity of inferences that can be
drawn from an experiment depend upon the manner in which the experiment
was conducted. In a comparison of a number of objects it has long been
realized that identical conditions should be maintained during the testing of
all the objects. Often this is not possible, since not all the objects to be
compared can be tested in a short enough interval that conditions can be
regarded as identical for all tests.

The scheduling of the tests to achieve unbiased estimates of parameters,
and maximum efficiency in the testing of the hypotheses that the experimenter
set out to test; the search for an optimum combination of a number of factors
each of which may be at several levels; or an investigation of the influence
of several factors individually and jointly on some physical quantity are
treated in COCHRAN, W. G., and Cox, G. M., Experimental Designs, John
Wiley & Sons, Inc., New York, 1950; and FISHER, R. A., The Design of
Experiments, 5th edition, Oliver & Boyd, Ltd., London, 1949.

13. Precision and Accuracy

13.1. Introduction. A measurement process is regarded as precise if the
dispersion of values is regarded as small, i.e., a small.

A measurement process is regarded as accurate if the values cluster closely
about the correct value c.

The precision of an individual measurement is the same as the precision for
the process generating the measurements.

By accuracy of an individual measurement or of an average of n measure
ments is usually meant the maximum possible error (constant and/or random)
that could affect the observed value and is frequently thought of in terms of
the number of significant figures to which the value can be regarded as cor
rect.

13.2. Measure of preCISlOn. It is suggested that the measure for
representing precision of an individual measurement in a set of n measure
ments be

s= J~(X-X)2
n-1

(1)
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and for the precision of an average,

(2)

13.3. Measurement of accuracy. Limits on possible constant errors
due to known sources of inaccuracy can be set down from a study of the
method of conducting the experiment. Such limits on errors represent a
judgment on the part of the experimenter and no probability statements can
be attached thereto. The setting down of the upper limit and lower limit
for a quantity should involve the possible uncertainties due to any constant
error plus some component due to random errors.

Suggested form for reporting results of n determinations of some quantity:

Average x
Number of measurements n
s.d. of average s/vn
Maximum possible constant errors; E, -E'
Lower limit to quantity: x - E' - Ks/vn
Lower limit to quantity: x + E+ Ks/vn

where K is either Student's t, K = 2 or 3 for approximation to 2a or 3a
limits (for n large), or any other specified constant.

The upper and lower limit to a quantity express the experimenter's best
judgment of the range within which the true value of the quantity being
measured lies. A value could then be said to be accurate to as many signi
ficant figures as the upper and lower limits agree.

14. Law of Propagation of Error

14.1. Introduction. If x follows a distribution with mean fL and standard
deviation a, and F(x) is some function of x, then the mean fLF and variance
aF2 of F(x) , where x is the average of n values, is approximated by

fLF = F(fL)

aF2 = [F'(fL)J2a2

(1)

(2)

provided F(x), F'(x) are continuous and nonzero in the neighborhood of the
point x = fL.

Caution must be exercised in the application of the formula. It is valid
when two conditions are satisfied: (a) if the Taylor expansion
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is such that Fk(p,) for k = 2, 3, ... is small, and (b) if the expected value of
(x - fL)k, for k = 3, 4, ... is small (i.e., that the third and higher moments of
the distribution of x be small). There are cases where condition (a) is not
satisfied, yet the formula is valid because condition (b) holds, or where
neither condition holds but the product of Fk(fL) and the kth moment is
small for k > 2.

EXAMPLE: Let x be normally distributed with mean I-' and standard deviation u.
Then the mean and variance of y = x 2 are according to the above formula

mean ofy = 1-'2

variance of y = 41-'2U2

The exact answer for the mean is 1-'2 + a2, and for the variance, 41-'2 a2 + 2u4. When
a is large the" propagation of error formula" can be seriously in error in this case.

EXAMPLE: Let x have mean g = eI'H/2(J2, and variance eeea2 - 1), and with third
moment, or average value of ex - 0 3 = eee 302 - 3e(J2 + 2), fourth moment, or
average value of ex - g)4 = g4ee6a2 - 4e3(J2 + 6eo2 - 3), etc., such that y = log x is
normally distributed with mean I-' and standard deviation u. The approximation
gives

for the mean of y :

log g = p. + !a2

for the variance of y :

u"u 4

(12 J.. _ +
'21 3!

+ .. ,

If a is large, the approximate formula can be seriously in error, in this case because
the third and higher moments of the original distribution are not small.

If H(XI ,X2,Xa,... ) is a function of Xl' X 2, xa, ... which have mean values

fLI' fL2' fLa' ... and variances u1
2

, u2
2, ua

2
, ... and correlations P12' PIa, P2a, ... ,

then the variance, UH2, of H(Xll X 2,Xa,... ) is given by

all derivatives being evaluated at fLI' fL2' fLa' ....

The restrictions on the validity of this formula are analogous to the restric
tions applying to F(x).
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14.2. Standard deviation of a ratio of normally distributed varia
bles. If z = x/y where x is normally distributed with mean Jl-x and standard
deviation ax; y is normally distributed with mean Jl-y and standard devia
tion a y; the correlation between x and y is p and Jl-y/a y is sufficiently large
(say greater than 5) then z will be approximately normally distributed with
mean of z = Jl-x/Jl-y' and standard deviation of

Jl-x ~ux2 a y2 2 aXuy
z=- -2+-2- p--

Jl-y Jl-x Jl-y Jl-xfLy

[FIELLER, E. C., Biometrika, Vol. 24 (1932), p. 428.]

(1)

14.3. Standard deviation of a product of normally distributed
variables. If x and yare normally distributed with means Jl-x and Jl-y and
standard deviations a x and a y' then w = xy will have mean Jl-xJl-y and standard
deviation

• / 2 2+ 2 2+ 2 2'V Jl-x a y Jl-1I ax ax a y

[CRAIG, C. C., Annals of Mathematical Statistics, Vol. 7 (1936), p. I.J
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NOMOGRAMS

B y DON A L D H. MEN Z E L

Professor of Astrophysics at Harvard University
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I. Nomographic Solutions

I.I. A nomogram (or nomograph) furnishes a graphical procedure
for solving certain types of equations, primarily those containing three
variables, say a, {3, and y. If any two of these quantities are known the third
follows directly from the conditioning equation between the three parameters.
The determinant,

represents the equation:

=0 (1)

(2)YI - Yz Yz - Ya
Xl - X 2 X 2 - Xa

The three p3ints (XIYI), (X2Y2), and (xaYa) are collinear because the two
segments possess identical slopes '!Ind because they have a point, (x2,Yz) in
common.

Now, suppose that we can write

Xl =fl(a) YI = if;l(a)

Xz = fz({3) Yz = if;z({3)

Xa=fb) Ya = if;b)
(3)

Equations (3) define three curves, in parametric form, whose points we
can label in terms of our basic parameters a, fJ, and y. Thus, if we know a

and {3, for example, a straight line from the appropriate points on the a and {3
curves will intersect the y curve at the value of y that satisfies the equations,
as indicated in Fig. 1, which represents the artificial equation

2 In fJ sin a + 1.5a cos (n/2)y + 2{3z + 1.5fJz sinZ (n/2)y

- 1.5 cos (n/2)y In fJ - 4 sin a - 3 sin a sin (n/2)y - a{32 = 0

141
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4.00 f.t 3.~5

3.50 1.00

0.75

1.25 3.25
I

1.50 0.50

3.00
2.75

1.75 0.25,

2.50
2.25

~ 2.00
2.00 0

1.75

1.50
2.25 3.75 a

V 1.25

2.50 3.50 f7' 1.00
I 2.00

0.75 1.75
2.75 3.25 I/f 1.50

3.00 I 0.50.
1.25

0.25
LOa ~

0
0.75

I

0.50

FIGURE I

This equation fits the determinant (1), with

XI = 2 sin (x, YI = (X

X2 = (32, Y2 = lnf3

X3 = 1.5 cos (nI2)y, Y3 = 2.0 + 1.5 sin (nI2)y

The line connecting given points f3 = 1.5 andy = 1 intersects the (X curve
twice. There are thus two roots, approximately at (X = 1.1 and 2.9. By
increasing the number of coordinates marking the values of (x, f3, "I, we can
read as closely as desired. In many examples, of course, some of these
curves are straight lines.

To represent an equation nomographically we must first find an equivalent
determinant which we then transform by standard rules until we obtain
our equation in the form of (1), viz.,
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ePI(rx) 1J11(rx)
eP2(f3) 1J12(f3)

,ePb) 1J1b)

143

(4)

We must separate the variables, as above.
Although this equation satisfies the initial condition, the diagram resulting

from it is by no means the most general one possible. Let a, b, c, d, e, I, g,
h, i represent nine arbitrary constants. Then, using the transformation
properties of a zero-valued determinant, we obtain the general form, which
expansion will prove to be equivalent to (4).

aePI + b1J11 + C dePI + e1J11 +I 1
gePI + h1J11 + i gePI + h1J11 + i

aeP2 + b1J12 + C deP2 + e1J12 +I 1 = 0 (5)
geP2 + h1J12 + i geP2 + h1J12 + i

aeP3 + b1J13 + C deP3 + e1J13 +I
geP3 + h1J13 + i geP3 + h1J13 +ill

By choosing these constants a - i appropriately, we can control the posi
tions -and scales of the rx, f3, and y curves in order to achieve maximum
accuracy for the desired range of variables.

The diagram representing Eq. (5) is a linear transformation of the diagram
representing Eq. (4). In other words, (5) is a mere projection of (4) upon
some arbitrary plane. Two of the constants, in effect, fix the scales of x
and y. Two more determine the choice of origin, including the possibility
of shifting any specific point to infinity. Four more define some specific
line in the plane and the remaining constant fixes the degree of rotation of the
original diagram about this arbitrary line as an axis. The nine constants
thus completely determine the projection scheme. Some experimenting
with constants is generally necessary to produce the best diagram for a
given problem.

A few examples follow. The simple additive nomogram

yields the basic determinant:

(6)

II 1
--12 1
-13 0

l' I II 1
0: = 1-12 1
I' 1-13 0

2
1
1

.1
2
1
o

=0 (7)

The third determinant defines three parallel straight lines. The y scale
fits along the y axis, the f3 scale along the line y = 1, with the rx scale halfway
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between. Now, transforming the determinant by (5) we can get a general
form, wherein the three lines may no longer be parallel.

The multiplicative form
lr(rx)NfJ) = lb) (8)

assumes the form of (6) if we take logarithms. However we often find the
following more useful.

111 0 I! 111 0
I1 12 0: = i 1 12
I 0 -13 1 j 0 -13

1 +11 I 11/(1 +11) 0

I 1= 1 12
1 I 0 -13

(9)

Here the y scale coincides with the negative part of the y ax-is. The fJ scale
extends in the positive direction along y = 1. The <X scale lies along the
x axis. By projecting this diagram we can make it assume a Z-shape, with
the two arms of the Z not necessarily parallel.

For four variables several alternatives arise. Occasionally the nomograms
for four variables are identical in form with those for three, except that one
(or more) of the scales are shifted. A sort of sliderule index, to set for the
fourth variable, gives the necessary flexibility.

Sometimes we may treat one of the variables as a constant, calculating a
different nomogram for each value of the fourth parameter. One can then
interpolate between various curves to select the appropriate point.

In still other cases, as for example, in the equations,

(10)

involving the four variables, we may introduce an arbitrary variable S, as
above. Now we can compile two independent nomograms, one involving
<x, fJ, and Sand the other y, 8, and S. With the Sscale identical on both, we
can make a single diagram with a common Sscale. Then, if we are given,
say <x, fJ, and y, and wish to find 8, we first join <X and fJ with a straight line
that intersects S at some special point. Then connect this point with the
value of 8. The intersection of this line with the y axis determines y.
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1. Constants and Conversion Factors of
Atomic and Nuclear Physics *

It is an interesting paradox that whereas the physical constants, and parti
cularly those associated with the atom, fixed as they are by nature rather
than by man, are believed to be the most invariable things known to science,
the best methods of arriving at reliable numerical values for these constants
have undergone more change in recent years than has been seen in almost
any other branch of physics. Recent rapid advances in new techniques and
in our theoretical understanding have resulted in new, entirely different,
and very superior approaches for ascertaining the best values. These
improvements at each stage usually render quite obsolete most of the methods
of the preceding stage or era, not because the earlier methods were wrong
in principle, but because they admitted of so much less accuracy in practice
that they are no longer worth considering in competition with the newer
methods. Recently this pace has been markedly accelerated so that, in the
span of only a little over four years, completely new experimental methods
growing out of the development of microwave and atomic beam techniques
have so greatly improved the precision of our knowledge of the atomic
constants as to warrant a complete re-evaluation of the entire situation.
There has resulted an improvement in accuracy of approximately tenfold
as regards our knowledge of the constants and conversion factors. No
guarantee can be given that another two or three years hence an equally
radical revolution may not have rendered the present methods equally
obsolete. It is a fortunate and reassuring fact, however, that with all these

,.. Values as of October, 1955.
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changes in method the results obtained, the values of these constants and
conversion factors, give every indication of tending to settle down within
narrower and narrower limits of uncertainty toward stable and definite results.

Because of this ephemeral character of the methods of determining these
constants, we shall say here only enough about these methods to clarify
certain important points bearing on the use of the table of values. The
reader who wishes to study our present methods in detail will find them
described in papers by the present authors [Rev. Mod. Phys., 25, 691 (1953);
27, 363 (1955)]. A list of references at the end of this chapter also indicates
some of the key papers bearing on this subject over the last twenty-five years.
The outstanding work of R. T. Birge during this period in this field has been
undoubtedly the greatt'\st single factor in bringing about its present high
state of development.

The appended table of values of constants and conversion factors of
atomic and nuclear physics was computed by means of formulas (given with
each constant in the table), all of which can be expressed directly in terms of
the values of the following five key quantities combined with certain other
accurately known auxiliary constants. The five key quantities (which we
call our" primitive unknowns ") are N, Avogadro's number; e, the electronic
charge; ex, Sommerfeld's fine structure constant; c, the velocity of light;
and Aljp,,, the conversion factor from the Siegbahn arbitrary scale of x-ray
wavelengths (x units) to absolute (or "grating") wavelengths in milli
angstroms (10-11 em). The computation of the table of values from these
five primary values is a straightforward process on which we need not dwell.
The computation of the values of the five primitive unknowns from various
experimental data is accomplished by the following general method. A
number of " observational equations" (in the present instance thirteen) is
set up to express the results of experimental measurements. It is a pe
culiarity of the atomic constants that in but few instances are the directly
measured numerical quantities which result from experimental work capable
of determining a single primitive unknown (such as e or N). In most cases,
it is some function of two or more of the primitive unknowns that experi
ments determine. The number of such determined independent functions
of the unknowns should exceed the number of unknowns as much as possible
to afford a considerable degree of overdetermination in order to furnish a
check (the only one in fact available) on the interconsistency of the data
and its freedom from systematic errors. The mathematical tool especially
developed for just such a situation as this is the method of least squares. *
This permits us to compute a set of" adjusted" or compromise values of the

* See Chapter 2.
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unknowns that do the least violence to all the input data, according to a
systematic rule for minimizing such violence. This rule allows greater
latitude for deviation to the less accurate determinations. In the present
instance, a judgment of the violence done to the input data by the process
of least-squares adjustment can be obtained from the statement that the
ratio of our" precision measure by external consistency" (a measure of the
compatibility of the overdetermined input equations) to our "precision
measure by internal consistency" (based on estimates of the experimental
accuracy of the input data) was relr; = 1. 04.

A rather delicate point of novel character arises, in the present least
squares adjustment. In order to minimize the numerical work, which
piles up with appalling rapidity as the number of unknowns increases, an
effort is made to formulate the observational equations as compactly as
possible. A result of this is that, unless care is taken to avoid such a con
dition, the numerical values (the results of experimental measurements),
to each of which is equated some function of the unknowns in each obser
vational equation, may not always be single measurements but may be
a function of several independent measurements. If, furthermore, the same
independent measurement may have been used as a contributing factor in
computing the numerics for several different observational equations, these
numerics may thus become" observationally correlated." Great care and
attention must be given either (1) to formulate the equations so these
correlations are absent or at most insignificant, or (2) to take account of
them by an extension of the method of least-squares which has been
especially developed for this purpose.

Two scales of atomic weights exist, the physical and chemical scales. On
the physical scale the 0 16 isotope of oxygen has, by definition, the atomic
weight 16. On the chemical scale, atomic weight 16 is assigned to the
average atomic weight of a mixture of the oxygen isotopes in their naturally
occurring abundance ratios. Unfortunately, if we are interested in the
highest accuracy, the chemical scale is ambiguous and indefinite now that
the precision with which atomic weights can be measured (by mass spectro
graphic means) is amply sufficient to show that the naturally occurring abun
dance ratios of the oxygen isotopes is different for different natural sources
of oxygen (such as water or iron ore on the one hand and limestone or air
on the other). All the atomic weights used in the following table are there
fore given on the physical scale of atomic weights.

If one wishes to be strictly correct, some care must be used in computing
precision measures of quantities depending functionally upon two or more of
the numerical values given in the appended tables because these values are
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not completely uncorrelated in the observational sense. This unavoidable
complication and the simple methods of handling it (by means of correlation
coefficients and cross-product contributions to the error measure) are
explained in an article, [Rev. Mod. Phys., 25, 691 (1953)]. See note p. 154a.

2. Table of Least-Squares-Adjusted Output Values
(November, 1952)

1. AUXILIARY CONSTANTS USED:

These auxiliary constants are quantities which are uncorrelated (observationally)
with the variables of the least-squares adjustment.

Rydberg wave number for infinite mass: *
Roo = 109737.309 ± 0.012 cm-1

Rydberg wave numbers for the light nuclei:

RH = 109677.576 ± 0.012 cm-1

Ro = 109707.419 ± 0.012 cm-1

RHe" = 109717.345 ± 0.012 cm-1

RHe4 = 109722.267 ± 0.012 cm-1

Atomic mass of neutron :
n = 1.008982 ± 0.000003

Atomic mass of hydrogen:

H = 1.008142 ± 0.000003

Atomic mass of deuterium:

D = 2.014735 ± 0.000006

Gas constant per mole (physical scale) :

R o = 8.31696 ± 0.00034 x 10' erg mole-1 deg-1

Standard volume of a perfect gas (physical scale) :

Vo = 22420.7 ± 0.6 em" atm mole-1

* This differs from the value Roo = 109737.311 ± 0.012 cm-1 given by
E. R. Cohen (Ref. 11) and which was used in the least-squares adjustment. In
Ref. II a tentative value Nm = 5.48785 x 10-4 for the atomic mass of the electron
was used with the proviso, p. 359, that" .. , an increase of 1 part per million in the
electron mass will produce an increase of 0.00005 cm-1 in the Rydberg." (The
coefficient 0.0005 cm-1 in the text is a typographical errOL) The present value has
therefore been revised, using this coefficient to accord with our present output value
of Nm and similar modifications have been made in the Rydberg values of the light
nuclei.
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II. LEAST-SQUARES ADJUSTED-OUTPUT VALUES:

(The quantity following each ± sign is the standard error.)

Velocity of light:
c = 299793.0 ± 0.3 km sec1

Avogadro's constant (physical scale) :

N = (6.02486 ± 0.00016) X 10.3 (g mole)-l

Loschmidt's constant (physical scale) :

L o = N/Vo = (2.68719 ± 0.00010) X 1019 cm-3

Electronic charge :
e = (4.80286 ± 0.00009) X 10-10 esu

e' = e/c = (1.60206 ± 0.00003) X 10-.0 emu

Electron rest mass :
m = (9.1083 ± 0.0003) X 10-.8 g

Proton rest mass :
m p = Mp/N = (1.67239 ± 0.00004) x 10-24 g

Neutron rest mass:
mn = n/N = (1.67470 ± 0.00004) X 10-.4 g

Planck's constant:
h = (6.62517 ± 0.00023) x 10-27 erg sec

Ii = h/27T = (1.05443 ± 0.00004) X 10-27 erg sec

Conversion factor from Siegbahn x-units to milliangstroms :

A./As = 1.002039 ± 0.000014

Faraday constant (physical scale) :

F = Ne = (2.89366 ± 0.00003) X 10" esu (g mole)-l

F' = Ne/c = (9652.19 ± 0.11) emu (g mole)-l

Charge-to-mass ratio of the electron:

elm = (5.27305 ± 0.00007) X 1017 esu gm-1

e'/m = e/(mc) = (1.75890 ± 0.00002) x 107 emu gm-1

Ratio h/e:
hie = (1.37942 ± 0.00002) x 10-17 erg sec (esu)-1

Fine structure constant:

ex = e'/(lic) = (7.29729 ± 0.00003) x 10-3

I/ex = 137.0373 ± 0.0006

ex/27T = (1.161398 ± 0.000005) X 10-3

",' = (5.32504 ± 0.00005) X 10-5

I - (I - ex')1/' = (0.266252 ± 0.000002) X 10-4
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Atomic mass of the electron (physical scale) :

Nm = (5.48763 ± 0.00006) x 10-4

Ratio of mass of hydrogen to mass of proton: '"

[
Nm ]-1

H/Mp = I - H (I - ~",2) = 1.000544613 ± 0.000000006

Atomic mass of proton (physical scale) :

M p = H - Nm = 1.007593 ± 0.000003

Ratio of proton mass to electron mass :

M./(Nm) ~ 1836.12 ± 0.02

Reduced mass of electron in hydrogen atom :

p. = mMp/H = (9.1034 ± 0.0003) x 10-28 g

Schrodinger constant for a fixed nucleus:

2m/h2 = (1.63836 ± 0.00007) X 1027 erg-1 cm-2

Schrodinger constant for the hydrogen atom:

2p./h2 = (1.63748 ± 0.00007) x 1027 erg-1 cm-2

First Bohr radius:

Go = h2/(me2) = ",/(471"Roo ) = (5.29172 ± 0.00002) X 10-9 cm

Radius of electron orbit in normal HI, referred to center of mass:

ao' = Go(1 - ",2)1/2 = (5.29158 ± 0.00002) x 10-9 cm

~eparation of proton and electron in normal I-P :

Go" = ao'Roo/RH = (5.29446 ± 0.00002) X 10-9 cm

Compton wavelength of the electron:

Ace = h/(mc) = ",2/(2R oo ) = (24.2626 ± 0.0002) x 10-11 cm
Xc. = Ace/(271") = (3.86151 ± 0.00004) X 10-11 cm

Compton wavelength of the proton:

\,' = h/(mpc) = (13.2141 ± 0.0002) X 10-1<1 cm
Xcp = Acp /(271") = (2.10308 ± 0.00003) X 10- 14 cm

Compton wavelength of the neutron:

;lcn = h/(mnc) = (13.1959 ± 0.0002) X 1O- 14 cm
Xcn = \n/(271") = (2.10019 ± 0.00003) X 10- 14 cm

Classical electron radius :

Yo = e2/(mc 2) = ",3/(471"Roo ) = (2.8 [785 ± 0.00004) X 10-13 cm
T 0

2 = (7.94030 ± 0.00021) x 10-26 cm

* The binding energy of the electron in the hydrogen atom has been included in
the quantity. The mass of the electron when found in the hydrogen atom is not m,
but more correctly m(l - ~",2 + ...).
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Thompson cross section:

(f) TTyo2 = (6.65205 ± 0.00018) X 10-25 cm2

Fine-structure doublet separation in hydrogen:

(
1 ) [ '" ( 5 5.946)]b.EH = 16 R H ",2 1 + -:; + "8 - ---:;;.- ",2

= 0.365871 ± 0.000003 cm-1

= 10968.56 ± 0.10 Mc sec-1

Fine-structure separation in deuterium:

tlEn = b.EH Rn/RH = 0.365970 ± 0.000003 cm-1

= 10971.54 ± 0.10 Mc sec1

Zeeman displacement per gauss:

(e/mc)/(4TTC) = (4.66885 ± 0.00006) x 10-5 cm-1 gauss-1

Boltzmann's constant:

k = Ro/N = (1.38044 ± 0.00007) x 10-16 erg deg-1

k = (8.6167 ± 0.0004) x 10-5 ev deg-1

l/k = 11605.4 ± 0.5 deg ev-1

First radiation constant:

C1 = 8TThc = (4.9918 ± 0.0002) x 10-15 erg cm

Second radiation constant:

c2 = hc/k = 1.43880 ± 0.00007 cm deg

Atomic specific heat constant :

c2/c = (4.79931 ± 0.00023) x 10-11 sec deg

Wien displacement law constant: *
Amax T = c2/(4.96511423) = 0.289782 ± 0.000013 cm deg

Stefan-Boltzmann constant:

a = (TT 2/60) (k4jh3c2
) = (0.56687 ± 0.00010) X 10-4 ergs cm-2 deg-4 sec1

Sackur-Tetrode constant:

(SO/RO)ph = ~ + In {(2TTRo)3/2h-3N-4} = - 5.57324 ± 0.00007

(SO)Ph = - (46.3524 ± 0.0020) X 10' erg mo1e-1 deg-1

Bohr magneton :

1-'0 = he/(4TTmc) = !eX" = (0.92731 ± 0.00002) X 10-20 erg gauss-1
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* The numerical constant 4.96511423 is the root of the transcendental equation,
x = 5(1 - e-X ).
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Anomalous electron-moment correction:

[
ex ex

2
]1 + -- - 2.973~ = fL,1 fLo = 1.001145358 ± 0.000000005

(21T) 1T
2

(Computed using adjusted value ex = (7.29729 ± 0.00003) X 10-3
.)

Magnetic moment of the electron:

fL, = (0.92837 ± 0.00002) x 10-20 erg gauss-1

Nuclear magneton:

fLn = he/(4mn.e) = fLoNm/H+ = (0.505038 ± 0.000018) X 10-23 erg gauss-1

Proton moment:

fL = 2.79275 ± 0.00003 nuclear magnetons

= (1.41044 ± 0.00004) X 10-23 ergs gauss-1

Gyromagnetic ratio of the proton in hydrogen, uncorrected for diamagnetism:

y' = (2.67523 ± 0.00004) X 104 radians sec1gauss-1

Gyromagnetic ratio of the proton (corrected) :

y = (2.67530 ± 0.00004) X 104 radians sec-1gauss-1

Multiplier of (Curie constant)!/' to give magnetic moment per molecule:

(3k/N)1/' = (2.62178 ± 0.00010) X 10-20 (erg mole deg-1)l!2

Mass-energy conversion factors :

1 g = (5.61000 ± 0.00011) X 10.6 Mev

1 electron mass = 0.510976 ± 0.000007 Mev

1 atomic mass unit = 931.141 ± 0.010 Mev

1 proton mass = 938.211 ± 0.010 Mev

1 neutron mass = 939.505 ± 0.010 Mev

Quantum energy conversion factors :

1 ev = (1.60206 ± 0.00003) X 10-12 erg

Elv = he = (1.98618 ± 0.00007) X 10-16 erg cm

EA. = (12397.67 ± 0.22) X 10-8 ev cm

EA. = 12372.44 ± 0.16 kilovolt x-units

E/v = (6.62517 ± 0.00023) X 10-27 erg sec

E/v = (4.13541 ± 0.00007) X 10-15 ev sec

v/E = (5.03479 ± 0.00017) X 1015 cm-1erg-1

v/E = 8066.03 ± 0.14 cm-1ev-1

v/E = (1.50940 ± 0.00005) X 10.6sec-1 erg-1

v/E = (2.41814 ± 0.00004) X 1014 sec-1ev-1
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de Broglie wavelengths, AD' of elementary particles: *

Electrons:

AD. = (7.27377 ± 0.00006) cm2 sec-1/v

= (1.552257 ± 0.000016) X 10-13 em (erg)l/2/(E)1/2

= (1.226378 ± 0.000010) X 10-7 em (ev)1/2/(E)1/2

Protons:

AD
p

= (3.96149 ± 0.00005) X 10-3cm2 sec-1/v

= (3.62253 ± 0.00008) X 10-15 em (erg)1/2/(E)1/2

= (2.86202 ± 0.00004) X 10-9 em (ev)1/2/(E)I/.

Neutrons:

AD
n

= (3.95603 ± 0.00005) X 10-3cm2 sec-1/v

= (3.62004 ± 0.00008) X 10-15 em (erg)1/2/(E)I/'

= (2.86005 ± 0.00004) X 10-9 em (ev)I/'/(E)1/2

Energy of 2200 m/sec neutron :

E2200 = 0.0252973 ± 0.0000003 ev

Velocity of 1/40 ev neutron:

VO.0.5 = 2187.036 ± 0.012 m/sec

The Rydberg and related derived constants:

Roo = 109737.309"± 0.012 cm-1

Rooc = (3.289848 ± 0.000003) X 1015 sec-1

Roohc = (2.1795,8 ± 0.00007) X 10-11 ergs

R oohc2e-1 X 10-8 = 13.60488 ± 0.00022 ev

Hydrogen ionization potential:

/0 = RH ( h:2

) (1 + :2 + ...) X 10-8 = 13.59765 ± 0.00022 ev
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* These formulas apply only to nonrelativistic velocities. If the velocity of the
particle is not negligible compared to the velocity of light, c, or the energy not negligible
compared to the rest mass energy, we must use AD = A,[€(€ + 2)]-1/2, where At is the
appropriate Compton wavelength for the particle in question and £ is the kinetic
energy measured in units of the particle rest-mass.
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NOTE: In 1957 a recalculation of the anomalous magnetic moment of the electron
by Petermann (Ref. 18) and Sommerfield (Ref. 19) showed that the previously accepted
value was in error by approximately 14 ppm. The effect of this chaJ\ge has beeI\
discussed in the literature (Ref. 17, 20), but since a complete re-evaluation has not
been carried out, it is felt that data as of 1955 given in the tables above should stand
until such time as the new evaluation is available. The major corrections are indicated
in Ref. 17.





Chapter 5

CLASSICAL MECHANICS

By HENRY ZATZKIS

Assistant Professor of Mathematics
Newark College of Engineering

The formulas of classical mechanics lie at the base of practically all major
fields of modern physics. Although the methods of quantum mechanics
are necessary for the understanding of microscopic systems, the methods of
even that field are best interpreted in terms of the formulas of classical
mechanics, by way of contrast. The following set of formulas, although
far from complete, represents an attempt to select from the enormous number
of formulas of classical mechanics those that have a particularly modern
application.

Notation: A vector quantity will be indicated by bold-face italic type,
e.g., a. The symbol a will represent the magnitude of a. The Cartesian
components of a will be denoted by either aI' a2, a3, or ax, ay, a z• The
scalar product between two vectors will be denoted by a • b, and the vector
product by a x b. Cartesian coordinates will be denoted by x, y, z, or
Xl' X 2, X3, and time by t. The total time derivative will occasionally also be
denoted by a dot over the quantity. The total time derivative of a vector
quantity w(x,y,z,t) is given by

. dw ow
w = (ft = fit + (v' grad)w

where v is the velocity with which the material point, which is the carrier of
the property w, moves.

1. Mechanics of a Single Mass Point and a System of Mass Points

1.1. Newton's laws of motion and fundamental motions.
a. Bodies not subject to internal forces continue in a state of rest or a

straight line uniform motion (law of inertia). The equations of motion are

d2x d2y d2z
dt2 = dt2 = dt2 = 0 (1)
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Any coordinate system in which Eq. (1) holds simultaneously for all masses,
not subject to forces, is called an inertial coordinate system. The collection
of all reference frames which move with constant velocity with respect to a
given inertial system forms the totality of all inertial frames. The coordinate
system anchored in the center of mass of the fixed stars is a good approxima
tion of an inertial system.

b. Bodies which are subject to forces undergo acceleration. The accele
ration is parallel to the force and its magnitude is the ratio of the force acting
on the body and the (inertial) mass of the body. The mathematical form
of the second law is

or

f=ma

11 = mx, 12 = my, 1a = mi

(2)

(3)

(force equals mass times acceleration.)

c. To each force exerted by a mass point A on another mass point B
corresponds a force exerted by B on A. The second force is equal in magni
tude to the first and opposite in direction (law of action and reaction).

p = mv [v= (x,y,z)]

is called the linear momentum. The force law can also be written

f=dp
dt (4)

(6)

The acceleration a can also be decomposed into a component tangential to
the path

b - ~ dv (5)
t- v dt

and a component normal to the path

b - R 2
n - R2 V

where R is a vector that has the direction and magnitude of the radius of
curvature. The expression mbn is called the centripetal force.

If r is the position vector of the mass point m, the vector product m(r x v:)
is called the angular momentum, and if the force facts on the mass, the vector
product (r x f) is called the torque (or moment of force) inerted by the force f

The work dW done by the force f during a displacement dr is defined by

(
dV)' d (mv

2
)dW=f'dr=(f'v)dt=m _·v =- - =dT

dt dt 2
(7)
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1 p2
T = - mv2 = _.- is called the kinetic energy.

2 2m

dW
~ = I· v is called the power of the force f
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1.2. Special cases. a. Central force. If the force I(r,t) is parallel
to r, then Ix r = 0, and therefore

m ~ (r x r) = m(r X i) = 0 (1)
r X r(law of conservation of angular momentum). The vector I k = --- is a

2
constant, nonlocalized vector (areal velocity vector). In planetary motion
Eq. (1) expresses Kepler's second law.

b. Mass point in a potential field. If the force I can be written as the
negative gradient of a scalar function U(r,t), i.e., if

1= - grad U(r,t) (2)

U is the potential energy. If U does not depend implicitly on time, i.e.,

U = U(r)

the force I is called conservative, and

~ (T + U) = 0 (conservation law of energy)

(3)

(4)

or T + U = E = constant = total energy.

c. Constraints. The m:l.ss points may be constrained to move along
certain surfaces or curves, called constraints. These constraints can be
replaced by constraint forces 1* which keep the bodies from leaving these
constraints but do themselves no work, since the bodies always move at
right angles to the constraints. The law of motion for a single mass point
under the combined influence of an internal force I and a constraint force1* is

If the constraint is given by
I+f*=ma

~(x,y,z) = 0

(5)

(6)

(i.e., the particle is constrained to move on a surface), the force of constraint is

1* = Agrad~ (7)

The Lagrangian multiplier A. is an unknown function of space and time.
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For example, consider a bead that slides frictionless on a straight wire
that makes an angle with the horizontal whose tangent is A. We assume the
wire in the x - z plane with the positive z axis directed upward.

The equation of the constraint is

z-Ax-B=O

The equations of motion are, therefore

mx= -AA

mz= --mg

We can eliminate A from both equations and obtain

m
- A x=mz+mg

(8)

(9)

(10)

(11)

But since

we have

or

and

z=Ax

m
--x=mAx+mg

A

. t2

X = - sm ex cos exg 2

t2

Z = -sin2 exg
2

mA= - - x = m g cos2 ex
A

(12)

(13)

(14)

(15)

(16)

where ex = arc tan A, and where we assumed the particle started from rest at
the origin.

d. Apparent or inertial forces. All the above laws refer to inertial systems.
If we refer the equations of motion to accelerated systems, additional terms
appear which are called apparent or inertial forces.

The most important cases are:

1. Linearly accelerated systems:

r = r* + bet) (17)
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(r refers to the position vector in the inertial frame and r* to the accelerated
frame). The equation of motion is

m;:* = f-- mb

where I is the external force and -mb is the inertial force.

(18)

2. Rotating coordinate systems: Let k be a unit vector in the direction
of the fixed axis of rotation and w the angular velocity. The equation of
motion is

m;:* = 1- 2mw(k X r*) - mw2[k X (k X r*)]

- 2mw(k X r*) is the Coriolis force.

- mw2[k X (k X r*)] is the centrifugal force.

(19)

1.3. Conservation laws. We shall assume a system of N mass points
which exert central forces on one another and which are in addition subject
to external forces In*(n = 1,2, .. .,N), where In* is the force acting on the
nth mass point. The following notations will be used.

V n = velocity of the nth mass point

mnVn = Pn = linear momentum of the nth mass point

N

P = ~ Pn = total linear momentum
n=l

N

I = ~ mn(rn X V n) = total angular momentum
n=l

N

M = ~ mn = total mass of system
n=l

1 ~ .. f fp = M ~ mnrn = pOSItIOn a center a mass
n~I

N

F* = ~ In* = total external force
n~l

All quantities are assumed to be taken with respect to a Cartesian inertial
reference frame.
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The following three conservation laws hold

dP =Mdp=F*
dt dt

dl
-= M(p x F*)
dt

(1)

(2)

(3)

(I)

If the internal forces vanish, the linear momentum, angular momentum,
and energy of the system remain constant, hence the name " conservation
laws."

1.4. Lagrange equations of the second kind for arbitrary curvi
linear coordinates. The equations of motions containing the forces of
constraint (see § 1.2c) contain supernumerary coordin Ites, since the constraints
actually reduce the number of degrees of freedom. They also use Cartesian
coordinates. Often these Lagrange equations of the first kind (as they are
called) are difficult to use. The generalized coordinates q1' ... , q/, where f
is the true number of degrees of freedom, are often more convenient. All
the qk must be independent of each other, and

Xi = Xi(q1,···,q/) l
Yi = Yi(Q1,···,q/) (i = 1,2, ... , N)
Zi = Z;(Q1,···,Q/)

and

etc. The total kinetic energy

. ~ oXi .
X i = ~--Qs

s~1 oQs
(2)

T I ~ ( . 2 + . 2 + . 2)= 2 ~ mi Xi Yi Zi
i~1

expressed in terms of the generalized velocities tj, will be a homogeneous
quadratic function of the tj, where the coefficients will in general be functions
of the Q. We assume the system conservative and denote the potential
energy by U and define the Lagrange function or the Lagrangian L to be

L==T-U (3)
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The Lagrange equations of the second kind read

~ (OL ) _ _oL _ 0
dt Otjk Oqk - (4)

(7)

The quantities Pk = OLjOtjk are called the generalized momenta.

Note: Equation (4) assumes that all forces are conservative. If there
exist in addition nonconservative forces F k (e.g., magnetic forces or friction
forces), the Lagrange equations are to be generalized to

~ (OL) _ oL -F (5)
dt Otjk Oqk - k

Sometimes we can find a function M of q and tj so that even the non
conservative forces F k appear in the form

~oM _oM -F 6)
dtOtjk Oqk - k (

In that case we introduce a new Lagrangian I ==" L - M, and the equation
of motion again assumes the form (4) :

~ oL _ oL =0
dt Otjk Oqk

Consider the motion of an electric charge € III an electromagnetic field.
In that case

€
M= -(A 'v)

c
(8)

where A is the so-called magnetic vector potential and v is the velocity of the
charge €.

1.5. The canonical equations of motion. If in the Lagrangian L
the generalized velocities tj are expressed in terms of the generalized mo
menta P, we obtain a function L* whiGh is numerically equal to L :

We introduce a new function H(qk,Pktt) defined by

f

H(qk,Pk,t) == -L*(qk,Pktt) + !Ps4s(qk,Pk,t)
8=1

The equations of motion (§ 1.4-5) become then

. oH
Pk = - Oqk

(1)

(2)

(3)
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H=T+U

§ 1.6

(4)

(5)

hence equal to the total energy in a conservative system. The symbolical
4f-dimensional space of q and p comprises the" phase space." Through
each point in phase space passes exactly one mechanical trajectory. The
i-dimensional subspace the coordinates q is called the configuration space.

1.6. Poisson brackets. If F is any dynamical variable of the mechani
cal system, e.g., the angular momentum, assumed to be expressed in terms
of q, p, and t, its time rate of change is given by

An expression such as

~ aF aH aF aH
ki----
k~l aqk apk apk aqk

is called a Poisson bracket. The Poisson bracket of any two dynamical
variables F and G is defined by

Equation (1) can be written

F= [F,H] + ~~

(2)

(3)

In particular,

or

fI = [H H] + aH = aH, at at

dH aH
dt at

(4)

(5)

In a conservative system, in which the energy does not depend explicitly on
time, H is constant. Any constant of the motion (or "integral of the
motion ") has a vanishing Poisson bracket with H.
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The Poisson brackets satisfy the identities

and

[F,G] + [G,F] ==; 0

[ F,[G,M]] +[G,[M,F]] + [M,[F,G] ] ==; 0

(6)

(7)

The latter is called Jacobi's identity. The Poisson brackets of the canonical
coordinates q and p themselves have the values

[qk,qzJ = 0 l
[Pk>PzJ = 0 (8)
[qk,Pk] = 13 k!

These Poisson brackets are of fundamental importance in the Heisenberg
formulation of quantum mechanics, where they express the fundamental
uncertainty principle.

1.7. Variational principles. a. Hamilton's principle. The Lagrange
equations (§ 1.4-4) are the Euler-Lagrange equations of the variational
principle

(I)

The variation is taken in configuration space only, subject to the restriction
that the time (and therefore also the end points of the path) is not varied.
This formulation of the Lagrange equations shows their invariance in any
coordinate system i.e., if L(q,tj,t) = L*(q*,tj*,t), then in the new coordinate
system the same equations hold again:

~(oL*4_aL*=0
dt otj*, oq* (2)

S = ft oL(q,tj,t)dt
t1

is called the action function, or Hamilton's principal function, and (1)
defines Hamilton's " principle of least action," the analogue of Fermat's
principle in optics, (see § l.ll).

b. Variational principle in phase space. The canonical equations of
motion (§ 1.5-3.4) are the Euler-Lagrange equations of the variational prin
ciple in phase space (i.e. q and p are considered the coordinates of a point) :

The time and the endpoints are again held fixed.
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1.8. Canonical transformations. The form of the equations is
independent of any specific coordinate system. The basic principle serves
as a unifying guide for expressing more general theories, e.g., in the general
theory of relativity or quantum mechanics.

Any transformation law from the canonical coordinates q and P to new
canonical coordinates ij and P, by which the canonical equations remain
invariant, is called a canonical transformation. Mathematically the canonical
transformations are a special case of the contact transformations. The
necessary and sufficient condition that the transformation be canonical is
that the two linear differential forms

f f

~Pkdqk - H(qk,Pk>t)dt and ~Pkdijk - H(ijk,Pk,t)dt
k~I k~I

differ by a total differential, denoted by dV :

CEPkdqk - Hdt) - ('EPkdijk - Hdt) = dV

ijk = ijk(qlq2",PJP2··· t)

Pk = Pk(qlq2",PIP2··· t )

(1)

(2)

(3)

where V is called the generating function. The canonical transformations
are particular mappings of phase space upon itself. The following choices
are possible for the function V.

V = V(q,ij,t)

oV _ oV
PIc = Oqk; Pk = - oih;

(4)

V = V(q,p,t)

oV _ oV
PIc = oq.,; qk = op~;

H= H- ov
at

(5)

v = V(ij,p,t)

_ oV
PIc = - oij~;

v = V(p,p,t)

av
qk = - OPk;

oV - av
qk---' H=H---. - oPlc' at

(6)

(7)
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v = qIPI + q2P2 + ...
leads to the identity transformation

(8)

etc.

v = Pxr cos¢ + pyr sin¢ + pzz

gives us the transformation from Cartesian to cylindrical coordinates:

x = r cos¢, Pr = Px cos¢ + py sin¢

y = r sin¢, pz = -Pxr sin¢ + pyr cos¢

Z = Z, pz = pz

The expression Px2 + py2goes over into Pr2 + P//r2.

(9)

Ifwe use v = Pxr cos¢ sin e+ pyr sin¢ sin e+ pzr cos e (10)

we obtain the transition to polar coordinates:

x = r cos¢ sin e,
y = r sin ¢ sin e,
Z = r cos e,

Pr = Px cos¢ sin e+ py sin¢ sin e+ pz cos e
pz = - Pxr sin¢ sin e+ pyr cos¢ sin e
Po = Pxr cos¢ cos e+ pyr sin¢ cos e- pzr sin e

and 2 + 2 + 2 _ 2 + P02 + p,p2Px py pz - Pr ---y2 r2 sin2 e

where

(i,k = 1,2,3) (11)

3

Xi = ~ CXriX" and
r~I

A frequently used transformation is
m _

V = - wq2cot q
2

q = /2t sin ij; P = V2mwp cos ij'\j mw

I(12)

and p2/2m + mw2q2/2 goes over into wp. This last transformation shows
how we can easily find the equations of motion of the linear harmonic oscil-
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lator. Since T = mlpj2 and V = kq2j2 = mw2q2j2, we obtain for the
Hamiltonian the expression

p2 mw2
H= 2m. +Tq2

We shall call the new canonical variables 1> and ex and thus have the relations:

~
--

2ex .
q = -sm1>

mw
p = y2mwex cos 1>

Hence the new Hamiltonian is R = wex, and the equations of motion are

ex = constant 1> = wt + f3

and therefore q = f2ex sin (wt + f3)
'Vmw

The canonical transformations were characterized by the fact that they
leave a certain integral in phase space, the action integral, invariant. StilI
other quantities that are invariant in phase space under canonical transforma
tions, include the so-called integral invariants. They are

(13)

taken over an arbitrary two-dimensional submanifold III phase space.
Similarly

(14)

where the summation is taken over every combiriation of two indices and
the integral is again taken over any arbitrary four-dimensional submanifold
in phase space. Similarly

(15)

where the summation is taken over every combination of three indices and
the integral is taken over any arbitrary six-dimensional submanifold. The
last integral in this sequence is

(16)

The last mentioned integral invariant, known as Liouville's theorem in statisti
cal mechanics, says that the volume in phase space is an invariant. Th~

integral invariants were of great significance in the earlier Bohr-Sommerfeld
formulation of quantum theory. They were those dynamical quantities of
classical mechanics which had to be quantized.
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1.9. Infinitesimal contact transformations. * A transformation

(1)

is called infinitesimal if E is a small quantity such that its higher powers
can be neglected as compared to the first power. Thus if we have a dyna
mical function F(if.k,Pk), we can write

This infinitesimal transformation will be canonical, if

or

'i.PrSqr - 'i.ASif.r = SF

Y..prSqr - 'i.(Pr + Erpr) (Sqr + Elxpr) = SF

or omitting terms containing E2, if

- E'i.prSepr + rprSqr = SF

or E~ [~Pr(~~: Spz + ~~: Sqz) + rprSqz] = - SF

If we put F = E W, we obtain

or

If we put

then

(4)

(5)

(6)

* See, e. g., HAMEL, G., Theoretische Mechanik, Julius Springer, Berlin, 1949, p. 299.
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Therefore the infinitesimal canonical transformation is

(7)

(8)
- A av
Pk - Pk == tiPk = - E~

uqk

Therefore we can regard the canonical

aH aH
dqk = ~ dt and dpk = - ~ dt

uPk uPk

where V is the generating function.
equations

as infinitesimal transformations with the Hamiltonian H as the generating
function. Any finite canonical transformation can be built up out of suc
cessive infinitesimal transformations.

Any arbitrary dynamical function F = F(q,p) undergoes during an
infinitesimal canonical transformation, a change L1F.

(9)

This equation brings out again the meaning of the Poisson bracket.
the Hamiltonian and if F is a constant of the motion,

If V is

(10)

1.10. Cyclic variables. The Hamilton-Jacobi partial differential equa
tion. If the Hamiltonian H does not contain a certain coordinate, e.g., ql,

then

H = H(Pl,q2,P2'·. ·,q/,Pt>t)

PI =0

(1)

(2)

PI = constant (3)

Therefore PI is a constant of the motion. Helmholtz has introduced the
name of cyclic coordinate for such a " hidden " coordinate. We shall try to
find such a canonical transformation wherein all the new coordinates are
cyclic. We denote the original canonical variables by qk and Pk and the
corresponding new cyclic canonical coordinates and momenta, respectively,
by ~It and CXk' Denote the generating function by S = S(ql, ... ,CX1, ••• ,t).
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8S 8S
Pk = 8 and epl,' = 8 (4)

ql.' CJ(k

(compare § 1.8, Case c).
By appropriately disposing of the time dependence of the generating

function, we can always make the new Hamiltonian H vanish. * Therefore

H = H + ~~ = 0 (5)

or (
8S)' 8S

H qk>8qk,t + at = 0 (6)

This is the Hamilton-Jacobi partial differential equation. Since the epk are
cyclic variables, the equations of motion can be written down at once;

and

where

Since Pk = 8S/8qk, we have

CJ(k = constant

epk = Wkt + fik

8S
Wk = 8CXk

(7)

(8)

(9)

~ 8S 8S "". 8S as
dS = ~ ",dqk +<\ dt = ~Pkqkdt + <\dt = 2Tdt +<\ dt

k~l vqk vt vt vt

We assume furthermore a conservative system. Therefore H = E or
8S/8t = - E; since E = T + U,

dS = 2T dt - E dt = (T - U)dt = L dt

and
(10)

This shows that for a conservative system the generating function S is identi
cal with the action function introduced in § 1.7, S = S(ql, ... ,qj,t) which we
can write

(11)

(12)
as 8S*

Pk = aqk = 8q---;

Here S* is sometimes called the "reduced" action function because it

* See, e.g., BERGMANN, P. G., Basic Theories of Physics: Mechanics and Electro
dynamics, Prentice-Hall, Inc., New York, 1949, p. 38.
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depends only on the coordinates but not on the time. The Hamilton
Jacobi partial differential equation can also be written

oW
Wk=- (14)

O(Xk

An important special case arises if the Hamiltonian is " separable," i.e., if

Set

where

If, furthermore,

then

H = Hr(qr,Pr) + H2(q2,P2) + '" + H,(q"p,)

Hk(qk,Pk) = Wk

WI + W2 + ... + W, = W

(15)

(16)

(17)

(18)

and instead of the Hamilton-Jacobi partial differential equation we have f
ordinary differential equation to solve, each of the type

(19)

The total energy E of the system is then a function of the (Xl' ••• , (X, :

(20)

As an example, consider the motion of a mass point in a central force field
U(r). Using the canonical transformation for spherical coordinates, we
obtain

We put

_ _ 1 (2 P02 P2 )
H - T + U - -2 PI' + 2- + ~() + U(r)m r r sm

S* = SI'*(r) + So*(O) + S *(4))

(21 )

(22)

and the Hamilton-Jacobi equation

(
OS*)2 I (OS*)2 1 OS*)2
8T + r 2 00 + ;:2 sin2 () (04) + 2m[U(r) - W] ="0 (23)
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falls apart into three ordinary/differential equations:

dS",*
~=cx'"

(
dS *) 2 cx 2---".- + _0 + 2m[U(r) - W]= 0

dr r 2

(24)

(25)

(26)

or
dS * ~~-~~-~~-~~~-2

-'"---- = p = 2m[W - VCr)] _ _0_dr r r2 (27)

(28)

(29)

The three constants of integration are CX z = pz = mr2 sin2 81>, the angular
momentum component along the polar axis; CXo, the total angular momentum
(cx", = CX

o
cos y) where y is the angle between the orbital plane and the

equatorial plane); and W = E, the total energy.

1.11. Transition to wave mechanics. The optical-mechanical
analogy. The Hamilton-Jacobi partial differential equation is of central
importance in the transition from classical to wave mechanics. Before
discussing the analogy with wave optics we shall discuss the relation to the
limiting case of wave optics, viz., geometrical optics. Let I-t denote the
index of refraction, which may be a function of the coordinates. The paths
of the light rays are governed by Fermat's principle:

ofP
' I-t ds = 0

Pl

<;' fP' ds .or 0 - = 0 (u = phase velocIty)
Pl u

(1)

We shall now consider all trajectories of a particle belonging to the same
constant total energy E. According to Hamilton's principle

o= 0 ft. (2T - E)dt = 0 ft. 2T dt = 0 ft. mv2dt = 0 fP
' mv d s

~ ~ ~ Pl

or ofP
' v ds = 0

Pl

(2)
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This equation is of the same structure as (1), but the material velocity (or
" group velocity") v is inversely proportional to the phase velocity u.

(3)

The index of refraction is defined by

U o v IE ~U-
[J- = u = V

o
= 'V~- (4)

(" Vacuum" is here defined as the region where the potential energy
U = 0). Thus we can associate with a moving mass point a " wave" whose
phase velocity is inversely proportional to the velocity of the particle and

whose index of refraction iSY(E - U)/U. It remains now to recover the
" wave equation." We shall use Cartesian coordinates. We assume again
a single mass point with the total energy E moving in the potential field U.
The action function S = S(x,y,z,t) represents at every instant t a surface
in space on which the value of S is constant. Let the velocity with which
this surface of a fixed value for S propagates itself in space be denoted by u.
An observer travelling with the same velocity u will not see any change in
value of S. Therefore

or

But

and

dS as as
0=-=-+ u· VS=-+- u·pdt at at '

as- at = u . p = mu . v

E= mv· u

(5)

(6)

(7)

But u is parallel to v since u is perpendicular to the surfaces S = constant
and p = grad S, which means that p is also perpendicular to the surfaces
S = constant.

Therefore E=mvu (8)

E E
or u = mv = \!2m(E ~U) (9)

If we solve Eq. (9) for U and replace E again by - as/at, the Hamilton
Jacobi equation assumes the form

(10)



§ 1.11

or

CLASSICAL MECHANICS

(I grad S 1)2 = ~- ( ~~r
173

(11)

This is the " wave equation" of classical mechanics. In optics the law
according to which a scalar quantity g(x,y,z,t) (e.g., the component of the
electric field strength in an electromagnetic wave) is propagated is governed
by the wave equation:

p..2 [j2g
V2g - -- (12)

- (2 [)t2

where p.. = index of refraction, (= velocity of light in empty space.
try a solution of the form

We

g(x,y,z,t) = !(x,y,z)ei~ (13)

The phase 4> is given by

(I) l' (p..l)1> = 217 A - vt, = 27Tl{,.; - t) = 217V \ c - t (14)

(15)

But

where v = frequency, A= wavelength, I = geometrical path length of
optical path.

We shall assume that the amplitude function !(x,y,z) changes so slowly
that we can assume it constant. Substituting Eq. (13) into Eq. (12) we
obtain for 4>,

2 82-/, 2 (8-/') 2
£div grad-/' - (I grad4> 1)2 = £~ -'" - ~ ..x.

'" (2 8t2 (2 8t

84> 824>
8t = - 27TV, 8i2 = °

(16)

We shall assume also that t?e index of refraction changes very slowly
(grad p.. = 0) and that the rays are nearly parallel (div So = 0, where So is a
unit tangent vector along the optical path.) Th~n Eq. (15) reduces to

I (84))' 2(grad 4»2 = u2 8t

But this is an equation of the same type as Eq. (11). Schrodinger therefore
assumed that S is proportional to 4>. Since S has the dimension of an
action and 4> is a pure number, Schrodinger put

4> = 217 S = 217 (S* - Et)
h h

(17)

since, according to Planck's law,

(18)
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Schr6dinger assumed that the behavior of a particle can also be described by a
wave equation:

(19)

He put

where

'Y = ,p(x,y,Z)e-2"iEt/h

,p(x,y,z) = e2"iS*/h

(20)

and therefore, ifthis value (20) is substituted into Eq. (19), we obtain

\l2,p = - 41T
2
E2 ,p (21)

h2u2

E2
but u2 = -=----c=----=-=c

2m(E - U)

and thus we obtain the celebrated Schr6dinger equation:

\l2,p + 8~:m (E- U),p = 0 (22)

1.12. The Lagrangian and Hamiltonian formalism for continuous
systems and fields. So far only systems with a finite (or perhaps denu
merably many) degrees of freedoms have been considered. We shall deal
now with a continuous system, such as a fluid or an elastic solid. The ensuing
relations could be derived as limiting cases of the corresponding laws
for discrete systems. The classical treatment of continuous systems is a very
important preliminary step to the quantization of wave fields, the so-called
" second quantization."

The dynamical variables of particle mechanics, which are functions of a
finite number of degrees of freedom, become now functionals, i.e., functions
of infinitely many variables, namely the values of the field variables at each
space-time point. We shan denote the field variables by YA(A = 1, ... ,N).
The Cartesian coordinates will be denoted by Xl' x2, and Xa. The YA play
now the role of the generalized coordinates.

(1)

Partial derivatives with respect to spatial coordinate, will be denoted by
commas:

OYA
YA,r "'" ar

and partial derivatives with respect to time by dots:

. OYA
YA""'8i

(2)

(3)
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The YA play the role of the generalized velocities q. In the case of the
electromagnetic field we have four field variables (N = 4), viz., the three
components of the vector potential A and the scalar potential</>.

We assume again that the" equations of motion" are the Euler-Lagrange
equations of a variational principle:

8L=O

L = ft. df f £ dV
t 1 V

(4)

(5)

where dV is an ordinary three-dimensional volume element. The variations
are taken only in the interior of the" world-domain" f, V, and the indepen
dent variables x, f are not varied. We shall assume that £, (the" Lagrangian
density"), is a function of the YA' YA r, and YA only and not of x and f, or any
higher derivatives of the YA : '

£ = £(YA'YA,r>YA)

The resulting Euler-Lagrange equations are

These equations are called the field equations. One calls

:~ - ~ 8~r 8~~,r ~ :~ ~ :~

(6)

(7)

the variational derivative of £ with respect to YA or the functional derivatives
of L with respect to YA- The energy-stress tensor fa Q is defined by

8£
f Q=£8 Q-YA -- (8)
a 0 ,a8YA'Q

where p, a = 1, 2, 3, 4. The index 4 refers to the time coordinate f. On
account of the field equations (7) the tensor fa Q obeys the conservation laws:

(9)

These are four ordinary divergency relations, expressing the conservation
of linear momentum (a = 1,2, 3) and energy (a = 4).

In analogy to particle mechanics the momentum densities ITA are defined
to be

(10)
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The next step is to define the Hamiltonian density H. The Hamiltonian H
itself is then

H = fJfH dV (11)

H is defined the same way as in particle mechanics:

N

H(TIA,YA,YA,r) == ~ TIAYA -.G[YA,YA,r,YA(YA,YA,r,TIA)] (12)
A~l

In this expression we assume that the velocities YA have been expressed in
terms of the momenta. The canonical equations are

. 8H 8H
YA = 8Il

A
== 8Il

A

. 8H 8 (8H) 8H
IlA = - 8YA + 8xr 8YA,r == - 8YA

If F and G are any two dynamical functionals, i.e.,

(r = 1,2,3)

(13)

(14)

and

F = fJf F(YA,YA,r,TIA)dV

G = fJf q(YA,YA,r,TIA)dV

(15)

(16)

then the Poisson bracket ofF and G is defined by

(17)

In particular, the time rate of change of F is given by

dF lff (8F 8H 8F 8H)dt = [F,H] = ~ 8YA 8TI
A

- 8TI
A

8YA dV (18)

(19)

I 8H I 8E
curIE+--=O' curIH---=O

c 8t' c 8t

For example, in the electromagnetic field in free space, the field variables
YA are AI' A 2, Aa, ep (i.e., the vector and the scalar potential). Maxwell's
equations

div E = 0; div H= 0

are the Euler-Lagrange equations belonging to the Lagrangian density

I (.11 8A 1)2 I.G = - - - + gradep - - (I curl A 1)2
87T C 8t i 87T

(20)
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(21)

(22)

The conjugate momentum density to Al is n1, where

n _ 1(1 oA1 + oel»
1 - 417C C ----at OX

The conjugate momentum to eI> vanishes identically since oc/>lot does not
occur in the Hamiltonian. The Hamiltonian density is

oA 1
H = n .at -£ = 27TC

2
j n [2 + 817 (I curl A [)2 - cn· vel>

The canonical equations are

oAat = 417C2n - c grad eI> (23)

and
on 1
- = - - curl curl Aot 417

(24)

These equations give us all of Maxwell equations except the third

divE=O

We must require that div E = 0 at some instant of time. But then the
canonical equations give us automatically the result that this restriction IS

maintained at all times.
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Chapter 6

SPECIAL THEORY OF RELATIVITY

By HENRY ZATZKIS

Assistant Professor of Mathematics
Newark College of Engineering

I. The Kinematics of the Space-Time Continuum

1.1. The Minkowski .. world:' Ordinary three-dimensional space
plus the time form the four-dimensional "world." A" world point" is
an ordinary point at a certain time. Its four coordinates are the Cartesian
coordinates, x, Y, z and the time t, which will also be denoted by xl, x2, x3
and x4• An" event" is a physical occurrence at a certain world point.
In what follows, the Einstein summation convention will be used: When
ever an index appears twice, as an upper (contravariant) and a lower (cova
riant) index, it is to be summed over. If the index is a lower-case Greek
letter, the summation extends from I to 4; if it is an italic lower-case letter,
the summation extends from I to 3. (Generally, the indices 1,2, and 3 will
refer to the spatial dimensions and the index 4 to the timelike dimension of
the continuum.) Examples are

aTbd = a1bIJ. + a2b2J. + a3b3A + a4b4A

The two most fundamental invariants of the special theory of relativity are
the magnitude c of the speed of light in vacuo and the four-dimensional
" distance" 'T12 of any two world points (X1'Y1,Z1,t1) and (X2'Y2,Z2,t2) /
defined by

'T122 = (t2- t1)2 - ~ [(x2- X1)2 + (Y2 - Y1)2 + (Z2 - ZJ)2]
C

= (Llt)2 - -+ [(LlX)2 + (Lly)2 + (LlZ)2]
c

All the kinematic properties of the theory are a consequence of these inva
riants.

178
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1.2. The Lorentz transformation. We introduce a covariant" metric
tensor" 7]1" and its corresponding contravariant tensor 7]1", defined by

7]I'A7]A' = S 1'. (1)

where

and

and

01'= \ 1 if JL =V
• I ° if JL ¥- v

-"(2' 0, 0, °
0, - c2 '

0, °7]1" =

0, 0, -"(2' °
0, 0, 0, +L

l-~'
0, 0,

Jl7]1'. = 0, -c2, 0,
0, 0, -c2 ,

0, 0, 0,

(2)

( (3)

In terms of the metric tensor, the" world distance" or " world interval"
T 12 becomes

T 12
2 = 7],,/),.XI'!::i.x· (4)

When we go from one reference system ~ with the coordinates xA to a new
system i; with the coordinates xA the only admissible systems are those
resulting from a nonsingu1ar, linear transformation that leaves T122 invariant.
Since only coordinate differences and not the coordinates themselves are
involved, the transformations may be homogeneous or inhomogeneous in the
coordinates. Usually, only homogeneous transformations are considered:
the "Lorentz transformation:' Think of them as rotations in the four
dimensional continuum (the inhomogeneous transformations would corre
spond to rotations plus translations. The transformation equations are

*A x· T
X = y.,x

(5)

where the y';. denote the coefficients of the inverse transformation and are
solutions of the equations

y~;y;: = S;
The y~; themselves are the solutions of the equations

(6)

(7)
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A spatial rotation in three-dimensional space is a special case, character
ized by Y~~ = 0 and Y~~ = 1. Another special case, the most important one
in the subsequent discussion, is that one giving the relations between a
coordinate system ~ at rest and another system ± moving in the direction
of the positive x axis with the constant speed v and whose origin 0 coincides
at the time t = °with the origin 0 of~. The transformation coefficients
Y~; are in this case.

1
0, 0,

-v
- - ------

VI - V 2/C2 ' VI - V 2/C2

... 0, 1, 0, °Y'T = 0, 0, I, °-v/c2

0, 0,
1

_VI - V 2/C2 ' VI - V 2/C2 _

and their inverse matrix :

1
0, 0,

v
vI=- ;2/C2' ViI - v2/-;2

... 0, 1, 0, °YT' = 0, 0, 1, °v/c2
0, 0,

1
_VI - v2/C2'

----vr=-v2ic2
I -

The relations between the two coordinate systems are

x3 =z=z
*4 * t - vx/c2

X = t = ---C=='=--

VI - V
2
/C2

Xl = X = oX + vi
VI - V 2!C2

x3 =z=z

4 t+ vx/c2
X = t = -- -_._-=

-v'1=V2/c2

The ratio vic will be denoted by f3.

(8)

(9)

I(10)

(11 )
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The Lorentz transformations form a group, i.e., if the system i; is related
to the system ~ by a Lorentz transformation, and if the system ~ is related
to :t by another Lorentz transformation, then there exists a third Lorentz
transformation which relates ~ directly to ~.

Lorentz's transformation laws [Proceedings of the Academy of Sciences,
Amsterdam, 6, 809 (1904)] are however, not completely equivalent to
Einstein's. His formulas (4) and (5) read:

* x * --. xvlc2

X = VI ~f32; t = t VI - f32 - \/1-=/32

Therefore x2- c2t2 is not an invariant, since

1.3. Kinematic consequences of the Lorentz transformation.
a. Relativity of simultaneity. Order of events. If an event occurs in ~

at the points Xl and X 2 at the times tl and t2, then

(1)

and therefore

(2)

If t2 = tl , we obtain

(3)

Thus two events that are simultaneous in ~ are no longer simultaneous
in f. If the two events in ~ can be connected by a signal whose speed w
is less than the speed of light, i.e., if
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(5)

In other words, i2- it will always be positive if t2- tt is positive. The
temporal order of events is not destroyed by a Lorentz transformation.

b. The time dilatation. If a clock, e.g., an atomic oscillator, vibrates
with the period T at a fixed point x, a moving observer will observe the period

* T
T = v'~1=-=v~2/""c2

c. The Lorentz contraction. The spatial distance
. * **** * ****.pomts Pt = (xt,Yt,Zt,t) and P2 = (X2'Y2,ZZ,t) IS

(6)

between two world

(7)

The linear dimensions in the direction of motion appear contracted in the

ratio 1 : V1 - f32 to a moving observer. Distances orthogonal to the direc
tion of motion remain unchanged. This contraction explains the negative
outcome of the Michelson-Morley experiment, historically the starting
point for the creation of the theory of relativity. Suppose that an observer
on a material system, moving through space with a velocity v, makes obser
vations on the velocity of light, and determines the time taken by light to
pass from a point A to a point B at a distance d from A and to be reflected
back to A. Let the velocity v of his system be in the direction from A to B.
Let the light start from A at tLme tt, arrive at B at time t2, and get back to A
at ta. Then if the light travels through space with velocity c, we have

or

Hence

d - v(ta - t2) = c(ts - t2)

d
t2-tt=-

c-v

(8)

(9)

(10)

(11)

(12)

Suppose now that AB is perpendicular to the velocity v. In this case the
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distance traversed by the light signal, as it travels from A to B and back to A
again is

Therefore

2 .~d2 + v; (t3' - t:';= c(t3' - t/) = cD..t'

D..t' = 2d
cyl - f32

(13)

(14)

(15)

The two time intervals D..t and D..t' are not the same. However, because of
the Lorentz contraction, the required time D..t is shortened, and becomes

2dyl - 82 ,

D..t = c(I _ (32) = D..t

It was experimentally observed that D..t = D..t'.

d. Velocity addition theorem. If the velocity of a material particle has the
Cartesian components UI , U 2 , and U 3 in ~, its components in i are given by

• UI + Vu -------
1 - 1 + VUI /C2 (16)

(17)

(18)
• u3yl- f32
u -~---+oo

3 - 1 + VU I /C2

Applications. (1) Assume that a light ray is traveling in the y direction,
U I = u3 = 0; u2 = c. Then ul = - V; u2 = cyi-- f32; u3 = O. The
angle a: which the ray includes with the y axis is given by

UI V (f3
2

)tana:=-.-=- y =-f3 1+-+ ...
U2 c I-f32 2

(19)

(20)

For small values of f3, the absolute value of a: becomes f3 (angle of aberration).

(2) Let N be the refractive index of a substance having the velocity v
in the x direction. The speed of light in this substance is u = c/N. Con
sequently the speed Uof a light ray traveling in the x direction IS

•• u+v c ( 1 )
u = U 1 = 1 + vu/c2 = N + v 1 - N2 + ...

the factor (1 - I/N2) is called the Fresnel-drag coefficient.
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(21)

e. Doppler effect and general formula for the aberration. If a plane light
wave in vacuum travels along a direction which forms an angle 0 with the
xaxis and has a frequency;' in the system t, an observer in the system ~
will observe the frequency v and the angle 8, where

(1 + f3 cos 0) *
v = --==----- v

Vi - f32

cos 8 = cos 0+ f3
l+f3cosB

. 8 Vi - f32 sin 0stn =------'---

I +f3cosB

(22)

(23)

(24)
c+u

f. Reflection at moving mirror. Let a mirror have the speed u and a plane
wave be reflected by it (Fig. I). If!f;1 is the angle of incidence, and!f;2 the
angle of reflection, (!f;2)

tan 2 c-u

tan (~I)

(25)

If VI is the frequency of the incident wave and V2 that of the reflected wave,

V2 sin!f;1
VI sin !f;2

u-

FiGURE 1



§1.3 SPECIAL THEORY OF RELATIVITY 185

If the mirror moves opposite to the incident wave, we note that ifi2 < ifiI
and V2 < VI' These formulas played an important part in Planck's
derivation of black-body radiation and in the thermodynamics of cavity
radiation.

g. Graphical representation of the Lorentz transformation. We project
the four-dimensional world upon the x,t plane (Fig. 2) and choose as abscissa

x x

I "Pres~nt

I I

ct

FIGURE 2

not the time t but g4 = ct and as ordinate x ==: gI' The relations between

x' """ gI' and ct """ t4' and gI and g4 are given by

tI = .gl cos ex - ig4sin ex (26)

g4 = - ig1 sin ex + g4 cos ex (27)

or if we put gl """ 7]1 and ig4 """ 7]4'

where i tan ex = vic.

~1 = 7]1 cos ex - 7]4 sin ex

~ 4 = 7]1 sin ex + 7] 4 cos ex

(28)

(29)
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Introducing the real angle 'Y, defined by 'Y = iex, we can rewrite these
formulas in the form

g1 = g1 cosh 'Y - g4 sinh 'Y

g4 = - g1 sinh 'Y + g4 cosh 'Y

(30)

(3 I)

The expression c tanh 'Y = v is the speed with which the reference frame :t
moves with respect to the reference frame ~.

A uniform motion of a particle, passing through the origin of either
coordinate system at the time zero is represented by a straight line through
the origin. Its slope is given by tan 4> = wlc where w is the speed with
respect to the system~. Since the speed cannot exceed the speed of light,
the two 45° lines passing through the origin represent the motion of a light
signal. In the Minkowski world the light signals reaching the origin at the
time zero form the surface of a three-dimensional cone with its vertex at the
ongm. Likewise the light signals leaving 0 at the time zero form another
cone with the vertex at O. This double cone is called the" light cone."
Any physical event either in the past or in the future that can be linked to an
event happening at the origin at the time zero must take place at a world
point located in the interior or on the boundary of the light cone. The
left-hand cone represents the past and the right-hand cone the future.
All other events are located in the" present," since they can neither have
caused nor be the consequence of the event at the origin at time zero. In
the sense of the Minkowski metric the "distance" between two points

Pl(g4,tl) and P2(t4'il') 1S d(PIP2) == + V(g4' - t4)2 - (tI' -tJ~

where it is assumed that both points lie within the same part of the light
cone, i.e., both points lie in the past or in the future. It is an immediate
consequence of this definition that

(32)

In other words, the usual triangle-inequality is just reversed. The straight
line connection between two points is not the shortest, but the longest
connection.

2. Dynamics

2.1. Conservation laws. Classical mechanics knows two independent
conservation laws, the conservation of a vector ps, the linear momentum,
and the conservation of a scalar, the energy E. Relativistic mechanics
knows only one conservation law, the conservation of a world vector pl!.
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More precisely, it states that if there are n particles present with rest masses

m, m, ... , m, then in the absence of external forces four laws of inertia hold:
1 2 n

where

nk pe = constant
k~l k

(
muS E)pe = kk _k_

k VI _ ~2!C2' c2

(p = 1,2,3,4) (I)

(2)

The corresponding covariant vector is

(4)

(5)

The relativistic kinetic energy T is defined by

mc2

T= mc2

v'f - U
2

/C
2

which for small velocities becomes the classical value lmu2• Since the
vector pe is conserved, its magnitude, and hence also the square of its
magnitude are also conserved. Thus

I [E2 3 ]pep = _ _ _ ~ (pS)2
e C2C2 ~

s~l

= constant (6)

When the expression for E and ps are substituted into Eq. (6), one finds that

(7)

If the rest-mass is zero, e.g., in the case of a photon, we obtain the result that

(8)

In words: the magnitude of the linear momentum is p = E/c. On using
the Planck relation that E = hv (v is the frequency of the photon), we obtain

hv
p = c (9)

To illustrate the application to the Compton effect, let us assume an elec
tron, of rest-mass m, is initially at rest and struck by a photon of frequency v.
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(11 )

The scattered photon has the frequency v' and forms an angle 8 with the
direction of the incident photon. The electron acquires the velocity v in a
direction making an angle 4> with the direction of the incident photon. The
conservation law for the energy states that

mc2

hv = hv' +----- c--c.c (10)'vf=-iJ21c2

The conservation law for the momentum states that

hv hv' - mv
- = - cos 8 + --c -c~-=c-" cos 4>
c c '\/1 _ v21c2

and o= hv~ sin 8 - mv-c= sin 4>
c VI - v21c2

By eliminating 4>, we obtain

m(v - v') _!!... (1 - cos 8)vv' = 0
c2

On writing 1 - cos e= 2 sin2 812; v = ciA.; v' = ciA.' we finally obtain

A.' - A. = 2"!... sin2 ..!
mc 2

where hlmc is usually called the Compton wavelength.

(12)

(13)

(14)

2.2. Dynamics of a free mass point. The dynamics of a free mass
point of rest mass m follows from a variational principle:

It.
1= t

1

L(xS,xS)dt,

DI=O

(1)

The variation is to be performed only in the interior, the end points are kept
fixed. The Lagrangian function L is given by

(2)

v2= (dX
1)2 (dX

2)2 (dX
3)2

dt + dt + dt

The corresponding Euler-Lagrange equations are

oL d(OL)
OXS - dt oxs = 0 (3)
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The momenta are, as usual, defined by

aL mxS

Ps ~ axS = '\IT_~;2/~2 (4)

Equations (2.2) and (2.3) can be brought into the canonical form. We
introduce the Hamiltonian funtion H, defined by

The canonical equations are

. aH ps/m
xS--~- .-

- aps - VI +p2/m~

aH
Ps = - axS = 0

(6)

(7)

2.3. Relativistic force. The force is acting on an accelerated mass
point can be defined, just as in classical mechanics, as the time rate change of
linear momentum:

(
V2 )-3/2 [ (' v2

) xsxt
] .. t1-- m Ot 1-- +-- xc2 s c2 c2

(3)

(2)

This force is in general not para11el to the acceleration. It is para11el only
when the acceleration is either parallel or perpendicular to the velocity.
When it is para11e1, Eq. (1) takes the form

(

V2 )-3/2
f = 1-- mxS

s c2

If the acceleration is orthogonal to the velocity, Eq. (1) takes the form

, ( V2)' -1/2
j = 1-- miS

s c2

The coefficients (1 - V 2/C2)-3/2m and (1 - V 2/C2)-1/2m are ca11ed the" longi
tudinal mass" and the" transversal mass" in the older literature.

2.4. Relativistic electrodynamics. We introduce the covariant ten
sor 4> = (AS) - c4»,

As = vector potential, 4> = scalar potential
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the world current-vector sO) = (Is,p),

Is = current density, p = charge density

and the world force density pO) = (ks • Nc2),

ks = ordinary force density, A= power density

Comma means differentiation, e.g., epll,,, = Oepll/OX" and

E = (E1,E2.E3) = electric field strength

D = (D1,D2,D3) = electric displacement vector

H = (H1,H2,H3) = magnetic field strength

B = (B1,B2,B3) = magnetic displacement vector

We finally introduce two antisymmetric tensors <l>1l" and 'Yll" :

(<1>12,<1>23,<1>31) = (-B3,-B1,-B2)

(<1>14,<1>24,<1>34) = (-cE1,-cE2,-cE3)

('Y12,'Y23,'Y31) = (-c4H3,-e4H1,-c4H2)

('Y41,'Y42,'Y43) = (-c3D1.-C3D2,-C3D3)

The fundamental equations of electrodynamics are

SA'A = 0 or div I + :~ = 0 (1)

or div A +~ oep = 0
c ot (2)

-l. -l. - +<I> or B = curl A;'f'A.Il-'f'Il.J.- All
1 8A

E = - grad -l. - ---
'f' c ot (3)

I 8B
or div B = 0; curl E = - c at

4nI 1 oD
curlH=c+cat; divD=4np

(4)

(5)
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1 \ k = pE ++[Ix B]
Fe = - <tWASA or

c3

I..=I-E

191

(6)

(7)

In vacuum E = D and H= B and therefore lDeA = 'YeA. In this case we
can eliminate lD Ae by combining Eq. (3) and Eq. (5) and utilizing (2) we
obtain

(8)

where D is the wave operator or the" D'Alembertian "

If we put
4>e = zeA,A (ze A= _ZAe)

sQ = QQA,A (QQA = _QAe)

we obtain (9)

where ZQA corresponds to the Hertz vector in electrodynamics.

2.5. Gauge invariance. The MaxweIl equations (1), (4) and (5) of
the preceding paragraph remain unaltered if the world vector 4>Q is changed
into a new world vector ;pQ by adding to it an arbitrary four-dimensional
gradient field if;'Q :

(1)

Such a transformation is caIled gauge transformation. The condition
(2.4-2) is not gauge-invariant. But since if; is arbitrary and does not affect
the MaxweIl equations, we are permitted to make this choice. The advan
tage of having the" Lorentz gauge condition" (2.4-2) satisfied is that we can
solve for the highest time derivatives of the potentials and thus obtain a
system of differential equations of the Cauchy-Kowalewski type. In such
a system the initial conditions on a function guarantee its unique continuation
into the future (and it.> past).

If one works with the field strengths E and H themselves (which are the
only physicaIly observable quantities), rather than with the potentials, then
Maxwell's equations are automatically of the Cauchy-Kowalewski type with
respect to the time derivatives, regardless of any gauge condition. We
introduce potentials primarily for mathematical convenience.
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2.6. Transformation laws for the field strengths

1:1 = E1 B1 = B1
'.

D1 =D1

• 1
D2 = ViI -=- 132 (D2 - f3H3)

• 1
D3 = V'l ~~2- (D3 + f3H2)

(1)

Here 13 = vic, where v is the velocity oft with respect to ~ and v = (v,O,O).
The total charge is an invariant. If the world current vector se is purely
convective, and if the charge has the velocity u in the system ~ and it in ~,

then
•• U1 - V
pu =p --=.=

1 vI - 132

..
pU3 = pU3

• 1 - vu11c2

p=p-=
VI - 132

If the charge is at rest in ~, i.e., if U1 = U2 = U3 = 0, then

• p
p = \/1 - 132

2.7. Electrodynamics in moving, isotropic ponderable media
(Minkowski's equation). The relations between ct>QA and 'YeA must be of
such a nature that, in a reference system at rest with respect to the medium,
the relations must go over into

D=EE (1) B=pB (2) Ic=aE (3)
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€ = dielectric constant, fk = magnetic permeability, a = electric conductivity,
Ie' the" metallic" current density, is obtained from the total current den
sity se through subtraction of the convective current density ue. (/-UA),
where

Ue = (VI ~su2jc2' cVl ~ U2j)

We shall denote the corresponding world vector of Ie by ze. Therefore

becomes

ze = se - ue • (SAUA)

l=aE

(3)

(4)

We introduce two new world vectors

Then (5)

is an invariant relation which reduces to D = €E in a system at rest with
respect to the medium. We also introduce two antisymmetric tensors

beAY = <peA UY + <pAY ue + <pye UA

and

Then

heAY = 'YeAUY +'YAyue + 'YyeUA

beYA = fkheYA (6)

is another invariant relation, which reduces to B = fkH in a system with
respect to the medium. We introduce certain abbreviations:

1
E' == E +- (u X B)

c

1
D' ==D+-(uxH)

c

H' == H _1.- (u x D)
c

B' == B _1. (u x E)
c

} (dectmmoti" fo"e)

} <_nctomotivdo,,,)

Then the Minkowski equations read

D'=€E'

B' =fkH'

The generalization of Ohm's law is

ze = aee

(7)

(8)

(9)

file:///jJEL
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In vectorial form this means

1+ u[(u' I) - pc
2
J = uE' (10)

c2- u2 VI _ U2/C2

If the current is purely convective, then 1= pu and se = Ue . (/'U;), and
the Lorentz-force expression becomes

ke = ~~ <DeAUA (11)

The foregoing equations aJ:e to be regarded as representative of various
competing tensors and not as completely verified formulas.

2.8. Field of a uniformly moving point charge in empty space.
Force between point charges moving with the same constant velocity.
We shall assume a point charge f: moving with. the constant speed v in the
positive x direction. In a reference system ~, chosen so that the charge
is at rest with respect to it, and permanently at its origin, we have

* * x8 * *
D. = E. = e -.;;; B. = H. = 0 (1)

r

Using the transformation equations of F, we obtain

*
E _ E2

2 - vI - f32'

*
E _ E3

3- V1"=732' H = f3 E
3 vI - f32

(2)

Since and
* x - vtx= .
~2'

*Y=Y; *Z=Z

we obtain
E= e .x-vt

1 vI _ f32 R3.'

E - e.L H _ _ ef3 .~
2 - V1=732 R3' 2 - vI _ f32 R3

E e__ .~ H _ ef3.L
3- vI -[32 R3' 3-~2 R3

R2 = <: - vt)2 + y2 + Z2
1- f32

(3)
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These expressions show that the electromagnetic field is carried rigidly
along by the charge (" convective field "). For simplicity, consider the
field at the time zero, when the charge passes through the origin. Then

x2

R2= l_fJ2+y2+z2

and

E- f. .~
1 - vI _ fJ2 R3'

E- f. • .1'-
2 - VI _ fJ2 R3'

E = f. • .-!-
3 VI _ fJ2 R3'

H _ _ efJ • .-!-
2 - VI _ fJ2 R3

H - efJ .1..-
3-~ R3

(4)

(6)

The magnetic field lies entirely in the" equatorial plane," i.e., the plane
orthogonal to the direction of motion. Let us compute the electric field
strength at a distance s from the origin. If the point of observation lies on

the x axis, R = s/yl- fJ2, we obtain

e(l - fJ2)
E1 = s2 ; E2 = E3 = 0 (5)

If the point lies on the y axis at a distance S from the origin, we obtain
R = Sand

e
E2 = V ; E1 = E3 = 0

• S2 I-fJ2

As the speed increases to the speed of light, in the first case E1 = E2 = E3 = 0
and in the second case E2 = co; E1 = E3 = O. At high speeds the electric
field tends more and more to crowd in the equatorial plane. The energy
density becomes zero outside and infinite inside the equatorial plane in such
a manner that the total energy of the field becomes infinite, and therefore
also the electromagnetic mass of the charge becomes infinite. The Lorentz
force F exerted on a second charge e' which moves with the same velocity u, is

and can be written

where

F = e' IE ++[u x H] !
F= gradifl,

ifl = (1 - fJ2) ~

(7)

(8)

Here ifl is called the ,,' convective potential."
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The surfaces of constant convective potential are

R2 = x2+ (1 - (32) (y2 + Z2) = constant (9)

(3)

(2)

(1)

They are ellipsoids of revolution with the charge at their center. The
direction of motion is the axis of revolution and the principal axis is smaller
than the two minor axes. These ellipsoids are called the " Heaviside ellip
soids."

If the charge 8' lies on the x axis at a distance s from e, the magnitude of the
force exerted on it, is

(10)

If the charge is located on the y axis at a distance s from the charge e, the
force is

F=~~ (11)
S2

In either case the force between the two charges tends to zero as their velocity
approaches the velocity of light.

2.9. The stress energy tensor and its relation to the conservation
laws. We introduce the tensor Mea, defined by

1 ['nea
I ]Mea = 4'lTca ~ <1> A/l<1>A/l - 2 (<1> eA'Fa/l + <1>aA'Fe/l)TJ A/l

<1>A/l'FA/l = 2c4(B' H - E' D)

Mrs = L[~ Drs(B' H +D' E) -BrHs -DrEs]

1
M14 = - (D X B + E X H)8nc x

1
M44= -(E'D+H'B)

8nc2

(4)

(5)

The Mrs are the components of the Maxwell stress tensor; c2M4s are the
components of the Poynting vector; c2M44 is the energy density of the electro
magnetic field. The energy stress tensor obeys the four conservation laws

MeA'A = 0 (6)

If in addition to the electrodynamic stresses MeA any other stresses peA
of nonelectrical origin are present, the conservation laws take on the form

TeA'A = 0 (7)

where reA == peA + MeA = " total stress energy tensor."
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As a special example assume matter of constant rest density a moving
with uniform velocity v along the x axis. Assume furthermore that the
mechanical stresses are given by the tensor trs. Then

t12
p12 _.. .

- VI' - V 2/C2 '

+ 2t"/ 4p44=a v C
1 - V 2JC2 ·

av + vt"Jc2p14= _
I - V 2JC2

p33 = t33;p22 = t22;t" + av2
•

1 - V 2/C2 '
P"

In the case of a perfect fluid of pressure p, we have

trs = po"s; p12 = p13 = p24 = p34 = p23 = 0

P + av2
44 _ a + V

2p/C4

pll = ·1 _ V 2/C2; p22 = p33 = p; p - 1 - V 2JC2 (9)

14 __ pv + vpjc2
P - - I - v 2jc2

3. Miscellaneous Applications

3.1. The ponderomotive equation. The Lorentz-force on a particle
of rest-mass m and charge 13 can be derived as the Euler-Lagrange equation
of the variational principle

1= JP
' Ldt= JP

• I -mc 2 11 - u
2

-eeP+!..-usA idt (81=0) (1)
P l P l I '\j c2 C 8 \

The Euler-Lagrange equa-In this variation the end points are kept fixed.
tions belonging to Eq. (1) are

d ( mu
s

) 13
dt VI-=-- U2/C2 = eEs + C urHsr etc. (2)

The" relativistic momenta" Ps are defined by

_ aL _ muS !..- A
Ps - auS - VI _ u2jc2 + c S (3)

-,
The velocities can be expressed in terms of the mome'nta :

US = 1.- (p _!..- A) [1 + (J!k __ 8ATc!C)2] -1/2
m S c s . m2c2 (4)
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Therefore the Lagrangian L can be written in terms of the momenta and is
given by

L = [1 +(Pk - eAk/C)2] -1/2 [_ mc2 + cAs. Ps - (cAs/C)] _ e4> (5)
m2c2 c m

The Hamiltonian function H, defined by H = Psus - L is given by

H = mc2 [1 + (Pk -:Z~~k/C)2] 1/2 + e4> (6)

The canonical equations of motion are

(7)

. - _ oH _ ~ [1 (h- eAk/C)2]-1/2 ( _ ~A)A - e,/.
Ps - OXS - mc + m2c2 Pr C r r,s '/',.•

Equations (8) are equivalent to Eq. (2).

(8)

3.2. Application to electron optics. We consider the motion of a
charged particle in a combined stationary electric and magnetic field.

E= -gradrP; H = curl A (1 )

The Lagrangian is

L = mc2 (1 - ~~- ::) - erP + ; (u' A)

The variational principle Sf;: ::::;: dt = 0 yields

(2)

d( mu ) e-d ~-.- = -egrad4> + -(u X curIA)
t vI - U~/C2 C

(3)

(4)
d4> orP
-- = - + u . grad rPdt ot

The total rate of change of the potential energy 4> of the particle along its
path is given by

and thus

Since we assume a stationary electromagnetic field,

04> = 0
ot

u. grad 4> = d4>dt

(5)

(6)
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or

Multiplying both sides of Eq. (3) scaiarIy by u, we obtain

me2~ (__1 -) = _e dep
dt VI - u2/e2 dt

:e (VI :2u2/e2 + eep) = 0

Or introducing the relativistic kinetic energy

me2

1= -me2

VI - u2/e2

Eq. (8) can also be written

d(' me
2

2 ep) 0
dt VI _ u2/e2- me + e =

And thus one obtains one integral of the motion, the energy E,

me2

- .-me2 +eep=E
VI - u2/e2

(7)

(8)

(9)

(10)

or (11)

This equation enables us to rewrite the Lagrangian in the form

(
1------;;;:) e

L=(E-eep) 1 + '\)1-"(2 +c(u'A)-E

Since u = ds/dt, we obtain from Eq. (10)

(12)

(13)

and

Ldt= [~v'(E-eep)(E+2me2-eep)+; (S'A)]dS-Edt (14)

where S is a unit vector in the direction of the tangent of the trajectory of the
particle: u dt = S ds. The variational principle can be reformulated

8 f:: U-V(E-eep) (E+ 2me2-eep)+ ; (S'A)]dS=O (15)

since E is a constant and t is not varied, and therefore

8 fPz E dt = O.
P,
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If we call the dimensionless quantity iL

the variational principle is

ofPzu ds = 0
P'1

(17)

This is identical with Fermat's principle in geometrical optics. iL is the
" index of refraction." It depends through 4> and A on the position (x,y,z)
and through s also on the direction. The index of refraction is thus seen
to be both inhomogeneous and unisotropic. Equation (16) is the fundamen
tal equation of electron optics.

3.3. Sommerfeld's theory of the hydrogen fine structure. We
shall assume that an electron of rest-mass m and charge EO moves in the field
of a proton which is assumed at rest. Let r be the distance between electron
and proton. The energy E is given by

mC2(VI~U2/c2-I)-:2=E (I)

The angular momentum

mr2(}
10 - ----0===-=- VI - u2jc2

is also a constant of the motion. According to Sommerfeld's quantization
rule

(2)

The integration must be carried out over a complete cycle of the motion,
no = 1,2,3, ... (no = 0 would imply that the electron penetrates through the
nucleus.) Therefore

or

mr2(}
--- --' 271' = n • hVI - U2/C2 0

mr2
(} = no ''livr=tiifc2 ('Ii = ;71')

The radial momentum Pr is given by

mf
Pr = VI _ U2/C2

(3)

(4)

(5)
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It must again obey the same quantization rule

PPrdr = nrh (n r = 0,1,2, ... ) (6)

If Eq. (4) is substituted into Eq. (6) and the integration is carried out, we
obtain

(7)

where a = f;2(lic is the fine-structure constant. If E is' expanded in a power
series of a, we obtain

(8)

Usually nr + no = n is called the principal or orbital quantum number, and
no = k the azimuthal quantum number. Hence

(9)

Thus the energy depends not only on n, as in the classical theory, but also
on k. If the speed of light were infinite, then a = 0, and E would depend
on n only.

4. Spinor Calculus

4.1. Algebraic properties. The tensor formalism does not include all
the objects that form relations that are invariant under Lorentz transfor
mations. Besides the world tensors there exist " spinors " whose transfor
mation group is also Lorentz-covariant and whose representation admits an
even larger possibility than that of the tensors. In that sense the spinors
are more fundamental than the tensors. In order to facilitate the reading
of the literature * we shall change slightly our previous notation. The
coordinates (x,y,z,ct) will be denoted by (xl,x2,x3,.0) and the metric tensor
will be assumed

7]11 = 7]22 = 7]33 = I; 7]44 = - 1

* See especially the paper, " Application of Spinor Analysis to the Maxwell and
Dirac Equations," by LAPORTE, O. and UHLENBECK, G. E., Phys. Rev., 37, 1380
(1931). The following discussion follows this paper closely and the reader will find
further discussion and applications in it.
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(1)

We shall call any two-dimensional vector g = (gl,g2) a spinor of rank one.
Its components obey the following linear transformation law

gl = augl + cx12g2

g2 = cx2lgl + CX22g2

and where the determinant of the transformation coefficients has the value
unity

I CXu a 12 / = 1
I CX2l Ct22

(2)

the spinor g will also be denoted by gk(k = 1,2). Spinor indices will always
be denoted by lower-case italic letters and always assume the values 1 and 2
only. The coefficients cxrs(r = 1,2; s = 1,2) can be real or complex numbers.

We shall also define a spinor f = (fi,f2) with dotted indices, which obeys
the transformation law .

Ii = cXuli + cX12j~

jil. = cX2l li + cX22h
(3)

This spinor will also be denoted by fi.(k = 1,2). A bar will always denote
the conjugate complex.

Spinors of higher ranks are quantities that transform like products of
spinors of first rank, e.g., the spinor akl(k,l = 1,2) shall transform like akbll
,or the "mixed" spinor ai.l shall transform like ai.bl. We raise or lower spin
indices in the usual fashion by introducing a metric spinor Ekl of second
rank, symmetric in its indices, such that

ak = Eklal

ak = Eklal (4)

/
~ (5)

(6)

Summations will be performed only over undotted or dotted indices, but
not over mixed indices.
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Thus e.g.,

and

but no summation for
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albl = albl + a2b2

aib· = aib· + il.b·
I 1 2

203

From the above definitions follow the fundamental relations

] (7)

This ensures that akbk and a;'bhare invariants.J2:rom the above definitions.

albl = -alb l

Also, the absolute value of any spinor of odd rank is zero.

(8)

(9)

(10)

All these rules hold of course also for dotted indices. The positions of
dotted and undotted indices may be interchanged without changing the
spinor, e.g.,

a· = a· = a .rst 8Tt 8tr (II)

However, the interchange of two dotted or two undotted indices will in
general change the spinor unless it possesses certain additional symmetry
properties. To obtain the complex conjugate of any spinor equation
replace all dotted indices by dotted ones and vice versa.

4.2. Connection between spinors and world tensors. To each
contravariant world tensor Ae a mixed spinor a;.s can be uniquely associated,
and vice versa. This permits us to rewrite each tensor equation as a spinor
equation and vice versa. The relations are the following:

1
Al = Al = 2 (aliI + ai2)

A 2 - A - ~ (a· - a· )
- 2 - 2i 21 12

(1)
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Conversely, we can also express the spinor components in terms of the
vector components

a· = -ai2 =A1+iA2=A +iA21 1 2

a· = _a21 = Al -iA2 = A -iA12 1 . 2

a· = + a22 = A3 + A4 = A - A11 3 4

1 .
A Ae = --a· art2 rt

\

(2)

(3)

The above scheme also permits to introduce spinor differential operators

oi 0 0.0
1= 21 = ox1 + l ox2

. 0 0
'02_ '0 _

- v 1- ViI - ox3 - ox4

,> (4)

. 0 0
- 0

1
2= - 022 = ox3 + ox4

By means of the relations (4) all the usual vector differential operators that
occur in vector analysis can be translated into equivalent spinor relations,
e.g., let 4>~s be the spinor that corresponds to the world vector 4>e; then

<l>e = 04>1 + 04>2 + 04>3 +~ 04>4 corresponds to -i o~s4>fs, and if the
'e - ox oy oz C ot ordinary scalar 8 corresponds to the

spinor scalar s, 028 10 28
then 08 = 7)ea --- = V' 28 - ---

oxeoxa c2 ot2

I
corresponds to - - o· orts2 rt

4.3. Transformation laws for mixed spinors of second rank.
Relation between spinor and Lorentz transformations. Since mixed
spinors of rank two are the fundamental " building stones " for world tensors,
we shall write out their transformation laws explicity. The symbol R(rx)
shall denote the real part of rx and I(rx) shall denote the imaginary part of rx.
Thus if rx = f3 + iy, where f3 and yare real numbers,

R(rx) = f3 and I(rx) = y
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The absolute value of IX will be denoted byl IX I = + yf32 + y2;

Let grs be a mixed spinor of rank two, and gr8 the corresponding spinor
in the new coordinate system. Then

\

(I)

The relations between the IXrs and the coefficients y~~ of the Lorentz trans
formation follow:

(2)

y~~ = I(O:n(X12) + I(0:22(X21)

y~~ = ~ (I IXn 1
2 + I IX22 1

2
- I IX12 1

2
- I (X21 1

2
)

y~~ = ; (I IX 21 12 + I (X221
2

- I IXnl2 - I G:12 12)
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y~~ = - 1(0:11&12) +1(0:21&22)

y~~ = ; (I 0:12/2+ I 0:22 12 -/ 0:11 12 - I 0:2l /2)

y~~ = ; (10:11 /2 + 10:12 /2 + 10:21 1
2+ /0:221 2)

The y~; are quadratic in the O:r.' To each Lorentz transformation belong
two spinor transformations which differ only in sign. But to each spinor
transformation belongs only one Lorentz transformation. In this sense the
spinors are more fundamental than the tensors.

Two special examples will illustrate the meaning of Eq. (2).

(3)
This yields

'\11' = '\12' = cos e
{.1 {.2

y~~ = -y~~ = sin e

3' _ 4' - 1
1'.3 -1'.4-

All other I' are zero.

(4)

This corresponds to a purely spatial rotation about the z axis through
an angle e.

This yields
1"_ 2'-1

1'.1-1'.2-

l~ = -y~; = sinh e

y~; = y~~ = cosh e
All other I' are zero. This corresponds to a coordinate system ±moving
in the positive z direction with the velocity v, where tan ie = iv/c.

4.4. Dual tensors. We assume the existence of an antisymrnetric
tensor Fa.{1 whose components are all assumed real. The dual of Fa.{1, denoted

11
by Fa.{1, is defined by

(1)
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Ll.

where F ea IS defined by

(2)

Here Dea).T is either +1 or -1, depending on whether the indices paA'T
are an even or odd permutation of the array (1234). If any two or more
indices are the same, then Dea).T = O. From these definitions, we get

Ll. Ll.

}
F12 = iF34; F14 = -iF23

Ll. Ll. (3)p23 = iF14; F24 = _iF31

Ll. Ll.
F3l = iF24; Fa4 = _iF12

The same relations hold true also for a covariant antisymmetric tensor F ea
Ll.

and its dual tensor F ea• A tensor Fea is self-dual if

Ll.
Fea =Fea

From a given antisymmetric tensor Fea one can always construct a self-dual
tensor Gea by forming

Whereas an antisymmetric tensor possesses six linearly independent com
ponents, a self-dual tensor possesses only three linearly independent com
ponents. They can most conveniently be expressed in terms of a three
dimensional, complex-valued vector k = (kl ,k2,ka). The components of
Gea are then

(Gl4,G24,G34) = (-ik1,-ik2,-ik3)

(G23,G31,GI2) = (k1,k2,k3)
(4)

We may write the vector k as a complex sum of two real three-dimensional
vectors a and h, i.e.,

Then

k = a + ib

(G14,G24,G34) = (hI - ial ,b2 - ia2,b3 - iaa)

(G23,G31,GI2) = (al + ih1,a2+ ih2,a3+ ih3)

(5)

(6)

It is possible to associate with a self-dual tensor Gea a symmetric spinor grs

of rank two which also possesses only three linearly independent compo
nents, viz.,
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gn = 2(k2 - ikl ) = 2[a2 - hI - i(h2 + a1)]

g22 = 2(k2 + ikl ) = 2[a2 + hI - i(h2 - a1)]

g12 = g21 = 2ika = 2[ba + iaa]

gii = gn = 2(k2 + ik1) = 2[(a2 - b1) + i(b
2
+ a

1
)] (7)

g22 = g22 = 2(k2 - ik1) = 2[(a2 + b1) + i(b2 - a1)]

4.5. Electrodynamics of empty space in spinor form. We con
struct a self-dual tensor Gea, where

Ll.
Gea = pea + pea

Ll.
:rhe antisymmetric tensors pea and pea are defined by

(la)

In our present notation, however, we set c = l-
in this case k =H - iE

The corresponding spinor grs has the components

- E 2 HI

J
E1 H2 (lb)o H ao

Therefore the vector k is

(2)

gii = 2[ H 2 + E1 + i(Hl - E2)]

g22 = 2[ H 2 - E1 - i(Hl + E2)]

gi2 = - 2[Ea + iHa)

We also introduce a current-density spinor Srs corresponding to the contra
variant current density world-vector

S'" - L v p v P v viz- c I' C 2' C a, p, .,

S • - _Lv +p
22 - 3C
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Maxwell's eight equations read then in spinor language

2. Fundamental Relativistic Invariants

(5)

1. Speed of light in empty space c

2. Length of a world line element ds :

ds2 = dx2 + dy2 + dz2 - c2dt2

3. Phase of an electromagnetic wave

4. Rest mass of a particle m

5. Electric charge e

6. Action integral ft, L dt, if it is understood that t means the proper time
t,

of the observer and that the Lagrangian L is meant to be

L = moc2(1- yl- f32)- V
(V is the potential energy).

7. Planck's constant h

8. Entropy S = So (S = entropy of moving system; So = entropy of
system at rest)

9. Boltzmann's constant k

10. Rest temperature Tn = T/vT=1fi

11. Heat Qo = Q/Yl - f32
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Chapter 7

THE GENERAL THEORY OF RELATIVITY

By HENRY ZATZKIS

Assistant Professor of Mathematics
Newark College of Engineering

I. Mathematical Basis of General Relativity

1.1. Mathematical introduction. The world continuum of space
time is no longer considered" flat" or " Euclidean," as was done in the
special theory of relativity, but" curved" or "Riemannian." This means
there exists a" metric tensor" gQu = gUQ' such that the distance dr between
two infinitesimally close world points (xl,x2,x3,x4) and (Xl + dxl, x2 + dx2,

x3 + dx3, x4 + dx4) is expressed by

dr2 = gQu dXQ dxu
,

whereas in flat space the distance is

dt2 = YJ QU dxQ dxu (2)

The essential point is that the gQu are functions of the coordinates and that
no special coordinate system exists in which gQU would be constant in a
finite domain.

It was Einstein's fundamental idea to establish a relation between the
metric tensor and the matter distribution in the world continuum. This
relation is the content of Einstein's field equations. The gQu play the role
of gravitational potentials and are the direct generalization of the Newtonian
gravitational potential. More specifically, if the deviation from flatness is
small, all gQu vanish, except g44' which then becomes identical with the
Newtonian potential of a mass distribution.

Another important geometrical object in a Riemanian manifold, besides
the metric tensor, is the Riemanian curvature tensor

(3)

210
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A comma denotes as usual the derivative with respect to the corresponding
coordinate.

The r symbols are called the Christoffel three-index symbols of the second
kind, and are defined by

(4)

The r's vanish identically if the gQ<1 are constants, i.e., if the space is flat.
However, even in flat space the gQ<1 may not be constants as a result of a
special choice of coordinates, e.g., if we choose polar coordinates instead of
Cartesian coordinates in ordinary three-dimensional Euclidean space. It is
therefore useful to have the following criterion for the curvature of a
given space: The necessary and sufficient condition for a space to be flat
is that all the components of the Riemannian curvature tensor vanish.

From the curvature tensor we can obtain tensors of lower rank by the
process of "contraction." Of special interest is the tensor of rank two,
denoted by R A<1 and the completely contracted curvature tensor, which gives
us the curvature scalar R.

(5)

(6)

Written in terms of the Christoffel symbols, RM takes the form

For later purposes we need the expression denoted by eM

eA<1 = RM _ !gA<1R

By contracting the above expression we obtain

(7)

(8)

(9)

Therefore

is equivalent to

(10)

(11)

Finally we shall denote the determinant of the gQ<1 matrix by g.

1.2. The field equations. If matter can be represented by a con
tinuous distribution p = p(x,y,z) which depends on space but not on time,
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the gravitational potential G, generated by the mass distribution, IS gIven
by Poisson's equation

(1 )

In regions where the space is empty, this reduces to Laplace's equation

(2)

If the matter distribution depended on time also, it would be natural to
assume that Eq. (1) should be generalized to the inhomogeneous wave
equation

QG = - 47Tp(X,y,z,t) (3)

This equation, however, is not Lorentz-covariant, since the right side is not
Lorentz-covariant. In order to be so, the right side should read Po instead p,
i.e., should include only the rest density. On the other hand, it is an empiri
cal fact that the total mass is responsible for gravitational forces and not
only the rest mass. Thus p must include the contributions from the kinetic
energy as well. But the latter terms are no longer scalars.

Another possibility would have been to introduce four gravitational poten
tials and choose as the right-hand side the energy-momentum vector. But
this is again not feasible. In the presence of matter, the mass density p is
not a scalar, but one component of a tensor pAa (see the discussion of the
stress energy tensor in the special theory of relativity).

In his search for the correct formulation Einstein postulated the field
equations

(4)

The GAa are the expressions defined by Eq. (8). K is the gravitational
constant and pAa is the stress-energy tensor and represents a given distri
bution of matter. If the gravitating matter is concentrated in small regions,
" mass points," and zero elsewhere, the field equations reduce to

which is equivalent to

(5)

(6)

Equation (4) corresponds to Poisson's equation, and Eq. (5) to Laplace's
equation. And just as Laplace's equation has solutions which are regular
everywhere, except at the origin, also Eq. (4) possesses solutions gea which
are regular everywhere except for a singularity at the origin.

1.3. The variational principle. Laplace's equation

'il2G= 0 (1 )
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is the Euler-Lagrange equation of the variational principle

Dfv (I grad G 1)2 dV = 0 (2)

As usual, G is varied only in the interior of the three-dimensional volume V
and not on its boundary. Similarly, Einstein's field equations for empty
space can be derived as the Euler-Lagrange equations of the variational
principle

(3)

Again the field variables g Qa and their derivatives are to be varied only in the
interior of the four-dimensional domain D.

If matter is present, the variational principle is to be generalized to

(4)

where M is a function of the undifferentiated gQa and the distribution of
matter. If PQa denotes the gravitational part of the stress-energy tensor,
then the gravitational part of M, denoted by M grav must obey the relation

8(V gMgrav) = P
8f/Qa Qa

The electrodynamic part of M is given by

I
Mel = - -- <l>Qa<l>

87TCa Qa

(5)

(6)

Here <l>Qa is the antisymmetric tensor defined in the chapter on the special
theory of relativity. In this case the field variables that are to be varied are
the gQa and the electromagnetic potentials. Maxwell's equations are then
part of the resulting Euler-Lagrange equations.

1.4. The ponderomotive law. Einstein, Infeld, and Hoffmann '"
have shown that the motion of bodies (considered as singularities in the
field) follows from the field equations alone. This is in strong contrast to
the Lorentz theory of electrodynamics where the ponderomotive law is an
additional postulate, logically independent of the field equations of Maxwell.
In the limiting case where the rest mass of the particle is so small that its
contribution to the field is negligible, its motion under the influence of a
gravitational field alone becomes indistinguishable from a force-free or

See EINSTEIN, A. and INFELD, L., Canadian Journal of Mathematics, I, No.3,
209 (1949).
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inertial motion. In curved space, it describes a geodesic line, which cor
responds to a straight line in flat space. Therefore its path is

d2xQ Q dxA dx(1
dT2 + rAG dT d"; = 0 (1)

the equation of a geodesic in a Riemannian manifold.
If the space is flat, all the r vanish and the classical law of inertia results :

d2x Q

dT2 = 0 (2)

1.5. The Schwarzschild solution. Only a few rigorous solutions of
Einstein's field equations are known. One of them is the Schwarzschild
solution, which describes the static field of a mass point at rest. Let m be
its mass; then the equation of a line element in polar coordinates is

dT2 = C2( 1- 2;P)dt2- (1 - 21.
m

) -1 dr2 - r2df)2 - r2sin2 8 d</;2 (1)

We shall introduce dimensionless variables by letting

dT d ~~ - T ~ ~ R 2 2Km .. I d' "- = s, -, ~,(X=~ -2- = "gravltatlOna ra lUS
(X (X (X C

and obtain

ds2 = (1 - ~ )dP - (I - ~r1

dR2 - R2 d82- R2 sin2 8 d</;2 (2)

H. Weyl and T. Levi-Civita * succeeded in finding the static solutions
that have only rotational but not spherical symmetry.

1.6. The three H Einstein effects" t

a. The motion of the perihelion. Suppose that an infinitesimal particle
is moving in the field of a Schwarzschild singularity at the origin. The
equation of motion is

(1)

The r can be computed from Eq. (45-2). One obtains a plane motion

• WEYL, H., Ann. Physik, 54, 117 (1917); 59, 185 (1919). BACH and WEYL, H.,
Math. Z., 13, 142 (1921). LEVI-CIVITA, T., Atti accad. naz. Lincei (several notes,
1918-1919).

t See WILSON, H. A., Modern Physics, 3d ed., B1ackie & Son, Ltd., London, 1948,
p. 392 (the treatment we follow here).
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which can be chosen in the plane 8 = TT/2. Two further integrals of the
motion are

!!..-= H= RZ d¢>
ac ds

(conservation of angular momentum) (2)

and A = (1 - 2) dT (conservation of energy)
R ds

(3)

With the substitution, u = 1/R, we get the equation of the orbit:

dZu 1
d¢>z + u = HZ+ 3u

z

The corresponding Newtonian law is

dZu 1
d¢>z + u = HZ

The solution of Eq. (5) is
1

u = HZ (1 + € cos ¢»

(4)

(5)

(6)

(7)

(8)

This is an ellipse if € < 1. The Einstein term 3u2 is very small compared
to l/Hz in planetary motion. Therefore Eq. (4) can be solved by the methods
of successive approximations. One substitutes on the right-hand side the
Newtonian value of u, and obtains the differential equation

dZu 1 3(€z 1)
d¢>z + u = HZ + H4 1 + 2 + 2€ cos ¢> + 2 €z cos24>

The solution is

u = [~z+~4 ( 1 + ~) ] (l + € cos ¢» +~: (¢> sin ¢> - ~ € cos2¢>)

If it were not for the term ¢> sin¢>, u would have the period 2TT. The actual
period is 2TT +E, where E is a small number. If this value is substituted
in Eq. (8) and higher powers of E are neglected, one obtains

6TT 6TTa;zc Z 6TTJ(2m Z

E = HZ =~ii2- = hZ'c'i~ (9)

In the case of the planet Mercury, this formula gives for the rotation of the
major axis of the orbit in 100 years approximately 43 seconds of arc. This
is in good agreement with observation.

As A. Sommerfeld has pointed out, each deviation from the Newtonian
or Coulomb potential causes a perihelion motion of the Kepler ellipse. In
the theory of the fine structure of the hydrogen spectrum the deviation
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(13)

results from the mass-variability of the orbital electron. However the effect
is much smaller than here. The rate of the precession of the perihelion
is only about one-sixth of the rate produced here.

b. Deflection of light rays by the sun. For a light ray path ds = O.
Therefore h= 00. The differential equation for the path becomes

d2u
drf;2 + u = 3u2 (10)

If the right-hand side were zero, the solution would be

1
u=-cosrf; (11)

P

where rf; is the angle between r and the x axis, the equation of a straight-line
parallel to the y axis at a distance p. Again, we substitute this value for u
into the right-hand side of Eq. (10). This gives

d
2
u + 3 1 + cos

2
rf; (12)

drf;2 u = p2 2

The solution is

u = 1.- cos rf; + 2 (1.- - 1.- cos2 rf; )P p2 2 6

From Eq. (13) u = 0, or r = 00 for rf; = ± (TT12 +E), where £ IS small.
To find £, we have the equation

or

o= - ~ +~ (1.- + 1.-)p p2 2 6

£=2p

(14)

(15)

The asymptotic directions of the light ray differ by 21p radians from the
undeflected direction. The total deviation of a light ray, starting from
infinity where the space is flat, and going off into the opposite direction to
infinity, where the space is again flat, is

4 4cx
0=-=- (d=cxp)P d (16)

c. The red shift of spectral lines. Consider two identical" atomic clocks,"
one on the surface of the sun and one on the surface of the earth, where the
curvature of space may be assumed negligible. If both clocks are at rest, we
have

dr = dB = drf; = 0 (17)
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(18)

(19)

if the proper-time dtjc between two successive signals will be the same on
the sun as on the earth. But the observed time intervals dt' (on the sun)
and dt" (on the earth) will have the ratio

~~ = ~~=-2~5 = 1 - ~i

or

the corresponding frequencies have the ratio

f" Km-=1+l' c2r

3f = f" -1' = Km l'
c2r

(20)

(21)

The frequency of the same spectrum line, emitted by an atom on the surface
of the sun, appears shifted to the red as ccmpared with the line emitted by
the same atom on the surface of the earth.

Bibliography

See references at end of Chapter 6.



Chapter 8

HYDRODYNAMICS AND AERODYNAMICS
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Department of Aeronautical Engineering
Catholic University of America

1. Assumptions and Definitions

1.1. Theoretical fluid dynamics deals with continuous fluid masses.
Modern physics interprets the continuous properties of such masses as
statistical averages. The passage from the general equations governing
the fluid motion to specific solutions often involves the replacement of the
correct equations by special and simplified equations approaching merely
the exact equations asymptotically as special additional conditions are
more and more exactly complied with. These simpler and more special
equations :;lgain lead to specific formulas. The student of hydrodynamics
and of aerodynamics is particularly interested in these formulas. pne should
also recall that the velocity fields of hydrodynamics and of gas dynamics
have much in common with the fields of electric theory and of the theory of
elasticity, all being the solutions of the basic equations subject to boundary
conditions. The student will therefore find comparison of the formulas of
this section with those in other allied sections a useful and often profitable
occupation.

1.2. We divide the fluid body into small compact portions called fluid
particles, which operate under Newton's law of dynamics, notwithstanding
the continual loss of identity because of perpetual diffusion.

1.3. We reconcile the exchange of momentum that arises from diffuse
convection, § 1.2, by assuming that viscous stresses act within the fluid.

104. A pure pressure p, within the fluid, is the mechanism adapting the
fluid density to the physical problem.

1.5. A perfect fluid is one free of diffusion and hence free of viscosity
stresses.

218
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1.6. The fluid is called perfect in a stricter sense if its density is constant
and unchangeable.

1.7. A perfect gas subordinates itself to § 1.5, it obeys the equation of
state of a perfect gas.

pip = RfJ (1 )

where fJ = temperature, R = gas constant, p= mass density, and its internal
energy u per unit mass is proportional to the absolute temperature

(2)

2. Hydrostatics

2.1. The buoyancy of an immersed body is equal to the weight of the
displaced fluid.

2.2. The buoyancy force acts along a vertical line passing through the
center of gravity (CG) of the displaced fluid.

2.3. The wholly submersed body is in stable equilibrium if it weighs as
much as the displaced fluid, and if its center of gravity lies vertically below
the center of gravity of the displaced fluid.

2.4. The metacenter of a floating partially submersed body is the point
at which the body would have to be suspended to experience moments,
when slightly tilted from equilibrium, equal to the hydrostatic moments.

2.5. The distance between the center of gravity of the body and the
metacenter is called the metacentric height h.

2.6. Let a denote the vertical distance between the CG of the body and
the CG of the displaced fluid, positive if the CG of the body is above th~ CG
of said fluid. Let I denote the axial (not central) moment of inertia

(1)

(2)

of the area A cut by the partially immersed body out of the fluid surface, the
CG of said area having the ordinate y = O. The metacentric height is then

MCH = IjV-a

where V denotes the volume of the displaced fluid.

2.7. The pressure gradient of standing fluid is vertical and equal to the
specific gravity of the fluid.
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3. Kinematics

§ 3.1

3.1. The bulk or particle velocity v is a vector and a function of the time t
and of the space vector r. The Cartesian components of r will be designated
by x, y, z. The Cartesian components of v parallel to said space vector
components respectively will be designated by u, v, w. This way of
describing the flow is ordinarily designated as Eulerian.

3.2. The less comm9n Lagrangian description identifies the fluid particles
by suitable variables and follows the motion of each individual particle.

3.3. The divergence of a velocity field v is defined by

V' v = au/ox + ov/oy + ow/oz
It is a scalar quantity.

(1)

3.4. The rotation or " curl" of a velocity field, also called its vorticity, is
defined by the vector whose Cartesian components are

(1)

3.5. The gradient of a scalar field p such as the pressure is defined by

(1 )

3.6. The acceleration a of a fluid particle in terms of the Eulerian repre
sentation is equal to

a = ov/ot + (v' V)v (1)

The first right-hand term is called the local portion of the acceleration, the
second term is called the convection portion. The x component of the
convective term is

uux + vU y + wu z

and similarly the y and z components.

(2)

3.7. The convective portion of the acceleration can be transformed as
follows.

(v' V)v = - tvv2 + V x (V X v) (I)

3.8. A flow is called steady if its velocity and all its other properties are a
function of the space coordinates only and not a function of the time t.
The local portion of the acceleration ov/ot is then zero.
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3.9. A flow field whose velocity v can be represented as the gradient of a
scalar quantity eP is called a potential flow, or a nonrotational flow. The
quantity eP is called the potential of the velocity, or the velocity potential.

3.10. The rotation of a potential flow is zero.

VX VeP= 0 (1)

3.11. A velocity field v that has a potential eP is given by the scalar line
integral eP = - Jdr' v, taken along any line connecting a reference point
with the point in question.

3.12. The scalar line integral - Jdr' v taken along a closed line IS

called the circulatiQn.

3.13. The scalar integral Jdf· v, taken through a surface f, bounded or
unbounded, is called the flux of v through f

3.14. The flow field of an incompressible fluid has the divergence zero,
V' v=O.

3.15. The general equation of continuity for any fluid is

V' (vp) = - 8p/8t (1)

3.16. The divergence of the vorticity of any velocity field v is identically
zero.

V'vxv=O (1)

3.17. The substantive rate of change of the Circulation of v is that change
along a closed line moving with the fluid particles, i.e., along one always
occupied by the same fluid particles. This substantive rate of change equals
the circulation of the acceleration

D/Dt Jdr' v = Jdr' a (1)

3.18. In a plane two-dimensional flow of an incompressible fluid, the flux
through any line connecting a pair of points is independent of the shape of
the line of connection. This flux is called stream function if1 if one of the
two points is chosen as a fixed reference point and the other point is varied

u = 8if1/8y, v = - 8#8x (1)

The existence of a stream function is equivalent to the absence of divergence.
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3.19. Axially symmetric two-dimensional flows have no velocity com
ponents at right angles to the meridian plane. They have a stream function I/J
if the fluid is incompressible

1 1
u = ,I/Jy, v = -,l/JaJ (1)

where r denotes the distance from the axis of symmetry.

3.20. With a steady two-dimensional compressible flow the quantity 'p,
called mass flux density, possesses a stream function I/J equivalent to §3.18
and § 3.19, respectively. If the flow is plane,

up = 81/J/8y, vp = - 81/J/8x (1)

3.21. The plane having the velocity components u and v of a plane two
dimensional flow as Cartesian coordinates is called the hodograph plane.

3.22. The space vector x, y has a potentlal L in the hodograph plane u, v,
provided the velocity vector u, v has a potential 4> in the physical plane x, y,
and conversely.

L = -4> + u . x + v . y (1)

3.23. The stream function of (u, v) is the potential of the flow v, -u.
The theorem of § 3.22 holds therefore also for the stream function.

3.24. In the following, S denotes space, dS = dx dy dz; 0 denotes a
closed surface, da an element thereof. A bounded surface is denoted by f.

3.25. The kinetic energy K of the flow v within the space S bounded by
the surface 0 is equal to

K = t Jv2p dS

3.26. If the flow has a potential 4>, then K is equal to

K= t Jda . 'P4>

3.27. The momentum of the flow is equal to

M = JdSV' ('p)r + Jda· 'pr

3.28. The moment of momentum of the flow is equal to

JdS 'pr = t JdS(V X ,p)r' r - t Jda X (p,)r' r

3.29. Biot Savart
1 ff dS dS'(V X ,) X (r - r')

, = 47T [(r - r') . (r - r')]3 /2

(I)

(1 )

(1)

(1 )

(1)
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p = pressure
p = mass density
V = specific volume
e= temperature
s = entropy

dQ = heat differential
u = internal energy
i = enthalpy, also designated by h

Cv = specific heat of constant volume
C p = specific heat of constant pressure

4.2. Notations, perfect gases:

R = gas constant y = isentropic exponent

4.3. du = -p dV + dQ = -p dV + 8 ds

4.4. dh = di = - V dp + eds

4.5. Perfect gases

p = Rp8, u = Cv8, h = C p 8

R = Cp - Cv = Cp y - 1= Cv(y - 1)
y

n+2 Cp Cv+R
y=--=-=

n Cv Cv

where n denotes degrees of freedom.

s= Cvlnp-Cplnp-
5. Forces and Stresses

5.1. There may act on the fluid external body forces f per unit volume.
These forces may have a potential

f= -vef/

5.2. The buoyancy force per unit volume exerted on the fluid particle
by a pressure distribution p is -Vp.

5.3. The force effect per unit volume caused within an incompressible
fluid by the simplest type of viscosity is (/1- denoting the modulus of viscosity)

-/1-V' VI' = (!J-V' Vu, /1-V' Vv, /1-V' Vw) (1 )
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5.4. The viscosity stress within the incompressible fluid corresponding
to the equation in § 5.3 is

~=J1-[Vv+ vV]=

(1)
uy U z

V y V z

W x wy w,;

axz I :U x V x W x

ayZ = J1- ! U y V y W y + J1- V x
I

azz , Iu. v. w.I

axx a XY

a yX a yy

. a zx a zy

5.5. The average normal stress axx + ayy + au of the stress § 5.4 is zero.

5.6. The dissipation of kinetic energy into heat in accordance with §5.4 is,
per unit volume,

2J1-V' a + J1-(1 V X v 1)2 (1)

where a denotes the acceleration of the fluid.

5.7. The same dissipation for a finite portion of space S is

2J1-Sda' a + J1-JdS(1 V X v \)2 (1)

5.8. If the velocity is, and remains, zero at the boundary of the space
portion S, the total dissipation (but not the local dissipation, §5.4) becomes
equal to J1-/2 times the integral of the vorticity squared over the space portion.

6. Dynamic Equations

(External forces assumed absent)

6.1. Euler's equation for nonviscous fluids:

evlet + (v' V)v-= - VP, dp + V dV = 0
p p

along any streamline.

(1)

6.2. Euler's equation for steady potential flows:

VP = _ ~ V(u2 + v2 + w2)
P 2

(I)

6.3. For a steady isentropic potential flow of an inviscid gas:

u2 + v2 + w2

ho = h + 2 (I)

6.4. Stokes-Navier equation for a steady incompressible fluid having
viscosity:

_ VP = (v'V)v-E.-V'Vv
p p

(1)
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(1)

6.5. Helmholtz' theorem: If external body forces and viscosity are absent,
individual vortices move with the fluid; i.e., individual vortices always
consist of the same fluid particles.

6.6. For plane two-dimensional flow of an incompressible fluid, each
fluid particle preserves its vorticity.

6.7. In steady plane two-dimensional flow of a perfect gas along any
one streamline, the vorticity is proportional to the pressure.

6.8. Convection and diffusion of vorticity: Plane two-dimensional flow

WT+ v'Vw= p~ 'Vw

6.9. In absence of viscosity and of external body forces, a homogeneous
fluid executing a potential flow will continue to do so.

6.10. The continued existence of a potential implies that all dynamic
equations and requirements are complied with.

7. Equations of Continuity for Steady Potential Flow
of Nonviscous Fluids (see also §§ 3.14, 3.15)

7.1. Laplace's equation for the potential of an incompressible fluid of
constant density:

(1 )

7.2. For plane, two-dimensional flow:

02ep 02ep
ox2 + oy2 = 0

7.3. For polar coordinates, r, e

eprr + ;2 ep08 + ~r = 0

7.4. For spherical polar coordinates:

x = r cos e, y= r sin ecos w, z = r sin esin w

(1)

(1)

(1)

(2)
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7.5. For a plane two-dimensional flow obeying Laplace's equation, the
equation for the potential L of (x, y) as a function of (u, v) again obeys
Laplace's equation.

x = 8Lj8u, y = 8Lj8v

7.6. The value of a solution 1> of Laplace's equation (§ 7.1) at any point is
the arithmetical mean of its values over any sphere having that point as its
center (in three-dimensional flows) or any equivalent circle (in two-dimen
sional flows).

7.7. Equation of continuity for a steady potential flow of a compressible
fluid (see § 6.4).

2 2 2- (}iepXy1>xepy - e21>yzepyrb z- e21>.x1>zepx = 0

where e denotes the local velocity of sound.

7.8. For polytropic expansion (y = expansion exponent) :

2
(1 -1>xi1>xJV . \11> = --I-epxi1>xk1>"ixky-

(i,k = 1,2,3)

7.9. For two-dimensional flow in plane polar coordinates:

(1_~A. 2 _1>~2)A. + (1 _A. 2 _ Y +J 1>02) (1)00 + 1>r)
y - 1 'f'r r2 'f'rr 'f'r y _ 1 r2 r2 r

__4 1> 1>0 (epor _1>0) = 0
y-l r r\r r2

(1)

7.10. In the hodograph plane:

(
' W2) (W3de W4)
1 - e2 w2epu'W +W 1 - 2 C3 dw + e4 1>", +

7.11. The stream function:

(
W2)2

1 -(}i 1>00 = 0 (1)

(1)
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7.12. Reciprocal potential, L:

(1 - ~: )Luu + (1 - ~: )Lvv + 2;2V Luv = 0

8. Particular Solutions of Laplace's Equation

8.1. Sink or source in three dimensions:

1 1
¢'l = --, 417 r

8.2. Sink or source in two dimensions:

1
1>2 = 217 In r

8.3. Rankine flow in three or two dimensions:

8.4. Flow past a sphere:

1> = vo(r + ~:) cos e

8.5. Flow past a circle:

( R2)1>=vo r+7 cose

227

(1)

(1)

(1)

(1)

(1)

(1)

8.6. General solution suitable for solving problems relating to a straight
line in two-dimensional flow:

1
1> = real part of V· (1)

i(z- z2-1)n

8.7. Complex variables: If u + iv is an analytic function of ·x + iy,
then u and v are each solutions of Laplace's equation.

is also a solution.

8.8. If f(x,y,z) is a solution of Laplace's equation, then

1 (X Y z)r f r2 ' 72' 72 (1)

(I)

8.9. Degree zero: The following is a solution, F and G denoting any
analytic function.

U=F( X+iY) +G(X-iY) (r2= x2 + y 2+ Z2)r+z r+z
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8.10. Degree -1.: The following are solutions.

1
v=-u

y

where u is given in § 8.9.

(1)

8.11. A conformal transformation of the system of lines ~ = constant,
f = constant in a plane leads again to a solution of Laplace's equation if the
initial system represents potential lines and streamlines consistent with that
equation.

8.12. The lines of equal potential and the lines of equal stream function
form an orthogonal system.

8.13. Fundamental solutions of Laplace's equation in three dimensions:

on 1
~= oxnr (1)

The factor of yn expressed as a function of cos ~ is called a Legendre
function.

8.14. Kinetic energy of the potential flow of the incompressible fluid

(1)

8.15. Variational principle: The potential flow of the incompressible
fluid has a smaller kinetic energy than any other thinkable potential flow of
the incompressible fluid having the same values of the potential at the bound
ary of the region considered wherever there is a flux different than zero
across the boundary.

8.16. Differentiation: The differential quotient o#ox of a solution ~

of Laplace's equation with respect to a Cartesian coordinate x is again a
solution.

9. Apparent Additional Mass

9.1. An immersed body, moving in a perfect incompressible fluid other
wise at rest, responds to external forces as if its mass were increased by an
apparent additional mass. This mass depends on the shape of the body
only and is, in general, different for motions in various directions relative
to the body. (Translation.)

9.2. The apparent additional mass is equal to the kinetic energy of the
fluid, divided by one-half the square of the velocity of advance.
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9.3. The apparent additional mass is equal to the momentum transmitted
from the body to the fluid from initial rest, divided by the velocity of advance.

9.4. The apparent mass K of a body having the same density as the fluid
is equal to the static moment of the sink source system that would induce the
fluid motion, multiplied by the density, or

K= pIdS rV' v (I)

9.5. The apparent additional mass is equal to the surface integral of the
potential, multiplied by the density, or

(1)

9.6. The apparent additional mass, divided by the mass of the displaced
fluid, is called the factor of the apparent mass.

9.7. Factor of apparent additional mass: Circular cylinder movmg
crosswise, 1; sphere, l

9.8. Apparent additional mass: Elliptical cylinder of length L ->- 00,

moving crosswise at a right angle to major axis, a,

7T
La2 -p

4

Flat plate of width a, moving crosswise,

7T
La2 -p

4

Circular disk of diameter r, moving crosswise,

8a3p
3

(I)

(2)

(3)

9.10. The additional apparent momentum is a symmetric and linear
function of the velocity, i.e., at least three principal directions mutually at
right angles to each ether exist, for which the momentum is parallel to the
velocity. The momentum in any other direction (relative to the body) can
be computed from the velocity components in the principal directions by
simple superposition.

9.11. The momentum transmitted from a body to a barotropically
expanding gas surrounding the body, from the tiwe both, the body and the
gas, were at rest until the translational motion of the body as well as the
motion of the gas has become steady, does not depend on the time history
of the motion.
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9.12. The energy for subsonic motion has a lower bound, associated
with infinitely gradual setting up of the motion.

9.13. The minimum energy is composed of the kinetic energy and of the
elastic energy of the gas.

9.14. We can evaluate the elastic energy if the total mass of the gas in
volved in the motion remains constant for all velocities of advance.

9.15. For polytropic expansion the elastic energy is the space integral of

[1 - M 02(y - 1)v2j2]1'/(1'-11 [1 - M 02(y - 1)vo
2j2]1'/(1'-11_--=--",,_--=---=--=-__ --l- -=---__.'----"'-----_'---''------=---__

y(y - 1) I Y

[1 - M o2(y - 1)v2j2]1/(1'-11[1 - M 02(y - 1)vo
2]

y-l

where v o = ambient velocity, v = local velocity, M o= ambient Mach
number, y = polytropic exponent.

10. Airship Theory

10.1. Assumptions: Perfect incompressible flow, slender airship body
with circular section, no fins, small angle of attack, linearization, cross
sectional area, X-axial coordinate.

10.2. Cross force per unit axial length (lift) :

dL dS v2p . dS v2p
-=2-- sma cosa= 2- --a
dx dx2 dx2

10.3. The total air force of streamlined spindle is zero.

10.4. The total unstable moment of the air force (couple) is

v2p
M = 2 volume T a

(1)

10.5. The total lift of the spindle ending abruptly in a flat base of cross
section Sis

10.6. The pressure around anyone cross section is proportional to the
distance from the diameter normal to the plane of symmetry.
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11. Wing Profile Contours;
Two-dimensional Flow with Circulation
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11.1. The plane two-dimensional flow past such a contour is determined
by the ordinary boundary condition of zero flux in conjunction with Kutta's
condition that the separation point coincide with the sharp-pointed trailing
edge.

11.2. The resulting air force, or lift, acts at right angles to the translational
motion of advance. The lift passes through a point of the contour called
center of pressure and is proportional to the circulation about the contour.

L = vpr per unit span (1)

(1)

11.3. The profile possesses a point called areodynamic center. The mo
ment of the air force with respect to this center is not dependent on the angle
of attack but is merely proportional to the density and to the square of the
velocity of advance.

11.4. The aerodynamic center of a thin contour extending close to a
straight line, called the chord, is positioned near the 25 % point of the chord;
that is, it is spaced one-quarter chord length downstream from the leading
edge.

11.5. The direction of forward motion for zero lift of a slender profile
is nearly parallel to the line connecting the trailing edge with the center of
the profile, this center being at the 50 % station and equidistant from the
upper and lower camber line, or contour boundary.

11.6. Lift coefficient:
L

CL = 2m}: = cv2p/2

where L ~ lift p..:r unit span, v ~ velocity of advance, c ~ chord,
p ~ density, oc: ~ angle of attack; dCL/doc: is called the lift slope.

11.7. As the angle of attack increases, the CP (center of pressure) ap
proaches the aerodynamic center (AC) with positively cambered profiles.

11.8. If the CP does not travel but is fixed, it coincides with the AC.

11.9. The linearized theory applies to slender airfoil sections. The
boundary condition of zero flux at the contour is replaced by prescribing
the flow direction along the chord, namely, to be parallel to the average
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camber direction at the chord station. Only terms linear in the perturbation
velocity components are retained.

11.10. The angle of attack of zero lift is given by the integral

1 J+l gdx
ex = -;- -1 (1 _ x)Vl _ X 2

where chord = 2, x = chord station, g= mean camber.

(1)

11.11. The angle of attack for zero moment with respect to the 50 %
station is given by the integral

2 J+l xg dxex = - - ..... -----
71' -1 Vl- x2

(1)

11.12. In actual, slightly viscous air the profiles experience, furthermore,
a resistance or drag, called the profile drag.

12. Airfoils in Three Dimensions

12.1. Assumptions: The spanwise extension of the airfoil or airfoils is
large when compared with the flowwise extension. The ratio of the square
of the span, or maximum span, to the total projected airfoil area is called
aspect ratio. Viscosity is absent. The air, having been in contact with the
upper airfoil surface, slides sideways over the air having been in contact with
the lower airfoil surface. The vortices representing this condition coincide
with the streamlines and are assumed to extend straight downstream. There
occurs a drag called induced drag.

12.2. The spanwise lift distribution for minimum induced drag requires
constant downwash velocity along the span or spans, provided all chordwise
distances are reduced to zero; that is, the airfoil or airfoils are replaced by the
flowwise projection.

12.3. The minimum induced drag is equal to

L2
D i = --- (1)

v2p 4k/2
where k denotes the area of apparent additional mass of the front projection
of the airfoils.
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12.4. The minimum induced drag of a single airfoil, straight in front
view, is

where b denotes the span.

V
Di = v2pb27T/2 (1)

The lift slope of the single airfoil is equal to

deL 27T
dex 1 + 2S/b2-

12.5. For the single airfoil the relation of the center-of-pressure travel
to the variation of the lift coefficient is the same as with the two-dimensional
flow (infinite span).

13. Theory of a Uniformly Loaded Propeller Disk

(Incompressible, nonviscous, infinite number of blades)

(1)
2

'Y] = ------------
1 + VI + 8T/v2D27Tp

13.1. The theoretical efficiency, i.e., the upper bound of the uniformly
loaded disk of a propeller is

where T = thrust, D = diameter, v = axial forward velocity.

13.2. The minimum power requirement for a hovering propeller. (v = 0)
is equal to

p= V2T3/pD27T (1)

13.3. The local slipstream velocity ratio in the region of a propeller is
equal to

14. Free Surfaces

(Incompressible, nonviscous, plane, two-dimensional)

14.1. The intrinsic equation for flow from all sides into an open channel
of constant width 4 is

2 B
s= ~-lncos-

7T 2
(1 )

y = 1.- (B - sin B)
7T

(2)

where s = length of curve, B= direction of curve bounding stream, coef
ficient of contraction = i.
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14.2. For a slot in a wall of width 2 + 4/,TT,

2
s = - ~ In (- cos 8)

'TT

where final width of the jet is 2. The coefficient of contraction is

'TT
'TT+ 2= 0.611

(1)

(2)

14.3. For an infinite stream impinging on a strip of width one, with a
cavity pressure equal to undisturbed pressure,

1 1
s=----

1 + 'TT cos2 8

force = _'TT_ = 0440
pV'2 'TT + 4 .

15. Vortex Motion

(1)

(2)

15.1. The condition for steady vortex motion in the absence of external
forces is

v X [v X (V X v)] = 0 (1)

15.2. Bernoulli's equation holds for steady vortex flow, provided all
vortices are parallel to the streamlines.

15.3. The force on a cylinder in laminar straight motion of constant
vorticity is

f = 2KpU

where K = circulation of circumference.

(1)

15.4. The stagger ratio of stable pairs of vortices (Karman's vortices) is

K'TT = bfa, cosh2
K'TT = 2, K'TT = 0.8814 (1)

where a = distance of vortices in each line, b = distance between the two
lines.

15.5. The velocity of translational advance of a circular vortex depends
on the local distribution of the vorticity within the region of the ring.
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16. Waves
(One-dimensional, weak)

16.1. Group velocity Cg :

where c = wave velocity, A= wavelength, g = acceleration of gravity.

16.2. Surface waves, gravity, infinite depth:

c = VgA/27T
16.3. Capillary waves:

c = V27Tk/p'X
where k = surface tension (force/length).

16.4. Gravity and capillarity in unison:

c =c ",jgA + 27Tk
, 27T PA

16.5. Tidal wave~, shallow depth h:

16.6. Water jumps associated with tidal waves, steady:

_ 1 (2 2)
V IV 2 - 2 CI + C2

16.7. Same, relation between heights:

h2= hI [ ~2M12 + ~ - ~]
where M denotes equivalent Mach number, vic.

(1 )

(1)

(1)

(I)

(1 )

(1)

(1)

16.8. Progressing wave traveling in one direction only: The kinetic
energy is equal to the potential energy.

17. Model Rules

17.1. Froude's rule:
Lg/v2 = constant

where L = length, v = velocity, g = acceleration of gravity.

(1)
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17.2. Reynolds' rule
vL vL

R = Reynolds' number = - = -1- = constant
v fLP

(1)

where P = density, fL = modulus of viscosity, v = fLip kinematic modulus
of viscosity.

17.3. Mach's rule:

Mach number = M = vic = constant

where v = velocity, c = velocity of sound (see § 23.2).

17.4. Grashoff's rule:
jj£3g6.0Iv20 = const.

where 0 = temperature, jj = thermal expansion.

18. Viscosity

(Incompressible)

(1)

(1)

18.1. Absence of inertia forces:

fLV2V = Vp, V·v=O (I)

18.2. Sphere with radius a advancing with velocity U:

P = 67TfLaU
where P = resistance.

18.3. Circular disk having radius r moving broadside on

R = 16r197T

R denotes the radius of the sphere having the same resistance.

18.4. Circular cylinder, two-dimensional flow:

R =.. 47TfLU .
t - 'Y -In (fLaI4v)

where 'Y = resistance per unit length.

18.5. See §§ 5.6 to 5.8; also Section 24.

(1)

(1)

(1)

18.6. Poiseuille flow through straight vertical circular pipe (laminar):

Flux = 7Ta
4 (b- P2 + pg) (1)

8fL l ,
where a = radius of pipe.
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18.7. The velocity profile across the diameter of a Poiseuille flow is a
parabola.

18.8. Couette flow between two parallel plane walls sliding relatively to
each other, steady flow:

Tangential force per unit area = a = f-tvja (1)

where a = distance of walls, v = difference of wall velocities.

19. Gas Flow, One- and Two-Dimensional

(Isentropic)

19.1. Velocity of sound:
c2 = dpjdp (1)

IfP is not a function of p, both must be varied for the particle considered.
With steady flows they have to be varied along the streamline.

19.2. Velocity of sound for a perfect gas:

c2 = ypjp = ygRO

19.3. General equation for sound wave motion:

(1)

(1)

19.4. The kinetic energy of a simple, harmonic sound wave is equal to its
elastic energy.

19.5. Force necessary to vibrate a sphere (linearized, amplitude < radius):

4 [2 + k2a2 du k3a3 1
f = 3 npa3 _4 + k4a4 dT +4 + k4a4 au] (1)

where a = radius of cylinder, k = 27rjwavelength, a = 2njperiod.

19.6. Subsonic flow past a circular cylinder (perfect gas) :

: = 4>00 + M24>10 + ... = (r + ~ ) cos ()

[ (
13 1 1)+ M2 - r-1 - - r-3 +- r- 5 cos ()
12 2 12

(1)

(2)
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19.7. Characteristic equations for plane two-dimensional potential flows:

dO ± d sin fL cos fL = 0
'P pc2

For plane two-dimensional flow:

(1)

dvlv = ± tan fL dO, sinfL= 11M (2)

(1)

19.8. Same for polytropic expansion, integrated along the Mach line:

fL + ~~ ~ ~ tan-
1 ~~ ~ ~ tan fL ± 0 = 0

For Prandtl-Meyer flow the characteristic equations (19.7) or (19.8) hold
through the entire flow and not merely along any characteristic.

19.9. Char~cteristicequation for axially symmetric flow:

19.10. Characteristic equation for unsteady one-dimensional flow:

2 2
--1 C ± v = constant = --1 Co
')1- ')1-

2 1 .--1 Co "'" escape ve OClty
')1-

(1)

(1)

(2)

Equation 19.10 holds throughout centered flow, that is, waves traveling in
one direction only.

19.11. Coparallelism: All Mach line systems of plane two-dimensional
potential flows of the same polytropic gas are coparallel. That is to say,
corresponding sides of the diamonds formed by corresponding pairs of
adjacent Mach lines are parallel. Mach lines are corresponding if they are
parallel at the same Mach number station. If they are parallel at one Mach
number station, they are at all Mach number stations.
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20. Gas Flows, Three Dimensional

239

20.1. Isentropic supersonic flow past a circular cone, symmetric (Taylor
Maccoll) :

v = u",

where w = polar angle, u = radial velocity, v = peripheral velocity.

(1)

20.2. Velocity component of general linearized conical flow, M2 = 2 :

u = F(- x + iy ) + F( (x - iy) ) (1)
iz + Vx2 + y2 - Z2 iz + Vx2 + y2 - Z2

(See § 8.9).

20.3. Throat flow:

(1)

where ~ = radius of curvature of sonic line, r = throat radius, R = radius
of curvature of nozzle wall, I' = expansion exponent.

20.4. Reversal theorem for three-dimensional airfoil flow (linearized
equations). The lift slope of any airfoil remains unchanged if the velocity
of advance is reversed.

20.5. Slender delta wing, having span b. The lift coefficient slope com
puted with b2'TT/4 and v2p/2 as reference quantities is equal to 2.

20.6. Initial lift slope of slender, flat-based, finless missile body of cir
cular cross section (linearized equations). The lift coefficient slope com
puted with D2'TT/4 and v2p/2 as r~erence quantities is equal to 2. (D = base
diameter.)

20.7. Canonical variables: Every steady flow of a polytropic gas can be
expressed by four dependent variables ula, vIa, wla, and p, where a denotes
the ultimate velocity of the streamline in question. That is to say, every
streamline pattern serves an infinity of flows, in that the density can be
prescribed arbitrarily at one point at each streamline. The flow may include
shock waves.

21. Hypothetical Gases

21.1. Chaplygin gas:
A

p=--+B, 1'=-1 (1)
p

This gas can execute a plane, simple, sound wave of finite magnitude with
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(1 )

unchangeable contour. In plane two-dimensional potential flows all Mach
line elements along anyone Mach line of the conjugate family are parallel.
The characteristics in the hodograph are straight. In the hodograph, the
equation for the stream function is reducible to Laplace's equation or to
the simple wave equation.

21.2. Munk's gas:

A -1 1 PP = - tan p - 1 + p2

All Mach lines in the plane two-dimensional potential flow are straight. In
the hodograph the characteristics are circles passing through the center.
In the hodograph, the equation for the Legendre reciprocal potential is
reducible to Laplace's equation or to the simple wave equation. This is not
a polytropic expansion.

21.3. Isothermal expansion:

y= + 1 (1)

Many equations for polytropic gases do not hold for this special case, but
must be replaced by special equations containing logarithmic or exponential
expressions. The ultimate velocity for this expansion is infinite, and the
velocity of sound is constant. This constant velocity of sound is preferably
used as reference velocity. The elastic energy of expansion available is
unlimited.

21.4. Any expansion law P= f(p) may be replaced by

P = f(p) + constant

without any change of the dynamics of the gas.

22. Shockwaves

(1)

22.1. Steady, normal shock: a. Rankine-Hugoniot relations:

U1
2 + hI = U2

2 + h 2 (energy) (1)

U1Pl = U2P2 (continuity) (2)

PI + PIU1
2 = P2 + P2U2

2 (momentum) (3)

where subscript 1 denotes upstream shockwave; subscript 2 denotes down
stream shockwave; a denotes ultimate velocity.
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b. Polytropic expansion, perfect gas:

C*2 = a 2 y - 1 = a 2 y - 1
1 y +1 2 y +1

If M 1 is given,

M
2
2 = (y -1)M12 + 2 = M 12 + 5 (y = 1.4)

2yM12 - (y -1) 7M12-1

P2 2yM12 - (y - 1) 7M12 -1
PI = y + 1 = 6 (y = 1.4)

~s _ 1 2yMI2 - (y - 1) _ I (y + 1)M12

cv - n y + 1 Y n (y - 1)M12 + 2

where cv = Rly - 1.

(5)

(6)

(7)

(8)

(9)

(10)

(1)

22.2. Oblique shock waves: In equations (22.lb-5), (22.1b-6), and
(22.1b-7) substitute M sin a for M. Then

<:0 2Ml 2(sin a cos a ---:- cot a)
tan a = ;;--~--',---o--;---,------:;,-------;:;-~..--'-7

2 + M 12(y + 1 - 2 sin2 a)

VI cosa = v2 cos (a - 0)

• • ( <:0) Y - 1 2
VI sm a . V 2 sm a - a = --1 anormaly+

where a = shock angle, normal shock a = 90°, 0 = deflection angle.

23. Cooling

(2)

(3)

(4)

23.1. Notation: k = conductivity, cp = heat capacity (specific heat),
/L = modulus of viscosity, L = reference length.
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23.2~ Prandtl number:
a = W/k

23.3. Nusselt number:

23.4. Impact temperature increase (for air) is about

IJ..fJ = (MPH/100)2 centigrade

23.5. Impact temperature increase

IJ..fJ = v2f2c p , cp r-I 1000 m2/sec2 (air)

24. Boundary layers

(1)

(1)

(1)

(1)

24. L Notations: u = streamwise velocity component, V = undisturbed
velocity, x = streamwise coordinate, X = streamwise distance from leading
edge, p = density, f-t = modulus of viscosity, v = f-t/p, R = Reynolds'
number = XV/v, T = local shear, D= boundary layer thickness, D99 same
up to where velocity equals 99 % of undisturbed velocity, Dd = asymptotic
displacement of streamlines, S = " wetted" area.

24.2. Boundary layer equations (incompressible) :

Ur + uUx + vUy = - Px/p + UyyV

U x + V y = 0

(1)

(2)

a. Boundary layer of flat plate (laminar). Boundary layer is laminar, for
R = 350,000 to 500,000.

Total friction

Dd!spI = 1.73Vvx/u

(1)

(2)

(3)

Df = l.328Spu2/(2Yxu/v) (4)

b. Boundary layer of flat plate (turbulent). The following holds for
R = 1,000,000 to 10,000,000.

D=0.37x (1)
{lux/v
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4/-;;
7" = O.0228pu2 \j u8

~
-

') v
= O.0294pu2 -

ux

1
-

s 5 V
Df = o.072pu2

2 ux
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Chapter 9

BOUNDARY VALUE PROBLEMS IN
MATHEMATICAL PHYSICS

By HENRY ZATZKIS

Assistant Professor of Mathematics
Newark College of Engineering

1. The Significance of the Boundary

1.1. Introductory remarks. Boundary value problems occupy a
central position in mathematical physics. To give a systematic development
of this subject would be well beyond the scope of the book, and we shall
therefore confine ourselves to the discussion of some of the equations that
occur more frequently. Other specifications will appear in other chapters.
The major difficulty is not so much to find a solution of the given differential
equation (in fact the equations admit always an infinity of solutions), but to
find that solution which fits the given boundary values. If the solution
depends on space and time, the latter can be treated formally as an additional
coordinate in a space of one extra dimension, and the initial conditions thus
also form part of the " boundary" conditions.

Weare mainly concerned here with the Laplace equation, wave equation,
and heat conduction equation. They are all linear, homogeneous, partial
differential equations of second order. We plan first to discuss these equa
tions individually and then to describe some of the features common to all
which furnish unifying principles for their solutions. Finally, we shall
also add some remarks concerning the corresponding inhomogeneous
equations. A powerful tool to solve many important linear, homogeneous,
differential equations is the method of separation of variables. However,
it is not the only possibility, as will be seen subsequently.

1.2. The Laplace equation. The three-dimensional Laplace equation
in Cartesian coordinates is defined by

V2<1> = 8
2

<1> + 8<1> + 8
2

<1> = 0 (1)
8x2 8y2 8z2

244
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If <I> is independent ofz, we obtain the two-dimensional Laplace equation

82<1> 82<1>
V2<1> = 8x2 + 8y 2 = 0 (2)

A function <I> satisfying the Laplace equation is called harmonic. An
intuitive interpretation of V2<1> is the following. Consider a point Po at
which <I> has the value $0. Draw a little sphere around Po with a radius
sufficiently small that we can use the Taylor formula to express the values
of <I> on the surface of the sphere and neglect third-order and higher-order
terms. If we compute the arithmetic mean of <I> on the spherical surface

- -
and denote it by <1>, then <fl - <flo = (V2<1»0. We can therefore say that
V2<1> is a measure for the deviation of the value of <fl at a given point from its
average or " equilibrium" value. This interpretation is especially helpful
in understanding the nature of the wave equation or heat conduction equa
tion.

The Laplace equation is fundamental for potential theory; <I> then repre
sents the potential produced by gravitational masses (or electrostatic charges)
in a region free from mass (or charge). The simplest boundary value

D

B

FIGURE 1

problem is the following: Given a simply connected domain D (Fig. 1),
bounded by a continuous boundary B, the values of <I> on B are prescribed

to be a continuous function <1>. We then wish to find the values of <fl in the
interior of D, satisfying the Laplace equation and taking on the prescribed
boundary values. This is the "inner" Dirichlet problem. In place of

the function values <I> themselves, their normal derivatives 8<1>J8n may be
prescribed on B. This constitutes the Neumann problem or, finally, a
linear combination of the function values and their normal derivatives with
constant coefficients may be prescribed on B. This is the" third" problem,
which occurs mainly in connection with the heat conduction equation. The
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condition, imposed on the solution <1> to be harmonic in D, has. as a con-
- -

sequence that <1> and 8<1>j8n cannot be prescribed independent of each other
and, therefore, cannot be prescribed simultaneously in an arbitrary manner.

If we wanted the solution <1> outside the domain D, with the same boundary
conditions, we should speak of the corresponding" outer" problems.

We understand that the positive direction of the normal always extends
into the interior of the region D. To give meaning to the concept of" nor
mal," we must assume that the boundary consists of at least piecewise
continuously differentiable sections.

We finally remark that the domain may also be multiply connected.

1.3. Method of separation of variables. Frequently the boundary
is of a simple geometrical structure, e.g., a rectangle or a circle. Then we
find it useful to employ rectangular or, more generally, curvilinear coordinates
in which the boundary consists of sections along which one of the coordinates
has a constant value. In case of the rectangle we use of course, the Cartesian
coordinates themselves. The boundary consists then of segments, described
by equations x = constant and y = constant. In case of a circular boundary
of radius a, we use polar coordinates, and the boundary is given by r = a.
The Laplace equation, after transformation to the new coordinates u, v, w,
usually yields to a solution of the form

<1>(u,V,w) = U(u)V(v)W(w) (1)

We obtain then a system of ordinary differential equations for the functions
U, V, and W. The final step consists of obtaining any appropriate linear
combination of the solutions of type Eq. (1) with constant coefficients chosen
to satisfy the given boundary conditions. Some examples are the following.

a. Cartesian coordinates, three-dimensional:

(2)

Particular solutions:

<1>/"I,m = (kx + ly + mz), (3)

b. Cartesian coordinates, two-dimensional:

82<1> 82<1>
8x2 + 8y 2 = 0

Particular solutions:

(4)

(5)
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c. Spherical coordinates (r,8,cp) :

~~ (r2 8<1» + _1_.~ (Sin 8 8<1» + _._1__ eJ2<1> = 0
r2 8r 8r r2 sin 8 88 88 r2 sin2 8 8r2

Particular solutions:

<I> = (Arm +~) e±ik'PP k(COS 8)m,k rm+1 m

where Pm k ( cos 8) = associated Legendre polynomial.

d. Cylindrical coordinates, three-dimensional (p,fp,Z) :

82<1> 1 8<1> 1 82<1> 82<1>-+--+--+-=08p2 p 8p p2 Ccp2 8z2

Particular solutions:

<l>k,m = e±i(kz±m'l')] m(ikp)

where Jm = Bessel function of order m.

e. Cylindrical coordinates, two-dimensional (p,cp) :

8
2

<1> + -.l 8<1> + -.l 8
2

<1> = 0
8p2 P 8p p2 8cp2

Particular solutions:

247

(6)

(7)

(8)

(9)

(10)

(11)

f. Elliptical coordinates (U l ,U2,Ua) :

The relations between the Cartesian and elliptical coordinates are:

x = I(u l + a2
) (u2+ a2) (ua+a 2)

'\j (b2 - a2) (c2 - a2)

_ hUl + b2) (u2+ b2) ~a + b2
)

Y - '\j (c2 _ b2) (a2 - b2)

where a2 > ua > b2 > u2 > c2 > U l • The surfaces
U2 = constant, Ua = constant represent confocal ellipsoids,
of one sheet, and hyperboloids of two sheets, respectively.

(12)

Ul = constant,
hyperboloids
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Then U1 = 0 in the ellipsoid

x2 y2 Z2

a2 + b2 +"C2= 1

If (i = 1,2,3)

the Laplacian reads as follows.

(13)

As an illustration, let us compute the potential of a charged ellipsoidal
conductor, whose surface is given by

x2 y2 Z2

a2 + b2 + c2 = 1

The conductor must be a surface of constant potential. For large distances
the potential must fall off as Qlr, where Q is the charge of the conductor.
The equipotential surfaces are confocal ellipsoids, i.e., <D depends only on U1•

The Laplace equation reduces to

The solution is

d (R d<D)_O
dU

1
1 dU t -

(14)

<D - k foc ~ (15)
- Ul~O Rt(g)

where Rt(g) = V(g + a 2) (g + b2) (g + c 2). For large values of
r2 = x2 + y2 + Z2, the value of g approaches r2, and the potential <D itself
approaches the value

(16)

Therefore 2k = Q = charge of the conductor, and the solution becomes

(17)
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1.4. Method of integral equations. We can express the interior
Dil'ichlet problem as the solution of an integral equation. Let Q and T be
points on the boundary Band P, and interior point of the domain D ; let n be
the interior normal of B, andg(T) be the preassigned boundary values of <l>(P).
The solution of the problem is then in the three-dimensional case

<l>(P) = ff f(Q) -!-- (~-) dSQ
B unQ rpQ

where f(Q) is the solution of the integral equation

21Tf( T) + ff f(Q) -!-- (_1)dSQ = g( T)
B unQ rTQ

In the two-dimensional case the corresponding formulas are

<l>(P) = i f(Q)~ (log _1 )dSQ1'B unQ rTQ

and

(1)

(2)

(3)

(4)1Tf(T) + i f(Q):- (log _1 )dSQ = g(T)1'B dnQ rTQ

In the second case B is the curve bounding the area D, dSQ is a line element,
and the line integral has to be taken in the positive sense (the interior of the
domain must be to the left of B).

The integral equations for f are Fredholm integral equations of the second
kind. For the methods of their solution the reader is referred to any text
book on integral equations or potential theory.

In the special case where the boundary is a sphere or circle of radius 1,
an explicit solution can be given. The formulas are known as the Poisson
integral formulas:

and

<l>(P) = ~ i g(Q) [~ (log _1) -~] dSQ1T l' onQ rpQ 21

(5)

(6)

1.5. Method of Green's function. This method is closely related to
the foregoing discussion. The Green function G belonging to the domain D
with the boundary B is defined in the following way: G is a function of two
points P(x,y,z) and Q(g,7],O, of which the point P varies in the interior of D,
and Q varies in D + B. Also, G has the property that, as a function of Q,
it is harmonic in D + B, with the exception of P. In P, the function G
becomes singular, like l/rpQ'
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Therefore, G can be written
1

G(rpo) = - + w(rpQ) (1)
rpQ

where rpQ is harmonic in the closed domain D + B. Finally, we assume
that, on the boundary, w takes on the value - l/rpQ. In the two-dimensional
cast, the procedure is identical, except that we replace l/rpQ by log (l/rpQ)'

The solution of the interior Dirichlet problem then becomes

1 II BG<I>(P) = 417 Bg(Q) an dSQ

in the three-dimensional case, and

1 A: BG
<I>(P) = 217 j Bg(Q) an dSQ

(2)

(3)

in the two-dimensional case. As in the preceding section, the function g(Q)
denotes the prescribed boundary values of <1>.

For a sphere and a circle, Green's function can be stated explicitly.
Let Q (Fig. 2) be a point on the boundary, and P an interior point whose

FIGURE 2

distance from the center 0 is R. Let P' be the" conjugate" point of P
---

with the distance R' from 0, i.e., OP' OP' = RR' = l2 (l = radius). Then

G(PQ) = liT -lIRy'

for the three-dimensional case, and

G(PQ) = 109(l/T) -log (fIRr')

for the two-dimensional case. W. Thomson's (Lord Kelvin's) method of
electrical images is based on these Green functions.
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(1)fez) = <I>(x,y) + i'Y(x,y)

1.6. Additional remarks about the two-dimensional case. The
two-dimensional Laplace equation has an important property that any
analytic function

is a solution of the Laplace equation. The fact that fez) is analytic permits
us to use all the results of function theory. Especially important is the theo
rem that an analytic function remains analytic under a conformal mapping.
The conjugate functions <I> and'Y satisfy the Cauchy-Riemann equations

8<1>(8x = 8'Y(8y, 8<J>(8y = - 8'Y(8x (2)

A consequence of Eq. (2) is that both <I> and'Y satisfy Laplace's equation.
The two families of curves <I> = constant and 'Y = constant are mutually
orthogonal. We can, therefore, interpret them, respectively, as lines of
constant potential and lines of force. Under a conformal mapping they
will transform into two families of mutually orthogonal curves. We utilize
these results in solving problems in electrostatics and in the steady, two
dimensional flow of an incompressible, ideal liquid. If this flow is also irro
tational, the velocity distribution can be described by a velocity potential
function <I>(x,y) whose Laplacian is zero. The Cartesian components of
the velocity at the point (x,y) are given by

u = 8<J>(8x, v = 8<1>(8y (3)

As an example let us consider a uniform motion with a constant veloc
ityex in a positive x direction. Then

and, therefore, 'Y = exy

or fez) = ex(x + iy) = cxz, (z = x + iy) *

(4)

(5)

(6)

The mapping w = Z2 maps the upper half-plane into the upper right-hand
quadrant. As we can see from Eq. (8), the new streamlines are hyperbolas
with the coordinate axes as asymptotes. The velocity potential takes the form

(9)

The velocity components are

u = 8g(8x = 2ex2x, (10)

* The mapping w = Z2 gives us again a possible flow. If we write

w = g + i"l (7)
the new streamlines are given by

"I = 2cx'xy = constant (8)
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The magnitude of the velocity is

yu2+ v2 = 2a2r, (11)

In the plane every analytic function represents a conformal mapping.
In three-dimensional space the possibilities of conformal mapping (i.e., angle
preserving mapping) are much more restricted. Aside from the similarity
transformations (i.e., rigid rotations, translations, and stretching the x, y,
and z axes by the same factor), the only nontrivial conformal mapping of the
space upon itself is the inversion at a sphere. If the radius of the sphere
is equal to 1, the image point P' of the object point P lies along the infinite
half line through the center of the sphere and P, and its distance from the

- --
center is given by OR· OR' = [2. If the center of the sphere is at the
origin, the coordinates of the point P' and P are, therefore,

[2 [2 [2

}
x' = -Wx, y' = R2 y, z' = R2 z

(12)
[2 [2 [2

x= R'2 x', y= R'2Y', z= R'2 z'

As W. Thomson discovered, we have here also a possibility of obtaining
new solutions of the Laplace equation from the original one by conformal
mapping. However, we find one difference that distinguishes the three
dimensional from the two-dimensional case. If

82F 82F fj2F
8x2 + 8y2 + 8z2 = 0

then F(x',y',z') does not satisfy the Laplace equation, but

F' ~o ~, F(x',y',z')

does:

(13)

(14)

(15)

Green's function is closely related to the problem of conformal mapping
in the two-dimensional case. Let' = f(x + iy) be an analytic function that
maps conformally the domain D in the z plane (z = x + iy) in such a manner
into the unit circle in the y plane, such that the point '(~,'1) in D goes over
into the center of the unit circle; then - (1/217) log If(x + iy) \ is the
desired Green function. Thus we know the Green functions for all those
domains which can be mapped conformally into the unit circle.
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1.7. The one-dimensional wave equation. The fundamental equa
tion for the propagation of a wave in an anisotropic and homogeneous
medium is

(1)

where c is the velocity at which a disturbance will travel. If the direction
of propagation is in the x direction only, the equation above reduces to

a2<D 1 a2<l>
ax2- C28f2 (2)

Just as was the case for the two-dimensional Laplace equation, we can write
the general solution at once:

<D(x,t) = F(x - ct) + G(x + ct) (3)

where F represents a disturbance traveling in the positive x direction at
velocity c, and G is a disturbance traveling in the negative x direction at the
velocity c.

We want to apply this solution to find the motion of a vibrating string
which is held fixed at its boundary points x = 0 and x = L, and whose
initial displacement is prescribed to be <D(x,O) = I(x), and its initial velocity
distribution

From the initial conditions it follows that

I(x) = F(x) + G(x)

g(x) = - cF'(x) + cG'(x)
for 0 ~ x ~L (4)

where primes denote derivatives with respect to the argument. If the second
equation is integrated and combined with the first we obtain

F(x) = ~ (/(X) - +f:o g(u)du )

G(x) = ~ (/(X) ++f:Q g(u)du )

(5)

The lower limit Xo is arbitrary, and it will be cancelled out if Eq. (5) is sub
stituted into Eq. (3) :

1 [ I fx+ct ]<D(x,t) = 2 I(x - ct) + I(x + ct) + C x_ctg(u)du (6)
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Since f and g are defined only for values between 0 and L, the formula
above is valid only for

ct~x~L-ct

However, the boundary conditions permit us to extend this range, for we
must have

<I>(O,t) '=" F(-ct) + G(ct) = 0
for all t. Therefore,

F(-x) = - G(x) (7)

Hence the second equation (5) permits us to define F(x) also for the range

-L ~x ~O

Using Eq. (7), Eq. (3) can now be written

<I>(x,t) = F(x - ct) - F(- x - ct)

The second boundary condition for x = L now yields

(8)

or

<I>(L,t) =c F(L - ct) - F(- L - ct) = 0

F(L - ct) = F(-L - ct)

(9)

(10)

This result shows that F is a periodic function in x with the period 2L.
Thus, F is defined for all values of x. Furthermore, if t increases by
T '=" 2Lfc, the function will also repeat itself. Therefore F is also defined
for all times.

PIx, t)

ct
x

FIGURE 3

ct

Equation (6) has an interesting geometrical interpretation (sec Fig. 3).
We draw through the point P in the x,t plane the two characteristic lines
PA and PB (the characteristic lines are the lines obeying the equations
x = ct = constant). It is only those initial data (Cauchy data) which lie
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on the segment AB that contribute to the disturbance at point P at the time f.

In optics the triangular polygon APB is called the retrograde light cone.
H the initial velocities are zero, i.e., g = 0, then

<I>(x,f) = trf(x - ct) +f(x + cf)] (11)

This is an expression of Huyghens' principle: The perturbation at x at the
time f, originating from the sources at A and B at the time zero, need the
retardation time T = (x2 - x)/c = (x - xl)/c to reach the point x.

1.8. The general eigenvalue problem and the higher-dimensional
wave equation. The one-dimensional wave equation is the only one for
which the general solution can be given in closed form as in Eq. (3). In all
other cases the method of separation of variables must be used. It will, there
fore, be useful to consider those features which are common to all these
problems and see the common underlying idea. We shall designate the
spatial coordinates by Xl' x 2• Xs (not necessarily Cartesian) and time again by f.

The inhomogeneous wave equation is of the structure

02U
L[u] = P(XI ,X2,XS,.,,) Of'2 -F(xl,···,f), U= u(xl,···,f) (1)

where L is a linear differential operator which operates on the spatial
coordinates only. The linearity of L means that L has the property

where a and b are independent of x.
We need also the concept of adjoint and self-adjoint linear differential

operators. Let u = u(x...f) :rnd v = v(x ... f) be any two sufficiently dif
ferentiable functions in x; M is called the adjoint of L if vL[u] - uM[v]
can be written as a complete divergence, i.e., there exists a set of functions
fl(XI ... f),f2(XI ... f), ... such that

vL[u] _ uM[v] = ofL + ... + of'!:...
oXl oXn

where n = dimensionality of the space, and L is called self-adjoint if L ~ M.
We also need the concept of homogeneous and inhomogeneous boundary

conditions. We speak of a problem having a homogeneous character if,
with the solution u the function cu is also a solution, where c is a constant.
For this to be the case it is necessary not only that the differential equation
but also that the boundary conditions, be homogeneous, e.g., u = 0 on B,
or ou/on = 0 on B, or Alu + A2(ou/on) = 0 on B, where Al and A2 are
constants.
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Now suppose that u satisfies a homogeneous equation but an inhomo
geneous boundary condition

u = f on B.

It is then possible to continue f in such a manner into the interior of D that
L[f] = g, where g is a continuous function in D. We can now construct a
new function v 0= f - u which satisfies the inhomogeneous differential
equation L[v] = g but satisfies the homogeneous boundary conditions

v= 0 onB.

The problem can be reversed in the same manner, and we can state quite
generally that a homogeneous differential equation with inhomogeneous
boundary conditions is equivalent to an inhomogeneous differential equation
with homogeneous boundary conditions.

We shall, from now on, assume L to be self-adjoint (in the case of the wave
equation, L is the Laplace operator, which is self-adjoint). If p is a function
of x only, we can interpret p as the mass density, and Eq. (1) represents the
dynamical equation for a continuous medium with the restoring force
L[u], e.g., an elastic force and an applied, external force F. In the case of
equilibrium, after the transient has died and where F is a function of x only,
we obtain as a special case Poisson's equation:

(2)

The general problem to be solved is that we assume L, p and F are defined in
a certain spatial domain D. On the boundary B of D we prescribe the
homogeneous boundary conditions

onE

(3)

We want to find a solution u(x1 , ... ,t) of Eq. (1) which satisfies these boundary
conditions.

We shall first discuss the homogeneous differential equation

82u
L[u] = P ot2

i.e., F 0= O. Among all the possible solutions of Eq. (3) obeying homo
geneous boundary conditions, we are especially interested in the synchronous
solutions, i.e., those solutions which can be written

(4)
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Since we are interested in periodic phenomena in time, we assume get) of
the form

get) = a cos At + b sin At

We obtain then for v the equation

(5)

(6)

where v must now satisfy the boundary conditions imposed on u. Eq. (6)
is called a Sturm-Liouville equation. We will find that if D is a finite
domain, solutions obeying the boundary conditions will exist only for special
values of A: A1, A2, ... , the so-called characteristic values, or eigenvalues.
The solutions belonging to them: v1(x), v2(x), ... , are called the characteristic
functions or eigenfunctions. The solution of Eq. (3) is given by

u = (a cos At + b sin At)V(Xl, ... ,xn) (7)

An eigenvalue Ai can have several eigenfunctions uP), .", u/ k ). It is then
called a k-fold degenerate. The eigenfunctions can be chosen in such a
way that they form a " complete orthonormal" set, i.e.,

Every function h(xl , ... ) which has the degree of differentiability required by
the operator L and obeys the required boundary conditions can be written
in a generalized Fourier series

where the constant coefficients Cn are given by

Cn = ID phvndT

(9)

(10)

The complete, time-dependent solution of Eq. (3) is found by superposition
of the particular solutions

where
u = ~(an cos At + bn sin At)Vn(X) (11)

(12)

The inhomogeneous Eq. (1) is solved by quite similar methods. But
before discussing these we must introduce the concept of homogeneous and
inhomogeneous boundary conditions. We speak of a problem having a
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h~mogeneous character if with u the function cu is also a solution, where c is
a constant. For this to be the case it is necessary not on~y that the differen
tial equation but also that the boundary conditions be homogeneous, e.g.,
u = 0 on Band oujon = 0 on B, or Au + B oujon = Oon B, where A
and B are constants.

Now suppose that u satisfies an inhomogeneous boundary condition, e.g.,
u = f on B, but obeys the homogeneous differential equation L[u] = O.
It is then possible to continue the values of u on B in such a manner into the
interior of D that L[f] = g in D, where g is a continuous function in D. If
we wish now to solve the inhomogeneous Eq. (1), we can without loss of
generality assume homogeneous boundary conditions. We expand F(x1, ... ,t)
in terms of the orthonormal functions V n :

and similarly

F(x1,··.,t) = i Fn(t)vn(x)
n=l

00

u(x1,· .. ,t) = ~ Yn(t)vn(x)
n~l

(13)

(14)

If these values are substituted into Eq. (1), we obtain the differential equation
for Yn(t) :

d
2
Yn + \ 2 _ L' (15)dt2 "nYn--rn

A particular solution of Eq. (15) is

Yn = ;n f: sin An(t - T)Fn(T)dT (16)

Using a series expansion (14) with the coefficients of Eq. (16), we obtain a
solution of Eq. (1) and, by a linear superposition, we obtain a solution of
Eq. (1) satisfying the prescribed homogeneous boundary conditions.

There exists a close connection between the eigenvalue problem and the
calculus of variations. We shall for simplicity state this relation for the
one-dimensional case.

Suppose we want to find the function (or functions) u(x) which give the
integral

(17)

a stationary value. The function u is subject to the auxiliary cond.ition

f: pu2dx = constant, [p(x) > 0 for a ~ x ~ b] (18)
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and shall also satisfy the homogeneous boundary conditions

x(a) = x(b) = 0

259

(19)

(20)

The Euler-Lagrange equation belonging to this problem 1S the Sturm
Liouville equation

d( dU)- A - + Bu + >'pu = 0
dx dx

The stationary values of the integral Eq. (17) are achieved if u is one of the
characteristic functions with the characteristic value >,. This property of
the characteristic values is utilized in the so-called direct methods of the
calculus of variations to find the numerical value of the lowest eigenvalue
and with it also the eigenfunction itself.

We shall state now the synchronous wave equation in a few typical coor
dinate systems and its particular solutions. The wave equation is in all cases

a. Cartesian coordinates, two-dimensional case:

82<D 82<D
<:\2 + "2 + >,2<D = 0
uX oy

(21)

(22)

Particular solutions
(23)

where 0:2+ f32 = >,2 (plane wave).

<Do = (Ax + B)eiAY

b. Cartesian coordinates, three-dimensional case:

8
2

<D + 8
2

<D + !2<D + >,2<D = 0
8x2 8y 2 8z2

Particular solutions
<D - ei (kx+!1I+mz)

k,l,m-

where k2 + l2 + m2 = >,2 (plane wave).

c. Cylindrical coordinates, two-dimensional case:

82<D 1 8<D 1 82<D 2_
-8---z-+--8 +2"-82 +>'<D-Op p p p ep

Particular solutions

<D k = eikrp • ] k(Ap), (circular wave)

<Do = (Aep + B)Jo(>'p)

(24)

(25)

(26)

(27)

(28)

(29)
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d. Cylindrical coordinates, three-dimensional case:

82<1> 1 8<1> 1 82<1> 82<1>
""T + - '" + 2 <::12 +"2+ A2

<1> = 0up p up p ucp uZ

Particular solutions (modulated cylindrical wave)

<l>k,m = e±i(kHmqJl . Jm(PVA2 - k2)

<1>0,0 = (Acp + B) (Cz + D)Jo(Ap)

where Jm is the Bessel function of order m.

e. Spherical coordinates:

18(28<1» 18(.8<1»
r2 or r aT + T2s1n20 88 sm 8 8B

Particular solutions

<l>m,k = -Jr Jm+(1/2)(Ar)e±ikqJPmk(cos 8)

for a modulated spherical wave, and

(30)

(31 )

(32)

1(33)

(34)

(35)

for a pure spherical wave.
By using the Fourier integral it is possible to build up either spherical or

cylindrical waves out of plane waves, or, conversely, plane waves out of
modulated spherical or cylindrical waves.

a. Spherical wave as a superposition of plane waves:

i'A f(1I/2)-i- f211 eiAr \<I> = - d8 sin 8 dcpeiA(xsin8cosqJ+YSin8SinQ;+lzcOS8!l = - (
2rr 0 0 r \

b. Plane wave as a superposition of modulated spherical waves:

(36)

<I> - ~21T~ 2n + 1in] / (Ar)P (cos 8) - eiAr coso ~ eiA• (37)
~ Ar ~ 2 n+(1 2) n - -

n=O

c. Plane wave as a superposition of circular waves (two-dimensional case) :

+00

I inIn('Ap)einqJ = eiAe cosq = eiAx
11=-00

(38)
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1.9. Heat conduction equation. Let T(x,y,z,t) be the temperature
distribution. In a homogeneous and isotropic medium it obeys the " equa
tion of heat conduction"

(1)

Here a2 = kjcp, where k = specific heat conductivity, c = specific heat,
p = density. If the homogeneous body D with the boundary B is imbedded
in an infinite homogeneous medium of constant temperature zero, the bound
ary condition has the form

aTa;:;+aT= 0 (2)

where a is a positive constant and the normal n is directed into the interior
of D. We have here again an eigenvalue problem, and the preceeding general
principles therefore apply. We write again

and

T = v(x,y,z)g(t)

and obtain for v the eigenvalue problem

V'2V + AV = 0 in D

av
on + av = 0 inB

The eigenfunction belonging to A is

(3)

(4)

(5)

(6)

If T(x,y,z,O) is a prescribed function rp(x,y,z), which is twice continuously
differentiable and satisfies the boundary conditions, then the solution can
be written in terms of the characteristic functions VI> V 2, ... , and their
characteristic values AI' A2, ....

where

T(x,y,z,t) = i cnvn(x,y,z)e- A"a
2 t

n~l

(7)

(8)

If the domain in which the initial temperature rp(x,y,z) is prescribed is the
entire space, the solution can be written down in closed form:

where

1 JJJ+oo 2/ 2T(x,y,z,t) = V rp(x',y',z')e-e 4a tdx'dy'dz'
(2a 7Tt)3 -00

p2 = (x _ X')2 + (y _ y')2 + (z _ Z')2

(9)
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This solution can be interpreted in the following way. Suppose the initial
temperature was zero everywhere, except in a small region around the point,
where it had the constant value To. Let us assume this region was a small
cube of size dT. We may choose this point Po as the origin. The temper
ature is then

where

'1'( ) TodT 2· 2
.1 ,x,y,z,t = - --= e-e /4a t

(2aV7Tt)3
(10)

(11)

(13)

At the time zero there exists a sharp maximum at the origin, which grad
ually becomes less and less defined caused by the diffusion of the heat.
The initial accumulation of heat at the origin is called a heat pole. We may
therefore interpret Eq. (9) as the result of a continuous set of heat poles
having the strength qJ(x,y,z).

Another solution of the one-dimensional heat equation

a2T 1 aT
ax2 a2 8t

of geophysical interest is the penetration of heat into the interior of a semi
infinite, homogeneous isotropic medium if the temperature on the surface
is a prescribed periodic function of time, e.g., the temperature distribution
in the interior of the earth caused by the daily or annual temperature oscil
lations on its surface.

We shall assume the temperature at the surface x = 0 to be A coswt.
The temperature T(x,t) for x > 0 (in the interior of the medium) is given by

T= Ae-ll /al v'w/2x cos (wt - ~ ~; x)
This expression shows that temperature distribution has the shape of a
damped oscillation, and that the phase is continuously changing. The
solution also has another remarkable property ;.if we write the phase in the
form

1 ~:- • /--- -(x- a v 2wt)
a 2

(13)

we see that the velocitya~ with which the disturbance travels depends
on w. In other words, we have here a dispersion, which was not the case
for the one-dimensional wave equation. This is also the reason why we
cannot have here a general solution of the type f(x ± ct).
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Another significant difference between the heat and the wave equation is
that the heat equation is not isotropic with respect to the direction of time.
The solution for t > 0 cannot be continued to values t < O. This is
connected with the fact that heat flow is an irreversible flow and is connected
with an increase in entropy.

1.10. Inhomogeneous differential equations. Suppose we have
density distribution p of mass in space, and we assume that p is independent
of time. The potential <P then obeys Poisson's equation

(1)

(2)<I>(P) = J!!£ dTQ
rpQ

where rpQ is the distance between the" field point" P, where we want to
compute the potential, and the" source point" Q with mass pdT.

If we assume that p is a function of space and time, we obtain the inhomo
geneous wave equation for <1l:

Its solution is

(3)

One solution of this equation is

where

<P(P) = f p(t,7},'~ - Ric) dtd7}d'

R2 = (.~ - t)2 + (y _7}2) + (z - 02

(4)

This solution is called the retarded potential, because the contributions to
the potential at P are arising from those values of pat Q(t,7},O which needed
the time RI c to reach P.
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Chapter 10

HEAT AND THERMODYNAMICS

By P. W. B RID G MAN

Higgins University Professor
Harvard University

I. Formulas of Thermodynamics

The derivation of the word thermodynamics, which literally means
" concerned with the motion of heat," suggests that the science of thermo
dynamics deals with the details of the interchange of heat between bodies.
As a matter of fact, traditional thermodynamics does not deal with the motion
of heat at all, but with the equilibrium conditions reached after heat motion
has ceased, and should, therefore, more properly be called thermostatics.
The results of thermodynamics are derived from two laws: the laws of
the conservation and of the degradation of energy. These two laws are,
perhaps, the most sweeping generalization from experiment yet achieved.
A mechanistic account of these laws can be given by the methods of statistical
mechanics, for which the following chapter should be consulted.

1.1. Introduction. The partial derivatives of thermodynamics are
somewhat different from the conventional partial derivatives of mathematics
in spite of their apparent identity of form. The conventional derivative
(oyjox). implies by its form that y is a function of x and z. In the corre
sponding thermodynamic derivative the subscript z indicates the path along
which the derivative is taken, y and x not necessarily being defined off the
path. It follows that such derivatives as (OTjOP)Q' (OTjOP)W' (OQjOP)T'
(oWjc!T)p are thermodynamically meaningful, although Q and Ware not
possible independent variables.

The ordinary mathematical formulas for the manipulation of first deriva
tives apply to the path derivatives of thermodynamics. In particular,

(1)

(2)

264
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(3)

The second path derivatives, however, in general require special treatment.
In particular,

o [(OQ)] 02Q 02Q
op a; P T ~ 0POl ~ OTOP' etc. (4)

1.2. The laws of thermodynamics. The first law is

dE=dQ-dW (1)

This formula applies to any thermodynamic system for any infinitesimal
change of its state. This formula is a definition for dE, it being assumed
that dQ (heat absorbed by the system) and dW (work done by the system)
have independent instrumental significance. The first law states that the dE
so defined is a perfect differential in the independent variables of state. By
integration E may be obtained as a function of the state variables. The E
so obtained contains an arbitrary constant of integration, without significance
for thermodynamics.

The second law is
dQ

ds=
T

(2)

(3)

The second law states that for any reversible absorption of heat there is an
integrating denominator T (absolute temperature) such that ds is a perfect
differential in the state variables.

Applied to a Carnot engine (engine working on two isothermals and tW()
adiabatics)

efficiency of Carnat engine == Ql {1 Q2 = Tl ~ T2 (4)

The two laws apply to any subsystem that can be carved out of the whole
system. It follows that there are fluxes of heat q, mechanical energy w,
total energy e, and entropy s such that

- div q = dQjdt

div w = dWjdt

e=q-w

s= qjT

where now Q and Ware taken for unit volume, and t denotes time.

(5)

(6)

(7)

(~)
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1.3. The variables. The variables usually associated with thermo
dynamic systems are p = pressure, T = absolute temperature, v = volume,
S = entropy, E = energy, G = E +pv - TS (Gibbs thermodynamic poten
tial), F = E - TS (Helmholtz free energy), H = E +pv (total heat or
enthalpy), dW = work done by the system, dQ = heat absorbed by the
system. The specific heats are defined as

These variables are all to be taken in consistent units, which means in
particular that heat is usually to be measured in mechanical units. The
amount of matter in the system to which these quantities refer may be taken
arbitrarily, subject to the demands of consistency. Thus, if v represents
the volume of one gram, Cp refers conventionally to one gram of matter, but
measured in mechanical units. However, if v is taken more ordinarily
as the volume of that amount of substance which occupies one cubic centi
meter under standard conditions, then C p has its conventional value multi
plied by the density.

(2)

(1 )

• (3)

(~:)s = - (~~L

(:;)8 (:~L

(:~L (::),

1.4. One-component systems. The state is fixed by two independent
variables ofwhichp and T are a possible pair. dW= pdv (one-phase systems).
In such a system any three of the first derivatives can, in general, be assigned
without restriction from the laws of thermodynamics (there are many excep
tions to this). Any fourth first derivative can then, in general, be expressed
in terms of the chosen three with the help of the first and second laws.
Normally, a thermodynamic relation involving first derivatives is a relation
between any four such derivatives. There are approximately 1011 such
relationships. Various schemes have been proposed by which any desired
one of these 1011 relationships may be obtained with comparatively little
mathematical manipulation *. No attempt is made to reproduce these
schemes here, but in the following a few of the most frequently used relations
will be given.

References 1, 2, 3, 4 and 10 in the Bibliography.
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(4)

(~~)T = v,

(~~)T = -P,

,OH)(as p = T,

Equations (1)-(4) are the four Maxwell relations.

C /C "" = (op/ov).
p v Y (OP/OV)T

(ov/OT)s 1
(OVjOT)p 1 - Y

(~)T = -T(:~L

(O,G) =-s
OT p

( OF) =-s
OT v

(~~)s = V

( ~~ ) v = T, ( ~~ ) s = - P

( OE) =_P+T(OP)ov T OT v

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)



268 HEAT AND THERMODYNAMICS §1.5

Equation (16) is the so-called" thermodynamic equation of state."

P- "= (~;)H' (Joule-Thomson coefficient) I(17)

(18)

(19)

1.5. One-component, usually two-phase systems. The state is
fixed by two independent variables of which p and T are not a possible pair,
dW = pdv. A new variable appears, x, the fraction of the total mass of
the system present in phase 1. There are now only two independently
assignable first derivatives, of which dp/dT and Cv["= (i3Q/ih)v1 form a
convenient pair; Cv is expressible in terms of the properties of the separate
phases.

C =xlc _2T dp (i3VI ) _T,~e)2 (OvI ) J'v PI dT OT P \ dT op r

(1)

l dp (ov2) (dP)2 (ov2) ]+ (l - x) C. - 2T - - - T - -
P2 dT OT P dT Op r

The general thermodynamic relation between first derivatives is a relation
between any three derivatives. In these relations the following function of x
occurs frequently:

f. l(ovI ) (ovl
) dPJAx, 1 - x) ~ x - + - -

OT P op r dT

+ (1_x)f(ov2)" + (OV~) dPJL OT P op r dT

In addition to the following special formulas, many of the formulas of
Section 1.4 also apply.

( ox) = 1_ f~ + f(x, I-X)]
OT s VI - V2LT(dpJdT)

(3)
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(ox) 1 [ T dp J- = -- 1 + --.f(x, l-x)
OV s VI - V2 CV d1

(OX ') 1 [ Cv ]
\OT E=V

I
-V

2
P_T(dpjdT)-f(x,l-x)

( OX) - 1
\ 0E G = (VI - V 2)--o[-P-_-T---C(d-o-'P-'-jd-;-T=)]

( OX) - 1 [ s ]- c= --- f(x, 1 - x) +-
OT F VI -V2 P

dT T(V I -V2) (Cl ' .)dp = L· , apeyron s equatIon
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(4)

(5)

(6)

(7)

(&)

(9)

(10)

(11 )

where L is the heat absorbed by the system when it passes from phase 2 to
phase 1 (latent heat).

If the phase 1 is a perfect gas,

d log p L
------;r;:- RT2

1.6. Transitions of higher orders

dp 6.(ozjOi)'P
dT 6.(8zjop),

(14)

(1)
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Here z is any continuous thermodynamic function with discontinuous
first derivatives along a line in the P,T plane. The formula gives the slope
of the line of discontinuity. By specializing z, various formulas may be
obtained. By identifying z successively with s and v and eliminating
dpjdT, Ehrenfest's formula for a transition of the second kind is obtained:

!:1C = - T [!:1(OVjOTV] (2)
p !:1(OVIOP)T

1.7. Equations of state

pv = RT, (perfect gas) (1)

(4)(Dieterici)

IfP is measured in dynesjcm2, v is the volume in cm3 of one gram molecule,
and T is absolute Kelvin degrees, and R = 8.3144 X 107ergsjg-mole-deg.

(p + ; ) (v - b) = RT, (van der Waals) (2)

(p + ~2 ) (v - b) = RT, (Berthelot) (3)

-C
p(v -b) = RT exp -R'TV

_ RT(l - €) ( + B) _ A
P - v2 V v2' (Beattie-Bridgeman) (5)

where A=AO(l-:), B=Bo(l-~), €=CjVT3

and Ao, a, B o, b, and c are constants.

pv = A + !!..- + ~ ..., (" virial equation of state ") (6)
v v

(7)
8Tr 3R

Pr = 3vr - 1 - (t'r)2

The coefficients A, B, etc., which are functions of temperature, are called the
first, second, etc. virial coefficients.

Excepting the perfect gas equation, all these equations have the property
of indicating the " critical point" at which vapor and liquid phases are
identical. The parameters of the system at the critical point are designated
by Pc, Te, Ve' The" reduced coordinates" of a system are defined as
Pr = pjPe, Tr = TjTe, VT= vjve· If the various equations of state are
expressed in terms of reduced coordinates, a functional form will be obtained,
the same for all substances. In particular, the reduced van der Waals
equation of state is
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1.8. One-component, two-variable systems, with dW = Xdy.
Here X is "generalized force" and y is "generalized displacement."
Possible pair of variables, T and X. The simplest examples of such systems
are electrical or magnetic systems, or simple elastic systems with a single
stress component not a hydrostatic pressure. All the formulas of § 1.4
apply, replacing p by X and v by y.

(1)(Stefan's law)u = constant T 4

1.9. One-component, two-variable systems, with dW = Xdy.
Here X is generalized force and y is generalized displacement, T and X not
a possible pair of variables, X being fixed as a function of T by the physics
of the system. The formulas of § 1.5 apply, replacing p by X and v by y.
Special examples are

where u is the density of black-body radiation.

demf _ I (OQ) (Helmholtz)
~---:;: 8i.' (2)

(3)du __ 1.- (8Q)
dT - T 8A, T

the equation for the temperature change of the emf of a reversible cell in
terms of the heat absorbed when unit quantity of electricity flows through
the cell isothermally.

the temperature derivative of surface tension in terms of the heat absorbed
when the surface increases isothermally.

1.10. One-component, multivariable systems, with dW = ~ XidYi.
Here the X;'s are generalized forces and the y/s are generalized displace
ments. Much variation is possible in the treatment, depending on the choice
of independent variables. The generalized equation of state must be known
for such systems. A general method of getting information is to put ds a
perfect differential and write the relations on the cross derivatives of the
coefficients. The various potential functions may be generalized for such
systems. For example,

Ggen=E-TS+~Xy (1)

This potential function is a minimum at equilibrium for changes at constant T

andX.

1.11. Multicomponent, multivariable systems, dW = pdv. A
system fixed by composition variables ni , usually given in gram molecules,
plus two others, for example p and T. In general a composition variable
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will be needed for each independent component in each homogeneous part
(phase) of the system. A complete scheme for obtaining all the possible
relations in such a system has been given by Goranson (see Bibliography),
analogous to the schemes for dealing with § 1.4. Only a few of the more
important relations will be given here. For arbitrary values of the
independent variables in multicomponent systems, the system is generally
not in equilibrium, and the spontaneous changes of variable which occur
as the system settles toward equilibrium are irreversible. At equilibrium

G is a minimum for changes at constant p and T

F is a minimum for changes at constant v and T

H is a minimum for changes at constant s and p

E is a minimum for changes at constant s and v

(1)

(2)

(3)

(4)

In general all the formulas of § 1.4 apply with the addition of all the n/s
as subscripts. For example,

(OG)- =v
OT l'ini

(5)

The new formulas involve derivatives with respect to the n/s. These
derivatives. define various " partial" quantities. In particular the " partial
chemical potentials" are defined by

f'i == (~~) Til'inj == (~) TiVinj == (:~) l'iSinj == (:~) SiVinj (6)

Here the subscript nj indicates that all the n's except ni are held constant
during the differentiation. Other typical partial quantities are

(7)

(8)

(9)

No subscripts are indicated in these derivatives. The understanding is
that all the other independent variables except nil whatever they may be,
are held constant during the differentiation.
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For the various extensive properties of the system there are linear relations
on the n's, such as

G = I: ni!J-i (10)

F = I: ni!J-i (11)

v = I: nivi (12)

s = I: n;Si (13)

Formulas for the various partial quantities hold similar to those for the
total quantities. For example,

1.12. Homogeneous systems. a. Gaseous mixtures.
tions are defined by

N=~
• Lnk k

The partial vapor pressures are defined by

Pi= NiP

Perfect gaseous mixtures:

(
Otti) _ R-r N.
op ,;n; - P •

(14)

(15)

The mole frac-

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)
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If the perfect gases react according to the equation

lL + mM ... ~ qQ + rR ... (9)

where L, M, etc. represent moles of the reacting species, and l, m, etc. are
the numerical coefficients in the reaction equation,

i~Q?!;(!R?: = K(r), (mass action law for perfect gases) (10)
PL PM ..

Here K(r) is a function of temperature only and is called the equilibrium
constant. d log K L

p
~ (11)

dT Rr2

(12)

(13)limit p/ = Pi
P->O

where L p is the latent heat at constant pressure of the reaction from left to
right.

Imperfect gaseous mixtures: The" fugacity" (== Pi *) of the £th component
is a quantity closely related to the partial vapor pressure and is defined by
the equations

(14)

where t-tio and Hio are the limiting values at infinite volume.
If the imperfect gases react according to Eq. (9)

(pQ*)q(PR*)' .. , K(r) (15)
(PL*)!(PM*)m ...

dlogK(r) L'P° (16)
dr- Rr2

where Lpo is the heat of reaction at infinite volume.

b. Ideal solutions:
t-ti = t-tio + RT log N i (17)

where t-tio is a function of preslmre and temperature but not of composition.

°t-ti = °t-ti
o

= ifj. (18)
op op ,

8(t-tdT) 8(t-tiolr ) Hi (19)------a:;:- = ~-a:;:- = --:;:2

Ideal solutions of the same solvent mix with no change in volume or total
heat content.
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1.13. Heterogeneous systems. The phase rule of Gibbs is

!=c-n+2 (1)

where! is the number of degrees of freedom (counting intensive variables
only), c the number of components, and n the number of phases.

For a liquid or solid solution in equilibrium with a vapor which behaves
as a perfect gas

~ Nid(log Pi) = 0, (Duhem-Margules) (2)

for changes in composition at constant p and T, where N i refers to the
condensed phase and Pi to the vapor phase in equilibrium with it.

(Henry's law for ideal solutions) (3)

where ki is independent of N i -

Po = PooNo, (Raoult's law for ideal solutions) (4)

Here the subscript °denotes the solvent, and Poo the vapor pressure of the
pure solvent

IT - RT 1 _1__ RT N
- - og N - - l'

V o 0 V o
(osmotic pressure) (5)

(7)

Here IT is the osmotic pressure of the ideal solution of the component N 1

in the solvent No.
Depression of the freezing point of an ideal dilute solution

RT 2

e= Lf~ N 1, (van 't Hoff) (6)

where Ll is the latent heat of freezing of the pure solvent. Raising of the
boiling point of the ideal dilute solution

R7"b
2

e= L 0 N1 , (van 't Hoff)
v

where Lv0 is the latent heat of vaporization of the pure solvent at the normal
boiling point 7"b;

N·IX
N'P = K, (Nernst's distribution law for ideal solutions) (8),

where !X and f1 denote different condensed phases, and K depends on solvent,
p, and 7", but not on N i •
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Chapter 11

STATISTICAL MECHANICS

B y DON A L D H. MEN Z E L

Professor of Astrophysics at Harvard College
Director of Harvard College Observatory

1. Statistics of Molecular Assemblies

1.1. Partition functions. Thermodynamics and statistical mechanics
constitute independent approaches to essentially the same problem: the
physical properties of assemblies of atoms or molecules. Thermodynamics
depends on certain postulates concerning the behavior of an artificially
defined quantity called entropy. Statistical mechanics concerns itself with
averages over an assembly wherein a certain amount of energy E has been
partitioned among the various atomic or molecular systems.

Fowler defines a quantity known as a "partition function," for each
component of the assembly. By component we mean each kind of atom,
molecule, particle, or "system," whether interacting or not. Thus all
atoms of neutral iron comprise one component; those of singly ionized iron
a second, etc. In its most general form the partition function, f(T), reduces
to a sum:

f(T) = ~ e-ei/kT
•

(1)

where Ei is the energy of state i, k is Boltzmann's constant, and T is the
absolute temperature. If a given level is degenerate, consisting of Wi states,
we sum by multiplying the summand by Wi, which we term the statistical
weight.

For a molecule, we often can break up the total energy of a given state
into a number of independent energies, viz., €v = potential energy,
ET = kinetic energy, €r = rotational energy, €v = vibrational energy,
E e = internal electronic energy.

Of these energies the last three are usually quantized and, for classical
assemblies, the first two are nonquantized. The potential energy is a
function of the coordinates ql' q2, q3; the kinetic energy, in turn, depends

on the momenta PI' P2' P3'

277
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(2)

we see that the partition function factors whenever the energies are inde
pendent as above. Then

f(T) = JJJ e- E
j /kTdqldq2dq3 JJJ e-ET/kT ~:bt2dt~

x ~ e-Er/ kT t e-Ev/kT t e-e./kT
r v e

(3)

The quantity h is Planck's constant, which we include so that the product
dp1dql/h will be dimensionless. We arbitrarily associate h with the kinetic
rather than with the potential energy.

(4)

the volume, in the absence of an external potential field. Under a constant
gravitational acceleration g, the potential is EV = mgz, where m is the mass
of the particle and z the vertical coordinate. Then

V(T) = rmgz/kTV (5)

(6)

Usually we integrate over only a small volume V of the assembly, wherein
we can take EV constant or zero.

The classical partition function for the kinetic energy becomes

H(T) = JooJooJoo -(p 2+p 2+P.">/2mkT dp1dP2dP3 = (27TmkT)3/2
o 0 0 e 1 2 • h3 h3

A factor Hl/3 belongs to each degree of freedom of kinetic energy.
For a diatomic molecule, we can write

Er = hcBJ(] + 1)

where c is the velocity of light, B the quantity

B = h/87T2cI

(7)

(8)

with I the moment of inertia, and J the quantum number, an integer:
1,2,.... For a given J, we get 2J + 1 states of identical energy. Thus

(9)
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When heBjkt?> 1 we cannot easily simplify the expression. But when
this quantity is small, we can approximate to Br(1') by an integral

Br(1'),....., J: 2J;- 1 rJU+!lhcB/kTdJ

1 k1' 87T2IkT
,....., Ba 'hC"=~

(10)

We call a the symmetry factor. It is unity for diatomic molecules whose
components are unlike, e.g., C12_C13. It is 2 for diatomic molecules whose
constituents are identical, e.g., C12_C12. The number of rotational states
is halved for a symmetrical molecule.

The spacing of the vibrational levels, if independent of rotation, will
usually follow a law similar to

E v = (v + t)hew e (11)

where We is a basic vibrational wave number and v an integral vibrational
quantum number.

Equation (11) measures Ev from the lowest point of the potential energy
curve. If, instead, we measure it from the condition of complete dissocia
tion, we get

E = (v + ~)hew - D - h:~ = hew v- D (12)v 2 e 2 e

with D equal to the dissociation energy. Then

k
OO eD/kT

B (1') = eD-hcw.v/kT = - (13)
vol- e-hcw,/kT

We cannot usually express the electronic energy in any simple form. We
must therefore merely write

Be(1') = k W;e-';/kT (14)
j

with the sum taken over all relevant levels of electronic excitation. For
atoms we take the statistical weight of a single state to be unity. If, as in
common practice, we represent a level by its inner quantum number, J,

Wj= 2J + 1 (15)

If a complete term, denoted by the orbital and spin quantum numbers L
and 8, is degenerate,

etc. (see Chapter 19).
Wi = (28 + 1) (2L + 1) (16)
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A spinning electron has the invariant weight:

Wj= 2 (17)

I (18)

For molecules we encounter electronic states characterized by the quantum
numbers 8 and A. A = 0 corresponds to ~ levels; A = I to II; A = 2
to ~,etc. If we set r = 28 + 1, where r is the multiplicity, we get

Wj = 28 + 1 = r for r~ levels

Wj = 2(28 + 1) = 2r, for rIl, r~, etc. levels

The complete partition function for a diatomic molecule whose compo
nents possess masses m1 and m2 becomes

1.2. Equations of state. For a perfect gas, the equation of state
becomes

p = 2- .Ek1n = NkT~ Inf(T)
3 V av (1)

Since V usually enters into f(T) only as a multiplicative parameter, we get

N
p = V kT = nkT (2)

where n is the number of systems per unit volume. If we take V as the
volume of a gram molecule and set N equal to the number of atoms per mol,

If p is the density,
pV= NkT= RoT

p = pkTjmofL

(3)

(4)

where m is the mass of an atom of unit atomic weight, and fL the atomic
weight of the gas.

For an imperfect gas the best-known equation is that of van der Waals:

(p + ajV2) (V - b) = NkT

Berthelot gives an alternative empirical equation:

(p + a'jTV2) (V - b) = NkT

and Dieterici still another, viz:

p(V - b) = NkTe-a'INkT'V

where a, a', b, and s are all constants, the last being an exponent.

(5)

(6)

(7)
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(9)

To the first order in 1jV these three equations assume the respective forms,

pV = NkT + (NkTb - a) (8)
V

pV = NkT + (NkTb - a'jT)
V

pV = NkT + (NkTb - a'jP-l)
V

(10)

1.3. Energies and specific heats of a one-component assembly.
If E is the total energy assigned to the N systems of a one-component
assembly,

(1)

The mean kinetic energy per particle is

E= E~n = kTZ :T InH(T) = ~ kT (2)

The specific heats per mol at constant volume Cv, and at constant pressure
Cp are

.
where the subscripts indicate that V and p are held constant during the
respective differentiations; M o is the number of particles per mol.

1.4. Adiabatic processes. Let y be the ratio

y= CpjCv (1)

(2)

(3)

(4)

p Vy = constant

pTy!ll-y) = constant

pTl!ll-y) = constant

The so-called adiabatic law, wherein no heat is added or subtracted from
a gas is

In each of these equations we regard Vas the volume of a mol (or some other
conveniently defined mass of gas.)
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1.5. Maxwell's and Boltzmann's laws. The number of systems in a
given quantum state is

(1)

which is Boltzmann's law. Also

N W-' = ---!:. e-('i-'i)lkT
N; w; (2)

In a classical assembly, the number, 4> of systems in a volume element dV,
with components of momenta in dPl' dP2' dp3' becomes

N._ 1 r(1J1'+Pz'+pa2)lk1'd'P d'P d'P dV
V (27TmkT)312 1 2 3

normalized to give

1 (3)

f
(4)

(5)

where the integral is over a unit volume, with the respective momenta limits
-00 to +00.

In terms of Cartesian velocity components, u, v, w, we have the alternative
form of Maxwell's equation:

N( m )312 '2 21 l'4>dudvdwdV = - --- e-m(u +v +w ) 2k dudvdwdV
V 27TkT

If e is the actual space velocity, such that

(6)

the number of systems moving with velocities in de and within solid angle
dware

(7)N (' m )312fdedw = - ._- e2e-mc212kTdedw
V 27TkT

To get the total number per cm3, with velocities in dc, replace dw by %.
For additional theorems on kinetic theory of gases see Chapter 20, pp. 288

302.

(1)E = ~ N;kT2~ Inf;(T)
j

1.6. Compound and dissociating assemblies. When an assembly
consists of more than one component, interacting or not, we write, instead
of Eq. (1) of § 1.3,
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where the subscript jrefers to a given component. The partition function
is the same as before. For noninteracting components N j is constant.
Otherwise, N j will depend on l' and V according to the dissociation equation.
For example, when N m atoms of component m interact with N n atoms of
component n to form N s compound molecules of component s, in accord
with the symbolic chemical equation

M+N~S

where S is a molecule of type MN, the equilibrium conforms to the

NmNn fm(T)fn(1')
---w;- is(1')

(2)

law

(3)

In a more general case, when N m , Nn> N p , ••• , etc., interact to form a com
pound molecule, so that ex atoms of type m, {3 of type n, y of type p, etc., are
required to form JL compound molecules of type s, according to the reaction

(4)

(5)

in ordinary chemical notation. The general dissociation equation becomes

N m"-NnfJNpr... (fm)"-(fn)fJ(fp)r ...
Nit = --(fs-)p-------

in which the superscripts ex, {3, y, ... , JL are true algebraic exponents. For
more detailed forms of these equations, including the Saha "ionization
formula," see Chapter 21.

L 7. Vapor pressure. The vapor pressure of a gas in equilibrium with
its solid or liquid phase is

(1)

For structureless systems, the partition function

f(1') = (21Tm~T)3/2 Ve-x/kT (2)

where X is the energy required to evaporate an atom from the liquid or solid
to the gaseous phase at absolute zero. The partition function for the
crystal is

fT/V d1' fT ,
In K(T) = 0 RTZ 0 (Cp)sold1' (3)

where (Cp)sol is the specific heat of the solid or condensed phase, calculated
at the vapor pressure of the gas for the value of l' in the integrand; (CP)sol

also includes heats of transition (melting, evaporation, etc.)
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For molecular gases or other gases having internal structure, the appro
priate factors relation to rotations, vibrations, electronic energies, etc., must
be included in f(T). For many applications we can set, approximately,

K(T),-...; H(T)

see Eq. (6) of §1.1.
More generally we note that the empirical relation,

p = CT"-e-XjT

(4)

(5)

with three disposable constants, C, ex, and X usually gives a very accurate
representation between any two given transition points.

1.8. Convergence of partition functions. The partitIOn function
Be(T), Eq. (14) of § 1.1, does not converge if we sum over all quantum
numbers to n = 00. The presence of neighboring atoms fixes an effective
upper limit to the summation, beyond which we regard the electron as free
rather than bound. Thus we excluded the volume assigned to other atoms.
Denote by the subscript s the lower electronic states of a given atom, and by r
the lower electron states of the same atom in the next higher ionization stage.
Approximately

The bracketed constant, we shall term Q. Its value is

(2)

In this equation, We is the electron spin, Z is the effective charge of the higher
ionization state involved, Xo is the ionization potential, and no is the number
of systems per cm3 • Usually only the first or the second term of (1) will
dominate.

1.9. Fermi-Dirac and Bose-Einstein statistics. The foregoing
formulas, especially those relating to equations of state and partition of
kinetic energy, involve the tacit assumption that the energies of such a
system are not quantized. This assumption is sufficiently correct at low
densities and high temperatures. However, at high densities and low
temperatures, we find that even the so-called "continuous states" are
quantized and, furthermore, that we can assign only one particle to each
state. The Pauli exclusion principle is a consequence of this general law.
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For systems whose wave functions are antisymmetric, we get the Fermi
Dirac statistics (indicated by the upper sign in the following formulas).
When the wave functions are symmetric, we get the Bose-Einstein statistics
(lower signature).

In our given volume V, which contains N systems in all, we find that N.
are assigned to the energy level lOS! whose statistical weight is w.. Then

N = + w ,\~ in (1 ± '\e-8./kT) = w.
• - s 0'\ ,\-le8 s ± 1

The parameter" follows from the condition that

! N. = N = ! ,\ le ....~~ ± 1
• s

For Bose-Einstein statistics we must have

For Fermi-Dirac, we have the condition

A>O

(1)

(2)

(3)

(4)

To complete these equations we must have formulas for the separations lOs'

For kinetic energy in a: cubical volume bounded by a side of length I,

p2 h2
10 = - = - (x2 + y2 + Z2) (5)

s 2m 812m

where x, y, and z are integers 0 < x,y,z « 00. Then

(6)

where wis a weight factor set equal to unity for longitudinal and equal to 2 for
transverse waves. The quantity h2j812mkT = 4.4 X 10-11, if 1= 1 cm
and T = 10 K. Hence we can approximate to the sum by an integral

f
OOJ'OOfOO wdxdydz

N = 0 0 0 ,\-leh2(x"+yz+zz>/8!z"'kT ±

= f"/2 r"/2foo _wr2sin 8 drd8dep
o .0 0 ,\-leh2r"/8!Z"'kT ± 1

(7)
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where we set
(8)

(9)

(12)

N h3

A= wV . (21TmkT)3 /2< 1 (10)

N N 21T(2m)1/2 -£ IkT 1/2d (11)
s= ('21TmkT)3 /2 e 8 €s €s

a form of Maxwell's law, expressed in terms of energies instead of momenta
or velocities as before. Thus, when A< 1 we recover the classical formulas.

When A ;:;» 1 (for the Fermi-Dirac case only)

N 21Tw(2m)3/2V fe' 1/2 d = 41T (21TmkT)3/2V (1 \)3/2
I""-..' h3 0 €S €S 31T1/2 h3 n 1\

and transform from Cartesian to spherical coordinates. We have set [3 = V.
We cannot integrate again in finite terms. However, when A< 1,

N 21Tw(2m)3/2VA fro -£ IkT 1/2d _ w(21TmkT)3/~VA
I""-..' h3 0 e 8 €s €s - h3

Thus, when

where €' is defined by
A-1e,'lkT = 1

For large A, then, the Fermi-Dirac distribution becomes

N s= 21Tw(2m)3/2V€s1/2d€s

(13)

(14)

for the energy range below €'. For higher energies, the formula grades into
the classical expression.

For the Bose-Einstein case, A <: 1, we get

(15)

1.10. Relativistic degeneracy. At extremely high temperatures we
must allow for relativistic change of mass with velocity. The deBrog1ie
wavelength of a particle moving with velocity v is

A= .~ (1 _ V2)1/2
v mov c2 (1)

where mo is the" rest mass." The kinetic energy is

€s = moc2 [ ( 1 - ::r1/2
- 1] (2)

or 2€smo(l + €s/2moc2)
h2 (3)
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when relativity effects are predominant,

Es ~ 2moc2 (4)

and
hc

Es = -= hvsAV (5)

(6)

Planck's relation. The energy is independent of mo.
For Fermi-Dirac statistics we get, for a relativistically, degenerate gas,

N - 47T<l)V fro Es2 d
- h3c2 0 A-1e's/kT + 1 Es

When A~ 1,

When A~ 1,

kT )3N ~ 87T<l) VA (he-

N ~ 47TWV (kT In A)3
3 hc

(7)

(8)

1.11. Dissociation laws for new statistics. Let

the ratio of the mass .of the system to that of the electron.
For each component m of an assembly find the appropriate value of Am

according to the conditions of temperature and density.

conditions:

Classical nonrelativistic:
Nm h3

A= --- . ~--O-=~
wmV (27TmmkT)3/2

NmfV~ wmlh3(2nrnmkT)3/2 = 4.87 X 1015(,BmT)3/2

T ~ mmc2jk = 5.9 X 109,Bm

Classical, relativistic:

(2)

conditions: ~

N ( hc )3
Am = 87TW:V kT

NmfV~ 4.87 X 1015(,BmT)3/2

T ~ 5.9 X 109,8m

(3)

conditions:

Fermi-Dirac degeneracy, nonrelativistic:

h2 (3 N m )2/3InA = -- -----
m 2mmk T 47TWm V

NmfV ~ 4.87 X 1015(,BmT)3/2

T ~ 5.9 X 109,8m

(4)
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Bose-Einstein degeneracy, nonrelativistic:

Conditions: same as for Fermi-Dirac, above.

Fermi-Dirac degeneracy, relativistic (electron gas) :

(
3Nm )1/3 hc

lnAm = 47TWmV kT

(5)

(6)

conditions:
NmfV ~ (kTjhc)3 (47Twmj3) = 2.86T3

T ~ 5.9 X 1Q9jln Am

These equations ignore internal excitation energies. Now in a reaction
such as

M + N+t-S (7)

where S is a molecule of type MN, of dissociation energy Q., we can deter
mine the equilibrium from the equation

As = AmAneQ.lkT (8)

For the more complex reaction

exM + {3N +t- "IS (9)

(10)

(1)

with ex, {3, andy integers, in which the chemical formula for S is M"/l'Np/l"

we get

1.12. Pressure of a degenerate gas. The general equation of state
still holds for nonrelativistic statistics:

2 Ekinp=-'-
3 V

- . _ 27Tw(2m)3/2V fro Es3/2
Ekm - h3 0 A-1ee.lkT ± 1

For small A, we recover the classical expression

p= NkTjV

For A~ 1, for Fermi-Dirac statistics,

= 47T h2w (_3 .N )5/3 27T3 m(kT)2 (_3_ N)1/3
P 15 m 47TW V + 9 h2 47TW V + ...

Note that the leading term gives a pressure independent of T.

(2)

(3)

(4)
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For Bose-Einstein statistics

__ (2rrm)3/2(kT)5/2 ~ ~~

p - W h3 ~ '3/2
1 J

For relativistic statistics,

When.\~ 1,
p= NkTfV

When .\ ~ 1, Fermi-Dirac,

= he (_3)1/3(N)4/3
P 4 %w V

(5)

(6)

(7)

(8)

(9)

(1)

1.13. Statistics of light quanta. Quanta obey the Bose-Einstein
relativistic statistics with .\ = 1. This condition is equivalent to the assump
tion that total number of quanta are not conserved.

- 4rrwVh fro v3

Ekln = ~- 0 ehv/kT _ 1 dv

Set w= 2 for transverse waves. Then the energy density of v radiation
becomes

8rrhv3 1
Pvdv = -----;;a- e hv /kT _ 1 dv

For additional radiation formulas, see Chapter 21.
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Chapter 12

KINETIC THEORY OF GASES: VISCOSITY,
THERMAL CONDUCTION, AND DIFFUSION

By SYDNEY CHAPMAN

Oxford University

The kinetic theory of gases was the pioneer branch of statistical mechanics,
applied to the motion of gas molecules moving freely except during the brief
fraction of time occupied by collisions. Kinetic theory thus provides the
necessary connection between the microscopic viewpoint of the molecules
on one hand and the macroscopic viewpoint of hydrodynamics on the other.
The formulas here given were chosen as those most likely to be useful to the
working physicist, especially those who like to know the steps leading the
mathematicians to the results as well as the results themselves. Some of the
following formulas, as, for example, those for diffusion, are not so generally
well known as they should be.

1. Preliminary Definitions and Equations for a Mixed Gas,
Not in Equilibrium

1.1. r, x, y, Z, t, dr. Position is indicated by the position vector r or by
orthogonal coordinates x, y, z; and time by t. A small volume element
enclosing the point r is denoted by dr.

m= pinand let

1.2. m, n, p, nIO' nI2, mo. A mixed gas of two constituents is considered;
suffixes 1,2 refer to the two constituents, e.g., mI , m2 denote the molecular
masses, nI , n2 the number dep.sities (or numbers per cc), PI' P2 the mass
densities nlrnI, n2m2• The total number or mass density is denoted by n or p.

n = n1 + n2, P = PI + P2 ~ n1mI + n2m2 (1)

(2)

(3)

(4)

so that

Also let

so that mo is the combined, and m the mean, molecular mass.

290
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Thus the suffix 1 or 2 refers to one constituent only, and without the
suffix the reference is to the whole gas (or to a simple gas); this is here called
the suffix convention and is to be applied in each subsequent section con
cluded by (S.C.) meaning suffix convention.

1.3. The external forces F, X, Y, Z, 'Y. Every molecule is supposed
to be subject to an external force mF, with components mX, mY, mZ, the
same for all those of one kind (m1F1 or m2F2). Moreover it is supposed that
these are conservative forces with potentials 'Yl' 'Y2' so that

F1 = - grad'Y1, F2 = - grad 'Y2' (S.C.) (1)

1.4. c, u, v, w, dc. The velocity of a typical molecule is denoted by c,
and its components by u, v, w; these may be regarded as specifying a point
in a velocity space, referring to molecules of one kind only, if suffix 1 or 2 is
added, otherwise to molecules of both kinds (or to those of a simple gas).
A small volume element in the velocity space, enclosing the velocity point c,
is denoted by dc. -(S.C.)

1.5. The velocity distribution function j. Each of the ndr molecules
in the space volume element dr at time t has its own velocity point; the num
ber of these within the velocity volume element dc is denoted by jdrdc,
that is, jdr is the number density at c in the velocity space; j is a function
of c, r, t in general, and to indicate this it is also written j(c,r,t); it is called
the velocity distribution junction. (S.C.)

1.6. Mean values of velocity functions. The average of any function
F(c), vector or scalar, e.g., c or u or uv or c2, over all the molecules (of either
or both kinds) in dr at r, t, is indicated by the function symbol with an
overline, e.g., c, F(c), ii, uv, c. Clearly

nF(c) = f F(c)j(c, r, t)dc (1)

the integral being taken over the whole velocity space. (S.C.)
In consequence of this definition,

1.7. The mean mass velocity co; uo, vo, WOo The mean momentum

per molecule, for the whole gas, is (n1m1C1 + n2m2( 2)!n; this is denoted by
mco; and uo, vo, W o denote the components of Co' Clearly

(I)
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1.8. The random velocity C; U, V, W; dC The random velocity C
of a typical molecule, and its components U, V, W, are defined by

Clearly
C=c-co, U=u-uo, etc. (1)

C1 = Cl - cO, C2 = c2- co, C= C- Co (2)

If the origin in the velocity space is moved to the velocity point co, the
velocity position vector of a typical molecule is changed to C, and the distri
bution function f can be regarde4 alternatively as a function of C, r, t,
namely f(C,r,t) ; if dC denotes a velocity volume element enclosing the veloc
ity point C, the equation for F(c) in § 1.5 can alternatively be written

nF(c) = f F(c)f(C,r,t)dC, (S.C.) (3)

1.9. The H heat" energy of a molecule E: its mean value E.
The heat energy E of a molecule is defined to be the energy -lmC2 of its
random translatory energy, together with any additional energy, either
rotatory or inttlrnal (e.g., vibratory), which is communicable from one molecule
to another on encounter; for example, this would not include any rotatory
energy of a smooth, rigid, elastic, spherical molecule. Its value at r, t is
denoted by E. Naturally E is a function of the (absolute or Kelvin)
temperature T.

1.10. The molecular weight Wand the constants mu> Nv A
molecule of mass m is said to have molecular " weight" W equal to m/mu>
where mu (= 1.6603 X 10-24 gram), the unit atomic mass, is one-sixteenth the
mass of the 0 16 isotope of oxygen. A mass of W grams of a gas of (mean)
molecular weight W is called a gram molecule or mole; it contains N L

molecules, where
NL = l/mu = 6.023 X 1023 (1)

NL is called Loschmidt's number (or sometimes, less appropriately,
Avogadro's number; see §2.3).

1.11. The constants J, k, R. The following constants are used in later
sections, e.g., 1.12.

J = 4.185 X 10' ergs per calorie (Joule's mechanical equivalent of heat).
k = 1.3805 X 10-16 erg per degree C (Boltzmann's constant).
R = kNL = 8.314 X 10' ergs per degree C per mole (the gas constant in

mechanical units).
R = kNLIJ = 1.9865 calorie per degree C per mole (the gas constant in

heat units).
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1.12. The kinetic theory temperature T is defined by

kT =lmC2

whether or not the gas be in thermodynamic equilibrium (see §2.3).

(1)

1.13. The symbols cv, Cv denote the specific heat at constant volume,
per gram (c v ) or per mole (Cv) : that is, the heat required to raise the temper
ature of this mass of gas by 10 C, at constant volume; this is indicated
formally by

Cv = (11m) (dEldT)v, Cv = WCv = (1Imu ) (dEldT)v = NddEldT)v (1)

If the molecules have no communicable rotatory or internal energy,
E = tmC2 = !kT, and Cv = 3k12m; and Cv = 3kl2mw the same for all

gases. If E is a constant multiple (s) of tmC2, so that E = !skT,
Cv = 3ksl2m, Cv = 3ksl2mu ; for many diatomic molecules at ordinary
temperatures s = t, as they possess rotatory energy of amount two-thirds
the random translatory kinetic energy (see §2.4 for C'ln Cv ' y).

1.14. The stress distribution,p",,,,,p,,,y, .... The x,y, z components of
the stress (force per unit area) exerted at r, t, upon the gas on the positive
side of a plane through r normal to Ox, by the gas on the negative side, are

denoted by P"''''' P"'y, P"'z; similarly PY"" pyy, PYZ> and PZ"" PZy, pzz denote the
stress components across planes normal to Oy and Oz. These nine com
ponents are the elements of the stress tensor; P"''''' pyy, pzz are normal stresses;
the other six are tangential stresses.

In the interior of a gas of ordinary low density (e.g., normal air) these
stresses arise mainly from the transfer of momentum by molecules crossing
the planes concerned; this produces the kinetic stresses. In addition there is
a much smaller part due to intermolecular forces; a gas in which this part
is negligible is called a perfect gas. The gas here considered will be supposed
perfect, but the equation of state will be given also for a slightly imperfect
gas (§ 2.5).

In a perfect mixed gas the constituents contribute independently to the
stresses:

P"'''' = (Px",h + (PX"')2' P"'y = (PXY)l + (PX?/)2' etc.

(PX"')l = P1U12, (PXY)l = P1U1V1 , etc.

Hence (see § 1.6)

P"'''' = P1U12+ P2U22 = pU2, P"'Y = pUV, etc.

(1)

(2)
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1.15. The hydrostatic pressure P; the partial pressures PI' P2'
The hydrostatic pressure P is defined as the mean of the three normal stres
ses; that is,

P = t(Pxx + pyy +Pzz) = tpC2 = knT (1)

using § 1.12. The" partial" pressures PI' P2 caused by the separate
constituents are similarly given by

(2)

1.16. Boltzmann's equation for f. Boltzmann showed that each
velocity distribution function fl' f2' satisfies an integro-differential equation.
This (e.g., for fl) equates the following combination of partial derivatives offl'

~.fl + U ofl + V ofl + W ofl + X ofl + y ofl + Z ofl (1)
ot 1 AX 1 oy 1 OZ 1 OU I 1 OV I 1 aWl

to a multiple integral (not given here), which involves both fl and f2' and
represents the rate of change of fl caused by molecular encounters. In a
perfect gas only simple encounters, each involving but two molecules, need
be considered. The evaluation of this integral naturally, in general, involves
knowledge as to the properties of the molecules, that is, as to their modes
of interaction in encounters.

1.17. Summational invariants. Certain properties are unchanged by
an encounter. These are (1) the number of molecules involved, namely
two, (2) their combined momentum, namely mic i + m1cl ', m2C2+ m2c2',
or m1c1 + m2c2, according as the encounter is between like or unlike
molecules, and (3) their combined energy, E + E', or tmC2 + tm'C'2 (suffix
convention) if the molecules have no rotatory or internal energy. These
properties (number, mc, and E) are called summational invariants of an
encounter.

1.18. Boltzmann's H theorem. For a uniform gas whose molecules
are spherical and possess only translatory kinetic energy, and are subject to
no external forces, the' differential' side of Boltzmann's equation reduces
to afl/at. Boltzmann also considered in this case the variation of the
function H defined by fflnf dc, integrated over the whole velocity space.
He showed that oH/ot is negative or zero, and that in the steady state, when
it must be zero, In f must be a summational invariant, and consequently
(see § 1.16) of the form a1 + al"~ mc + al "mC2, where aI' aI" al " are
arbitrary (scalar or vector) constants; the middle term is the scalar product
of aI' and mc.
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2. Results for a Gas in Equilibrium*

2.1. Maxwell's steady-state solutions. Maxwell determined f in
three important special cases, of steady or quasi-steady states; Boltzmann
improved the proofs by means of his H theorem (§ 1.18). Later he showed
that H 0' the space integral of H over a given volume of gas in such a state,
satisfies the equation

s = - kH0 + constant

where S denotes the entropy of the gas. In all three of Maxwell's special
states,

(1)

which is known as the Maxwellian velocity distribution. His three cases are:

a. Uniform steady state of rest or uniform motion under no external
forces; nl, n2, T, and Co are all uniform.

(2)

b. Steady state at rest under external forces derived from potentials
'1"1' '1"2 (1.3); in this case T and Co are uniform, but not nl and n2, which are
given by

where (n1)0, (n2)0 are constants (the values of nl and n2 at the points, if any,
where '1"1 or '1"2 is zero).

c. A gas in uniform rotation or screw-motion subject to no external
force (or to forces whose potentials are constant along the circles or spirals
traced out by any point fixed relative to the gas). In this case T must be
uniform, but not Co, which is given by

(3)

(where w denotes the angular velocity and (co)o the constant velocity at
the origin, and wxr denotes the vector product of and r), nor nl , n2, which
are given by

where '1"0= - tw2d2, and d denotes the distance of the point r from the
axis of the rotation or screw. Thus the density distribution is the same as if
the gas were at rest in a field of (centrifugal) force with this potential.

* See also Chapters 10 and It.
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(1)

(2)

2.2. Mean values when f is Maxwellian. In this case the following
mean values (§ 1.6) of various functions of C are readily found.

- _ (8kT)1/ZCl - ,
7Tml

where V1+ denotes the mean value of any component of C I , e.g., VI'
averaged over those molecules 1 for which this component is positive. Also

- - - 1- kT
VIZ = VIZ = Wlz = - Clz = -, VlVl = VlWl = WlVl = 0

3 ml

so that
(Pxxh = (Pvvh = (PZZ)l = PI = knIT

(PXV)l = (Pvzh = (pzxh = 0
( (3)

Thus the stress distribution is hydrostatic, that is, normal and equal across
all planes through r.

The" root-mean-square" speed VOClZ is given by

Also

VClZ = V(3kTjm1)- = 1.086C1 (4)

(5)

thus the mean random kinetic energy is the same for both kinds of molecule;
this is a particular case of a very general theorem of equipartition of energy.

2.3. The equation of state for a perfect gas. The equation p = knT
may be written, in reference to a mass M of the gas, occupying a volume V,
so that n = M/mV, in the form

pV = (kM/m)T (1)

This is the equation of state for a perfect gas, that is, the equation connecting
P, V, and T in the equilibrium state; it includes Boyle's law (pV = constant
at any given temperature), and Charles' law (V proportional to T at a given
pressure). These laws, however, refer to the thermodynamic temperature,
and it is necessary to show that in equilibrium (for which alone the thermo
dynamic temperature is defined) this is the same as the. kinetic theory
temperature T. This can be achieved by considering Carnot's cycle for a
perfect gas.

The equation P = knT then confirms, for a perfect gas, Avogadro's
hypothesis that all gases in equilibrium, at the same P and T, contain the
same number NA of molecules in unit volume. For 1 cc at N.T.P. (00 C and

file:///rn~C}


§2.4 KINETIC THEORY OF GASES 297

1 atmosphere pressure namely, 1.013 X 106 dynes/cm2) this number N A is
2.687 X 1019 ; it is known as Avogadro's number (or sometimes, less appro
priately, as Loschmidt's number. See § 1.10).

2.4. Specific heats. The symbols cp and Cp ( = WC1» denote the
specific heat at constant pressure, per gram (cp ) or per mole (Cp ); see § 1.13.
That is, C1> is the heat required to raise 1 gram (containing 11m molecules)
by 10 C (= dT), at constant pressure. It includes, besides the heat Cv

required to increase the mean molecular energy of the molecules, the
mechanical energy (pdVIJ in heat units) required to increase the volume
by dV, against the constant pressure p, according to Charles' law. The
equation of state (§ 2.3) gives, for M = 1 and dT = 10 C,

Thus

pdVIJ = klJm

k
Cp = Cv + Jm

(1)

(2)

(3)

or C1> - Cv = R (the same for all perfect gases); R is here expressed in
heat units (see § 1.11).

The ratio cplcv or CplCv is denoted by 'Y; by § 1.13,

k 2
'Y = 1 +- = 1 + - s (4)

Jmcv 3

Thus 'Y = i for molecules with no rotatory or internal communicable
energy, for which S'"= 1; for the diatomic molecules for which (at ordinary
temperatures) s = i, 'Y = 1.4.

2.5. Equation of state for an imperfect gas. The simplest gener
alization of the equation of state p = knT or pV = (kMlm)T for a perfect
gas is

or, less accurately,
p + ap2 = knT(1 + bpX)

(p + ap2) (1 - bp) = knT

(1)

(2)

(3)2 1T fa = - . - r3F(r)dr
3 m2

which is van der Waals' equation. These equations allow for both the
intermolecular forces and the finite size of molecules. For a simple gas
in which the molecules are rigid, elastic, attracting spheres of diameter u,
exerting a force F(r) at distance r,

b_2. 1TU3

- 3 m'
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and to a first approximation

x= 1 +ipb (4)

(1)

(2)

2.6. The free path. collision frequency. collision interval. and
collision energy (perfect gas). For a mixed gas composed of rigid,
elastic, spherical molecules of diameters 0"1' 0"2' (for kinds 1 and 2), the
following results are obtained by use of Maxwell's velocity distribution
function (§ 2.1).

The number of collisions N n • N 22, N 12 per unit volume per unit time,
between like molecules (1 or 2) or unlike molecules, are given by

(
7TkT)1/2 (27Tm kT)1/2Nll = 2n120"12 -- ,N12 = 2n1n.p122 __0_
m1 m1m2

where (112 = t(O"l + 0"2)'

The collision frequencies, VI' V2' or average number of collisions for a mole
<:ule 1 or 2 per unit time, are given by

2Nll + N 12
Vi =

The collision intervals, T1, T2, or mean time interval between collisions for a
molecule of kind I or 2, are

(3)

The mean free paths ll. l2' between collisions for a molecule of kind 1
or 2, are

1- = 7T [2 l /2n a 2+ (! + m1)11
2
n a 2] (4)II 11 m2 2 12

If the gas is simple,
l = O.707/7Tna2 (5)

The mean free path ll(Cl ) of a molecule of kind 1, moving with random
speed C1 is, for various values of C1fCl , as follows:

o 0.25 0.50 2 3 4 5 6 00

1,(C,)/l,: 0 0.344 0.64\ 1.026 1.288 1.355 1.380 1.392 1.399 1.4\4

The probability that a molecule 1 with a particular speed Cl shall travel
a distance at least equal to lis e-!/!'(C,).

The probability that a molecule 1 moving with any speed should describe
a free path at least equal to l is approximately e-l.04Ih,.

The fraction of the N 12 collisions per unit volume and unit time, between
unlike molecules whose collisional energy (namely, their combined trans-
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latory kinetic energy relative to their mass center, before collision) is xokT is
2 '(1 + xo2)rXo •

The mean value of the collisional energy is 2kT.

3. Nonuniform Gas

3.1. The second approximation to I. Maxwell's velocity distribution
is not correct when T is nonuniform, nor when Co and the concentration ratio
nl jn2 vary from point to point, except for his special states (§§ 2.la and 2.1b).
Even so, however, it is a good first approximation to I, if n is 1013 or more
and if the gradients of T and Co do not exceed lOjcm and 1 sec-I, respectively.
Also, for these conditions, the second approximation to I gives reasonably
accurate expressions for the stress distribution, thermal conduction, and
diffusion.

The second approximation has the form

(1)

where 11 (0) denotes the Maxwellian expression (2.1), and

where

and AI, D l , E l , are scalar functions of the random speed e l , determinable
from Boltzmann's equation (§ 1.16) and involving molecular interactions.
In d12 the vector f denotes the acceleration of the gas at r, namely DCo/Dt,
where DjDt denotes the hydrodynamic" mobile operator"

fis given by

(5)
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(1)

3.2. The stress distribution. From this expression for 11, and the
corresponding one for 12' the components of the stress distribution are found
to be

2 (20UO oVo owo) 'ovo owo)
Pxx = knT- 3 fL ax - BY -az ' Pvz = fL\az + ay , etc.

where fL is expressible in terms of integrals involving the functions B l and
B2 and depends on the mode of molecular interaction.

These expressions for the stress agree with those of the formal theory
of viscous stress, so that fL is identified with the coefficient of viscosity.
In laminar motion, such that uo= W o= 0, Vo= az, where a is a constant
(= ov%z),

Pxx = Pvv = pzz = knT, Pxv = Pxz = 0, Pvz =, - fLa (2)

which is the simplest formal definition of fL.

3.3. Diffusion. In general C l and C 2 are unequal in a nonuniform

mixed gas; that is, the two sets of molecules diffuse through each other.
The rate of diffusion is expressible by C l - C2, which is independent of any
uniform motion of the axes of reference. It is convenient to consider the
flux of either type of molecule relative to axes moving with the mean speed c
(rather than co), in which case

- - nn - -
nlCl = -n2C2 = ~2(Cl-C2) (1)

n

In this case the expression for Cl - C2 derived from 11 and /2 gives

nlCl =c - nD12d12 - nD r grad In T (2)

where D12 and Dr are expressible in terms of integrals involving the functions
Al and D l and depend on the law of molecular interaction.

This expression shows that diffusion is set up by any of the four following
causes: (a) a concentration gradient, (b) acceleration of the gas, (c) unequal
external forces on the molecules 1, 2, and (d) a temperature gradient. Dif
fusion resulting from this last cause is called thermal diffusion. When T
is uniform and there is no external force and no acceleration, P and n are
uniform (see §§3.l-3.5), and (2) reduces to

n1C1 = - nD12 grad nlO = - D12 grad nl (3)

This is the formal definition of D12 as the coefficient of diffusion. This
coefficient also governs accelerative and forced diffusion, due to the causes
(b) and (c).
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Thermal diffusion is governed by a different factor D T , called the coefficient
of thermal diffusion; the ratio DT /DI2 is called the thermal diffusion ratio,
and denoted by k T : it has nlOn20 as a factor, and therefore varies greatly
with the concentration ratio. The thermal diffusion factor ex, defined by
kT/nl0n20' is much less dependent on n 1/n2• Thus

(4)
where

If T is uniform and f zero, and F1 and F2 are derived from potentials 'Y1

and 'Y2, diffusion proceeds in the sense which decreases d12, and if in the
limit diffusion ceases, the condition d12' = 0 leads to

n m'Y -m'Ygrad In ~ = - grad _1_1__2_2 (5)
n2 kT

in accordance with Eq. (3) of §2.1.

3.4. Thermal conduction. Heat conduction in a diffusing mixed gas
proves to be expressible most simply by considering the flux relative to
axes moving with the molecular mean speed if instead of Co (when there
is no diffusion if and Co are identical). In this case the expressions for
11 and /2 lead to the equation

q = - Agrad T - npexDl2dl2' (1)

where Adepends on the mode of molecular interaction, through the functions
Al and D 1 , and is identified with the coefficient of thermal conduction in
accordance with the formal definition for a nondiffusing gas. The second
term in q is proportional to the rate of diffusion; it is an effect inverse to
thermal diffusion, and is called the diffusion thermo-effect.

4. The Gas Coefficients for Particular Molecular Models

4.1. Models a to d. The simplest molecular models are:

a. Smooth rigid elastic spheres of diameters aI' a 2; let

a12 = i-(a1 + a2)

This is the model already considered in 2.6. For such molecules E = i-mC2,
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where

b. Smooth rigid elastic attracting spheres. This (Sutherland's) model
has already been considered in §2.5. The mutual force is F(r) at distance r
between two molecules.

c. Point centers of repulsive force, given at distance r by Kr-'; K is called
the force constant and v the force index. Suffixes 11, 22, or 12 are to be
added to K and v according as the interacting molecules are both mI , both m2 , •

or unlike.

d. Point centers ofrepulsive and attractiveforce, expressed by Kr-' - K'r-",
where K' and v' refer to the attraction. Alternatively the interaction may
be expressed by the formula 4E[(a'/r)"-I - (a'/r)"'-I] for the mutual potential
energy of the two molecules; a is the distance at which the force changes sign,
and E the potential energy due to either the attractive or repulsive field at
this mutual distance. Suffixes 11, 22, or 12 must be added to K, v, K', v'.

4.2. Viscosity tt and thermal conductivity A for a simple gas

Model a:

fL = 1.016 1ia2(k:Tt
2
= 0.1792 ( k:Tf/

2

0::(mT)I 2

A= 2.522fLcv

Model b (Sutherland's). In this case the expressions for fL and Aare those
for Model a, divided by 1 + SIT. The term S, known as Sutherland's
constant, is proportional to the potential energy of attraction of the molecules
at contact. The term SIT is only the first in a series of descending powers
of T, and when SIT is not small, the neglect of the latter terms impairs this
interpretation of S, as found empirically from the variation of fL or A
with T, as the potential energy.

Model c:

_ 2- (kmT)I/2 (2kT/K)S m1/2TI/2+s
tt - 8 C. 7T A

2
(v)r(4 _ s) 0:: KS

2 3(v - 5)2
S = V _ l' and C. = I + 2(v _ 1) (101v - 113) + ...

and A 2(v) is a function of v here given for several values of v.

v: 2 3 5 7 9 11 15 21 25 00

s: 2 1 0.5 0.33 0.25 0.2 0.14 0.1 0.08 0

A 2(v) : 0.436 0.357 0.332 0.319 0.309 0.307 0.306 0.333

A1(v) : 0.422 0.385 0.382 0.383 0.393 0.5
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where 5 ( (v - 5)2 )
1=2 1 +4(v-l)(llv_13)+···jC.

andj declines from 2.522 for v = co (equivalent to Model a) to 2.5 for v = 5.

Model d. In this case, if the attractive field is weak, the expressions for f.L
and'\ are those for Model c, divided by 1 + SjTa, where a = (v - v')j(v - 1),
and S is a function of K, K', v, v'.

In terms of E and a, an alternative expression for f.L is

_ 5 (kmT)1!2 (kI'),
f.L - 16(a')Z ----;- X -E-'

if T is large, the repulsive part of the field is dominant, and X is proportional
to (kTjE)s. If T is small, the attractive field is dominant, and X is propor
tional to (kTjE)"', where s' = 2j(v' -1).

The values v = 13, v' = 7 are found to be specially appropriate for many
gases. A graph of IOg10 X is given for these values and also for v = 9,
v' = 5 in the second item of the bibliography.

The preceding formulas all refer to spherically symmetrical models, for
which y = i; this applies to monatomic molecules and also to some diatomic
molecules (e.g., Hz) at very low temperatures. For other values of y,
Eucken has given the following empirical formula for j, which is fairly
satisfactory.

j = i(9y - 5).

4.3. The first approximation to D 1Z' This is independent of the con
centration ratio n1 jnZ' Its values for particular molecular models are

Model a:

(1)

where m' = m1mzj(m1+ mz); m' is called the" reduced" mass of a pair of
unlike molecules.

Model b:
3 (kT )l/Z (2kTjK1Z)S ex T1!Z+s

8n m; A1(v)r(3 - s) nK1ZS(m1)1!Z

where A1(v) has values as in the preceding table.

(2)
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(1)

The addition of an attracting force to Model a adds a Sutherland factor
lj(l + 812jT) to the D12 expression for this model.

The correction to the foregoing first approximations to D12 may amount
to a few per cent, and it introduces a small dependence of D12 upon nl jn2.

4.4. Thermal diffusion. The formula for even the first approximation
to kT or a is very complicated, and this approximation is less close to the
true value than in the case of fL' A, and D12• The correction (which is addi
tive) may be as great as 23 per cent for Model a, when m1jm2 is very large.
For other models it is less. And for Model b, when v = 5, kT is zero.

The end values of a, for nl0 = 1 and nlO = 0, will be denoted by al and
a2' Values of a for 0 < nl0 < 1 are generally of similar magnitude, though
they do not necessarily lie between al and a2" For molecules of very nearly
equal mass, and with very different values of a, it is possible for al and a2
to be of different sign, in which case a is always very small (e.g., 0.1).

Here only the first approximation to al will be given for Model a (that
for a2 is obtained by changing suffix 2 to 1 except in aI2)' It is

23i2ml(mo3jm2)I/2(aljaI2? - m2(15m2-7ml)
-- (2j5)(aljaI2)2(2molm2)1/2

5mlmO+ (5j23/2) (aI2jal)2(m23jmo)l/2(7ml - 15m2)
- -----13m/+16mlm~+30m22 ---- .-

Unless al and a2 differ greatly, al and a2 are positive if ml > m2. If there is
a steady temperature gradient in a gas mixture, and no external forces or
acceleration, diffusion will tend to set up a steady state in which

log n12 = - a log T + constant

(treating a as independent of n12 and T, which is usually approximately
correct). If a is positive, and the suffix 1 refers to the heavier molecules
(ml > ms), the proportion of gas 1 is enriched in the colder and reduced
in the hotter regions, relative to gas 2. Thus the heavier molecules are
usually more numerous in the cooler region.

5. Electrical Conductivity in a Neutral Ionized Gas
with or without a Magnetic Field

5.1. Definitions and symbols. The gas is supposed to consist of
neutral particles, ions (positive and negative) and, electrons. These constit
uents are distinguished by suffixes 1, 2, ... attached to the symbols for their
properties; mass m; number density n; charge e; diameter a; etc. The
suffix 1 will refer to the neutral molecules, so that e1 = O.
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The electric intensity is denoted by E, and the magnetic by H, in the
direction of the unit vector h. In the presence of a uniform magnetic field
alone, a charge e. will spiral round the lines of force with angular velocity W s
given by

The current intensity is denoted by j.

5.2. The diameters as. The diameter al for the neutral molecules, and
also the " joint diameter" or effective distance between centers, a l 8> at a
collision between a neutral and charged particle (s -;c 1), are a moderate
multiple of 10-8 cm (the factor being 1 to 5, diminishing slightly as T
increases). The joint diameter aei for a collision between an electron and an
ion is of order 10-5 Zi (300jT), where Zi is the number of unit charges on
the ion. For a collision between two ions, it is similarly about
1O-5ZiZ/(300jT), where Zi and Z/ are the charge numbers of the two ions.

Owing to the large magnitude of the effective diameters for collisions
between charged particles (due to the slow inverse-square decrease of elec
trostatic force with increasing distance), the collision frequencies of the
charged particles are little affected by the presence of neutral molecules
unless these are in large excess, e.g., n1 more than a hundredfold as great as
the number density of all the charged particles, as in a slightly ionized gas
(such as the E and F layers of the ionosphere).

5.3. Slightly ionized gas. When n1jns (s -;c 1) is large, the different
kinds of charged particles each contribute independently to the current and
the electric conductivity, their mutual collisions being negligible. If E
is perpendicular to H,

where

or

j=KE+K'hxE (1)

An electric field perpendicular to H hence produces a current in its own
direction, for which the conductivity is K, and also a transverse current
perpendicular both to E and H, for which the conductivity is K'.

If E is along H, there is no transverse current, and K is increased to
L nses2Tlsjm•.
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(1)

5.4. Strongly ionized gas. Consider a gas in which n1 is zero or
negligible, and the charged particles are electrons, and ions of two kinds,
with very different masses. Let suffixes e, i, and j refer to the electrons
and the heavier and lighter ions, and take me/mj, mj/m; to be negligible.
The electronic contribution to the conductivity is

2
K + iK '= nee _T_;e--;---;-_----;-

e e m.(l + Tie/T;e + iWeT;e)

independent of the mutual ionic collisions.

The ion conductivity is similarly given by

n;n;(eim; - e;m;)2Tij
(2)

where
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1. Definitions and Fundamental Laws

(1)

Gaussian

dE =E+ Vx B
dq c

mks
dE
(J;j=E+ Vx B,

1.1. Primary definitions. The study of mechanics is founded on
three basic concepts-:-space, time, and mass. In the theory of electro
magnetism, the additional concept of charge is introduced. Quantity of
electric charge is denoted by q, electric current by i, and electric current
density by J. The mutual interactions of charges and currents are described
in terms of fields of electric intensity E and magnetic induction B. The
force on an element of charge caused by all other charges is represented as the
interaction of the element of charge with the field (E and B) in its vicinity,
the sources of the field being all the other charges. These fields are defined
by

(2)

Gaussian

where dE is force experienced by an element dq of charge, V is the velocity
of the element of charge, and c is the velocity of light in vacuum.

The electromagnetic field in a given region of space depends on the kind
of matter occupying the region as well as on the distribution of charge giving
rise to the field. This phenomenon can be described in nonconducting,
nonferromagnetic media by writing the field vectors as products of two
quantitities :

B = p.-H = p.-oKmH,

307

(3)
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where D/EOand fLoll are what the electric field E and the magnetic induction B
would be in vacuum, and the K'S are quantities characteristic of the medium.
In isotropic media the K'S are scalars. D is the electric displacement; H is the
magnetic field intensity; K e is the dielectric constant; K m is the relative per
meability; EO and fLo are universal constants

mks Gaussian

8 854 10-12 ~rad,
EO =. X

meter

= 47T X 10-7 henry
fLo meter'

EO = 1

fLo = 1

In terms of the above, the following quantities are defined

mks Gaussian

polarization:

magnetization:

P=D-EoE,

BM=--H,
fLo

1
P=-(D-EE)47T 0

M=~(B_H)
47T .fLo

(4)

(5)

magnetic susceptibility:

IMI
Xm = TilT'

electric susceptibility;

IPI
Xe = ~fEl'

_IMI
Xm-TllT

IPI
Xe = Eol E I

(6)

(7)

1.2. Conductors. A conductor is a material within which charge is
free to move. Metals and electrolytes are conductors; the flow of charge
within a metal or electrolyte is governed by Ohm's law:

J=aE (l)

where a (conductivity) is a constant characteristic of the medium, and
p = l/a is called the resistivity. The resistance of a conductor of length l
and constant cross section A is defined

R = _l_ = lp
aA A

(2)

Clearly it is impossible to maintain a static potential difference between
two points of a conductor without flow of charge, so that under electrostatic
conditions a conductor is an equipotential. This implies that the tangential
component of E must vanish at the surface of a conductor for static situations.
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1.3. Ferromagnetic materials. The magnetic induction B within a
ferromagnetic medium is not a linear function of the magnetic intensity H.
The magnetic induction depends not only on the value of the magnetic
intensity but also on the previous history of the medium, so that it is possible
to have a finite value for B when H = O. In such a case the body has a
residual magnetization MI = Blf-Lo (in mks units) and acts as a source of
magnetic field.

1.4. Fundamental laws. Electromagnetic theory can be based on
the definitions above and the following three fundamental laws:

conservation of charge:
mks Gaussian

"V'J=-~ \7'J=-~ (1)
8t' 8t

Faraday's law:

\7 X E = - 8B \7 X E = _ ~ . 8B (2)
8t ' c 8t

Ampere's law:

\7 X H = J ~ 8D \7 X H = 47TJ + ~. 8D (3)
, 8t' c c 8t

Taking the divergence of both sides of Eq. (2) and (3) and using Eq. (1)
there follow Gauss's law:

mks Gaussian
\7. D = p, \7. D = 47Tp (4)

and \7 . B = 0, \7 . B = 0 (5)

Equations (2), (3), (4), and (5) are called Maxwell's equations.

1.5. Boundary conditions. Application of Maxwell's equations to
infinitesimal contours and volumes at the boundary between two regions
in space yield the following boundary conditions for electromagnetic fields.

mks Gaussian
n • (B2 - BI ) = 0, n . (B2 - BI ) = 0 (1)

(2)

(3)

n • (D2 - D I ) = a., n' (D2 - D I ) = 47Tas (4)

where n is a unit vector normal to the boundary and pointing from region 1
into region 2, as is surface charge density and J s is the surface current density.
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1.6. Vector and scalar potentials. From (5) of § 1.4 it follows that

B = V X A, (A = vector potential) (1)

and from (2) of §1.4 that

mks 0A Gaussian 1 8
E = - Vep - at' E = - Vep - c' ot A, (ep = scalar potential) (2)

These definitions leave V· A (the gauge) undetermined, and the potentialr
contains an arbitrary additive constant.

From the fact that the fields must always be finite in regions devoid of
charge or current, it follows that the potentials must be continuous functions
within such regions.

Using the definition
V2V = VV· V - V X V X V, (3)

(5)
Gaussian

V2A = ft<~ A + V(V • A + Eft . oep) _ 47Tft J
c2 ot2 , C ot c'

the differential equations relating the potential functions to their sources
follow from Eqs. (2), (3) of § 1.4, and (1), (2) of § 1.6; for homogeneous,
isotropic media these equations are

mks

02ep 0 ( oep) PV2ep = Eft - - - V· A + Eft - --
ot2 ot ot E '

(1)

mks Gaussian
1 47T

V •E = - (p - V •P), V· E = - (p - V •P)
EO EO

1.7. Bound charge. Combining Eqs. (4) of § 1.1 and (4) of § 1.4 gives
for isotropic media

This result has led to the following nomenclature

-V· P = bound charge density
P • n = bound surface charge density

where n is the unit outward normal to surface.
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1.8. Amperian currents. Combining Eqs. (5) of § 1.1 and (3) of § 1.4
for a nonferromagnetic isotropic medium gives

mks Gaussian

V' X B = 11-0(J + V' X M), V' X B = 4r.11-0(J + V' X M) (1)

when aD/at = O.
This result provides the justification for the following nomenclature:

V' X M = amperian current density

M X n = amperian surface current density

where n is the outward normal to the surface.

2. Electrostatics

2.1. Fundamental laws. For electrostatic situations, Maxwell's equa
tions for the electric field reduce to

mks
V'x E = 0,

V' • D = p,

Gaussian
V'x E = 0

V' • D = 47Tp

(1)

(2)

Since E is now irrotational, it can be derived from a scalar potential:

E = - V'rp (3)

(4)

Gaussian

V'2rp = _ j7TP
E

Combining this result with Eqs. (2) of § 1.1 and (4) of § 1.4, there follows
Poisson's equation:

Integration of Poisson's equation by the Green function method gives

rp=_l-J V'2rpdV+l-J [V'rp -rpV'(l-)] ·dS (5)
4r.vr 47TS r r

where rp is the potential at a point inside volume V, which is bounded by
surface S. Taking S at infinity, where we assume rp vanishes, reduces Eq. (5,
to

mks

rp = 4~E JP~V,
For a point charge, i.e.,

Gaussian

rp = l- Jpd~
E r

(6)

p = q8(x)8(y)8(z)
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equation (6) becomes
mks Gaussian

q
({J = 4m,r'

which is called Coulomb's law.

q
({J = Er (7)

(1)

2.2. Fields of some simple charge distributions. Equations (7)
of § 2.1 and (2) of §2.1 can be used to give the fields due to various simple
charge distributions. Let ~ = 1 for mks units, , = 4rr for Gaussian units.

a. Line of charge (7 = linear charge density) :

'7({J = - 27TE In R

b. Sphere of charge (q = total charge; a = radius of the sphere) :

- 'q . - 'q({J - 4-' (r > a), ({J - 4--' (r < a) (2)
7TEr 7TEa

c. Ring of charge Fig. 1 (q = total charge) :

(r < d or 8 ~ ex)

p

\
\
\
-===F==--

r\
\ I
\ I I

\ I /d
~I
\, I

\ I I

\ I I
\1/

'V
FIGURE 1

where Pn is the Legendre polynomial.

2.3. Electric multipoles ; the double
layer. A point charge is regarded as a
monopole (2° pole). A 2n+l pole is defined
in terms of a 2n pole in the following
manner. Let

be a vector at the origin. At the tip of In
place the charge singularity characterized by
2n pole of moment Pn; at the back end of
In place a 2n pole of moment -Pn; let
In ---+ 0 and Pn ---+ 00 in such a way as to keep
the product I"Pn constant.
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The resulting charge singularity is called a 2nH pole of moment

Pn+1 = (n + l)lnPn (1)

The potential resulting from such a singularity is

_ (_l)n+l Pn+1 • • ••• (I)
CPn+1 - vf- (n + I)! Un VUn- 1 VUn- 2 ... Uo V \ -r (2)

Accordingly,

CPo = -4~ . Po, [Po = q (monopole)] (3)
7T€ r

CP1 = - 4~€PIUO· v(-+), [PI = Polo (dipole)] (4)

CP2 = 4~€ . ~~ U1 • V [ Uo • V(+)] (5)

[P2 = 2l1Pl = 2l1Polo (quadrupole)]

where ~ = 1 in mks units, ~ = 47T in Gaussian units.
The potential at point

r = XU", + YUy + ZUz

of an element of charge dq = pdV located at point

r 1 = xli + yd + Zlk

when I r I > I r1 I IS

dcp = -.L - dq -- = I dcpn
47T€ Ir - r1 I n~O

(6)

by Taylor's theorem. The subscripts simply serve to count the number of
factors.

A double layer is a surface distribution of dipoles. Let T be the dipole
moment per unit area; then the potential due to the double layer is

cP = - 4:€ f TdQ (7)

where dQ is the element of solid angle intercepted by an element of area of
the double layer.
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2.4. Electrostatic boundary value problems. The electrostatic field
potential in a given region must satisfy the following conditions:

a. t:p must be a solution of Poisson's equation, Eq. (4) of §2.l.

b. The change in (EVt:p· n) must be equal to the surface charge density
across any boundary.

c. t:p must be constant in a conductor.

d. t:p is continuous everywhere (except across a double layer).

e. t:p vanishes at least as fast as l/r at infinity if all sources are within a
finite region. These conditions determine the field uniquely.

2.5. Solutions of simple electrostatic boundary value problems.
Let

~ = 1 for the mks system of units,

~ = 47T for the Gaussian system of units.

(1)I

a. Conducting sphere in the field of a point charge, center at the origin,
where

r1 = radius of sphere
q1 = net charge on sphere

charge = q at z = Z > r l' Y = 0, x = °
r2 = yY2 -t-ZT -=-2rZ cos 8

<I> = potentiat at (r,8,Cf!)

<I> -l-[fL + r1Cf!s _ ~ r1
2n

+l Pn(cos 8)_]
- 47TE r r q~ zn+l rn+l-'

2 n~O

b. Dielectric sphere of inductive capacity 101 in the field of a point charge q,
both immersed in a medium of inductive capacity E :

(2)
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(4)
I
J

c. Conducting sphere of radius r1 in a uniform electric field:

<1> = - E r cos () + E ~{cos () + ~ql' (r > r1)
o 0 r2 r4m, ,

<1> =c ~~ (r < r1)
47TErl

where the external field has the potential

<1>0 = -Eor cos B

d. Dielectric sphere of radius r1 in the uniform electric field:

<1>0 = - Eor cos B
El - E 3 cos B

<1> = - Eor cos () + 2 r1 Eo --2-' (r > r1)
El + E r

3E
<1> = - 2 Eor cos () (r < r1)

E1 + E

Let E1 be the field within the sphere, and let PI be the polarization of the
dielectric sphere (example d). The depolarizing factor L, which is defined
by the equation

is then

for a sphere.

LP1 = Eo-E1

L = 3..- Kl -K

3Eo K(KI - 1)

(5)

(6)

2.6. The method of images. For the case of a regularly shaped con
ductor or dielectric in the field of a
simple distribution of charge, it is
often possible to construct a po-
tential distribution which satisfies
the boundary conditions outside
the conductor or dielectric by
replacing the dielectric or conductor • ~ _ _ _ _ _ _ a ..

by a distribution of charges located q' q

inside of its boundaries. Since
the field so constructed satisfies
Poisson's equation as well as the
boundary conditions, it must ~ep-

resent the actual field outside the
conductor. Such fictitious charge
distributions are called image charges. FIGURE 2



316 ELECTROMAGNETIC THEORY § 2.6

Examples:

1. Point charge outside an infinite grounded plane conductor, Fig. 2,
p. 315 (q' = image charge = -q).

2. Point charge outside a pair of intersecting grounded plane conductors,
Fig. 3 ; (n = integer) :

, ,
\

\ 7r
\ -
\ n

\

\

\
\

\
\
\
I

FIGURE 3
Image charges of charge q at

Image charges of charge -q at

(R,-f), (R,-f - 2:), (R,-f - ~),

,. h qaq = Image c arge = -=,
I OQ

3. Point charge outside a conducting sphere:

a2

OR=--
OQ

(Fig. 4)

o R..----- .---
a","/ q'

---------------j
q

FIGURE 4
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-- - a2

OR=-
OQ

,
T =-T,

4. Line of charge outside a conducting cylinder, Fig. 5; (T = charge
per unit length) :

---- ----- --- ---!i
7

o R
~----.---, ,

a,~ T,,
/'

5. Point charge near a plane boundary between two semi-infinite dielec
trics, Fig. 6; (Let k = E2/E1) :

Region I
e=ft

Region II
E=E2

• .------ a -------
q, q"

- ---- a ------- ....
q'

FIGURE 6

The field in region II is given by replacing region I with charge q" :

" 2k
q =k+l q

The field in region I is given by replacing region II with charge q' :

q' = (: ~ Dq
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2.7. Capacitors. A capacitor is a system consisting of two insulated
conductors bearing equal and opposite charge. Let Arp be the difference
of potential between the two conductors, and let q be the magnitude of the
charge on each. Then the capacitance of the system is defined to be

(1)

The capacitance of a single conductor is defined as the limit of the capaci
tance of a system of two such conductors as their separation becomes infinite.
The work required to charge a capacitor is

w = 1- C(Arp)2 = ~ q2
2 2 C

(2)

(3)

The capacitances of some simple capacitors may be calculated by the formulas
shown below, where ~ = 1 for the mks system, and ~ = 47T for the Gaussian
system.

a. Parallel plates:

A = area of the plates

d = the separation of the plates

A€
C = Ti' (A ~d2)

b. Concentric spheres:

r1 = radius of inner sphere

r2 = radius of outer sphere

c. Concentric circular cylinders:

r1 = inner radius

r2 = outer radius

L = length

C = ~7T€L_ (L )
~2lnr2Irl' ~r2-rl

(4)

(5)

d. Parallel circular cylinders:

Same symbols as in example c. D = separation of centers; positive
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when the cylinders are external, negative when one cylinder is inside the
other

(7)

l (6)

C _ I . 47TELl h- 1 [ (D2- r12- r22)] \-1-- -- cos ±2, . 2r1r2

(L';PD and Irl-r21)
e. Two circular cylinders of equal radii:

C = 4~E. ~ (cosh-l ~rl

, (L ';P D)

f. Cylinder and an infinite plane:

h = separation of center of cylinder and plane

C = 47TE . .!:...- [COSh-l'~J-l (L ';P h) (8),2 t r '

g. Circular disk of radius r :
C = 47TE . 2r (9)

, 7T

2.8. Normal stress on a conductor. Consider an element of wr
face dA of a conductor. Let the charge density on this element be a. Then
there will be an outward force dF normal to dA :

mks

dF = ( ~ . :) (adA),

Gaussian

dF = (a;;) (adA)

The normal stress on such a surface is

mks
dF a2

dA 2E'

Gaussian
dF 47Ta2

dA 2E
(1)

(1)w= JE'D dv
87T

2.9. Energy density of the electrostatic field. The energy of a
static system of charges is just the sum over all the charge of the potential
energy of each element of charge due to the field of all the other charge.
This energy is related to the field by the equation

mks Gaussian

J
E ' Dw= -2- dv,

The energy density of the electric field is therefore taken to be

mks Gaussian
E'D E'D

u = -2-' u = -g:;- (2)
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3. Magnetostatics

3.1. Fundamental laws. For magnetostatic situations
equations for the magnetic field reduce to

mks Gaussian

V H J V X H = 47TJX =, c

Maxwell's

(1 )

V • B = 0, V'B=O (2)

Since B is divergenceless it may be derived from a vector potential

B=VxA (3)

(4)

Gaussian

V2A = _ 47Tflo J
c

mks

V2A = -floJ,

Then for the case of a nonferromagnetic, isotropic, homogeneous medium,
Eq. (1) becomes

where
V2A = VV' A - V X V X A

and we choose V, A = O. Equation (4) can be integrated by the vector
analogue of the Green's function method * to give

where A is the vector potential at a point inside a volume V bounded by
surface S, and n is the unit outward normal to the surface. Letting S
approach infinity where we assume A must vanish reduces Eq. (5) to

mks Gaussian

A = J!:. fJdv A = J!:. fJdv (6)
4TT r' c r

The potential of the current element ids = Jdv is then

mks Gaussian

dA = l:rr ids, dA = J!:. ids
cr

(7)

* STRATTON, ]. A., Electromagnetic Theory, McGraw-Hill Book Co., Inc., New
York, 1941, p. 250.



§ 3.2 ELECTROMAGNETIC THEORY 321

(8)

Gaussian

dB = fLi dsx r
c r3

mks

dB _ fLi . '!S X r
-417 r3 '

Equation (8) is called the Biot-Savart law.

so that

3.2. Fields of some simple current distributions. From Eqs. (6)
and (8) of §3.1, we can deduce the fields caused by various simple current
distributions. Let' = 1 in mks units, , = 417 in Gaussian units; let g= 1
in mks units, g= lie in Gaussian units.

a. Infinite straight wire:

(1)

b. On the axis of a circular current loop (Fig. 7) :

iR2
H = ,g 2(x2 + R2)312 (2)

tH

t
r
I

xl
I
I
I

L __ ll__

FIGURE 7

c. On the axis of a solenoid (Fig. 8) :

(3)

where n = number of turns per unit length.

", '--1-- "
(02 ", _ - - - 01 I

--- -- -~..:=....- -- ----,--H I
\
\
\

FIGURE 8
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3.3. Scalar potential for magnetostatics ; the magnetic dipole.
For regions where J = 0, H is irrotational and may therefore be derived
from a scalar potential function if.

H= -\7if (1)

The potential due to a loop of current is then

mks Gaussian

if = iO, if= iO
417 C

(2)

where i is the current in the loop, and 0 is the solid angle determined by the
loop and the point of observation. The sign of 0 is determined as follows.
Choose'an origin at the center of the loop (Fig. 9). Let r be the vector from
the origin to the point of observation; let a be the vector from the origin to
the current element ids. Then 0 has the same sign as a X ids· r.

r r

A

ids

FIGURE 9

(3)I
If the area A of the loop approaches zero and the current i in the loop,

approaches infinity in such a way as to keep iA constant,

mks Gaussian

./. iA cos e iA n • r "A ( 1 )
'I' --+ 417 . --,:2- = 417 ---ra if--+7n • \7 r

where n is the unit normal to A.
aX ids

n = -------;--0-,

I aX ids I
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Gaussian

l{J = - V(l/r) . JP X Jdv
2c

= - V~~r) . Jpx Jdv,

By analogy with the expression for the potential due to the electric dipole,
Eq. (4) of §2.3, iA is called the magnetic dipole moment.

The preceding expressions are readily generalized to describe an arbitrary
steady-state current distribution (which can always be regarded as consisting
of a collection of current loops).

mks

iA (1 )l{J=--n·V -
47T r

= - VQL~1.1. px ids
87T j

where p is the radius vector from the origin to the current element Jdv = ids.
To find the vector potential of a magnetic dipole:

B = VX A = :7Tg~V [m. V(+)]
= 1:aj (m· V)VO-) +mX [V X v( ; )J !
= - :7T(U)(m. V)V( ~ )= - ,::~gvx [mxv( ~ )]

where m = iAn, and ~g = 1 in mks units; ~g = 47Tlc in Gaussian units.
It is seen that the vector potential of a magnetic dipole is

mks Gaussian I
A = - ~m X V ( -}) A = - ~ iAn X V (+) (5)

= -J!:iAnx V(l-)
47T r '

3.4. Magnetic multiples. Let a = 1 for mks units; ~,= 47Tlc for
Gaussian units. The vector potential dA at the point (x,y,z) due to the
current element Jdv = ids at the point (X1'Yl,Zl) when

is

(1)
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and

n .0 .0 k O
V=l-+J-+ -ox oy OZ

If all the current is confined to the interior of a sphere of radius R, then for
r>R

If the current distribution is stationary, the first term, Ao, vanishes since in
that case the current distribution can be analyzed into closed current loops
and for the kth such loop

A k = !Lo~f J. ~ ds = !Lo~g i J. dr = 0
o 47Tjr 47Tr j 1

The contribution of the kth current loop to Al is

A k=_!Lg~i,,-J.r 'V(-l)dr
1 47T j 1 r 1

= _ !Lg~i~ f (r1X dr1) X_V(l/r)
47T 2

= - !Lg~ik A n X v(-l)47T k Ie r

Ij (3)

where ATe is the area of the kth loop and nle is the unit normal to the loop.
Thus by Eq. (5) of §3.3,

is the vector potential of the magnetic dipole moment of the current distri
bution. Accordingly, An is identified with the vector potential of the
magnetic 2n pole moment of the distribution. Clearly, the magnetic mono
pole does not exist.



§3.5 ELECTROMAGNETIC THEORY 325

3.5. Magnetostatic boundary-value problems. In regions where
J = 0 the scalar magnetic potential must satisfy the following conditions:

1. ',Pif; = 0 at. all points not on boundaries between two regions of
different J1'.

2. if; is finite and continuous everywhere.

3. The normal derivatives of if; across a surface are related by

oif;2 _ oif;l - 0
J1'2 on J1'1 on -

4. if; vanishes at least as fast as l/r2 as r becomes infinite, if all sources
are confined to a finite region.

If J:;c 0 one must use the vectors .B and H, which satisfy the following
conditions:

1. V' X H = J (mks); V' X H = 47T/e J (Gaussian).

2. B = J1'o(H + M) (mks); B = J1'o(H + M)/4rr (Gaussian), where M
is the magnetization.

3. Across any boundary

~(n X H) = Js (mks);

~(n • B) = 0 (mks);

~(nx H) = 47T/CJs (Gaussian)

~(n .. B) = 0 (Gaussian)

4. If sources are confined to a finite region, B vanishes at least as fast as
l/r2 as r becomes infinite.

These conditions determine the magnetic field uniquely.
In the absence of sources the solution if; of a magnetostatic boundary

value problem becomes identical with the solution ep of an electrostatic
boundary value problem for the case of no charge when E is replaced by J1'.

As an example of a solution of a magnetostatic boundary value problem
involving current, consider the field that results when an infinitely long
straight wire of radius a, permeability J1'1' and with a current i is embedded
in a medium of permeability J1'2' that contains an external field Bo directed
transverse to the axis of the wire.

A = gl· J1'2 i In~ - J1'1 i + [r + (J1'1 - J1'2 ) a
2

] B sin if; I,
z 27T r 47T J1'1 + J1'2 r 0 \

( 11. ir2 211. lA = gl - ,_1_ + ,I B r sin if; f
z I 47Ta2 J1'2 + fLl 0 \

Ax = A y = 0

where g= 1 for mks units; g= l/e for Gaussian units.

(r < a) }

(r > a)

(1)
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The demagnetization factor L 1 is defined in a manner analogous to that
for the depolarization factor, Eq. (5) of §2.5,

LIM = H o-H1

where M is the magnetization of the body in question, HI the field within
the body, and H o the uniform external field.

3.6. Inductance. The quantity fB· dA = n<l> for a circuit is called
the total flux linkage and is generally proportional to the current giving
rise to B. The self-inductance of a circuit is defined by the expression

L = n<l> (1)
%

where i is the current in the circuit. Similarly the mutual inductance between
circuit 1 and circuit 2 is defined by

M 12 = (n~h2 (2)
%2

where (n<l»12 is the total flux linkage of circuit 1 caused by current i 2 in
circuit 2. It can be shown that

(3)

(4)

The inductances of some simple circuits are listed below, where t~ = 1
for mks units; t~ = 41TjC for Gaussian units.

1. Circular loop, where radius of loop = b, radius of wire = a, JL' = mag
netic permeability of the wire.

L=b[JL(ln
8
: -2) +JL~]~t

2. Solenoid, where radius = a, length = 1, number of turns per unit
length = n.

(5)

3. Parallel wires, where radii of the wires = a, c; separation of the
centers = b; permeability of the wires = JL = permeability of the external
medium.

L = (1 + 2ln b
2

) JLt~
ac 477"

(6)

4. Coaxial cable, where inner radius = a, outer radius = b.

L = 2JL In ( ~ ) ~t = self-inductance per unit length (7)
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5. Two closely wound coils on a ring of permeability fL' where radius
of the ring = fl, radius of the cross section of the ring = b, and nand mare
the respective numbers of turns in the two coils.

M = fLnm[a - (a2 - b2)1/2]U' (8)

6. Two circular loops (Fig. 10).

a

FIGURE 10
M = g'7TfLa sin a sin f3

~ 1 ( b
a

)nPnO(cos a) PnO(cos f3) PnO(cos ')I)t{ n(n + 1)

3.7. Magnetostatic energy density. The work required to establish
current i in a circuit of self-inductance L is

W = -.lLi2 (1)
2

If we regard this energy as being stored in the magnetic field produced by
the current i, the energy density of the magnetic field is

mks Gaussian

dW = -.lHo B dW = ~Ho B (2)
dv 2 dv 87T

This type of energy is the electromagnetic analogue of mechanical kinetic
energy.
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4. Electric Circuits

§4.1

4.1. The quasi-stationary approximation. The analysis of circuits
is usually based on the assumption that the electric and magnetic fields at a
given moment are essentially the same as would be produced by the charge
and current distribution at that moment if these distributions were fixed
in time. This is called the quasi-stationary approximation and is valid
where the dimensions of the circuit are small compared to c!w, where c is the
velocity of light and w is the angular frequency of current variation.

4.2. Voltage and impedance. The difference of potential between
two points of a circuit is called the difference of voltage ~V between these
points. The impedance Z between two points of a circuit is the ratio of
voltage drop to current between the~e points:

Z=~V
1

(1)

It follows that the impedance of two circuit elements connected in series is

and the impedance of two circuit elements connected in parallel is

I
Z=~~~---

1/Z1 + 1/Z2

(2)

(3)

4.3. Resistors and capacitors in series and parallel connection.
Resistors:

series:

parallel:

Capacitors:

parallel:

senes:

R = R 1 + R 2 + R 3 + ... = total resistance

1 _ 1 1 _ ( I· )-1R - R + R + ... - tota resistance
1 2

C = C1 + C2 + C3 + ... = total capacitance

1 _ 1 I _ (I . )-1C - C + C + ... - tota capacitance
1 2

(1)

(2)

(3)

(4)

4.4. Kirchhoff's rules. Direct current circuit analysis is based on
Kirchhoff's rules:

a. At any branch point of a circuit, the sum of the currents entering
equals the sum of the currents leaving the junction.

b. The sum of the voltage drops around any closed loop of the network
equals zero.
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(1 )

4.5. Alternating current circuits. Consider a circuit having a
source of potential causing a voltage rise E between two points of the circuit.
Let R be the resistance of the circuit, C be the capacitance of the circuit,
and let L be its self-inductance. Then by Faraday's law,

fE . dr = - JdV = - L ~; = ( ~ + iR - E)

E "R L
di

IJ·d= t + dt + C t tor

E d2 Rdq 1
r = dt2 q +r .dt + CL q

The solution of this differential equation can be expressed as the sum of
two parts

where

q = qt + q.
= transient solution + steady-state solution

There are three possibilities for qt :

a. R2 > 4LjC (overdamping)

qt = Jio - PIqO) eP2t + Jp2qO - io) eP,t
(P2 - PI) (P2 - PI)

_ R 1 I 2 4L
P2 - - 2L + 4L 'V R - C

PI = - 2~ - 4i ~R2 - ~

! (2)

(3)

and qo and ioare the initial values of charge and current, respectively.

b. R2 = 4LjC (critical damping)

qt= [qo+ (io+ :L qo)t]e-Rt /2L (4)

c. R2 < 4LjC (underdamping)

qt = [( 2~~1 + ~J sin wIt + qo cos wIt] e-Rt /2L (5)

where WI = V~C ~~~-~i
The steady-state solution is

Eo sin (wt + ifi)
q. = L[(wo2 _w2)2 + (wowjQ)2]1/2 (6)
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Qr

where E = Eo cos wt ; Q = woLIR ; W o= livre,

qs = ( )'L 2 2 + ' wWo
W o -w J Q

where j = v=r.
For the case where

E = Eoejwt

the impedance for the steady state is

E '( 1 'Z=---;-=R+J wL--)
t wC

The instantaneous power delivered from the voltage source is

'E '2Z E2p=t =t =-
Z

(7)

(8)

(9)

The average power is
i 2R Eio ePay = T = -2-cOS z (10)

(11)

where Eo and io are the amplitudes of the respective periodic functions, and

e -1 wL -l/wC
z=tan R

For a given circuit the current is greatest at the circular frequency wo,

(12)

in which case Z = R.

5. Electromagnetic Radiation

5.1. Poynting's theorem. From Maxwell's equations and the vector
identity

\l'(Ex H)=H'\lx E-E'\lx H

it can be shown that

mks
a 1

\l . (Ex H) = - - . - (E' D + B' H) - E' Jat 2

Gaussian

\l'(Ex H)=--}'~'~ (E'D+ B·H)-E·J

(1)
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This is called Poynting's theorem and is interpreted by identifying

mks Gaussian

S=Ex H, S = ~ (E X H), (Poynting's vector) (2)

with the flux density of electromagnetic energy. In addition it can be shown
that

Gaussian

S=~ (E'D +B'H)
41TVEp, 2 2

(3)

5.2. Electromagnetic stress and momentum. Suppose we have a
charge distribution p(x,y,z,t) in a homogeneous, isotropic medium. Then
the total force of electromagnetic origin on the charge contained in volume V
IS

mks Gaussian

F= Jv(pE+JX B)dv, F= Jv(PE+JXc~)dV

It is possible to reduce this equation to the following form.

F=- JvEp, ~~ dv+'JJs(X'dAi+ Y'dAj+Z'dAk)

where' = 1 in mks units, , = lj47T in Gaussian units, and

'Xx = 'ME(Ex2 - Ey2 - Ez2) + p,(Hx2 - Hy2 - H z2)] = Tn

'Xy = ,(EExEy+ p,HxHy) = T12

'XZ = '(EExEz + p,HxHz) = TI3

ryx = '(EExEy+ p,HxHy) = T2I

rf'y = 't[E(E1I2 - Ex2 - Ez2) + p,(H1I2 - Hx2 - H z2)] = T22

(1)

(2)

(3)

For the case of stationary fields and charge distributions, the first term
on the right of Eq. (3) vanishes, and it becomes apparent that Tii is only
the equilibrium electromagnetic stress tensor.

On the other hand, if the surface S is taken to be at infinity, the second
term on the right of Eq. (3) vanishes, and

mks Gaussian

F = - Ell' f oS dv = dP F = - Ell' f oS dv = dP
v ot dt ' c2 V ot dt

or ft (P + G) = 0
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mks Gaussian

where G= Eft f Sdv, Eft fG=2 Sdv
e

(4)

(5)

and P is the total mechanical momentum.
But since the boundaries of the system have been taken at infinity, the

system must be closed. Hence its momentum must be conserved. One
is thus led to identify G with the electromagnetic momentum. Accordingly,
the electromagnetic momentum density is

mks Gaussian

S _EftSg = Ell., gr - e2

5.3. The Hertz vector; electromagnetic waves. A completely
general description of an electromagnetic field is provided by the specification
of the four scalar functions that comprise the vector and scalar potentials A
and cp. Very often one deals with fields that have symmetry properties
rendering them susceptible to a simpler description involving less than
four scalar functions. The basis for such a simplified description is pro
vided by requiring the scalar potential or its counterpart to be some specific
function of the vector potential. To see how this may best be done, perform
a gauge transformation with an arbitrary function j yielding a new vector
potential

A = AOld-'Vj

and a new arbitrary scalar potential

l (1)

~
,

(mks)

~ (2)

(Gaussian) j
(3)

a
cp = cpold + at j

for which Eqs. (4) and (5) of §1.6 assume the form

V' ( E~ A ~ P + E'VCP) = 0 (mks)

V' ( : . :t A - 47TP + E'VCP) = 0, (Gaussian)

~ ( 'V X 'V X f A ~ + E~ A - P + E'VCP) = 0

~('V X 'V X fA edt -l- ~. ~ A-47TP + E'VCP) = 0
at ft ' e at /'

where P = fJdt

so that J = aPfat, and p = -'V. P by Eq. (1) of § 1.2.



§5.3 ELECTROMAGNETIC THEORY 333

/J (5)

( (4)

i

(mks)

(Gaussian)

Gaussian
V'A=O

EfJ- 8 47TfJ- EfJ-
V X V X JAdt + - - A - - - P +- Vrp = 0

c2 ot C c

V2A - liE~ A = - II.!, V2A - fJ-E .~ A = _ 47TfJ- J
r ~ r ~ ~ c

Thus the vector potential is useful for the simplified description of fields in
the absence of charge.

Clearly Eqs. (1) and (2) of §5.3 are fulfilled if it is required that

o
V X V X JAdt + EfJ- ot A - fJ-P + EfJ-Vrp = 0

When V' P = -p = 0, Eqs. (1) and (2) of § 5.3 assume a simple form
if f is chosen so that rp vanishes.

mks
V'A =0

In this way it is possible to reduce the four equations (4) and (5) of § 1.6 to
three equations. Equation (5) has a simpler form when expressed in terms
of the Hertz vector ll.

mks

II = 1- JAdt,
fJ-

Gaussian

ll= ~ JAdt
fJ-

(6)

In terms of the Hertz vector, Eq. (5) becomes

02

V X V X II + EfJ- 8f2ll - P + EVrp = 0 (mks)

EfJ- 02

V X \7 X II + (2 8f2ll - 47TP + EVrp = 0 (Gaussian)

If the gauge

1 (7)

J
(8)

(9)

Gaussian
fJ-E 02

\72 --'-ll = -47TP
c2 ot2

is chosen, Eq. (7) reduces to a form particularly convenient when II is ex
pressed in rectangular coordinates.

mks
82

V2ll - liE -ll = - P
r ot2 '

where

02

D = VV 'll-EII-ll
r 8t2 '

1 0
H=-Vx -ll

c 8t

EfJ- 02

D=VV'll--'-ll
C2 8t2

1
\

(10)
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(II)

(12)

82

B = - VV· III + €fJ-tfi2 III'

where.
82

V2111 - fJ-€ 8t2 III = 0,

In a region where P vanishes, Maxwell's equations are symmetrical in E
and H and in Band D, so that in such regions there is a second possible
field represented by the Hertz vector III'

mks Gaussian
8 I 8

E = V X 8t III' E = 4rr V X 8t III

(14)

(15)

(16)

I(13)

j

I.,
J

}

82 8
V2112 - fJ-€ 8i2112 - fJ-u 8t 112 = 0

82 a
V2111 - fJ-€ 8i2II1 - J1-U at III = 0

2 fJ-€ 82 47TfW a
VII --·--11 ---,-11 =0

2 c2 at2 2 c2 at 2

2 fJ-€ 82 47TfJ-U aVII --,-11 ---,-11 =0
1 c2 8t2 1 c2 at 1

I I a 4rru
H = HI + H 2 = - V X V X III + - V X ,,112 +-- V X 112C c ut €c

Gaussian
fJ- 8111 1

E = E1 + E2 = 2 V X --;;- - - V X V X 112c ut €

Inside an isotropic, homogeneous conductor free from external sources,
we again are able to have two distinct types of solutions, each of which can
be expressed in terms of a Hertz vector.

mks
Vx VXII2 8

E = E1 + E2 = - € + fJ-V X 8t III

Since the most general separable time dependence can be represented as a
sum or integral over simple harmonic terms, let

(17)
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Then Eqs. (14) and (16) become the vector wave equations

mks

\72no+ fL£w2
( 1 + 1:£-)no = 0,

\7~n + k2(1 + ju_)n = 0,o WE 0

Gaussian

\72n +fL
E

W 2 (1 +j47TU)n = 0
• 0 c2 WE 0

(18)

(19)

(20)

where k = VfLEW

K = k /1 + ju
'\j WE

K = k /1 + j47TU
'\j WE

} (21)

For (U/WE) ~ 1 this equation represents a wave traveling with phase velocity

mks
1

V=--=

VEfL

C ,
n

Gaussian
C C C

V=--=---=-

V EfL VKJCm n
(22)

where C = velocity of propagation of light in free space and n = VK.Km is
called the index of refraction.

5.4. Plane waves. To find the expression for a plane wave traveling
along the x axis in a source-free region, let

no = oi + oj +n(x)k

Then Eqs. (13), (14), and (18) of 5.3 have the solution

mks

H. (
.KU)..

2 = - KW - ) --;- e±11<Xj,

Gaussian

E
IU.IK .•= _ '_-_ e±11<Xj

1 c2

H. (
KW .Ku47T ) . .= - J -- e±11<Xj

2 C EC

(1)
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The general solution is thus seen to satisfy the relations

E . H = El~ + E2H1 = 0 (2)

ix E=ZH (3)
where

mks Gaussian

Z = fL; = ~€ +Ua/w), Z = ~ fLK
W

= ~7T ~€+(~~) (4)

where Z is called the wave impedance.

5.5. Cylindrical waves. Let R, 0/, Z be the parameters of a circular
cylindrical coordinate system. To find the representation for cylindrical
waves in a source-free region let the Hertz vector be

no = oi + oj +ll(Riflz)k
Then Eq. (18) of §5.13,

V2no + K2no = 0 becomes V2ll + K2ll = 0

which has the solutions

rr<n) = eim" e±i!lZZn(VK2 - h2 R) (1)

where h is a separation constant and Zn is a solution of the nth order Bessel
equation. From Eqs. (13) and (14) of § 5.3, we see that this gives two
solutions:

Transverse magnetic

Gaussian
jh 8ll(n)

ER =-·--
47T 8R

mks
. 8ll<n)

ER=}h~,

hE =--nll<n)
'P R '

hE = ---nll<n)
'P 47TR

(K2 - h2)ll(n)
E z = .o.--

4
c-

7T
--"-- (2)

K 2
HR = -- nll<n),

fLwR

jK2 8ll<n)
H'P = fLW • ----aR'

Hz =0,

K 2cnll(n)
HR=-~

47TfLwR

}K2C 8ll(n)
H =~_._--

'P 47TfLw 8R

Hz =0
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Transverse electric

337

mks
,uwnIT(n)

ER =-· R '

Ez =0,

. oIT(n)
HR=Jh oR'

hH = -_nITln)
'I' R '

Gaussian
,uwnITln)

ER =---
47TR

Ez =0

jh oIT(n)
HR=caR

hnH = ITln)
'I' cR

(3)

5.6. Spherical waves. Let r, (), cp be the parameters of a spherical
coordinate system. To find the representation for spherical electro
magnetic waves in a source-free region, take the Hertz vector to be

00 = ITo(r,(},cp)ur + OU8 + oUrp

Then Eq. (8) of 5.3 becomes

- E 0:;0 +~() .:() sin () ~~(}_o_ + 2 .1 2 () ~:IT20 + K2ITO = 0
ur r SIn u urSIn ucp

- E • 0cpo _ ~~ (OITo) = 0
r o() r o(} or

~. . 0cpo _ ~l__~ (OITo) _ 0
r sin () ocp r sin (} ocp or -

To satisfy the last two equations we need require only that the arbitrary
scalar potential CPo be equal to -(1M (oITo/8r). With this substitution, the
first equation reduces to the form

The general solution of this equation is

ITo = .} Zn+1/2(Kr)Pnm(cos (})e±;mrp
r VKr

(n = 0, 1,2,3, ... ; m = 0,1,2, ... )

(2)

} (3)
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where Zn+11/2) is a solution of the (n + t) order Bessel equation, and Pnm is
the associated Legendre polynomial.

From Eq. (13) of §5.3, we see how these solutions may be used to give
two kinds of spherical waves.

mks
E r =0,

jw aTIoE 0 __

o - r sin e 8q;'

E _ _ jw 0 !lTIo
'" - r 8B'

l(l + l)TIo--W2 --

1 82TIO
Ho = W or8iJ'

H ~ __1_82(TIO)

'IJ - I-tr sin e or8q;'

Tranverse electric
Gaussian
Er = Er of mks system

Eo = Eo of mks system

E", = E", of mks system

H,. = cHr of mks system

H 0 = cH0 of mks system

H cp = cHcp of mks system

(4)

Tranverse magnetic

E = ~ (02
110+ 2TI) E,. = 47TEr of mks system

r Eor2 /(0

1(1 + l)TIo
~-2--

1 82TIOE = __ 0_-

cp ET sin (} 8roq;'

Hr =0,

H ~ooTIo
o - r sin e oq; ,

H =jw 0 oIl..!!
cp r o(}'

where 1 is an integer.

Eo = 47TEoof mks system

Ecp = 47TEcp of mks system

Hr = (4rr/c)Hr ofmks system

H o = (47T/C)Hoof mks system

H cp = (47T/c)Hcp of mks system

(5)
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5.7. Radiation of electromagnetic waves; the oscillating dipole.
To find the expressions relating electromagnetic radiation in an isotropic
medium to its sources we must solve the inhomogeneous vector wave equation
for the Hertz vector.

(1)

where , = 1 for mks units; , = 4rr for Gaussian units.
This is equivalent to the three inhomogeneous scalar wave equations for

the rectangular components of 1t and P.

V2II. _1.-. 02IIi = _ rp. (i = 1,2,3) (2)
1 v2 ot2 '" "

A solution of this equation is

1 rp *
II{x'y'z't) = - I "'_i dV

, 47T v r

+ 1.- I [VIIi*- II .*V(~) + -.l V ( oll i *)] .ndS
4rr s r ' r vr ot

where (x',y',z') is the point of observation in volume V bounded by surface S,

r = Vex - X')2 + (y - y')2 + (z - Z')2, 1* = !(x,y,z,t - r/v), and n is
the unit outward normal to surface element dS.

In an unbounded medium this becomes just

II = LIfIP(x,y,z;t -r/v)dxdydz (4)

all
space

If the time dependence of P is simple harmonic

P = r;wtPo(x,y,z)

then
'e-;wt III (xyz)e;wr/v

II = -4- Po dxdydz
7T r

all
space

An important example is the radiation field of an oscillating
dipole of moment p = por;wt along the z axis.

p = r;wt I zpdv = - e-;wt I zV • Podv

= r;wt[J k' Podv - II ZPo ' ndS]

Taking the surface infinitely far from the origin

p = r;wt f Pozdv

(5)

(6)

electric
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And since 111 = Ix = 0, we must have Po'} = Pox = 0 so

kp = JPdv = JPoe-}wtdv

Substituting this into Eq. (6) of 5.1, we get
S e-}w(t-r/v)

IT = k 47TPO -r----

Applying Eq. (10) of § 5.3 to the above Hertz vector yields the following
field for the electric dipole of moment p = Poe-}W t along the Z axis.

K
3

[- 2' 2]E - ~ se-}(wH<rl cos e __J +--
r - 47TE (Kr)2 (Kr)3

E = P OK
3

'e-J(wt-"rJ sin e[-~_1 + _1_] (7)
Q 47TE Kr (Kr)2 (Kr)3

• 21' [. 1]H = - JWPOK -'=- e-}(wt-"r) sin B - } + --
'P 47T ~ Kr (Kr)2

where S= 1 for mks units, , = 4TT for Gaussian units; g= 1 for mks units,
~ = lie for Gaussian units.

5.8. Huygen's principle. If ifi is a solution of the scalar equation

'\72ifi - ~~. = -Q (1)
v2

then ifi satisfies the equation

ifi(x'y'z't) = LfvQ*dV

where

1 f 1 [ ifi*r 1 (a )* r]+- - ('\7ifi)*--+- -ifi - +ndS
47T s r r2 v at r

r = (x - x'); + (y - y')j + (z - z')k = r ~r = ru

1* = f(x,y,z,t - rlv)

where

n = unit outward normal to element of area dS

This is called Huygen's principle.
Suppose Q = 0 in V and ifi is the spherical wave.

e-}w(t-r,/v)
ifi=---

r 1
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f e-jw[t-(rl+r)/v] [( 1 jw) (1 jw) ]if; = - + - (u· n) - - + - (u· n) dS
s 47TTTI T' V T1 V

For light waves it is generally the case that liT, l/T1~ WIV, so that

f
e-iw[t-(rl+r)/v] jw

if; = 4 - (u . n - U 1 • n)dS, s 7TTT
1

V

(4)

(5)

media.

Let

5.9. Electromagnetic waves at boundaries in dielectric
Given a plane electromagnetic wave

E = Eoe-j(wt-k.r) = (Ey + EJ'z)e-j(wt-k.rl

whose propagation vector k lies in the x,z plane impinging on the boundary
between two dielectrics which coincides with the x,y plane, let n = n1 for
z < 0, n = n2 for z > 0, and let k' U > 0 where u is a unit vector
parallel to the z axis (Fig. 11).

x
nz

k'

----f:----=:::~:--....J.--_.... z

k

FlGURE II

. _ -1 k· u
x-cos m

be the angle of k with respect to u. Then there can only result a refracted
wave (k') a reflected wave (k") or both. The angles these waves make with
the normal to the surface are related by

i' = i

n1 sm x = n2 sm T, (Snell's law)

(1)

(2)
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(3)
Ikl tan i - 1k2 tan r

Ikl tan i + 1k2. tan r

E"y

Ey

The amplitudes of the refracted and reflected waves are related to that of the
incident beam by Fresnel's equations:

(
= sin(i - r) if J, = )

sin(i + r) I 1 1k2

E"xz

E xz

Ikl sin i cos i - 1k2 sin r cos r
Ikl sin i cos i + 1k2 sin r cos r (

= tan(i - r) if = )
tan(i + r) Ikl 1k2

(4)

E' y

Ey

21k2 sin r cos i
Ikl sin i cos r + 1k2 sin r cos i (

= 2 sin r cos i if = Q)
sin(i + r) Ikl Ik. (5)

1 (6)

f
21k2 cos i sin r

1k2 sin r cos r + Ikl sin i cos i
E'xz

Exz

(
_ 2 sin r cos i ..f _ )
,- sin(i + r) cos(i _ r)l Ikl -1k2

where Ey is the component of Eo normal to the plane of incidence (x,z plane)
and Exz is the component of Eo tangent to the plane of incidence.

When the angle of incidence equals

iB = tan-1 n2 , (Brewster's angle)
n1

(7)

E"-E=O
E xz

so that the reflected light is polarized. When the angle of incidence exceeds

i = sin-1 nz
r n

1

total reflection occurs, and the refracted wave vanishes.
For further optical formulas, see Chapters 16 and 17.

(8)

5.10. Propagation of electromagnetic radiation in wave guides.
Let the z axis be the axis of the wave guide. Take the Hertz vector to be

ITo = oi + oj +ITok (1)

Then ITo must be a solution of the scalar wave equation

(2)

Since there are no obstacles to propagation along the z axis, one can separate
out the z dependence to get

ITo = e±ik1Zu(x,y) (3)
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where u is a solution of the equation

(4)

1(5)

f

The expressions for the field vectors are derived from the Hertz vector
by means of Eqs. (10) and (11) of § 5.3.

Transverse electric (TE)

E . Ok (oou .ou k )<:2=-JwJl-eJ
o
1Z l--J-+ 0 !:>oy OX

H = eikl
z

[ ijk1 :: + jjk1 :~ + k(K2
- k1

2
)U] g

Transverse magnetic (TM)

eikl
z [au au ]

E = - -E- ijk1 ox + jjk1 oy + k(K2
- k1

2
)U

H . Ok (oou .ou k)t= JweJ 1 Z 1- - J - + 0 !:>oy ox
where g= 1 for mks units, g= lie for Gaussian units.

It is seen that

E' H = 0, H t = k X Et (7)
Zo

where the subscript t identifies the transverse components and

Z = Ao I Jl- (for the TM mode) (8)
o Ag'VE'

Zo = Ag IJl- , (for the TE mode) (9)
Ao 'V E

The function u(x,y) depends on the shape of the cross section of the wave
guide and on the material of its walls. If we suppose the walls to be perfect
conductors,

Etangent = Bnormal = °
at the boundaries so that for TM waves

u=O/
(0) _ °\at the boundaries

vU tan - .

and for TE waves
(Vu)normal = ° at the boundaries

(10)

(11)
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5.11. The retarded potentials; the Lienard-Wiechert potentials;
the self-force of electric charge. If the gauge

mks
oep

V'A =-1'11.rot'

Gaussian
EJL oep

V·A=--·
c ot (I)

is chosen, Eqs. (4) and (5) of § 1.6 take the form of inhomogeneous wave
equations:

mks
1 02A

V2A - - . --- = - 11.]v2 ot2 r , (2)

p--,
I'

(4)

where v = IjVJLE for the mks system, v = CjVJLE for the Gaussian system.
We obtain the general solution of these equations by adding a special solution
of the inhomogeneous wave equation to the general solution of the corre
sponding homogeneous wave equation. The special solution of the above
equations which relates the electromagnetic field to its sources is

m(x y Z t) = _L III P(XI'YI,ZI,t - rlv) dx dy dz
T '" 41TE r 1 1 1

all
space

A(x Y z t)' = '~JL III ](XI'YI,ZI,t - rlv)dx dy dz
'" 41T rIll

all
space

where r is the magnitude of the vector

r = (Xl - x)i + (YI - y)j + (Zl - z)k

(5)

The expressions above are called the retarded potentials.
When the source of the field is a point charge of magnitude q, velocity

;. = (djdt)r, and acceleration ;: = (d2jdt2)r; then the expressions for the
retarded potentials can be integrated to give the Lienard and Wiechert
potentials.

ep = 4;1' (r + 1. ric) I t- r/c (6)

A = '~JL ~r I
41T (r + r' ric) t-r/c

(7)
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The fields resulting from these potentials are

E = k [(~-=-J2le2) (r + rile) + -.!. X (r + rile X Y)J
41TE (r + r' fje)3 e2 · (r + r'-fje3) t-rlc

(8)

(9)

The expressions above can be used to compute the interaction of a distri
bution of charge with its own field. For this purpose we postulate a rigid
distribution of charge such that all elements of charge dq have the same
velocity i and acceleration Y. It is necessary to assume that the average
linear dimension of the charge distribution ro is so small and the motion of
the charge varies so slowly that the change of acceleration in the period of
time it takes a light wave to pass the charge distribution is small compared
to the acceleration itself.

On the basis of this assumption the charge distribution is found to exert
the force F on itself:

where (10)

q= f dq

.... 2 ....

F2 "-' ; If rdqdq' "-' q ;ro (11)

where Fo is the term representing the inertia of the field of the charge,
F} is independent of the form of the charge distribution and accounts for the
damping resulting from the radiation of energy.

Perhaps the most important point is that this chapter has been prepared
with the view of giving the reader an insight into the coherent structure of the
whole subject of electromagnetic theory, rather than presenting him with
an unrelated set of fundamental formulas in the field.
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TABLE 1

CONVERSION TABLE FOR SYMBOLS

§ 5.11

To convert an expression from its form in the mks system to its proper form in the Gaussian
system, and viee versa, make the following substitutions

mks Gaussian mks Gaussian
E -+ E J -+ J
B - B/e 'P - 'P
D - D/4." A -+ A/e
H - He/4." S - S
• - ./4." n -+ n/4."
/-' - /-,4.,,/e" C - Cf4."

P - p L - L/e

TABLE 2

CONVERSION TABLE FOR UNITS

time, t
length, I
mass, m
force, F
energy, W

power, p .
charge, q .
electric field, E
electric displacement, D.
potential, 'P. .

capacitance, C
current, i. . .
resistance, R .
magnetic field, H
magnetic induction, B
magnetic flux, BdS.
inductance, L . . . .

mksunits

I sec
1m
I kg
I newton
I joule
I watt
I coulomb
I vim
1 coulomb/m
I v

I farad
lamp
1 ohm
I amp/m
I weber/m"
I weber
I henry

Gaussian units

= I sec
= 10' cm
= 10' gm
= 105 dynes
= 10' ergs
= 10' ergs/sec
= 3 X 10· stateoulombs
= 1/3 X 10-4 statvolt/em
= 4." X 3 X 105 statcoulombs/em2

= 1/3 X 10-" statvolt
= 9 X 1011 em
= 3 X 10· statamperes
= 1/9 X 10-11 statohm
= 4." X 10-3 oersted

104 gausses
10· maxwells
109 abhenrys
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TABLE 3

THE FUNDAMENTAL CONSTANTS

347

permitivity in vacuum, EO

permeability in vacuum, fLo

velocity of light, c . . .
charge of the electron, e.
mass of the electron, mo.

mks

8.854 X 10-12 farad/m =
41T X 10-7 henry/m
2.998 X 108 m/sec
1.601 X 10-19 coulomb
9.108 X 10-31 kg

TABLE 4

COORDINATES AND SYMBOLS

Gaussian

1
1
2.998 X 1010 em/sec
4.803 X 10-10 statcou1omb
9.108 X 10-28 g

Unless indicated otherwise, the following systems of coordinates and symbols
were used in this chapter.

Rectangular coordinates (Fig. 12), '1 = iX1 - jY1 - Zlk :

y

Yl

I
I

I

rl I
I
I
I

I
I
, Xl

I"'=~---------il---;/::.!..--X
I I

-- I,'
- - - - - - - - - - - - - --..,j

z

FIGURE 12
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Circular cylindrical coordinates (Fig. 13) :

FIGURE 13

Spherical coordinates (Fig. 14):

()
r

I
I

............ I
.... I

.........,l .....
" ...

FIGURE 14

~ \ = I in mks units
I = 41T in Gaussian units,

I in mks units
lie in Gaussian units
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Chapter 14

ELECTRONICS

ByE M 0 R Y L. C H A F FEE

Professor of Applied Physics
Harvard University

1. Electron Ballistics

Since the field of electronics extends over the areas of physics and engineer
ing, many of the basic formulas in electronics dealing with specific fields
will be found listed under these fields, such as atomic physics, nuclear
theory, particle acceleration, conduction in gases, electron microscope, solid
state, microwave spectroscopy, etc. This wide spread of the subject of
electronics makes it difficult to select basic formulas not to be found duplicated
elsewhere. The formulas chosen are those which are fundamental and of
general application in the broad field of electronics.

1.1. Current. A stream of charged particles composed of n particles
per unit length of the path, moving with a velocity V and each particle having
a charge q constitutes a current I.

The current density J is

where p is the charge density.

I=nqv

J=pv

(1)

(2)

1.2. Forces on electrons. An electron having a charge -es located in
an electric field Es in esu is acted upon by a force F.

or

F = -esEs dynes

F = -emEm dynes

es = 4.803 X 10-10 esu

em = 1.602 X 10-20 emu

(1)

(2)

where Em is in emu.
An electron having a velocity v cm/sec in a magnetic field of flux density B

in emu is acted upon by a force F.

F = -emv X B dynes em = 1.602 X 10-20 emu

350

(3)
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1.3. Energy of electron. The loss in potential energy or gain in
kinetic energy U of an electron having a charge -em while moving from
point Xl to point x2 in an electric fieid Em in emu is

ergs I
where VI and V2 are the potentials in emu at Xl and x2, respectively.

The kinetic energy of an electron moving with velocity vern/sec is

(1 )

(2)

where tno = rest mass of the electron = 9.106 X 10-28 gram, and c = velo
city of light = 2.9978 X 1010 em/sec.

The transverse mass mt of an electron moving with velocity v is

momt =----
VI - (vjC)2

The longitudinal mass m! of an electron is

(3)

(4)

1.4. Electron orbit. An electron having. a velocity of vern/sec in a
magnetic field of flux density B moves in a stable circular orbit of radius rem,
when F = - tn tv2/r (see § 1.2), giving for the cyclotron condition

(1 )

(2)

where mo = 9.108 X 10-28 gram (see § 1.3).

2mt V
t= 104 _.- ems

em B

where V is the electron velocity v expressed in equivalent volts.

The periodic time T of one revolution of an electron in the cyclotron orbit is

(3)
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2. Space Charge

2.1. Infinite parallel planes. When space charge exists between
parallel planes d centimeters apart', one being an emitter of electrons having
no initial velocity, the space charge limited current is

I 2e V3/2
] = 917 • r;;- .(fi- (esu)

V b3/2
= 2.336 X 10-6 d 2-- ampjcm2, (Child's law)

where Vb is the potential difference between the planes in volts. Relativity
change in mass is neglected.

Variation of field, velocity, and space charge with distance x from emitter
IS

Ex = - (constant)· X 1/ 3

vx = (constant) . X 2/ 3

Px = (constant) • X-2/ 3

(2)

(3)

(4)

where p is the space-charge density.
When initial velocity of emission is not neglected, the space-charge

limited current is

] = 2.336 X 1O-6(V(d~~:~:/2_ ( I + 2.66 e$(V:~ Vm) + ... ) ampjcm2 (5)

where Vm is the potential with respect to the emitter of the potential
minimum X m cm from the emitter; k being Boltzmanp's constant
(1.3804 X 10-16 ergfdeg), and T the absolute temperature of the emitter.

2.2. Cylindrical electrodes. The space-charge-limited current from a
cylindrical central emitter of radius a cm to a concentric cylindrical anode of
radius r em, neglecting initial velocity of emission, is

2 ~~ LV3/2I = - _$ -- (esu)
9 m f32r

IV 3/2
= 14.68 X 10-6 --~ ampf32r

where I is the length of the plate,
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and

r 2 ( r )2 11 (. r )3 47 ( r )4f3 = log a - 5 log a + 120 log a - 3.300 log a + ... *

Variation of field, velocity, and space-charge density with r is

Er = (constant) • (rf32)2!3

Vr = (constant) • (rf32)l/3

Pr = (constant) • (r2f3)-2!3

3. Emission of Electrons

3.1. Thermionic emission. The saturation current density is

(2)

(3)

(4)

(1)

where A = 47rmek2/h3 = 120 amp/cm2 deg2

T = absolute temperature in degrees C
r = reflection coefficient of electrons at the potential barrier of the

surface
<P = electron affinity or potential barrier in esu
e = electronic charge in esu
k = Boltzmann's constant (1.3804 X 10-16 erg/deg)
E = electric field at the surface in esu
h = Planck's constant (6.625 X 10-27 erg sec)

The factor E-El!2.3!2!kT gives the effect upon emission caused by the electric
field at the surface, i.e., the" Schottky effect."

3.2. Photoelectric emission

t mv2 = hv - <Pe + Uk ergs

where m = mass of the electron
v = maximum velocity of ejected electron in cm/sec
h = Planck's constant
v = frequency of incident radiation

<P = electron affinity or potential barrier in esu
e = charge of electron in esu

Uk = kinetic energy of electron inside metal

(1)

* For table of f32 see LANGMUIR, Phys. Rev., 21, 435 (1923) and LA."<GMUIR and
BLODGETT, Phys. Rev., 22, 347 (1923).
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4. Fluctuation Effects

§ 4.1

(2)

(2)

4.1. Thermal noise. The mean-square voltage in frequency interval dv
across an impedance having a real component of R ohms is

dV.2 = 4 X 10-7RkTdv volts2 sec (1)

- 2
dV 2 = - X 1O-7RkT dw volts2 sec

W TT

where T is the temperature in degrees Kelvin and k is Boltzmann's constant,
(1.3804 X 10-16 ergfdeg), and w = 2TTV.

4.2. Shot noise. The mean-square voltage across a pure resistance R
ohms in the plate circuit of a diode operating under space current saturation is

V2 = eIR volts2 (1)
2Cpf

where e is the electronic charge in coulombs, I is the average plate current in
amperes, and Cpf is the capacitance between plate and cathode in farads.

If the impedance in the plate circuit is Z in parallel with Cpf, the mean
square voltage in the frequency range 2TT dv = dw is

- eIZ 2[(fCfJ )2 (fCfJ )2]dVw2= TT
w

- oi(..\)sinw..\d..\ + oi(..\)cosw..\d..\ dw

where i(..\) is the current in Z," caused by unit change in Cpf'
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Chapter 15

SOUND AND ACOUSTICS

B y PHI LIP M. M 0 R S E

Professor of Physics
Massachusetts Institute of Technology

I. Sound and Acoustics

The science of acoustics bears a close relationship to may other fields of
physics, as covered in this book of fundamental formulas. For example,
hydrodynamics provides the basic equations that govern the flow of sound
in an acoustic system. There are problems of dynamics and boundary
values must be satisfied. Thermodynamics, statistical mechanics, and
kinetic theory have a relationship in terms of the microscopic picture of
acoustics. Reference to certain of these other chapters, therefore, may assist
the student. The following formulas were chosen as being the most fun
damental to the physical side of acoustics. The purely engineering phases,
of course, properly lie outside the scope of this work, if for no other reason
than the fact that many of them are empirical.

1.1. Wave equation. definitions. For a gas or fluid with negligible
viscosity, where v(r,t) is the velocity of displacement of the fluid, at r,t, from
equilibrium, Po is the equilibrium pressure and p(r,t) the deviation from
this, the equation determining the velocity potential rjJ, for fluctuations of p
small compared with Po, and the relationship between rjJ and other quantities
IS

v = - grad rjJ, p = p(8,pf8t), t:.p = (p/c2) (8rjJ/8t) (2)

where K = pc2 is the compressional modulus of the fluid and t:.p is its
departure from equilibrium density p. For a gas, vibrating rapidly enough,
the departures from equilibrium are adiabatic, every change in pressure p
brings about a change in temperature t:.T from the equilibrium tempera-

355
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1(1)

ture T. For a gas having ratio of specific heat (cx,/cv) = y, the compres
sional modulus and temperature change are

K = pc2= yPo, !1T = (Tjc2) (y - 1) (ot/Jjot) = (Tjpc2) (y - l)p (3)

1.2. Energy. intensity. The energy density of sound in the fluid is

E = !pv2+ !(C2jp)p2

= !p(1 grad t/J[2 + c2[ot/Jjotn (energy per unit volume)

The power flow through the fluid, the intensity of sound

S = pv = - p(ot/Jjot) grad t/J, (power per unit area) (2)

When intensity can be measured directly (when both velocity and pressure
are measured) the magnitude of S is often given in terms of the decibel scale.

Intensity level = 10 log (intensity in microwatts per sq cm) + 100 (3)

An intensity of 10-10 microwatt per square centimeter is zero intensity level,
of 1 watt per square centimeter is 160 intensity level, etc. Sound of zero
intensity level at 1000 cycles per second frequency is just at the threshold
of hearing for the average person. The ear is less sensitive to frequencies
either higher or lower than 1000 c. For example, the threshold of hearing
is at about 40 decibels for 100 c. and at about 10 decibels for 10,000 c. Above
about 20,000 c. and below about 20 c. sound is not heard.

1.3. Plane wave of sound. The" standard" wave motion IS the
simple-harmonic, plane wave, of frequency v = (wI27T) = (kcj27T), wave
length ,\ = (27T/k) = (clv) and direction par?llel to the propagation vector k.

t/J = Aei(k.r-wt), p = Pei(k.r-wt), v = Umax(kjk)eilk.r-mt) }

Pmax = - ipwA, Umax = (Pmax/pc) = ikA, 2 (1)
(!1T)max = (T/pc ) (y -1)Pmax

E = (Pmax2/2pc2) = tpUmax2, S = (Pmax2/2pc) = tpcUmax2= Ec

In most cases intensity is not measured directly; pressure amplitude Pmax is
measured. Sound is then measured in terms of sound pressure level, which is
adjusted to be equal to the intensity level for a plane wave in air at standard
conditions.

Pressure level = 20 log (Prms/2 X 10-4) = 20 log Prms + 74 (2)

where Prms = P max/V2 is the root-mean-square pressure amplitude
measured in microbars (dynes per square centimeter). Note that for any
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other condition except a plane wave in air at standard conditions, pressure
level is not equal to intensity level.

1.4. Acoustical constants for various media. The pertinent sound
propagation constar.ts in cgs units for various media are as follows. Air at
760 mm mercury pressure, 20° C temperature; p = 0.00121, c = 34,400,
pc = 42, pc2= K = 1,420,000, Y = 1.40, Po = 1.013 X 103 • Sea water,
at 15° C temperature, 31.6 g salt per 1000 g water (standard conditions);
p = 1.02338, c = 150,000, pc = 1.53 X 105, pc2= K = 2.3 X 1010.

1.5. Vibrations of sound producers; simple oscillator. A simple
oscillator has mass M grams, resistance R dyne second per centimeter, and
spring compliance C centimeter per dyne. The equation of motion is

M(d2xjdt2) + R(dxjdt) + (xjC) = force

The free vibration is

(I)

x = Arkt sin (wrt + ep) (2)

where the damping constant k = (Rj2M) and the vibration frequency is
(Wr j27T) , where wr

2 = (ljMC) - k2. The Q of the oscillator, the number
of cycles for the amplitude of motion to reduce to e-" of its initial value is

Q = YMjCR2. For forced motion, if the driving force is Fe-iwt, the dis
placement and velocity of the oscillator are x = (Fj-iwZ)e-iwt and
(dxjdt) = (FjZ)e-iwt , respectively, where Z is the mechanical impedance of
the oscillator.

Z = - iwM + R - (ljiwC) = jwM + R + (ljjwC), (i = -j) (3)

where M is analogous to electric inductance, and C to electric capacitance
in a series RLC circuit. When M or w is large enough for wM to pre
dominate, the oscillator is mass-controlled and Z "'" jwM; when C or w is
small enough, the oscillator is stiffness-controlled and Z ~ (ljjwC).

1.6. Flexible string under tension. For mass E gram per centimeter
length, tension T dynes, the transverse displacemeflt y(x,t) of a point x on the
string, from equilibrium, is given by the wave equation (neglecting friction)

(I)

where c is wave velocity. For a string clamped at x = ° and x = 1, the
possible free vibrations are

00

y(x,t) = I An sin (n7Txjl) cos [(n7Tctjl) - !fn]
n=l

(2)

The allowed frequencies are Vn = (Wnj27T) = (neI21), the nth being called
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nth harmonic of the fundamental frequency VI = (eI2l). The amplitudes An
and phases CPn are determined by the initial shape Yo(x) and velocity vo(x)
of the string.

An cos o/n = (2Il) f>o(x) sin (rrnxll)dx

An sin o/n = (2Imre) f~ vo(x) sin (7Tnxll)dx

(3)

(4)

For a transverse driving force F = Foeiwt dynes per centimeter applied
uniformly along the string of length l, the steady-state driven motion of the
string is

(
X t) - Foe-iwt [cos (wle) (x - t l) _ 1] (5),

y , - €W2 cos (wlI2e)

The mean displacement is

j(t) = (Foe-iwtl€w2) [(2e/wl) tan (wlI2e) - 1] (6)

having resonances at the fundamental w, and at all odd harmonics W3' Ws, ••••

1.7. Circular membrane under tension. For mass a per unit area
and tension T per unit length, the transverse displacement y(r,cp,t) from
equilibrium of a circular membrane clamped at r = a, for free vibration, is

y(r,cp,t) = ! [A mn cos (mcp) + Bmn sin (mcp)]]m(7T~mnrla) •
m,n

(2)

where the term Im(z) is the Bessel function of order m, and ~mn is the
nth root of the equation Im(7Tf3) = O. The resonance frequencies are
Vmn = (wmnI27T) = (~mneI2a). The first few values of f3 are : ~OI = 0.7655,
~02 = 1.7571, ~11 = 1.2197, f3I2 = 2.2330, f3mn -4- n + i m - i where
n;>1.

For a transverse driving force F = FOe-iwt dynes per square centimeter,
uniform over the membrane, the steady-state displacement, after transients
have disappeared, is

(r,t) = l!oe~wt [lrj,wrle) _ 1]
y aw2 1o(wale)

and the mean displacement is

j(t) = (Foe-iwtlaw2) U2(wale)/1o(wale)]

Resonance occurs at w = Won = (7T~onela).

(3)
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1.8. Reflection of plane sound waves, acoustic impedance. If a
plane sound wave, of pressure amplitude Pine, is incident on a plane surface
at angle of incidence (), a reflected. wave is produced, with amplitude
dependent on the reaction of the surface to the sound pressure. This reaction
may be expressed in terms of a ratio z between the pressure at the surface,
p at x = 0, to the normal velocity of the air at the surface, V x at x = °(in
many cases z is independent of e). The pressure wave is

p = Pineeik(XCOS 8+ysin 8-ct)

+ p. [J~pe) cos () - .~J eik(-xeos 8+ysin 8-cO
me (z/pe) cos () + I

If Si is the incident intensity (Pine2/2pe), the reflected intensity is

S = S I (z/pe) cos () - I 1
2

r '(z/pe) cos ()+ I I

} (I)

(2)

which is equal to Si when z is imaginary (surface impedance a pure reactance).
When z has a real part, Sr is less than Si and the surface absorbs some of the
incident power.

1.9. Sound transmission through ducts. For a pipe, with axis
parallel to the x axis, of cross-sectional area A(x) and length of cross-sectional
perimeter L(x), the inner surface of which has acoustic impedance zw(x),
when the logarithmic derivatives (A'/A), (L'jL), and (z'lz) are small compared
to (IlL), the following wave equation is approximately valid.

I (02P) (L) (' pc) (oP) _ (I I) 0 (OP) 2 _C2 ot2 + eA . Zw ot i - A. ox A ox' (e - K/p) (I)

For a simple-harmonic wave P = P(x)e-iwt where (w = ke), this reduces to

.l'~(AdP)+k2n2p=0, n2=1+(ieL) (pc) ~ (2)
A dx dx. wA Zw

When A is independent of x but (AIL) is small compared to (elw) = 217A,
the motion for a wave proceeding in the positive x direction is

p = Pmaxeik(nX-ct) "'" Pmaxe-(L/2AHec/zwl+ik(x-et) (3)

The reciprocal of zw' (Ilzw) = g - is, is the acoustic admittance of the duct
surface; the wave is attenuated if the conductance g is greater than zero;
the effective phase velocity of the wave in the duct is el[1 + (LI2A) (pes)],
which is greater than e if s is negative (mass reactance), less than e if s is
positive (stiffness reactance of wall).

The attenuation of the wave in decibels per centimeter is (4.34LpegIA),
with L, A, etc., given in centimeters (since peg is dimensionless, if L and A
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are given in feet, 4.34pcgL/A will be the attenuation per foot of duct). If
the tube is closed at x = i by material (or an abrupt change of the duct) of
effective impedance (p/v",)x=z = Zz, there will be a reflected as well as an
incident wave in the region x < i. The pressure and velocity at X,E can
be written

p = Po sinh [ikn(x -i) + ifJ]r iwt

v = (nPolpc) cosh [ikn(x -i) + ifJ]r iwt l (1)

where ifJ = tanh-1 (nzz/pe). The ratio ofp to v at x = 0 is then

Zo = (peln) tanh [tanh-1 (nzdpe) - iknz] (2)

which would be proportional to the load on a diaphragm, driving the air in
the tube, placed at x = O.

1.10. Transmission through long horn. When Zw is large enough so
that n is nearly unity, but when A varies with x, we have the case of the hom.
For the conical hom A = Ao[(x/d)+ 1]2 the solution for an outgoing wave is

p = Po[(xA) + l]-leik(x-ct), Zo = (k-) = ~c (1)
v x=o 1 + z(cIUJd)

For an exponential hom S = Soe2X/d and the solution is

p = Poe-x/d+ik(TX-ctl, Zo = (k) = peT - ipe(eIUJd) (w > eld) (2)
v x=o

where T = VI - (e/wd)2 and ke = w. If the duct of the previous section
is terminated with a conical or exponential hom at x = i, the Zo of this
section is to be inserted for Zz in the previous equations.

1.11. Acoustical circuits. A duct with various constrictions, openings,
and divisions is analogous to an a-c electric circuit as long as the wavelength
of the sound is long compared with the dimensions of the tube. The total
flow of air, A(x)v, past any cross section, is analogous to the current, and the
pressure is analogous to the voltage. The analogous impedance Za = (z/A)
may be computed in terms of the impedance of the analogous electric circuit.
A constriction in the tube, consisting of a hole of area A in a baffle plate,
is analogous to a series inductance of value

La = (pielA), ic = i + 0.8VA (1)

where i is the length of the constriction (i = 0 when the plate is of negligible
thickness). A chamber of larger cross section (a tank), of volume V, is
analogous to a shunt capacitance of value

(2)
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A Helmholtz resonator is a tank with a single hole, connecting to the outside,
is analogous to a series LC circuit. The resonance frequency is

(3)

A muffler, consisting of a sequence of tanks, connected one to the next
by constrictions, is analogous to a low-pass filter network of series inductances
alternating with shunt capacitances. Frequencies above the cutoff frequency

(4)

are attenuated, those below vc are transmitted.

1.12. Radiation of sound from a vibrating cylinder. When a long
cylinder of radius a oscillates with a velocity Uoe-irot transverse to its axis,
the sound wave radiated from its surface into an infinite medium is

(kr ;> 1) j (1)

when a is small compared to (27T1>") = (11k). Cylindrical coordinates, r, 4>
are used, 4> being the angle between radius r and the plane of vibration of the
cylinder. The intensity of the sound several wavelengths from the cylinder,
and the total power radiated per unit length of cylinder are

Sr ~ (7Tw 3pa4Uo2j4c2r) cos2 4>, II ~ (7T2w3pa4Uo2j4c2) (2)

The reaction fo;ce F of the medium back on the moving cylinder, per unit
length, is proportional to its transverse velocity U; the ratio (FI U) is the
radiation impedance per unit length of the vibrating cylinder.

Zrad ~ - iW(7Ta2p) + (7T2w2pa4j2c2), (wa ~ c) (3)

1.13. Radiation from a simple source. Any source of sound of
dimensions much smaller than a wavelength of the radiated sound sends out a
wave which is almost symmetric spherically if there are no reflecting objects
nearby. The source strength Qo is the amplitude of the total in-and-out
flow of fluid from the source, in cubic centimeters per second. The radiated
wave, a distance r from the radiator is

p ~-iw(pj47Tr)Qoeik(r-ct), (kc=w)

The corresponding intensity and total power radiated are

Sr ~ (pw2Qo2j327T2cr2), II ~ (pW2Qo2j87TC)

(1)

(2)
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(2)

t (1)

f

1.14. Radiation from a dipole source. A sphere of radius a oscil
lating back and forth along the spherical coordinate axis gives rise to dipole
radiation when 27TT is small compared to the wavelength. If the linear
velocity of the sphere is Uoe-iwt

, the radiated pressure, intensity, and power,
several wavelengths from the source, are

~ _ (Uj2pa3Uo) {} ik(r-ctl S ~ (w4pa6Uo2) (cos
2 f!)'

p 2cr cose 'r 8c3 r2 '

n = (71'w4pa6Uo2)
6c3

The radiation impedance back on the sphere, the ratio of the net reaction
force to the velocity of the sphere, is

Zrad ~ -iw(trrpoa3
) + (71'w4pa6/3c3), (wa > c)

1.15. Radiation from a piston in a wall. If a flat-topped piston, of
circular cross section with radius a, set in a flat, rigid wall, vibrates parallel
to its axis with velocity Uoe-iwt

, the radiated pressure and power at a
distancer (r > a) from the center of the piston, r at angle 0 to the piston axis,
and the total radiated power are

eik(r-ct)
p ~ - iwpUoa2-- []l(ka sin O)/ka sin 0]

r

__ - iwp(71'a2Uo/271'r)eik(r-ctl
ka....O (1 )

n = t(71'a2peUo2) [1 - (1/ka)1I(2ka)] , (ka = wale = 271'a/'A)

(2)I(ka ~ 1)
(ka > 1)

Ro = 1 - (L)1I(2ka) ~ j ~(ka)2, ~~: ~ ~~

4 f1/2" • • \ (8ka/371'),
X o = -;; 0 sm (2ka cos ex) sm

2
ex dex ~l (2/71'ka),

The radiation impedance, the ratio of reaction force on the piston front
to the piston transverse velocity, is

Zrad = 71'a2pe[Ro- iXo]

1.16. Scattering of sound from a cylinder. A plane wave of sound,
of frequency (wf271'), incident at right angles to the axis of a rigid circular
cylinder of radius a is in part underflected (continuing as a plane wave) and
in part scattered. For wavelengths long compared with the cylinder radius a,



§ 1.17 SOUND AND ACOUSTICS 363

the intensity S s of the wave scattered at angle ep to the direction of the incident
wave and the total power scattered per unit length of cylinder are.

Ss C'-< (7Tw3a"j8c3r)So(l-2cosq;)2, TIs C'-«37T2w3a4So/4c3), (ka<lf.; 1) (1)

where So is the intensity of the incident plane wave. For wavelengths
short compared with a, half the scattered wave interferes with the undeflected
plane wave, forming the shadow of the cylinder (with diffraction at the
edge of the shadow) and the other half is reflected with distribution of intensity

Sr C'-< (aSo/2r) sin (4)/2), TI r C'-< 2aSo, (ka:? 1) (2)

(3)
(ka <If.; 1)

(ka:?l)

The net force on the cylinder because of the wave, per unit length of cylinder,
is in the direction of the incident wave of magnitude

1
iw(47T2a2jc)Poe-iwt,

F---+
V87Tacjw Poe-(w/c)(a-ctli:n l.,

where Po is the pressure amplitude of the incident plane wave.

1.17. Scattering of sound from a sphere. The corresponding scat
tered intensity and power from a plane wave of frequency (W/27T) = (kc/27T)
incident on a rigid sphere of radius a, at distance r and angle {} to the incident
wave are

Ss C'-< (w4a6Soj9c4r2) (1 - 3 cos{})2, TIs C'-< (167Tw4a6j9c4)So (1)

for wavelengths long compared with a, where ka <If.; 1. For very short
wavelengths half of the scattered wave produces the shadow and the other
half has intensity and power scattered,

Sr C'-< (a2/4r2)So, TI r C'-< 7Ta2So, (ka:? 1) (2)

The net pressure on the sphere, caused by the incident wave is

Pa C'-< (1 + iika cos {})poeiwt , (ka <If.; 1) (3)

1.18. Room acoustics. When sound is produced in a room the average
intensity eventually comes to a constant value when the power produced is
just balanced by the power lost, most of which is lost by absorption at the
room walls (for the acoustic frequencies; high-frequency sound is absorbed
in the air). If the room walls are sufficiently irregular in shape the steady
state sound is fairly uniformly distributed in direction and position in the
room. The absorbing properties of the wall, in this case, may be expressed
in terms of the absorption coefficient ex, the fraction of the incident intensity
which is absorbed and not reflected. This coefficient is related to the acoustic
impedance of the wall, as defined previously. If an area As of the wall
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(or ceiling or floor) has absorption coefficient as> the sum (alAI+ q:2A2+ ...)
over the whole surface of the room is called a, the total absorption of the room.
If As is given in square feet, the units of a are called sabines. The mean
intensity level in the room, for steady state, is

Intensity level""" 10 log (TIla) + 130 decibels (1)

if TI is the power output in watts and a is in sabines. If, after reaching
steady state, the sound is turned off, the intensity decays exponentially,
on the average; the time required for the intensity to diminish by 60 decibels,

T = (0.049Vla) seconds (2)

is called the reverberation time (V is the volume of the room in cubic feet).
The reverberation time is a useful criterion (not the only one, however)
for the acoustical properties of an auditorium. Satisfactory values lie between
0.7 second and 1.5 seconds, the, higher values being more appropriate for
rooms used for music, the lower for rooms used primarily for speaking.
A reverberation time less than 0.5 second indicates an undue amount of
absorption and a corresponding lack of room sonority.
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Haurwitz, B., 704
Heat, 209, 264
Heat absorbed, 266
Heat capacity, 241, 642
Heat conduction, 244, 261, 301
Heat energy, 292
Heat of vaporization, 667
Heavy-particle accelerators, 577
Heavy particles, 546, 547
Heisenberg, W., 163, 524, 555, 561
Heisenberg model, 637
Heisenberg uncertainty principle, 506
Heiskanen, W. A., 646
Heider, W., 561
Hekker, F. 407
Helmholtz, 271

Helmholtz free energy, 266
Helmholtz-Lagrange formula, 382
Helmholtz's equation, 382
Helmholtz' theorem, 225
Henderson, R S., 503
Henri, Victor, 708, 740
Henry's law, 275, 647
Herget, P., 683, 685, 695
Hermite equation, 101
Hermite functions, 65, 66, 481
Hermite polynomials, 65, 66, 509
Hermitian matrices, 87, 89, 92
Herrick, S., 695
Herring, Conyers, 581, 631
Herschel, Sir John, 688, 695
Hertz vector, 191, 332
Herzberg, G., 419, 432, 465, 503
Herzberg, L., 465
Herzberger, M., 394, 399, 407
Hess, S. L., 704
Heterogeneous isotropic media, 378
Heterogeneous systems, 275
Hewson, E. W., 704
Hexagonal system, 585
Hicks formula, 453
Hidden coordinate, 168
Hide, G. S. 580
High-energy phenomena, 544
Higher derivatives, 10
Hilbert, D., 105, 263
Hill, G. W., 694, 695
Hillier, J., 449
Hippisley, R. L., 106
Hittorf method, 664
Hjerting, 672
Hobson, E. W., 105
Hodograph, 222, 226
Hoffmann, 213
Hole, 609
Holmboe, ]., 704
Homogeneous system, 5
Hopkins, H. H., 40'8
I'Hospital's rule, 15
Hughes, A. L., 354
Humphreys, W. J., 704
Hund, F., 464
Hurwitz, A., 105
Hutter, R G. E., 443, 449
Huygen's principle, 255, 340, 417
Hydrodynamic equation of motion, 697
Hydrodynamic equations, 707
Hydrodynamic "mobile operator," 299
Hydrodynamics, 218
Hydrogen fine structure, 200
Hydrogen ionization potential, 153
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Hydrostatic equation, 700
Hydrostatic equilibrium, 676, 678
Hydrostatic pressure, 294
Hydrostatics, 219
Hyperbola, 682
Hyperbolic functions, 8
Hyperbolic functions, derivatives of, 13
Hyperbolic motion, 686
Hyperfine structure, 460, 478
Hypergeometric and other functions, 62
Hypergeometric equation, 60, 102
Hypergeometric function, 60
Hypergeometric function, confluent, 64
Hypergeometric functions, contiguous, 61
Hypergeometric functions, elementary,

62
Hypergeometric functions, generalized,

63
Hypergeometnc functions, special rela-

tions, 62
Hypergeometric polynomials, 63
Hypergeometric series, 60
Hypothetical gases, 239

IMAGE CHARGES, 315
Image distance, 380
Image formation, 382
Image tubes, 433
Impact temperature increase, 242
Impedance, 328, 330, 354
Imperfect gas, 274, 280
Implicit function, II
Improper integrals, 25
Impulsive acceleration, 572
Ince, E. L., 104
Inclination, 683
Incompressible flow, 225, 230
Increasing absolute value, 14
Indefinite integral, 17
Indefinite integrals of functions, 18
Indeterminate forms, 15
Index of refraction, 335, 365, 434
Index of refraction in electron optics, 436
Inductance, 326, 327
Induction acceleration, 571
Inertia, 236
Inertial forces, 158
Inertial system, 156
Inequalities, 24
Infeld, 213
Infinite products, 67, 73
Infrared, 493, 498
Inhibitors, 709

Injection, 578
Inner quantum number, 279
Integral calculus, 17
Integral equations, 96, 249
Integral. equations with symmetric ker-

nel,97
Integral spectrum, 555
Integration by parts, 18
Intensities of spectral lines, 419
Intensity, 356, 409, 411
Interaction of populations, 733
Interfaces, 366
Interference, 409, 412
Interference of polarized light, 428
Intermediate coupling, 456
Internal electronic energy, 277
Internal reflection, 370
Interval estimation, 126
Interval estimators, 108
Inverse functions, 10, 11
Inverse hyperbolic functions, derivatives

of, 13
Inverse trigonometric functions, deri-

vatives of, 12
Inversion spectrum, 495
Ion conductivity, 306, 666
Ionic strength, 649
Ionization loss, 546
Ionization potential, 668
Isentropic flow, 237
Isentropic potential, 224
Isobaric surface, 701
Isosteric surface, 701
Isothermal, 265
Isothermal coefficient, 586
Isothermal expansion, 240
Isotope effect, 482, 488
Isotopic spin, 531
Isotropic body, 585
Isotropic radiation, 670

JACOBIAN DETERMINANT, 26
Jacobi equation, 101
Jacobi identity, 163
Jacobi polynomials, 63
Jacobs, D. H., 40'8
Jahnke, E., 106, 561
Janossy, L., 561
Jeans, J. H., 306, 349
Jenkins, Francis A., 408, 409, 425, 432
Johnson, B. K., 40'8
Joule, 292
Joule-Thomson coefficient, 268
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KAPLON, M. F., 561
Karman's vortices, 234
Kayser, H., 451, 461
Kelvin equation, 654
Kendall, M. G., 126
Kennard, E. H., 306
Kepler ellipse, 215
Kepler's equation, 684
Kepler's first law, 682
Kepler's second law, 157, 683
Kepler's third law, 684, 690
Kernel, 97
Kerr constant, 430
Kerr electro-optic effect, 430
Kerst, D. W., 580
Kessler, K. G., 464
Kiess, C. C., 459, 464
Kinematics, 178, 220
Kinetic energy, 277
Kinetic stresses, 293
Kinetic theory of gases, 290
King, G. W., 503
Kingslake, R, 408
Kirchhoff,417
Kirchhoff's rules, 328
Kirchner, F., 154
Klapman, S. J., 562
Klein-Nishina formula, 552
Klein, 0., 561
Knock-on probabilities, 545
Knopp, K, 105
Knudsen, V. 0., 364
Koehler, J. S., 503, 632
Kohlschutter, A., 408
Konig, A., 408
Konopinski, E. J., 541
Koschmieder, H., 704
Kosters and Lampe, 462
Kosters, W., 464
Kostitzin, V. A., 741
Kron, G., 104
Kutta's condition, 231

L', 531
Labs, D., 679
Lagrange, 220
Lagrange equations, 161
Lagrange's law, 382
Lagrangian, 161, 199
Lagrangian function, 188
Lagrangian multiplier, 157
Laguerre equation, 101
Laguerre functions, 64, 65
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Laguerre functions, orthogonality of, 65
Laguerre polynomials, 64, 512
Laguerre polynomials, generating func

tion of, 64
Laguerre polynomials, recursion for-

mula for, 64
Lambda-type doubling, 501
Lambert-Beer law, 662
Lamb, H., 243, 704
Lamb, W., Jr., 154
Laminar flow, 703
Lampe,.P., 464
Lanczos, C., 177
Landau formula, 640
Lande, A., 459
Lande factor, 429, 634
Lane, M. V., 209
Langevin formula, 633
Langevin function, 630, 636
Langevin-Pauli formula, 639
Langmuir, D. B., 436, 445, 449
Langmuir isotherm, 655
Laplace transforms, 77
Laplacian, 43
Laplace's equation, 51, 53, 93, 212, 225,

227, 228, 244
Laplace's integral, 53
Laporte, 0., 201, 464
Latent heat, 595
Lattice, reciprocal, 583
Lattice types, 582
Laurent expansion, 94
Laurent expansion about infinity, 95
Laurent series, 95
Law of cosines, 8
Law of Helmholtz-Lagrange, 436
Laws of populations, 733
Laws of reflection, 369
Laws of refraction, 369
Law of sines, 8
Law of the mean, 15
Laws of thermodynamics, 265
Layton, T. W., 154
Learnmg, 729
Least action, 163
Least squares, 80, 147
Least-squares-adjusted values, 148, 149
Least-weights squares, 81
Legendre equation, 53
Legendre functions, asymptotic expres

sion, 53
Legendre functions, particular values

of,52
Legendre polynomials, 51, 63, 527
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Legendre polynomials, generating func
tions,53

Legendre polynomials, orthogonality of,
53

Legendre's associated functions, 54
Legendre's associated functions, asymp

totic expression for n, 54
Legendre's associated functions, ortho

gonality, 55
Legendre's associated functions, partic

ular values of, 54
Legendre's associated functions, recur

sion formulas, 54
Legendre's differential equation, 51, 103
Legendre's functions, addition theorem,

55
Leibniz rule, 11
Length of arc, integration, 25
Lens equation, 436
Lenz, F., 443, 449
Leprince-Ringuet, L., 561
Lettau, H., 704
Levi-Civita, T., 214
Lienard-Wiechert potentials, 344
Lift coefficient, 231
Light, 335, 365
Light cone, 186
Light quanta, 412
Limiting mean, 113
Limit of error, t07
Line absorption, 676
Linear accelerators, 564, 579
Linear differential equati~n, 28
Linear equations, 4
Linear momentum, 159
Linear polyatomic molecules, 465, 490
Linear regression, 116, 120
Linear transformation, 143
Linear vector operator, 47
Linearity properties, 24
Linearly accelerated systems, 158
Line intensities, 456
Line of charge, 312
Line strengths, 672
Lineweaver, H., 741
Linfoot, E. H., 408
Liouville's theory, 166
Livingston, M. S., 538, 543, 580
Loeb, 1.. B., 306
Logarithmic differentiation, 12
Logarithmic-normal distribution, 110
Logarithms, 2
London equations, 593
London, F., 632

Longitudinal compressibility, 586
Longitudinal mass, 189, 351
Longley, R. W., 704
Lord Kelvin, 250
Lorentz, A. H., 209
Lorentz-covariant, 212
Lorentz-Fitzgerald contraction, 182
Lorentz-force, 197
Lorentz transformation, 179, 181, 185,

204
Loring, R. A., 464
Loschmidt's constant, 149
Loschmidt's number, 292, 297
Lotka, A., 741
Love, A. E. H., 632
Low-reflection coatings, 415
LS coupling, 455
Lummer-Gehrcke plate, 414
Lummer, 0., 408, 432
Lunar parallax, 692
Lunisolar nutation, 694
Lunisolar precession, 694
Lyddane, R. H., 632
Lyman series, 452
Lynn, J. T., 464

MACH, 238
Mach number, 236
Mach's rule, 236
Maclaurin's series, 16
Mac Robert, T. M., 105
Madelung, E., 106
Madelung's method, 600
Magnetic cooling, 629
Magnetic. dilution, 635
Magnetic displacement vector, 190
Magnetic dipole, 322
Magnetic field, 305, 438
Magnetic field intensity, 190, 308
Magnetic flux, 434
Magnetic guiding, 567
Magnetic induction, 307, 433, 594
Magnetic moment, 633, 636
Magnetic moment of the electron, 152
Magnetic monopole, 324
Magnetic multipoles, 323
Magnetic permeability, 193
Magnetic susceptibility, 308, 633
Magnetic vector potential, 161, 433, 437
Magnetism, 633
Magnetization, 308
Magnetocaloric effect, 629
Magnetomotive force, 193
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Magneto-optics, 428
Magnetostatic energy density, 327
Magnetostatics, 320
Major axis, 683
Maloff, D., 449
Malone, T., 703
Malthusianlaw, 736
Malus, law of, 427
Malus, theorem of, 368
Mann, W. B., 580
Many-particle systems, 520
Marechal, A., 408
Margenau, H., 105
Martin, F. K., 704
Mason, W. P., 632
Mass, 26
Mass action, 641
Mass-energy conversion factors, 152
Massey, H. S. \V., 562
Mass-luminosity law, 674, 679
Mass of planet, 692
Mathematical formulas,
Mathews, G. B., 105
Matrices, 85,91
Matrices and linear equations, 87
Matrices column, 87
Matrices, diagonalization of, 88
Matrices in quantum mechanics, 518
Matrices, linear transformations of, 86
Matrices row, 87
Matrices, symmetry, 87
Matrices, unimodular, 91
Matrix, 85
Matrix addition, 86
Matrix multiplication, 86
Matrix notation, 46
Matrix products, 46
Matrix rank, 88
Matrix, transposed, 87
Matthiessen's rule, 591
Maxfield, F. A., 354
Maximum and minimum values, 14
Maxwellian tensor, 588
Maxwellian velocity distribution, 295, 615
Maxwell, J. C., 295, 306
Maxwell relations, 267
Maxwell stress tensor, 196
Maxwell's equations, 176, 191, 213, 282,

309, 320, 330, 409, 567, 594
Maxwell's law, 282
McConnell, A. J., 104
McKinley, W. A., 561
McLachlan, 105
Mean absolute error. 84

Mean anomaly, 683
Mean camber, 232
Mean elements, 690
Mean error, 107
Mean free path, 615
Mean free time, 615
Mean mass velocity, 291
Mean of range, 116
Mean orbit of the earth, 690
Mean orbit of the Lnoon, 692
Mean shear modulus, 586
Mean-square deviation, 83
Mean values, 24
Measurement, 107
Measure of dispersion 84, 113
Measure of precision, 83, 137
Mechanical equivalent of heat, 292
Mechanical impedance, 357
Mechanics, 307
Mechanics, celestial, 680
Mechanics of a single mass point, 155
Media, 365
Median, 82, 108, 113
Meggers, W. F., 459, 462, 463, 464
Meggers' and Peters' formula, 461
Meissner, K. W., 414
Menzel, Donald H., 141, 277, 464, 679
Mercer kernel, 98
Meridional rays, 405
Merte, W., 390, 399, 403, 408
Meson decay, 558
Meson field theories, 532
Meson production, 557
Metabolism, 708, 711
Metabolites, 711, 719, 736
Metals, 308, 422, 423
Metal-semiconductor contact, 618
Metacenter, 219
Meteorology, 697
Method of images, 315
Metric tensor, 210
Meyer, C. F., 432
Michelson interferometer, 413
Michelson-Morley experiment, 182, 431
Microscope, 417
Microwave spectra, 503
Mie, G., 424
Mie-Gruneisen equation of state, 605
Milky Way, 674
Millman, J" 354
Minkowski's equation, 192
Minkowski "world," 178, 186
Mitchell and Zemansky, 672
Mixed characteristic, 374
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MKS, 307
Mobile charges, 611, 630
Mobility, 613
Model rules, 235
Modulus of viscosity, 241, 242
Molecular assemblies, 277
Molecular models, 301
Molecular spectra, 465
Molecular viscosity, 698, 703
Molecular weight, 292, 699, 706
Molecules with internal rotation, 497
Moliere, G., 556, 561
Molina, E. C., 112
Moment, 27
Momenta, 277
Moment of inertia, 27, 465, 469, 694
Moment of momentum, 222
Momentum, 156, 218, 222, 544, 681
Monochromatic flux, 676
Monod, J., 737, 741
Montgomery, D. J. F., 562
Mood, A. M., 125
Moon, 692
Moore, Charlotte E., 451, 679
Morgan, J., 408
Morris, M. and Brown, O. E., 104
Morse function, 481
Morse, Philip M., 355, 364
Morton, G. A., 438, 440, 449
Motion of charged particle, 563
Mott, N. F., 562
Moulton, F. R., 683, 695
Muller-Pouillet, 432
Multinomial theorem, 2
Multiple angles, 6
Multiple arguments, 9
Multiple-hit processes, 659
Multiple regression, 124
Multiple roots, 3
Multiple scattering, 551
Multiplet splitting, 500
Multiplicity, 456
Multivariable systems, 271
Munk, Max M., 218
Munk's gas, 240
1Vf'lrphy, G. M., 105
lviutual inductance, 326

NEEL, 639
Nernst's distribution law, 275
Nerve activity, 722
Nervous system, 725
Neumann problem, 245

Neumann series, 99
Neurone, 722, 725, 730
Neutrino, '528, 529
Neutron, 525, 534, 541
Neutron-proton scattering, 536
Neutron rest mass, 149
Newton, 3, 210, 646, 682
Newton's laws of motion, 155
Nicholson, J. W., 408, 432
Nielsen, H. H., 504
Nishina, Y., 561
Nodal points, 384
Nomogram, 141
Nomograph, 141
Noncentral interaction, 532
Non-gray material, 675
Nonlinear equations, 82
Nonrotational flow, 221
Nonunifonn gas, 299
Nonviscuous fluids, 225
Nordheim, L. W., 562
Nonnal distribution, 83, 109, 115, 127
Normal equations, 81
Nonnalization, 50Q
Normal law, 83
Normal modes of a crystal, 601
Normal phase, 595
Nannal probability functions, 109
Nonnal velocity surface, 427
Nuclear effects, 636
Nuclear interactions, 531, 541, 557
Nuclear magnetic moments, 460
Nuclear magneton, 152
Nuclear masses, 528
Nuclear phase shift, 527
Nuclear p.hysics, 525
Nuclear radius, 525, 557
Nuclear spin, 478-
Nuclear theory, 525, 528
Nuclear wave function, 528
Null hypothesis, 129
Nusselt number, 242

OBJECT D'ISTANCE, 380
Oblique refraction 395, 397
Oblique shock waves, 241
Observation equations, 81
Observations, 81
D'Ocagne, M., 144
Ohm's law, 193, 308, 591
Oliphant, M. L., 580
One-component systems, 266
Onsager's principle, 591
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Optical branches, 601
Optical constants, 422, 423, 627
Optical depth, 675
Optical length, 367
Optical modes, 605
Optical path, 367
Optic axes, 427
Optics of moving bodies, 431
Orbital angular momentum, 524, 526, 530
Orbital electron capture, 529
Orbital quantum number, 279
Ordinary differential equation, 28
Orthogonal functions, 78
Orthogonal matrices, 87
Orthogonal polynomials, 123
Orthogonal tensor, 48
Orthonormal functions, 258
Oscillating dipole, 339
Oscillations, 570
Oscillator strength, 671
Osmotic pressure, 275, 653

PACKING-F~CTION, 525
Pair production, 552
Pannekoek, A., 677
Parabola, 682
Parabolic coordinates, 45
Parabolic motion, 686
Paraboloid of revolution, 375
Paramagnetism, 633, 639
Paramagnetism, feeble, 639, 640
Paramagnetism, spin, 623
Paraxial path equations, 439
Paraxial ray equation, 439
Parsec, 673
Partial correlations, 124
Partial derivatives, 10
Partial differential equations, 28, 37
Partial pressures, 294
Partial regression coefficients, 124
Partially polarized light, 412
Particle acceleration, 571
Particle accelerators, 563
Partition functions, 277, 284, 668
Partition functions, convergence of, 284
Paschen, 452
Paschen-Back effect, 459
Path difference, 410
Path equation, 438
Pauli exclusion principle, 284
Pauling, F., 524
Pauli spin matrices, 92, 523
Pauli's g-sum rule, 460

Pauli, W. Jr., 209, 464, 640
Peach, M., 632
Peltier effect, 592
Penetration depth, 594
Peoples, J. A., 463
Perard, A., 464
Perard's equation, 461
Perfect fluid, 219
Perfect gas, 219, 237, 269, 274, 280
Perihelion, 214
Period, 684
Permeability, 308, 410, 435, 720
Perrin, F., 392, 407
Perturbations, 690
Petermann, A., 154, 154a
Peters, B., 561
Petzval surface, 402
Phase difference, 410
Phase motion, 576
Phase osciiIations, 573, 574
Phase rule, 275, 650
Phase shifts, 534
Phase stability, 573
Phillips, H. B., 104
Photochemical equivalence, 661
Photochemistry, 661
Photoelectric disintegration, 533
Photoelectric emission, 353
Photomagnetic disintegration, 533
Photon, 412, 553
Photon emission, 540
Physical chemistry, 641
Physical optics, 409
Physiological stimulus, 725
Pi'cht, J., 439, 444, 449
Pickavance, T. G., 580
Pierce, B. 0., 104
Pierpont, J., 105
Piezoelectric constants, 587
Piezoelectric crystals, 589
Piezoelectricity, 584, 5~7
Pitzer, K. S., 504
Planck function, 676
Planck relation, 187
Planck's constant, 149, 209, 278, 353,

451, 545, 610, 622, 631
Planck's law, 418, 670
Plane area, integration of, 25
Plane oblique triangle, 7
Plane-polarized light, 410, 420
Plane-polarized wave, 411
Plane right triangle, 7
Plane wave as a superposition of circular

waves, 260
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Plane wave as superposition of spherical
waves, 260

Plane wave, sound, 356
Poeverlein, H., 450
Point charge, 311
Points of inflection, 14
Poiseville flow, 236
Poisson brackets, 162, 168, 176
Poisson integral fonnula, 249
Poisson's distribution, 84, 112, 125
Poisson's equation, 212, 311, 693
Poisson's fonnula, 77

Yoisson's ratio, 608
Polar coordinates, 165
Polar crystals, 605
Polarization, 308, 421
Pole, 95
Polyatomic molecules, 483
Polynomials, derivatives of, 12
Polynomials, integration of, 18
Polytropic expansion, 226, 230, 238, 241
Ponderomotive equation, 197
Ponderomotive law, 213
Population, 736
Porter, ]. G., 690, 695
Potential energy, 277, 486
Potential field, 157
Potential functions, 481
Potential scattering, 534
Potential theory, 245
Power, 330
Powers and quotients, 12
Power series, 70
Poynting vector, 196, 331, 411
Poynting's theorem, 330
p-n junction, 619
Prandtl-Meyer, 238
Prandtl number, 242
Precession, 694
Precision, 137
Pressure, 266, 355, 641, 643
Pressure gradient, 700
Pressure of a degenerate gas, 288
Preston, T., 408, 432
Price, D., 504
Prigogine, 1., 276
Principal axes, 49
Principal planes, 383
Principal ray, 401
Probability, 83
Probable error, 84, 107, 115
Products by scalars, 40
Products, derivatives of, 11
Products, integration of, 21

Progressions, 3
Propagation of t:rror, 138
Propeller disk, 233
Propeller efficiency, 233
Proportion, 2
Protein molecule, 715
Proton, 525
Proton moment, 152
ProtOJ;l rest mass, 149
Pyroelectricity; 589

QUADRATIC EQUATIONS, 1
Quadrupole moment, 479
Quantum energy conversion factors, 152
Quantum mechanics, 505, 634
Quantum theory, 505, 634, 637
Quantum theory of dispersion, 426
Quarter-wave plate, 427

RACAH, G., 464
Radiant emittance, 409
Radiation, 361
Radiation, electromagnetic, 330
Radiation from a piston, 362
Radiation of electromagnetic waves, 339
Radiation length, 549
Radiation pressure, 670
Radiative equilibrium, 678
Radiative transfer, 675
Radicals, integration of, 20
Radius of curvature, 380, 563
Radius of electron orbit in nonnal HI,

150
Radius of gyration, 27
Raman effect, 488,,494
Raman spectrum, 468, 472, 476
Ramberg, Edward G., 433, 438, 440, 449
Randall, H. M., 504
Randall, R. H., 364
Random errors, n 6
Random velocity', 292
Range, 546
Rank correlation coefficient, 126
Rankine flow, 227
Rankine-Hugoniot relations, 240
Raoult's law, 275
Rarita, W., 532
Rashevsky, N., 741
Rational functions, integration of, 18
Ray axes, 427
Rayleigh equation, 652
Rayleigh, J. W. S., 364
Rayleigh scattering, 424
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Ray-tracing equations, 405
Ray velocity surface, 427
Reaction cross sections, 538
Reaction rate, 706
Reactions, 641
Reaction time, 726
Read, W. T., 632
Rebsch, R., 441, 445, 450
Reciprocal lattice, 583
Reciprocal potential, 227
Recknagel, A., 444, 450
Rectangular coordinates, 347
Rectangular distribution, 110
Red shift of spectral lines, 216
Reduced mass, 455, 466
Reflectance of dielectrics, 420
Reflectance of metals, 422
Reflection, 366, 371, 419, 606, 628
Reflection at moving mirror, 184
Reflection echelon, 415
Reflection of sound waves, 359
Reflexes, 729
Refraction, 366, 371, 381,461
Refractive index, 183, 410, 427
Refractivity, 425
Reiner, John M., 705, 741
Rejection criterion, 130, 131
Relative motion, 42
Relativistic aberration, 446
Relativistic correction constant, 433
Relativistic degeneracy, 286
Relativistic electrodynamics, 189
Relativistic effects, 564
Relativistic force, 189
Relativistic invariants, 209
Relativistic mechanics, 186
Relativistic momenta, 197
Relativistic relations, 566
Relativistic wave equations, 522
Relativity, 182, 210
Relativity correction, 686
Relativity, field equations, 211
Relativity transformations, 558
Residual magnetization, 309
Residual rays, 606
Residues, 95
Resistance, 308
Resistivity, 308, 613
Resistors, 328
Resolving power, 414, 416
Resonance, 358, 570
Resonance reactions, 538
Rest energy, 544
Rest-mass, 187, 209, 351
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Rest temperature, 209
Retarded potential, 263, 344
Reverberation time, 364
Reversible reactions, 659
Reynolds' number, 236, 242
Reynolds' rule, 236
Richards, J. A., 562
Richardson, M., 104
Richardson, R. S., 695
Richter, R., 390, 399, 408
Riemann, 69
Riemann-Christoffel curvature tensor, 51
Riemannian curvature tensor, 210, 211
Riemannian space, 50
Righi-Leduc coefficient, 593
Ring of charge, 312
Ritz combination principle, 452
Ritz formula, 453
Roberg, J., 562
Rodrigues' formula, 52
Rohr, M.von, 390, 399,408
Rojansky, V., 524
Roile's theorem, 15
Rollett, J. S., 154
Room acoustics, 363
Root-mean-square, 83
Rose, M. K, 525
Rosenfeld, L., 543
Rosseland mean, 676
Rosseland, S., 679
Rossi, B., 408, 554, 562
Rotating coordinate systems, 159
Rotation, 43, 220, 465
Rotational eigenfunction, 499
Rotational energy, 277
Rotational quantum numbers, 469
Rotational structure, 502
Rotation and electron motion, 500
Rotation of the plane of polarization, 428
Rotation spectrum, 465, 468, 472
Rotation-vibration spectra, 489
Rotatory dispersion, 428
Ruark, A. E., 430, 432
Ruhemann, M. and B., 632
Rushbrook, G. S., 640
Russell, H. N., 464, 674, 679
Russell-Saunders coupling, 455
Rutherford formula, 514, 545
Rutherford scattering, 550
Rydberg and related derived constants,

Rydberg constant, 452 153
Rydberg equation, 451
Rydberg numbers, 148
Rydberg-Ritz formula, 453
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S2, 531
Sabine, 364
Sachs, R. G., 632
Sackur-Tetrode constant, 151
Saddle point, 80 .
Saha ionization formula, 283
Saturation corrections, 637
Saturation current, 353
Saver, R., 243
Scalar invariants, 49
Scalar potentials, 310, 322
Scalar product, 40
Scalars, 39
Scarborough, J. B., 696
Scattering, 424, 550
Scattering and refractive index, 425
Scattering by absorbing spheres, 425
Scattering by dielectric spheres, 424
Scattering cross sections, 538
Scattering length, 536
Scattering of a-particles, 537
Scattering of sound, 362, 363
Scattering, Rayleigh, 424
Scattering, Thomson, 424
Scheel, K., 421, 422, 423, 432
Scherzer, 0., 450
Schiff, L. 1., 505, 524
Schmidt series, 98
Schneider, W., 441, 445, 450
Schottky effect, 353, 618
Schottky, W., 276
Schrodinger constant, 150
Schrodinger, E., 173
Schrodinger wave equation, 506, 509,

512, 514, 624
Schuster, A., 408, 432
Schuster-Schwarzschild, 677
Schwarzschild, K., 214, 403, 408
Schwarzschild-Kohlschutter, 403
Schwarz's inequality, 24
Schwinger, J., 532, 562
Screening, 553
Sears, F. W., 408
Sears, J. E., 463
Secondary spectrum, 391
Second radiation constant, 151
Seebeck effect, 591
Seely, S., 354
Seidel aberrations, 399
Seidel, L. von, 408
Seitz, F., 632
Selection rules, 482, 487, 489, 491, 496,

497
Self-adjoint, 256

Self-exciting circuits, 728
Self-inductance, 326, 329
Sellmeier, 463
Semiconductors, 581, 609, 617
Semiconductors, n-type, 612
Semiconductors, p-type, 612
Sen, H. K., 679
Separated thin lenses, 387
Separation of variables, 246
Serber, R., 580
Series, 69
Series expansions in rational fractions, 72
Series, expansions of, 71
Series, integrals expressed in terms of, 72
Series formulas, 451
Shear modulus, 608
Shenstone, A. G., 454, 464
Shockley, W., 632
Shoock, C. A., 693
Shortley, G. H., 463, 464, 679
Shot noise, 354
Shower, 555
Shower maxima, 555
Shower theory, 553
Showers, spread of, 556
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