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1

1
Introduction
Guglielmo Lanzani

The field of organic semiconductors is very old. Melvin Calvin, introducing a first
comprehensive text on the subject, Organic Semiconductors, by Felix Gutman and
Lawrence E. Lyons, published by John Wiley & Sons in 1966, says: “It was just over
thirty years ago that I became aware of the idea that electronic conduction might be
observed in organic materials and might play a role in their biological function”. This
places the birth of the field somewhere between 1930 and 1940, when quantum
mechanics was still young, inorganic semiconductors were in their early stages
and physics was having a fantastic evolution. The book by Gutman and Lyons col-
lects the results obtained from World War II until 1966. In spite of the size and
completeness of their text, these authors already acknowledged at that time that a
much larger, encyclopedic effort would have been required to cover the field fully.
Since then much work has been done, making the “encyclopedia” even further
out of reach. Important discoveries occurred in more recent years, especially con-
jugated polymers leading to the Nobel Prize in Chemistry in 2000. The continu-
ous discovery of new classes of materials, new applications and new tools for
investigation has kept the field in a state of flux, in spite of its long history. So in
2005 many of the issues reported in 1966 are still valid, such as the demand for a
large interdisciplinary approach, the effort of physicists to develop a theory for
weakly bounded systems and that of chemists for understanding property–struc-
ture relationships. Amid the spectacular development in science and technology
of organic semiconductors, allowed by an exponential increase in the number of
active researchers in the field, in both academies and industrial laboratories,
many questions remain open.
When I decided to undertake the challenge of editing a book on molecular

materials, I had one point fixed in my mind: to make something different from
the cutting-and-pasting of published papers. I felt that a monograph was needed
that puts new and exciting experimental techniques on a common footing when-
ever possible, showing their foundations, limitations and interconnections. This
will help to intensify and specify communication among experts in different
experimental fields.
I asked all the authors of this book to write a broad, exhaustive tutorial on their

subject, with original contents, explanation and views. Something that could actu-
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ally help the newcomers, instruct the students, support the researchers, not
become obsolete too soon and yet have up-to-date contents. It sounds like a mam-
moth task and indeed it was. Of course, selection was needed, to keep the contents
sufficiently focused while preserving these general aims. For instance, the book
contains reviews mainly on experimental results, interpretation is based on rela-
tively simple models, except for a few cases, and theory is not included. There are
already many excellent books on quantum chemistry. A painful screening had to
be done, to select a few topics out of a huge amount of high-quality work existing
in the field. One unquestionable criterion guiding this process was, again, avoid-
ing overlap with other reviews. Yet the bibliography received special attention, to
compensate for deficiencies and provide as broad as possible review for consulta-
tion. I hope most of the existing literature is properly quoted in the references and
I apologize in advance for missing any contributions.
In any dynamic science there are many areas of controversy. Experiments, how-

ever, “never deceive”, as Leonardo da Vinci said. Interpretation is often that of the
authors, yet I hope the reader will have the opportunity to elaborate her or his
own point of view.
Radiation–matter interaction is at the foundation of material science, since it is

an integral constituent of the principal material characterization tools. Photophys-
ics is the keystone of the subject. The wealth of processes that it includes may be
useful for the interpretation of results and also for the design of new device con-
cepts. This is particularly true for organic semiconductors, which have the proper-
ties to be highly reactive to light stimuli. Indeed, natural chromophores, light-har-
vesting systems or emitters are all based on p-conjugated carbon molecules.
Mimicking nature has led to the amazing development of plastic electronics.
The book starts with molecular photophysics (Chapter 2). This is one important

piece of the story of organic optoelectronics, for such materials often behave as
molecular solids. In addition, single-molecule devices are at the heart of molecular
electronics, refreshing old molecular concepts for future technology. While basic
topic can be a century old, the experimental results reported here are updated to
state-of-the-art techniques for single-molecule spectroscopy. This is an attractive
way to collect information on molecular dynamics, which reveals surprises and
opens up new perspectives towards nanotechnology. The innovative way in which
molecular dynamics is investigated, probing single events of isolated species and
not averages over large ensembles, provides a new point of view for looking at mo-
lecular photophysics. Next are presented studies on single polymer chains, a nas-
cent field (Chapter 3). Here the system investigated has a large size, challenging
the concept of localized states suitable to describe molecules and introducing the
concepts and tools of the solid state, yet in low dimensions. Such a borderline
area is very fertile for new ideas about how to describe phenomena which are
neither typical of covalent solids nor of isolated molecules. Quantum confine-
ment, from three- to one-dimensional space, has dramatic effects on the nature
and dynamics of excited states, as is well known from inorganic nanostructure
investigations. In spite of a high electronic density, screening is much less effec-
tive than in higher dimensions and correlation takes over. The resulting tight
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bounded exciton states resemble more a molecular then a wave-like crystal excita-
tion. Soft lattice and strong electron–phonon coupling, typical of organic semicon-
ductors, gives an extra twist to the subject.
Once the building blocks, molecules and polymers, are known, one can move

on to the solid state, where they interact. An interesting mixing of notions gets
involved here, depending on the intermolecular coupling regime. In the weak-
coupling regime, localized, molecular states are still a valid description of the
elementary excitations. However, in solids new phenomena may occur: energy
(excited states) can migrate, incoherently, giving rise to energy transfer, or disso-
ciate, forming charge-transfer states. In the medium coupling regime, intermolec-
ular “resonance” interaction may lead to delocalization of the wavefunction, thus
generating completely new excitations with respect to the starting component,
described as Frenkel excitons, which cohabit with localized states. In the strong
coupling regime, typical of covalent bonding, weakly bound electron–hole pairs
can be formed, named Wannier–Mott excitons, or sometimes delocalized charge
carriers can appear. Morphology plays a crucial role in modulating the degree of
intermolecular interaction. Starting from the molecular structure, it is still a chal-
lenge to predict how this happens and to what extent. A number of empirical
rules, sometime true recipes, were developed over time. Yet it is well known that
even the same molecular species can gives rise to a variety of aggregation states,
depending on a number of parameters not always under control. We then intro-
duce, in Chapter 4, a specifically designed technique for addressing the relation-
ship between photophysics and morphology, based on the local probing of the
optical properties through confocal microscopy.
Elementary excitation dynamics, including generation, relaxation and deactiva-

tion, are the next step. First we address long-lived excitations in Chapter 5, which
usually appear only in the solid state, where intermolecular processes are respon-
sible for either their generation or slower recombination. Typically long-lived exci-
tations are triplet states and charged states. On this time scale, typically millisec-
onds, a wealth of characterization techniques are available, including the mag-
netic degree of freedom, which is of critical importance in some assignments.
The scenario one can obtain is fairly exhaustive. The phenomena considered here
are those occurring in most optoelectronic devices, which work in quasi-steady-
state conditions. Charged excitations, rarely encountered in isolated systems,
become important. They play a key role in many applications, so charge transport
is the next topic to be considered (Chapter 6), and the discussion is focused on
transport in disordered media, suitable for most carbon-based p-conjugated mate-
rials. Free carriers, however, are rarely encountered, if they exist at all in soft con-
densed matter. The place to look for them is the far-infrared region, where
“Drude-like” contributions to the radiation–matter interaction may arise. Using
electromagnetic pulses in the THz frequency range can do this. It is a difficult
experiment, yet appealing and new to this field. The basics and a review of results
are reported in Chapter 7. The case of highly ordered systems, as in crystalline
specimens, is addressed in Chapter 8. Strong intermolecular interactions lead to
wavefunction delocalization, generating new, collective excitations, which involves
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all the molecules in the crystal and carry properties peculiar to the crystal and not
the constituents. Excitons and polaritons have to be considered. Their peculiar
properties are discussed comprehensively and some exemplifying cases are
reported. In the last two chapters (9 and 10), ultrafast spectroscopy is introduced.
Early time dynamics embody fundamental properties of the materials. The
branching ratio of the nascent population into a number of subspecies, which
determines the final performance of the material, occurs within 100 fs. We con-
sider standard pump–probe experiments with extreme time resolution and finally
electric field-assisted pump–probe experiments, which are carried out on device
structures. The latter provide a useful and rather unusual tool for investigating
elementary excitation dynamics, which offers a straightforward way of compari-
son with the better known inorganic semiconductor counterpart.
Advance in science is a collective process, which nowadays involves millions of

people. Even in our specific subject the number of active researchers is very large
and steady increasing. The essential step that keeps the whole machine running
is information exchange within the community. I hope that the publication of this
book will contribute to this process.
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Optical Microscopy and Spectroscopy of Single Molecules
Christian H�bner and Thomas Basch�

2.1
Introduction

Since its first demonstration [1], single-molecule spectroscopy (SMS) has seen rap-
id development, which is evidenced by the ever-increasing number of publications
and groups working in the field of SMS. The research topics covered range from
fundamental quantum optical experiments to applications in molecular biology
and material and nano-science. Along with this research diversity, technical prog-
ress has culminated in the commercial availability of standardized versions of
optical microscopes with single-molecule sensitivity. Considering these develop-
ments, it seems natural that SMS is one important topic to be covered in a mod-
ern book on Photophysics of Molecular Materials. Actually, basic photophysical pa-
rameters of organic dye molecules as time constants of triplet and singlet decay or
energy transfer efficiencies (in molecular aggregates) can easily be accessed by
SMS. Although some of the corresponding experiments are “just” the single mol-
ecule version of well-known experiments with large ensembles of molecules, there
are many experiments, which work exclusively at the single-molecule level.
The main intention of this chapter is to introduce different experimental tech-

niques of SMS and some underlying elementary photophysical principles. Many
aspects considered here have already been treated in the literature and two SMS
textbooks [2, 3] and a series of review articles [4–14] are available for in-depth read-
ing on specific topics. In addition, we will attempt to highlight the benefits of
SMS considering selected applications, which have some relation to other mate-
rial covered in this book.
Regarding applications, we will completely omit SMS in life sciences, because

the huge variety of biological issues would simply exceed the limits of this chapter.
Most aspects of single-molecule fluorescence experiments discussed here, how-
ever, hold also in the field of life sciences. The interested reader who has an appli-
cation of SMS to a biological problem in mind will therefore profit from the
understanding of its basic principles. Another experimental realization of single-
molecule detection that will not be dealt with here is single-molecule detection in
solution, which is also mainly employed in bio-oriented research. In this context,
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fluorescence correlation spectroscopy (FCS) is sometimes regarded as a single-
molecule technique. FCS, however, is not a strict single-molecule method,
because it is by definition averaging over a large number of single-molecular
events.
Whereas SMS in the early years was mainly performed at cryogenic tempera-

tures, the field of room-temperature SMS is now growing rapidly. SMS under
ambient conditions is also referred to as single-molecule detection (SMD). In
order not to confuse the reader with two acronyms, we use SMS for both low-tem-
perature and room-temperature experiments.
What makes single-molecule fluorescence so appealing to scientists in the fields

of quantum optics and physical, chemical, material and life sciences? One of the
magic words in this context is heterogeneity. If all molecules of an ensemble were
to behave identically in space and time, the study of the properties of single mole-
cules would not give any extra information as compared with an ensemble experi-
ment. If there is any heterogeneity, however, be it of temporal or spatial nature,
the observation of isolated entities may provide a wealth of information, which
otherwise is hidden in the ensemble average. The great interest of life scientists in
single-molecule experiments is due to the notorious heterogeneity of biological
systems, which renders them ideal targets for SMS.
On the other hand, nanostructured materials constructed in a bottom-up

approach need to be investigated on the nanoscale. Nanoscopic probes are desired
here and fluorescence properties such as excited-state lifetime or emission wave-
length of single molecules, which are determined by their surroundings, can
report on heterogeneities on molecular scales. Ultimately, a single molecule may
be a device by itself, a switch, a motor or a light source.
Besides this application-driven interest, single-molecule fluorescence is fasci-

nating from a fundamental point of view. The temporal behavior of photon emis-
sion is of particular interest from this perspective. Furthermore, single molecules
in a classical picture represent nanometer-sized antennas, the properties of which
are worth investigating.
This chapter is organized as follows. In Section 2.2 some photophysical princi-

ples of single molecule fluorescence detection are presented. Section 2.3 deals
with the experimental techniques. Selected applications of SMS are covered in
Section 2.4.

2.2
Photophysical Principles of Single-Molecule Fluorescence Detection

2.2.1
The Single Molecule as a Three-Level System

Most fluorescent organic molecules – referred to as fluorophores – can be approxi-
mately treated as three-level systems, with the electronic ground state and the first
electronically excited state, both being singlet states and an excited triplet state
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(see Fig. 2.1). From the electronic ground state (S0) the molecule can be brought
into the first electronically excited state (S1) by interaction with the laser field. The
Rabi frequency XR ” p~dd �~EE=h determines the interaction strength between the
electric field of the light wave and the molecule and thus the pump rate between
the electronic ground and first excited state in the electric dipole approximation.
Here,~dd is the electronic transition dipole, ~EE is the amplitude of the electric field of
the interacting laser light and h is Planck’s constant. The depopulation of S1

occurs with rate constant k21, which is the sum of the radiative rate constant and
the rate constants of the radiationless transitions given by internal conversion to
S0 and intersystem crossing (ISC) to T1. Because for the present we consider a
resonant interaction between the purely electronic S0–S1 transition and the laser
field, the molecule can be pumped back to the electronic ground state by stimulat-
ed photon emission. Of particular importance for the photodynamics of a single
molecule is ISC form S1 to T1, which occurs with low probability with rate con-
stant k23. From T1 the molecule eventually relaxes to the ground state. As was the
case for singlet relaxation, the rate constant k31 of triplet relaxation is given by the
sum of radiationless and radiative transitions (phosphorescence). Typically, mole-
cules suitable for SMS do not show phosphorescence, because the radiative rate
for the spin-forbidden T1 fi S0 transition is very small. Because single-molecule
optics at present is mainly based on fluorescence detection, good single-molecule
fluorophores are characterized by a high fluorescence quantum yield. Accordingly,
in such molecules the radiative rate constant for singlet decay is larger than the
rate constants for the radiationless transitions.
The quantum-mechanical treatment of the three-level system interacting with

the exciting laser can be accomplished in the framework of the density matrix
formalism using optical Bloch equations. The density matrix equations in the
rotating wave approximation then read [12,15]:

_rr11 ¼ k21r22 þ k31r33 þ iXRðr21 � r12Þ
_rr22 ¼ �k21r22 � k23r22 � iXRðr21 � r12Þ
_rr12 ¼ ½iðx� x0Þ � T�1

2 �r12 þ iXRðr22 � r11Þ
_rr33 ¼ k23r22 � k31r33

(2.1)
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Fig. 2.1 Reduced Jablonski diagram of the
three-level system describing a fluorescent
molecule. S0 and S1 are the electronic ground
and first electronically excited singlet state of
the fluorophore, respectively, and T1 is the

first electronically excited triplet state.
k21 is the spontaneous decay rate from S1

and k23 and k31 are the intersystem and
reverse intersystem crossing rates,
respectively.
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with x and x0 the laser and the molecule’s resonance frequency and T2 the
dephasing time.
The steady-state and time-dependent solutions of the set of differential equa-

tions in Eqs. (2.1) are appropriate to describe single-molecule behavior at low tem-
perature, when the laser is in resonance with the purely electronic S0–S1 transition
and phase relaxation processes are slowed. The corresponding results are well
documented in the literature [12, 15]. At room temperature, owing to the rapid
loss of phase coherence, the off-diagonal elements of the density matrix can be
neglected for many applications. The temporal evolution of the system is then
described by occupation probabilities or populations [ni(t)] of electronic states
only. In a typical room-temperature single-molecule experiment, molecules are
excited into a vibrational level of S1. In large polyatomic molecules vibrational
relaxation occurs on the picosecond to sub-picosecond time-scale, which is 3–4
orders of magnitude faster than the time constants of other relevant transitions.
Therefore, under typical experimental conditions stimulated emission must not
be considered and the three-level system can be described by the following set of
simple rate equations:

_nn1

_nn2

_nn3

0
@

1
A ¼

�k12 k21 k31
k12 �ðk21 þ k23Þ 0
0 k23 �k31

0
@

1
A n1

n2

n3

0
@

1
A (2.2)

where k12 ¼ rI is excitation rate from the singlet ground state S0 to a vibrational
level of S1 and depends on the wavelength-dependent absorption cross-section r

and the laser intensity I. The solution of this system of differential equations for
the stationary case yields the emission rate for a given set of rate constants. Here
we will give only the maximum emission rate R¥ for an infinite excitation inten-
sity, which depends on the excited state relaxation rate k21 and on the ISC rates k23
and k31, respectively:

R¥ ¼ k21 þ k23

1þ k23
k31

Uf ð2:3Þ

with Uf the quantum yield of fluorescence. When stimulated emission is consid-
ered, as would be the case for the density matrix Eqs. (2.1), the term in the
denominator in Eq. (2.3) reads 2þ k23=k31. This can be intuitively understood,
because owing to the pumping from S1 to S0 the population of the first excited
state cannot exceed the population of the electronic ground state.
The maximum emission rate is clearly limited by the ratio k23/k31, a fact that is

frequently referred to as the triplet bottleneck. Whereas ensemble fluorescence
spectroscopy usually is done far from saturation of the fluorescence transition,
the triplet bottleneck limits the emission rate for the high excitation rates achieved
in SMS. The stationary emission intensity Iem as a function of the excitation inten-
sity Iexc is as follows:
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Iem�
Iexc

Iexc þ Isat
(2.4)

where Isat is the saturation intensity according to

Isat ¼
R¥

r
1þ k23

k31

� �
(2.5)

For low excitation intensities, the emitted fluorescence light increases linearly
with the excitation intensity and saturates for high excitation powers. This has
consequences for the “ideal” excitation intensity, i.e. the excitation intensity with
the best signal-to-noise ratio (see Section 2.3.1).
The solution of the system of differential Eqs. (2.2) under the initial conditions

n1(t = 0) = 1; n2(t = 0) = n3(t = 0) = 0 provides the time evolution of the occupation
probability of the first electronically excited singlet state n2(s), which is related to
the fluorescence intensity autocorrelation function or second-order autocorrela-
tion function:

gð2ÞðsÞ ¼ nðtÞnðtþ sh i
nðtÞh i2 ¼ n2ðsÞ

n2ðsfi¥Þ (2.6)

where n(t) is the number of photons detected at time t and the brackets denote
averaging over t. In the short time limit (t» 1=k21 << 1=k23) the solution of Eq.
(2.2) gives [16]

gð2ÞðsÞ ¼ 1� e�ðk12þk21Þs (2.7)

This regime is called the antibunching regime, because it leads to a separation of
emitted photons in time or, in other words, to a lower probability to detect a
photon after a time s if a photon was detected at time (s = 0) as compared
with detecting a photon after infinite time. In the intensity autocorrelation func-
tion, antibunching is manifested by a decay to zero when s approaches zero (see
Fig. 2.2).
In the triplet time regime (t» 1=k23 » 1=k31 >> 1=k21) from Eq. (2.3) it follows

that [16]

gð2ÞðsÞ ¼ 1þ keff23

k31
e�ðkeff23 þk31Þs (2.8)

where keff23 is the effective intersystem crossing rate, given by

keff23 ¼ k12
k21 þ k12

� k23 (2.9)

As a result, the probability of detecting a second photon after time s is higher
than the probability of detecting a second photon after sfi¥. This time regime is
therefore called the bunching regime. The (normalized) autocorrelation curve is
larger than unity in the bunching regime, from where it decays to unity in the
infinite time limit (see Fig. 2.2). The antibunching and the bunching regimes are

9
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temporally well separated, because the excited-state relaxation rate is typically
much higher than the triplet population and relaxation rates.
The respective solution of the density matrix Eqs. (2.1) taking into account

coherent interactions between the laser field and the molecule leads to oscillations
of gð2ÞðsÞ in the short time regime, which are called Rabi oscillations (see Fig. 2.2).
Those oscillations are rapidly damped out at room temperature owing to rapid
loss of phase coherence.
The temporal properties of photon emission of single molecules thus differ sig-

nificantly from other light sources such as lasers or thermal emitters. Both photon
antibunching and photon bunching can be intuitively understood: There is a
finite time for an excitation–emission cycle separating the photons in time, and
the molecule shows periods where emission occurs due to singlet cycling, separat-
ed by dark periods when it is shelved in the triplet state.

2.2.2
Dipole–Dipole Coupled Oscillators

Multichromophoric aggregates recently became attractive targets for single-mole-
cule fluorescence experiments driven by the interest in the study of energy trans-
fer mechanisms in those systems (cf. Section 2.4.3). We will therefore present a
brief overview of electronic coupling in molecular aggregates, in which one or
more excitations are present. For the sake of clarity and simplicity we will limit
our discussion to Coulombic interactions taking into account only the leading
dipole–dipole term in the point multipole expansion. Consequently, electronic
wavefunction overlap and electron exchange between the molecules are not con-
sidered. Although this often is a good approximation for strong, dipole allowed

10

Fig. 2.2 Simulated intensity autocorrelation function for a sin-
gle pentacene molecule at low temperature showing photon
antibunching at short times and photon bunching at longer
times. Additionally, Rabi oscillations are visible in the short
time region. Adapted from Ref. [17].
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electronic transitions, more advanced approaches exist, which can be found in the
literature [18]. When the chromophores are in close proximity, the interaction be-
tween the transition dipoles may give rise to coherent excitation transfer, i.e. exci-
ton states delocalized over the aggregate. This situation will be referred to as the
strong coupling case. The weak coupling regime is described by incoherent ener-
gy transfer or hopping between localized states. A well-known example of such a
process is fluorescence resonance energy transfer (FRET) or F�rster energy trans-
fer, which typically occurs between molecules separated by several nanometers.

2.2.2.1 Weak Coupling
Without dwelling on the details, we now summarize the results of F�rster’s theory
of energy transfer between two chromophores. If one of the two chromophores –
the donor – is excited, its energy may be transferred to the second chromophore –
the acceptor – through dipole–dipole interaction. In order to make this transfer
the dominant one, three requirements need to be fulfilled: (i) the electrostatic field
of the donor that decreases with 1/r3 has to be stronger than the radiative electric
field that decreases with 1/r, which is the case for short donor–acceptor distances
in the nanometer range, (ii) there must be a component of the electrostatic field
of the donor in the direction of the acceptor transition dipole and (iii) emission
transitions of the donor have to be in resonance with absorption transitions of the
acceptor. The transfer rate kt then reads

kt ¼
1
s0

r0
r

� �6

(2.10)

The F�rster radius r0, being the distance between both chromophores at which the
transfer rate equals the inverse of the excited state lifetime s0, is given by

r0 ¼ 0:211 ½k2n�4YD
fl Jk�1=6 (2.11)
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Fig. 2.3 Orientation factors j2 for F�rster-
type energy transfer for different geometries
of donor/acceptor orientations. The donor
emission transition dipole is depicted as an
arrow in the center with some electric field

lines. Acceptor absorption transition dipole
positions/orientations with the respective
orientation factors are shown. j2 attains its
maximum of j2 = 4 for in-line orientation of
the dipoles.
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where 0 < k2 < 4 is the orientation factor taking into account the relative orienta-
tion of the donor emission and the acceptor absorption dipole, respectively. Figure
2.3 exemplarily summarizes some cases of relative orientations with the respective
orientation factors emphasizing the importance of the connection vector between
the chromophores: chromophores with parallel dipole axes may show no transfer
at all and there can be efficient transfer even for chromophores with orthogonal
dipole axes.
The overlap integral Jk ¼

R
eðkÞf ðkÞk4dk goes over the wavelength range where the

normalized donor fluorescence spectrum f ðkÞ overlaps with the acceptor absorption
spectrum eðkÞ. It should be emphasized that the donor and the acceptor chromo-
phores may be chemically identical or dissimilar. In fact, F�rster’s original derivation
was based on chemically identical chromophores [19]. In most applications,
however, dedicated donor and acceptor chromophores are used, because they
allow for measurement of the transfer rate by spectroscopic means thus enabling
– at least in principle – a distance determination on a molecular scale [20].

2.2.2.2 Strong Coupling
Introductory treatments of the strong coupling case for a simple molecular dimer
can be found in a seminal paper by Kasha et al. [21] and in a more recent review
by Knoester [22]. In the point-dipole approximation the excitation transfer interac-
tion J represents the interaction energy due to exchange of excitation energy be-
tween the two molecules in the dimer. The excitation becomes delocalized over
both chromophores and the system now possesses new eigenstates:

–j i ¼ ð 1j i– 2j iÞ= ffiffiffi
2

p
(2.12)

with energies

E– ¼ x0 – J (2.13)

where 1j i and 2j i are the excited states of the two isolated chromophores with
transition energy x0. Depending on the orientation of the transition dipoles of the
individual chromophores, the oscillator strength is redistributed amongst the
transitions to the two new eigenstates. In the collinear case, all oscillator strength
is carried by the lower exciton state (J-aggregates); for parallel transition dipoles
all oscillator strength is carried by the upper exciton state (H-aggregates). Note
that the orientations of the transition dipoles of the dimer eigenstates differ from
those of the individual molecules.
The transition from the ground state of the dimer to the state where both chro-

mophores are excited cannot be realized by single-photon absorption. A two-
photon absorption process, however, can bring the dimer into the doubly excited
state, from where it can relax by simultaneous emission of two photons.
So far we have considered the case of a homogeneous dimer with degenerate

transition energies. Under typical experimental conditions, however, the dimer is
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interacting with a heterogeneous environment, inducing shifts of the transition
frequencies of the individual chromophores. In the presence of static disorder the
exciton levels X– in the dimer then become

X– ¼
ðx1 þ x2Þ

2
–

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � x2Þ

2

� �2

þJ2

s
(2.14)

with x1, x2 being the transition frequencies of the monomers. In the limit of
large static disorder (|(x1 – x2)/2| >> |J|) the excitation is localized, whereas for
|(x1 – x2)/2| << |J| the excitation is delocalized.

2.3
Experimental Techniques

2.3.1
Signal-to-Noise Considerations

The essential requirement for all single molecule fluorescence experiments is that
the weak signal from the single molecule rises above the noise due to photon sta-
tistics of the signal itself and from the background. There are two main sources of
background, the signal from the detector if no light is present, which is referred
to as the dark signal, and background induced by laser illumination of the sample.
Whereas the dark signal is constant, the laser-induced background scales in a first
approximation linearly with the excitation intensity. The signal-to-noise ratio
(SNR) can be approximated by [23]

SNR ¼ gdetRtintffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðgdetRþ CbP þ NdÞtint
p (2.15)
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Fig. 2.4 Modeled signal (solid line), dark signal (dotted line),
laser-induced background (dashed line) and signal-to-noise
ratio (dashed-dotted line) for single-molecule fluorescence
detection.
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with gdet the overall detection efficiency, R the emission rate, tint the integration
time of photon counting, Cb the number of background photons proportional to
the exciting laser power and Nd the dark count rate. Obviously, a high count rate
and detection efficiency in addition to a low background and dark count rate are
advantageous. Figure 2.4 illustrates the signal-to-noise as a function of the excita-
tion rate.
Because the fluorescence signal itself saturates at high excitation intensities,

there is an optimal excitation rate with the best signal-to-noise for a given integra-
tion time for single-photon counting. If high time resolution is of interest, higher
excitation rates are generally required in order to count enough photons within
the short integration time. Chromophores with a high maximum emission rate –
low intersystem crossing quantum yield and short triplet lifetime – are therefore
wanted for SMS. High excitation rates usually imply – at least under ambient con-
ditions – a very limited time frame for the experiment because the possible num-
ber of photocycles until irreversible photodestruction occurs is reached rapidly. To
summarize, the best-suited excitation intensity has to be carefully adapted to each
particular experiment taking into account saturation effects, time resolution,
photostability of the chromophores and allowed time for the experiment.

2.3.2
Room-Temperature Single-Molecule Spectroscopy

2.3.2.1 Epifluorescence Microscopy

Epifluorescence microscopy was, in spite of its simplicity, only recently applied to
single-molecule investigations, mainly owing to its lower capability of background
suppression. It is, however, well suited for applications where (i) a thin film sam-
ple is available and (ii) a temporal resolution in the millisecond range is sufficient.
The main advantage of epifluorescence microscopy over scanning microscopy
techniques is the short acquisition time for a complete image and its capability to
record transient intensities of many molecules in parallel. The film thickness for
epifluorescence studies should not exceed the focal depth of the microscope
(about 500 nm), because out-of-focus molecules would otherwise contribute sig-
nificantly to the background signal. With cameras that can be gated in the picosec-
ond range, higher time resolutions can be achieved also in epifluorescence mi-
croscopy, but only at the expense of a considerable loss of photons, which is unfa-
vorable in view of the small number of photons emitted by a single molecule.
Both commercial and home-built microscopes are used for single-molecule epi-

fluorescence microscopy and spectroscopy (Fig. 2.5). Lasers are the excitation
sources of choice owing to the high photon flux needed for sufficient excitation
rates. To illuminate an area of 30 lm in diameter at 1 kWcm–2, the laser should
have an average power of 10 mW. For homogeneous illumination of the field of
view, the microscope objective is usually overfilled with the Gaussian mode that is
provided directly by the laser or after passing a spatial filter.

14



2.3 Experimental Techniques

Whenever possible, oil-immersion microscope objectives should be used. It is
not primarily the slightly better resolution that can be achieved with the higher
NA of oil-immersion objectives but rather the higher geometric collection effi-
ciency, if the molecules are located close to an interface between a higher refrac-
tive index (the film in which the molecules are embedded) and lower refractive
index (air) medium. If the molecule is located in the medium with the higher
refractive index, e.g. a polymer film on top of a microscope cover-slip, total inter-
nal reflection at the polymer/air interface drastically enhances the signal collected
by the oil-immersion microscope objective that detects the light through the
cover-slip. This back-reflected light cannot be seen by an air objective from the
low refractive index side. Even if the molecules are located in the lower refractive
index medium, e.g. water on top of a glass cover-slip, a large fraction of fluores-
cence light is emitted in the direction of the critical angle for total internal reflec-
tion (see Fig. 2.6) [24].
Amongst the parts of an epifluorescence microscope used for SMS that demand

the highest possible quality are the optical filters, which separate the excitation from
fluorescence, i.e. the dichroic beamsplitter and the emission filter. The dichroic
should feature a steep edge, a high transmission for the fluorescence (anti-reflective
coating of the back side) and, if polarization resolution is required, a low polarization
dependence of the edge position. Moreover, there is considerable change of the
polarization state of the light reflected off the dichroic mirror, which has to be
taken into account if polarization-sensitive techniques are used (cf. Section 2.4.4).
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Fig. 2.5 Schematic view of an epifluorescence microscope
used for SMS. The laser light is focused into the back focal
plane of the microscope objective.
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As emission filters, mainly holographic notch filters were employed in the early
years of SMS. Owing to the significant improvements in the production of dielec-
tric mirrors with steep edges, an optical density of 5–6 at the excitation wavelength
and an unsurpassed transmission for the fluorescence, however, such filters are
nowadays widely used in SMS. Another advantage, especially of the dielectric fil-
ters produced by sputtering, is their greater ruggedness as compared with holo-
graphic notch filters.
The heart of an epifluorescence microscope used for SMS is the camera that

images the fluorescence light. Although the bare eye is, after adaptation to the
dark for at least half an hour, capable of seeing the fluorescence of a single mole-
cule through the binocular of the microscope, quantitative investigations require a
camera for imaging. To choose amongst the various types of cameras, the exact
requirements of the application should be considered.
The main parameters the decision should be based on are (i) quantum effi-

ciency, (ii) dark signal, (iii) readout noise and (iv) other sources of noise. The high-
est quantum efficiencies in excess of 90% are achieved with back-illuminated
charge coupled device (CCD) cameras. Front illuminated CCD cameras with
micro-lens arrays come close to this number. Intensified CCDs (ICCDs) have typi-
cally lower quantum yields ranging from 10% to 35% depending on the cathode
material of the image intensifier.
The dark signal of CCDs depends on the operation temperature. CCDs for low

light applications are therefore cooled by Peltier elements or with liquid nitrogen.
With Peltier cooling temperatures of –75 �C are achievable, which is sufficient for
most applications. The dark signal of ICCDs depends on the photocathode mate-
rial and on the temperature of the photocathode. As a rule of thumb, photo-
cathodes with higher quantum efficiency usually also have a higher dark signal.
Cooling of the photocathode as is realized in photomultiplier tubes would reduce

16

Fig. 2.6 Spatial distribution of the emission of a dipole close
to an interface between two media with different refractive
indices. The medium with the lower refractive index is located
below the dipole, which is symbolized by the arrow. Adapted
from Ref. [24].



2.3 Experimental Techniques

the dark signal in ICCDS. However, to date no SM fluorescence studies employ-
ing an ICCD with a cooled intensifier have been reported.
The readout process of all CCDs is a source of excess noise. At low integration

times it is the main noise source, rendering impossible the detection of single
photons with conventional CCDs. If single photons are to be detected with a cam-
era, an amplification of the signal prior to readout is mandatory. The image inten-
sifier of an ICCD serves this purpose.
Recently, a new class of CCDs has been developed, featuring an amplification

register where the charges produced by impinging photons are multiplied by an
avalanche process. Amplification factors as high as 2000 are reached in these elec-
tron-multiplying CCD (EMCCD) cameras. A single photon can thus produce 2000
electrons, well in excess of readout noise (typically a few electrons).
Other sources of noise are clock-induced charges (generated by the clock pulses

that shift the charges to the readout register) and amplification noise in ICCDs
and EMCCDs. In ICCDs two sources contribute to amplification noise: the elec-
tron multiplication process in the micro-channel plate and the phosphor that con-
verts the electrons back into photons to be detected by the CCD. The latter is
absent in electron-bombardment ICCDs, where the electrons are directly detected
by the CCD chip. Direct electron bombardment, however, leads to rapid degrada-
tion of the CCD itself. ICCDs typically show the highest noise levels of all camera
types. On the other hand, ICCDs allow fast gating down to the picosecond range.
The background in experiments using pulsed excitation can thus be reduced by
application of a time gate, i.e. rejecting scattered photons that arrive with the laser
pulse.
Clock-induced charges contribute significantly to the noise of EMCCDs,

because they are amplified like charges generated by photons. The stochastic na-
ture of the amplification process in the gain register is another source of noise.
Both noise sources are absent in conventional CCDs, which therefore show the
lowest noise level of all camera types if enough photons are collected within the
integration time to overcome the readout noise limit.
To summarize the considerations above, in all applications, where enough

photons are provided within the integration time (strong signal or long integra-
tion times), conventional CCDs are the cameras of choice. If a small number of
photons are to be detected within the integration time, EMCCDs are best suited.
ICCDs are nowadays mainly used in applications requiring fast-gated operation.
Another aspect to be considered regarding the signal-to-noise ratio is the size of

the image, i.e. the point spread function (PSF) of a single molecule. The best sig-
nal-to-noise ratio is achieved if this image fits the size of one camera pixel. In the
home-built microscope used by the authors a commercially available zoom photo-
objective allows for adjustment of the image size. Together with the binning capa-
bilities of the CCD it provides a very high degree of flexibility.
Spectral resolution in epifluorescence can be made available by different means.

If no fast dynamics are to be studied, images with different optical filters can be
taken subsequently. If better time resolution is required, a dichroic beamsplitter
sandwiched with a mirror that is slightly tilted can be placed in front of the cam-
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era objective in such a way that two images appear on the CCD chip [25]. Similar-
ly, a transmission grating with a low divergence can be placed in front of the cam-
era objective, thus producing a low-resolution spectrum of each molecule [26, 27].
This method, however, requires spatially well-separated molecules.
In order to determine the polarization of the emitted light, a Wollaston prism

can be placed in front of the camera objective. In this case, two images represent-
ing orthogonal polarizations appear on the CCD. More sophisticated detection
schemes allowing for three-dimensional orientation determination will be dis-
cussed in Section 2.4.4.

2.3.2.2 Total Internal Reflection (TIR) Microscopy
If a thin-film sample is not available, the background due to out-of-focus mole-
cules can be removed by excitation of the molecules with the evanescent field at
an interface at which total internal reflection occurs. This evanescent field pene-
trates a few tens of nanometers into the medium with the lower refractive index,
e.g. water. Two variants of TIR microscopy are possible, namely excitation through
the microscope objective or excitation via a prism attached to the sample. The
objective-type TIR microscopy has the advantage that the fluorescence can be col-
lected more efficiently, as pointed out in the previous section. TIR fluorescence
excitation using a prism on the other hand has the advantage of an extremely low
laser background.

2.3.2.3 Scanning Confocal Optical Microscopy
The workhorse for SMS at room temperature is scanning confocal optical micros-
copy (SCOM). The authors will not give a complete overview of SCOM but rather
a brief introduction and will focus on the actual problems to be considered if
SCOM is to be applied to SM fluorescence studies. For more detailed descriptions
of SCOM the reader is referred to dedicated textbooks [28, 29].
Figure 2.7 shows the outline of a typical SCOM used for SMS. The excitation

laser is focused by a microscope objective to a diffraction-limited spot in the sam-
ple. In order to obtain a nearly diffraction-limited focus, the central part of an as
perfect as possible Gaussian mode is directed to the microscope objective. The
Gaussian mode is realized by spatial filtering, either at a pinhole or in a single-
mode optical fiber. The authors use single-mode optical fibers for this purpose,
because of their additional advantage of high flexibility and because they usually
deliver better modes. A quarter- and a half-wave plate, both placed in rotation
mounts in front of the fiber, allow for the adjustment of any state of polarization
entering the microscope objective. The fiber has to be fixed on the optical table to
avoid variations in the birefringence of the fiber due to bending. A simple yet effi-
cient means to adjust the excitation power is to cut the laser beam by a movable
metal sphere in front of the fiber. As a general rule, optical elements should be
placed in front of the fiber whenever possible given that they have no impact on
mode quality there.
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A lens then collimates the light emerging from the optical fiber. Achromats of
the highest possible quality are recommended here. High-quality photo-objectives
are also well suited for collimation of the laser light and the use of zoom objectives
even allows for variation of the degree of overfilling the microscope objective aper-
ture. In order to maintain the high mode quality of the excitation light, the
dichroic mirror should have a surface flatness of better than k/10. Such a surface
quality usually requires a substrate thickness of at least 3mm, which in most
cases does not fit into commercial microscopes. The overall higher flexibility of
home-built microscopes at present renders them superior to commercial micro-
scopes for most applications with the exception of studies where cells need to be
imaged simultaneously by conventional microscopy.
It is recommended to check the polarization state of the excitation light after

reflection at the dichroic mirror in view of the fact that the polarization is usually
influenced by the dichroic. Typical excitation powers in confocal single-molecule
fluorescence range from few hundreds of nanowatts to few microwatts.
A microscope objective focuses the collimated laser light down to a diffraction-

limited spot in the sample. For the microscope objective oil-immersion types are
preferable for the reasons discussed in Section 2.3.2.1. In order to create a diffrac-
tion-limited spot from the collimated beam of light infinity-corrected microscope
objectives are used. The microscope objective collects the fluorescence from the
sample and directs it to the detectors.
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Fig. 2.7 Scheme of a sample scanning confocal optical microscope.
The spatial filter in the detection path can be omitted and instead the
active area of the detector employed as a pinhole. Adapted from Ref. [30].
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An emission filter suppresses back-reflected excitation light. As already dis-
cussed, high-quality dielectric mirrors are nowadays superior to holographic notch
filters that were used to date. Again, the substrate quality is of great importance;
the emission filter in particular should not have a wedge to avoid beam deviation.
The confocal principle requires spatial filtering of the emitted light by a detec-

tion pinhole in order to suppress out-of-focus fluorescence. In principle, the same
spatial filter can be used for excitation and emission. In this case, the spectral sep-
aration of excitation/emission is realized before the spatial filter. In most micro-
scopes, however, a second pinhole is placed in the detection path. If the best opti-
cal resolution is the aim, the size of the pinhole in this spatial filter is chosen to
match the full width at half-maximum (FWHM) of the detection point spread
function (PSF). This leads, however, to a considerable loss of photons, which is
unfavorable in SMS. Therefore, the diameter of the detection pinhole for SMS is
chosen to approximate the diameter where the detection PSF has dropped to 1/e2.
The fluorescence light may be split according to the spectrum by a dichroic and/
or according to the polarization by a polarizing beam splitter before it is focused
on to the detectors. Single-photon avalanche photodiodes (SPADs) are the detec-
tors of choice owing to their higher quantum efficiency (~80% maximum QE) as
compared with photomultiplier tubes (PMTs). The active area of the SPADs with
a diameter of ~180 lm can be used as a pinhole if a focusing lens of appropriate
focal length is used, so that a dedicated detection pinhole can be omitted. This has
the advantage of a reduced number of optical elements in the detection path that
need to be aligned and that might give rise to a loss of photons.
Further optical elements are required for a beam scanning or laser scanning

SCOM, namely a telecentric lens system and a scan mirror (cf. Section 2.3.3.2). A
sample scanning SCOM has several advantages, in particular (i) a reduced num-
ber of optical elements, (ii) an image size that is only limited by the scan range of
the scanning stage and (iii) significant reduction of optical aberrations. The super-
iority of a beam scanning over a sample scanning SCOM, on the other hand, lies
in the faster achievable scan speed and in the possibility of placing the sample in
a cryostat where sample scanning might be difficult to realize. Commercially
available SCOMs usually work with beam scanning, whereas most of the home-
built room-temperature microscopes used for SMS employ scan stages for sample
scanning. The authors make use of a closed-loop piezoelectric x–y scan stage for
sample scanning and an additional closed-loop piezo-translator to move the micro-
scope objective in the axial direction for focusing. The sample, which is usually pre-
pared on a microscope cover-slip, is fixed on the sample holder by magnets. In order
to perform experiments in vacuo or in well-defined atmospheres, the authors use a
custom-made sample holder where the cover-slip is held by vacuum grease below
a chamber that can be evacuated or flushed with the adapted atmosphere.
Spectral resolution can be realized by the use of dichroic beam splitters and

multiple detectors or by directing the fluorescence light on to the entrance slit of a
CCD-equipped spectrometer. If the requirements for spectral resolution are not
too high, a grating can simply be placed in the parallel beam and the spectrum is
imaged by a photo-objective equipped CCD camera or a multi-anode PMT.
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In order to be able to perform epifluorescence microscopy with the same micro-
scope, a mirror replaces the grating used for spectroscopy so that imaging with
the CCD is possible. A lens is flipped into the excitation path in order to focus the
laser light into the back focal plane of the microscope objective, thus generating a
collimated beam of light illuminating the whole sample in wide-field mode. The
focal length of the lens is chosen in such a way that the illuminated area matches
the field of view of the microscope objective.
As pointed out in Section 2.3.1, a high signal-to-background ratio is crucial for

reliable data analysis of SM fluorescence data. The main sources of background
are scattering (including Raman scattering), background fluorescence, and detec-
tor dark signal. At the typical excitation powers in room temperature SMS the
background signal is dominated by contributions caused by laser illumination –
scattering and background fluorescence – if the dark count rate of the detectors
does not drastically exceed 100 counts s–1, which is the case for SPADs.
Special care has to be taken for sample preparation. The cover-slips on which

the samples are prepared have to be cleaned thoroughly. A very efficient and reli-
able method for removal of fluorescent contaminants from the cover-slips is heat-
ing to 510–515 �C for at least 1 h in a furnace. Fused silica cover-slips can be
heated to 1000 �C, which leads to substrates with a complete lack of fluorescent
contaminants, whereas glass cover-slips heated to 515 �C still show one to two
fluorescent spots in a 25 lm2 area under typical SMS conditions.

2.3.2.4 Two-Photon-, 4p- and STED Microscopy
Several techniques can be applied to improve the resolution of a confocal micro-
scope. In this section, a brief overview is given of techniques that enhance the res-
olution, but are based on the confocal principle. They are therefore capable of im-
aging in the bulk of the sample in contrast to the near-field method introduced in
the next section, which is limited to the surface of the sample.
The excitation volume can be further reduced if two-photon excitation (TPE) is

applied [31–34]. The simultaneous absorption of two photons with half the energy
(twice the wavelength) of the excitation energy from the ground to the first electro-
nically excited state leads to the excitation of the molecule. The quadratic depen-
dence of the excitation rate on the excitation power is responsible for a reduction
of the dimensions of the excitation volume by a factor of

ffiffiffi
2

p
, which is of the same

order as if a confocal detection pinhole was employed. The confocal pinhole is
therefore usually absent when TPE is used. The additional advantage of TPE is
the relatively large spectral spacing between excitation and fluorescence, which
facilitates filtering. The low energy used for excitation additionally reduces back-
ground. These advantages are, however, partly compensated for by the higher
quantum yield of photodestruction.
In order to increase the resolution of confocal microscopes beyond what can be

achieved with TPE, two other techniques have been developed, 4p microscopy and
stimulated emission depletion (STED) microscopy [35–37]. In 4p microscopy, the
aim is to excite the molecule from the complete steradian. Two high-NA micro-
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scope objectives are employed for this purpose. There has to be a well-defined
phase relation between the waves coming from the two microscope objectives.
The length of the optical path for one microscope objective is therefore adjustable
with nanometer precision. As a result, the extension of the excitation volume in
the direction of the optical axis is significantly reduced. Owing to its technical
complexity and to the fact that the sample has to be accessible from both sides, 4p
microscopy is so far not routinely applied.
STED microscopy [38] is a double pulse technique. The first pulse is used for

excitation in the confocal volume. The second pulse is focused to a doughnut-
shaped intensity distribution around the confocal volume and depletes the excita-
tion by stimulated emission. The nonlinear response of this depletion mechanism
“sharpens” the border of the excitation volume, which results in a reduction of the
excitation volume as compared with a diffraction-limited focus. This recently de-
veloped technique has to be adapted to the particular chromophores under investi-
gation and is highly demanding with respect to alignment.

2.3.2.5 Scanning Near-Field Optical Microscopy
Scanning near-field optical microscopy (SNOM) was the first microscopy tech-
nique that was applied to room-temperature SMS [39], in spite of the fact that it is
probably the most demanding microscopic technique. The excitation volume in
SNOM is reduced by confining the electromagnetic field by a geometric feature
smaller than the wavelength of the excitation light. This geometric feature is
either an aperture [39] or a sharp metal tip [46]. The aperture is realized at the end
of a tapered optical fiber [39] or at the very end of a glass tetrahedron [116], both
being coated with aluminum in order to confine the field. In apertureless SNOM,
the locally enhanced field at the end of a sharp metal tip is utilized. Recently, a
combination of both techniques was demonstrated, with a small tip grown at the
edge of an aperture formed by the end of an optical fiber [40].
Because the optical near-field is confined to the closest vicinity of the probe, the

latter has to be held at a small (of the order of the size of the probe, a few tens of
nanometers) distance to the sample as in atomic force microscopy. SNOM is
therefore limited to the detection of fluorescence from single molecules located
very close to the surface of the sample. As in atomic force microscopy, the tip can
be in permanent contact to the sample or the amplitude or phase of an oscillating
probe is used to control the tip–sample distance. The fluorescence is usually
detected by a microscope objective similar to SCOM through the (transparent)
sample. Besides the main advantage of a significantly increased resolution there
are two other benefits offered by SNOM: the detection efficiency is increased
because there is no dichroic mirror in the detection path and the background is
drastically reduced owing to the smaller excitation volume. Additionally, the to-
pography of the sample can be simultaneously imaged, providing valuable extra
information. For an in-depth description of the SNOM technique the reader is
referred to dedicated textbooks [41].
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2.3.3
Single-Molecule Spectroscopy at Cryogenic Temperatures

The microscopic techniques presented so far were based on the spatial isolation of
single molecules. In principle, each of these experiments could also be conducted
in a cryogenic setting. Such experiments are especially appealing when chromo-
phores are used, which exhibit sharp zero-phonon transitions (lifetime-limited
linewidth) at low temperatures. Under these conditions single chromophores can
be isolated by their specific optical transition frequencies (zero-phonon lines)
which are addressed selectively by a narrow linewidth laser source. The ability of
spectral selection allows the number of molecules present in the excitation vol-
ume to be much larger than one. Single-molecule spectroscopy in solids at low
temperatures fundamentally rests on the inhomogeneous broadening of optical
transitions of guest molecules in solids. Owing to strains, dislocations, point
defects or statistically varying electric fields in the host material, the dopant mole-
cules experience different environments leading to an inhomogeneous distribu-
tion of their homogeneously broadened absorption lines. Detailed accounts on
these fundamental aspects can be found in various review articles [2, 5–13, 42].
Historically, the first spectroscopic experiments with single molecules were

done at low temperatures applying the principle of frequency selection. In 1989,
Moerner and Kador reported the detection of a single pentacene molecule in a p-
terphenyl crystal using frequency double-modulation absorption spectroscopy
with quantum-limited sensitivity [1]. By employing fluorescence excitation spec-
troscopy in a small sample volume combined with very efficient detection of the
fluorescence light, Orrit and Bernard [43] one year later achieved a dramatic
increase in signal-to noise ratio for single pentacene molecules in p-terphenyl.
This clear improvement rendered fluorescence excitation spectroscopy the pre-
ferred method to investigate single molecules in low-temperature solids. Although
the experiments using a liquid helium cryostat and narrow-band dye lasers are
relatively complicated, the advantages of spectral selectivity together with a low
background level and with a drastically increased photostability facilitated the
detection of the faint light emitted by a single molecule.
Different excitation and detection schemes can be used for low-temperature

SMS, e.g. excitation by a focusing lens or through an optical fiber and detection
with a parabolic mirror [44], microscopic imaging with an intensified camera [45]
and confocal detection. A comprehensive overview over many of the techniques
can be found in two textbooks [2, 3]; owing to the limited space here we will
concentrate on the confocal scheme, which will be described in the second part of
this section. The next part briefly deals with the laser system that delivers the
narrow-band excitation light.
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2.3.3.1 The Laser System
Typical excitation sources in low-temperature SMS are (actively stabilized) linear
or ring dye lasers pumped by an argon ion laser or a frequency-doubled Nd:YAG
laser. If shorter wavelengths are wanted, the third harmonic of high-power
Nd:YAG lasers or comparable light sources can be used to pump the dye laser.
Actively stabilized cw dye lasers allow single-mode operation with a bandwidth in
the range of several megahertz, where the frequency can be continuously and
reproducibly scanned over a range of ~30GHz. In order to achieve the narrow-
band emission it has to be ensured that just one out of the possible resonator
modes exceeds the lasing threshold. This is achieved by a combination of birefrin-
gent filters and Fabry–Perot �talons. A temperature-stabilized external reference
cavity is used for closed-loop stabilization of the length of the laser cavity via a
scanning Brewster plate and a piezo-driven mirror. Long-term drifts of the laser
frequency can be compensated for with the aid of a frequency-stabilized He–Ne
laser as a frequency standard [47].

Low-temperature confocal microscopy
The outline of a low-temperature laser scanning confocal microscope is shown in
Fig. 2.8. The light from the dye laser is coupled into a polarization-preserving sin-
gle-mode optical fiber. The light coming from the fiber is collimated to a beam of
diameter ~2mm, which corresponds to the aperture of the electro-optic modula-
tors (EOM) that are used to stabilize the intensity and control the polarization of
the excitation light. After the EOMs the beam is expanded to the final diameter of
about three times the aperture diameter of the microscope objective. After reflec-
tion off the dichroic mirror the light is directed to the laser-scanning unit consist-
ing of a scan mirror and a telecentric lens system. Angular motions of the scan
mirror result in x/y displacements of the focus that is generated by the micro-
scope objective within the sample. A gimbal mount mirror moved by stepping
motors permits a resolution and a scan speed that are sufficient for spatial ad-
dressing of single molecules.
An optical cryostat with an axial window at the bottom is used to cool the sam-

ple to cryogenic temperatures. Owing to the usually short working distance of the
microscope objective the latter has to be placed close to the sample in the cryostat.
The sample can be moved within the cryostat in the axial direction with respect to
the fixed microscope objective for focusing. The desired properties of the micro-
scope objective are different from those for room-temperature SMS. The micro-
scope objective has to be selected to withstand the low temperatures and the
extreme temperature changes it is exposed to inside the cryostat. Anti-reflection
coatings and the cement between the lenses of the microscope objective are
usually not designed for these harsh environmental conditions and degrade rapid-
ly with each cooling–heating cycle. Relatively cheap microscope objectives are
therefore preferentially used. Those objectives, however, do not meet the optical
quality requirements for optimal excitation and collection of the fluorescence.
Recently, custom-made microscope objectives specifically designed for the use in-
side a liquid helium cryostat have become available. The fluorescence collected by
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the microscope objective passes the telecentric lens system and the dichroic mir-
ror and after additional filtering by an emission filter (cf. Section 2.3.2.3) is direct-
ed to the detectors. The recording of fluorescence excitation spectra has been a
major application in low-temperature single-molecule spectroscopy. In Fig. 2.9,
excitation spectra of terrylene in p-terphenyl samples with decreasing concentra-
tion of the terrylene chromophores are displayed. In this case an excitation spot of
around 5 lm was produced by focusing the dye laser beam with a single lens [49].
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The emission light was collected by a parabolic mirror. Similar results can cer-
tainly be obtained with the confocal setup described before, which in general is
more flexible. Here, however, we want to emphasize that the spectral selection cri-
terion is sufficient for single-molecule detection at low temperatures provided
that certain limits regarding concentration and excitation volume are followed.
The spectra in Fig. 2.9 demonstrate that single-molecule excitation lines can be

recorded for very different concentrations of the impurity molecules. In Fig. 2.9a
the data from the sample with the highest concentration are presented. In this
case, where in an absolute sense the concentration is already very low (~10–9mol -
mol–1), there is still a maximum of the inhomogeneous distribution observable.
Single-molecule excitation lines are clearly discernible in the wings of the distribu-
tion. In Fig. 2.9b the concentration of absorbers is less so that excitation lines of
single absorbers can be isolated over almost the whole frequency range. Finally,
samples can be prepared where in the spatial volume probed by the laser the exci-
tation line of only one chromophore is observable (see Fig. 2.9c).
Having isolated the excitation line of a single chromophore, a variety of differ-

ent optical experiments can be performed. The narrow excitation line is a high-
resolution spectroscopic probe (m/Dm > 107) being extremely sensitive to the truly
local environment (nanoenviroment) of the chromophore. The detailed investiga-
tion of static and dynamic aspects of the guest–host interaction is therefore one
important aspect of low-temperature studies. There is also the possibility of excit-
ing the molecule at a fixed frequency and disperse the fluorescence emission by a
monochromator or spectrograph. Employing CCD cameras the vibrationally
resolved fluorescence spectrum of a single molecule can be gathered in a single
exposure. Such experiments were typically done by excitation into the zero-pho-
non line of the purely electronic transition. Consequently, the corresponding tran-
sition in emission is missing in the fluorescence spectra, which contain the longer
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Fig. 2.9 Fluorescence excitation spectra of terrylene
in p-terphenyl samples with different dopant concen-
trations. The concentration decreases from (a) to (c).
Whereas in (a) the inhomogeneous line shape is still
visible, in (c) the homogeneous line of just one mole-
cule appears in the whole spectral range. Adapted
from Ref. [42]
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wavelength vibronic transitions. Employing a combination of confocal microscopy
and high-resolution spectroscopy, emission spectra following excitation into the
vibrational manifold of the singlet excited state of a single absorber can be easily
acquired [50, 51]. Spatial isolation of the chromophores by confocal imaging guar-
antees that indeed only one molecule is excited at a time. Spectral selection only
would be difficult here, because the S0–S1 vibronic transitions are orders of magni-
tude broader than the purely electronic transition leading to increased spectral
overlap of chromophores.
The combination of confocal microscopy and frequency-selective single-mole-

cule spectroscopy at low temperatures is also a powerful tool for the investigation
of multichromophoric aggregates, because it allows one to individually address
molecules whose spatial distance is much smaller than the optical resolution of
the imaging system [52–54]. A prominent example is the spectral isolation of indi-
vidual BChl a chromophores within the B800 band of spatially isolated photosyn-
thetic antenna complexes [55]. In a similar approach, single chromophores were
addressed in the frequency domain within spatially isolated multichromophoric
dendrimers [51, 56].

2.4
Applications

2.4.1
Photon Antibunching

One of the most intriguing statistical properties of the emission of isolated quan-
tum systems is photon antibunching. It reflects the fact that a single emitter can-
not deliver two photons simultaneously in one S1 fi S0 transition and that there is
a finite time between two S1 fi S0 cycles. The distribution of time lags between
consecutively emitted photons, which approximates the intensity correlation func-
tion g2(t) at short times, upon cw excitation follows the equation [16]

gð2ÞðsÞ ¼ 1� e�ðk12þk21Þs (2.16)

where k12 is the excitation rate and k21 is the inverse of the excited state lifetime.
The time lag between two photons is on the order of the excited state lifetime for
moderate excitation rates.
Photon antibunching in the fluorescence emission of a single molecule was

first observed at liquid helium temperature [17]. Because very short time differ-
ences between two photon arrivals need to be measured in order to observe
photon antibunching, two detectors are necessary to circumvent the dead time
limitation imposed by the detectors. In a Hanbury-Brown and Twiss (HBT) detec-
tion scheme the light is split by a 50:50 beamsplitter and then directed to two
detectors [57]. The signals of the two detectors are fed either to dedicated correla-
tion electronics or to fast start–stop electronics for time-correlated single-photon
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counting. Because start–stop electronics is only capable of measuring positive
times, the signal of one detector is usually delayed. Both combinations of events,
arrival of the first photon on detector A and the second on detector B and vice
versa, can thus be recorded. Photon pairs, however, where two subsequent
photons hit the same detector, which account for half of the total number of
events, cannot be analyzed. Figure 2.10 shows the photon time-lag histogram of
the fluorescence from a single pentacene molecule embedded in a p-terphenyl
crystal detected at liquid helium temperature in an HBT detection scheme with
fast start–stop electronics [17]. A pronounced dip at zero time is characteristic of
photon antibunching. High excitation rates are necessary to achieve a sufficient
number of photon pairs with a short time lag before photobleaching occurs. The
higher photostability at low temperatures in a liquid helium cryostat facilitated
the demonstration of photon antibunching in the first experiments.
With the improvements of the signal-to-noise ratio due to advantages in confo-

cal and optical near-field microscopy and the availability of detectors with high
quantum efficiency, it was possible to observe photon antibunching for molecules
adsorbed on a glass surface under ambient conditions [58]. However, care has to
be taken when using SPADs for fluorescence detection in an HBT detection
scheme. SPAD detectors tend to emit light in the infrared region upon the ava-
lanche process after detection of a photon. Without precautions this light flash
can be detected by the other SPAD leading to a peak in the photon distance histo-
gram. A short-pass filter placed in front of one SPAD suppresses this effect.
As detailed above, high excitation rates are mandatory in photon-antibunching

experiments in order to achieve high coincidence count rates. A high coincidence
count rate can, however, also be achieved with pulsed excitation taking advantage
of the high peak powers. The photon distance histogram in this case is sampled at
temporal positions spaced by the pulse period. If only the value g(2)(t = 0) is of
interest [59], i.e. there is no need to obtain the complete photon distance histo-
gram, pulsed excitation is therefore preferable. Figure 2.11 shows an example of
the interphoton distance histogram for single Cy5 molecules excited with a pulsed
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Fig. 2.10 Inter-photon time histogram for a single pentacene
molecule in p-terphenyl showing a pronounced dip at t = 0
indicative of photon antibunching. The autocorrelation curve
additionally exhibits Rabi oscillations. Adapted from Ref. [17].
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laser featuring a pulse width of <100 ps. The histogram is governed by the tem-
poral distance between the laser pulses, with the central peak at zero time lag
almost missing indicative of photon antibunching.
Photon antibunching with pulsed excitation is potentially applied in single

photon sources for e.g. photon-based quantum information processing [60–62].
Another method that was demonstrated to deliver triggered single photons is rap-
id adiabatic passage of the resonance frequency of single chromophores at low
temperatures [63]

2.4.2
Photon Bunching

A very appealing subject when studying the fluorescence properties of single fluo-
rescent molecules is the chance of direct observation of quantum jumps. Intersys-
tem crossing (ISC) from the singlet to the triplet manifold and the reverse repre-
sents quantum jumps between different quantum states of the molecule. In
ensemble fluorescence experiments, ISC can be indirectly observed as fluores-
cence fading after pulsed excitation. At the single-molecule level quantum jumps
can be directly followed as an on–off behavior of the transient fluorescence inten-
sity of a single chromophore – photons are emitted in bunches separated by dark
periods when the chromophore is shelved in the triplet state.
Photon bunching in the fluorescence of a single molecule was demonstrated

for the first time by the autocorrelation method already in the first single-mole-
cule fluorescence experiment by Orrit and Bernard [43] at cryogenic temperatures
for the system pentacene in p-terphenyl. The same group reported a more detailed
study of photon bunching 2 years later [47]. The intensity autocorrelation func-
tions shown in Fig. 2.12 follow single exponential decays as expected. The appar-
ent intersystem crossing rate depends on the branching ratio between the fluores-
cence and the intersystem crossing rate, i.e. the quantum yield of intersystem
crossing and on the singlet cycling frequency. Consequently, the single-exponen-

29

Fig. 2.11 Photon time lag histogram for a single Cy5 molecule
bound to a DNA strand excited by a pulsed laser. The central
peak corresponds to two photons emitted during the same
laser pulse, whereas the other peaks to photons emitted in
subsequent laser pulses. Adapted from Ref. [59].
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tial decay of the intensity correlation function shortens with increasing excitation
rate, because intersystem crossing to the triplet state occurs faster.
Basch� et al. succeeded in the direct observation of singlet–triplet quantum

jumps in the fluorescence of single terrylene molecules doped into a p-terphenyl
crystal that was placed in a liquid helium cryostat [64].
A few years after the low-temperature experiments, photon bunching – or triplet

blinking – was observed also in room-temperature single-molecule fluorescence [16,
65–67, 117]. The transient fluorescence intensity of a single Texas red fluorophore
linked to a DNA strand immobilized on a silanizedmicroscope cover-slip is shown in
Fig. 2.13a. Pronounced quantum jumps between two intensity levels are visible. The
low-intensity level corresponds to the background intensity and is therefore referred
to as the “off-state” in contrast to the “on-state” from which fluorescence is detected.
For a quantitative analysis the on-state and off-state are discriminated on the basis of a
threshold criterion. The histograms of the number of photons detected in the on-state
and of the off-state duration shown in Fig. 2.13b and c follow a single-exponential
decay. The decay constants of these single exponentials provide the average number
of photons detected before ISC occurs and the triplet lifetime, respectively. From
the former number the intersystem crossing quantum yield can be calculated [65].
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Fig. 2.12 Intensity correlation functions of
the fluorescence of a single pentacene mole-
cule in p-terphenyl for increasing excitation
intensities from (a) to (d): 0.75, 3, 7.5 and
30mWcm–2. The decays can be fitted by

single exponentials, the time constants of
which become shorter with increasing laser
power owing to a higher apparent intersys-
tem crossing rate. Adapted from Ref. [47].
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The first room-temperature observation of photon bunching triggered numer-
ous studies of this phenomenon, with the main focus put on the influence of oxy-
gen on the intersystem crossing process [67–71].
Veerman et al. found a time-varying triplet lifetime of single DiI chromophores

embedded in a PMMA matrix [67]. They attributed these temporal variations to
fluctuations of the local oxygen concentration. Oxygen is a well-known quencher
of excited triplet states [71, 72]. Several groups elaborated this effect in a controlled
manner [68–70]. It was shown that the presence of oxygen drastically shortens the
triplet lifetime, but leads on the other hand to rapid photodestruction [68]. The
triplet lifetimes for different molecules varied by over one order of magnitude in
the presence of oxygen, giving rise to the conclusion that the accessibility of the
molecules for oxygen is strongly heterogeneous in the sample.
Strong enhancement of the fluorescence signal upon oxygen exposure was also

found for single conjugated polymer molecules doped into a host material [70].
Schindler et al. identified triplet shelving in conjunction with singlet–triplet anni-
hilation as the bottleneck limiting the maximum emission rate from the fluores-
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Fig. 2.13 (a) Transient fluorescence intensity
of a single Texas red fluorophore linked to a
DNA strand immobilized on a silanized
microscope cover-slip. The intensity clearly
jumps between two levels, an on-state and
an off-state. Histograms of (b) on-state

counts and (c) off-state duration, both
following single-exponential decays. From
the time constants the intersystem crossing
quantum yield and the triplet state lifetime
are obtained. Adapted from Ref. [65].
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cing polymers. The oxygen dependence of the triplet lifetime of single fluoro-
phores might be utilized in local oxygen-sensing applications [73].
Photon bunching reports on transitions of single fluorophores between states

of different multiplicity by observation of fluorescence photons. Recently, the
phosphorescence light of single metalloporphyrins was directly detected and oxy-
gen quenching studied [74]. Mei et al. found a broad distribution of oxygen
quenching rates, which they assigned to variations of the local oxygen concentra-
tion.
Brouwer et al studied the dependence of intersystem crossing on the isotopic

composition of the chromophore pentacene doped into a p-terphenyl crystal [75].
The variations of the S1fiT1 intersystem crossing rate are discussed in terms of
the isotope dependence of the zero-point energy of both electronic states.
Data analysis of the fluctuating fluorescence intensity due to photon bunching

can be carried out by two different means: By the autocorrelation analysis or by
compilation of histograms of on/off time durations [66,76]. The autocorrelation
analysis has the advantage that the autocorrelation function is obtained without
any additional parameter from the transient fluorescence intensity or by using
dedicated correlation electronics. However, knowledge of the on-state and off-state
intensity is required in order to calculate the triplet lifetime and the apparent
intersystem crossing rate from the autocorrelation function. The great advantage
of the correlation analysis is that long-time fluctuations of e.g. the intersystem
crossing rate immediately show up in the correlation function and higher order
correlation functions may provide additional information about the dynamics of
the system [76].
In contrast to autocorrelation analysis, from the on/off state duration histo-

grams the transition rates can be directly calculated. However, the criterion to
assign an intensity level to an on-state or off-state, respectively, is not easy to find.
High signal-to-background ratios are of the utmost importance here. As for the
time resolution, triplet lifetimes shorter than the photon count binning time can
be extracted in principle, if the on-state periods are significantly longer than the
binning time.
Autocorrelation analysis can nowadays be performed on single-photon arrival

data via software using clever algorithms [77]. This offers the advantage of maxi-
mum flexibility of data treatment, i.e. the autocorrelation function can be calcu-
lated in the temporal regions of interest.
For both types of analysis, the fluorescence rate has to be independently mea-

sured or photon-bunching experiments have to be performed for different excita-
tion rates in order to obtain the actual intersystem crossing rate k23 (cf. Section 2.2.1).

2.4.3
Electronic Coupling Between Molecules

The transfer of electronic excitation energy is a crucial process in multichromo-
phoric aggregates such as conjugated polymers and light-harvesting complexes of
bacteria and green plants. Experiments with individual aggregates are increasing
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our understanding of the electronic coupling mechanisms in such systems and
how these depend on the structure and geometry of the aggregates and their
immediate environment [59, 69, 78–87].
One striking observation in single-molecule investigations of multichromopho-

ric aggregates has been the occurrence of collective dark states in their fluores-
cence emission, which has been reported for virtually every system studied. These
dark states are a typical single-molecule signature of interacting chromophores.
Typically, such dark states are due to efficient energy funneling into a dark trap
state, which might be a triplet state or a charged species formed by photochemical
transformations. Other signatures of collective behavior of electronically coupled
chromophores are cooperative spontaneous emission (superradiance) and photon
antibunching. In 1996 Ambrose and colleagues reported the observation of
photon antibunching in B-phycoerythrin, a protein containing 34 bilin chromo-
phores, where efficient singlet–singlet annihilation is thought to turn multiple
excitations at different chromophoric sites into a single excitation [88].
Although a wealth of information has been obtained about electronic coupling

in complex aggregates, here we want to concentrate on the simplest type of molec-
ular aggregates, i.e. molecular dimers, which in recent years have been increas-
ingly considered for single-molecule studies. Such simple model systems are
especially attractive because the analysis of experimental data and the theoretical
treatment is more easily accomplished than for complex aggregates with many
electronic levels and larger structural flexibility. By applying appropriate synthetic
concepts, the distance and orientation between two given chromophores can be
varied in a fairly controlled manner via rigid linkers of variable length. In doing
so, the electronic coupling strength between the chromophores can be adjusted.
In Fig. 2.14, two examples of simple molecular dimers are shown. In one of the

dimers the two monomers (perylenemonoimide) are directly connected via a sin-
gle bond (BPM) whereas in the other one they are separated by the benzil motif
(b_BPM), which leads to differences in the electronic coupling strengths between
the two dimers. The close proximity of the monomers in the first case gives rise to
excitonic band splitting, which was rationalized by changes in the bulk absorption
spectra [89] with respect to the monomer spectra and by a shortening of the fluo-
rescence lifetime in agreement with previous experiments [90, 91] and with theo-
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Fig. 2.14 Structures of the electronic ground
states of two molecular dimers as obtained
by quantum chemical calculations. (a) Biper-
ylenemonoimide (BPM) with two directly

linked perylenemonoimide chromophores.
(b) Benzilic biperylenemonoimide (b_BPM)
with the benzil motif as a spacer between the
monomers.
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retical considerations [92, 93]. For a system of N coupled oscillators the radiative
rate krad of the aggregate should scale with N. Therefore, if the excitation is com-
pletely delocalized, the radiative rate of a dimer should be twice the value of the
monomer yielding a superradiance coherence factor LS of 2. [LS = krad(dimer)/
krad(monomer) and LS <N for incomplete excitation delocalization.] For the benzil
structure (b_BPM) the electronic interactions are governed by F�rster-type energy
hopping between the monomers.
Fluorescence intensity trajectories at the single molecule level showed one-step

and two-step bleaching behavior which appeared to be very similar for both
dimers [51]. However, emission spectra recorded simultaneously with the trajec-
tories indicated spectral changes which allowed for distinguishing between weakly
(b_BPM) and strongly coupled dimers (BPM). In the latter case the spectral shape
changes significantly when excitonic coupling is lifted after photochemical trans-
formation of one of the monomers [51].
Simultaneous measurements of fluorescence intensities, lifetimes and emis-

sion spectra of BPM as a function of time were performed. In Fig. 2.15 complete
data sets are shown for two individual BPM dimers. In both cases the fluorescence
intensity has dropped to a lower level after a reversible dark state, indicating that
one of the chromophores has bleached [51]. Also, in both cases the fluorescence
lifetime sf has increased after the bleaching event, when emission occurs from a
single chromophore. An important difference, however, was given by the ratio of
the fluorescence lifetimes, which showed that LS was different for the two dimers.
The value of LS = 1.8 for the data in Fig. 2.16a is close to LS = 2 as would be
expected for full excitation delocalization. The discrepancy was partly attributed to
the fact that the fluorescence quantum yields of the dimer and the monomer
might be slightly different. In addition, the so far unknown ratio of static disorder
to the coupling strength (see below and Section 2.2.2) determines the degree of
excitation delocalization. Nevertheless, the results gave convincing evidence that
the fluorescence lifetime changes in Fig. 2.15a are due to cooperative spontaneous
emission in the BPM dimer. As expected, the lifetime changes were accompanied
by a slight blue shift and changes of the vibronic structure of the emission spectra.
The lower LS value (1.5) for the dimer the data of which are shown in Fig. 2.15b
was attributed to a regime of intermediate coupling, where the electronic excita-
tion is not fully delocalized. Indeed, by investigating 30 isolated BPM dimers LS

values ranging from 1 to 1.8 were found, reflecting the interplay between the
coherent excitation transfer interaction and static disorder.
Besides variations in intermolecular coupling between different dimers, inter-

estingly also temporal variations for a single dimer have been observed. In Fig.
2.16a and b the fluorescence intensity and spectra of a single dimer are plotted as
a function of time. At the beginning of the experiment spectrum 1 indicates emis-
sion from a localized state. After some time the shape and position of the emis-
sion spectrum changed instantaneously, now representing the coherent coupling
case. With advancing time several additional transitions from localization to delo-
calization and vice versa were observed until irreversible photobleaching occurred.
It is well known that fluctuations of the nuclear coordinates of the guest-host

34



2.4 Applications

system occurring on a broad range of time scales can lead to appreciable shifts
(10–20 nm) of the electronic spectra. Accordingly, the authors assumed that shifts
of the transitions frequencies of the two chromophores induced transitions from
the localized to the delocalized state and vice versa [89]. Similar fluctuations at
1.4 K had been deduced from polarization-dependent measurements within the
eight-membered B800 ring of light-harvesting complexes [95].
As just pointed out, cooperative spontaneous emission (superradiance) is a

prominent signature of intermolecular coherence or the exciton delocalization
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Fig. 2.15 Room-temperature measurements
of the fluorescence lifetimes and spectra
of two single BPM dimers embedded in a
thin polymer film (zeonex) before and after
one of the PM chromophores has bleached.
(a) Left: the signal drop after the dark state
(~18–27 s) in the fluorescence intensity
trajectory indicates the bleaching of one
of the PM chromophores [51]. After the
bleaching event the fluorescence lifetime (s)
has increased from 2.5 to 4.5 ns, yielding a
superradiance coherence size factor LS = 1.8.
Right: Fluorescence spectra recorded during
the time intervals marked by the correspond-
ing color in the intensity trajectory.

The spectrum recorded after the bleaching
event shows a small blue shift and a change
in vibronic structure. (b) Similar sequence
of events as described for (a). For this BPM
dimer, however, we find LS = 1.5. Additionally,
the spectral changes are much less pro-
nounced as compared to the data in (a).
The excitation light source was a frequency-
doubled Ti–Sa laser (k = 457 nm) delivering
light pulses with a width of about 1 ps. Single
exponentials were fitted to the fluorescence
decay curves by maximum likelihood estima-
tion [94] to determine the fluorescence life-
times. Adapted from Ref. [89].
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length. In addition to the fluorescence lifetime data reported above, superradiant
emission had previously been inferred from linewidth measurements at low tem-
perature. Hettich et al. investigated coherent optical dipole–dipole coupling be-
tween two terrylene molecules embedded in a p-terphenyl crystal [96]. By employ-
ing the Stark effect under a scanning probe electrode, the two molecules were
found to be localized in the crystal lattice at a distance of 12 nm. Single-molecule
linewidth measurements on both lines provided spectral evidence for superradi-
ance at one transition and subradiance at the other transition. The coherent elec-
tronic dipole coupling was also proven by another type of experiment invoking
two-photon excitation of both molecules. By increasing the excitation intensity, a
third line in addition to the two one-photon resonances appeared in the fluores-
cence excitation spectrum of the coupled molecules (Fig. 2.17). The central reso-
nance frequency which was approximately located at the middle frequency of the
two one-photon-resonances clearly indicated that both molecules were simulta-
neously excited via a two-photon process. This nonlinear signature of cooperative
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Fig. 2.16 Temporal variations of the electro-
nic coupling strength of individual BPM
dimers. (a) Fluorescence intensity trajectory
of a single BPM dimer. (b) Fluorescence spec-
tra recorded during the time intervals num-
bered correspondingly in (a). The fluctuations

in spectral shape and position reflect transi-
tions between localized (1, 3, 5, 8, 9) and
delocalized states (2, 4, 6, 7) of the dimer.
These measurements were conducted at
room temperature. Adapted from Ref. [89].
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behavior, which was experimentally demonstrated for the first time in this work
[96], is another hallmark of the electronic dipole coupling between molecules. The
observation of photon antibunching for the one-photon transitions and photon
bunching for the two-photon transition provided further quantitative evidence for
the cooperativity. Hettich et al. emphasized the entanglement of the molecular
eigenstates achieved via electronic coupling and discussed schemes to establish
how its degree might be effectively controlled [96].
The strong coupling regime has also been accessed in molecular trimers where

three perylenediimide molecules are covalently linked in a linear fashion, leading
to a collinear arrangement of three transition dipoles. Measurements of the
fluorescence lifetimes of the intact trimer, dimer (one chromophore bleached)
and the monomer (two chromophores bleached) gave clear differences between
the three states with the shortest lifetimes observed for the trimer [97]. Conse-
quently, Hernando et al. concluded that dipole–dipole coupling between the prox-
imate chromophores leads to cooperative spontaneous emission (superradiance)
in the oligomers. In comparison with the BPM dimer discussed before, an inter-
esting feature of the trimer is that two different photodegradation pathways, lead-
ing to the dimer, exist. When one of the outer chromophores of the trimer
bleaches, a dimer is formed with two nearby chromophores representing the
strong coupling regime. Bleaching of the central chromophore of the trimer leads
to a situation where two more distant chromophores are only weakly coupled
(incoherent energy hopping). This behavior could be nicely recovered in the distri-
bution of fluorescence lifetimes of the dimer, which was found to be bimodal. By
carefully analyzing the lifetime data and taking into account static disorder,
Hernando et al. could show that the photodegradation probabilities of their trimer
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Fig. 2.17 Fluorescence excitation spectra of two electronically
coupled terrylene molecules in a p-terphenyl-crystal as a function of the
excitation intensity. The central resonance appears by simultaneous
excitation of both molecules via a two-photon process. From Ref. [96].
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followed the contribution of each chromophore to the collective excited state of
the system [97].
In addition to the strong, also the weak coupling regime has been studied in

molecular dimers by single molecule spectroscopy. As mentioned before, by
increasing the distance between two perylenemonoimide chromophores (b_BPM,
see Fig. 2.14), the excitation energy is transferred by incoherent hopping amongst
the molecules. In such a weakly coupled dimer pronounced photon antibunching
was reported [98]. Actually, no difference in the antibunching behavior as com-
pared with an isolated chromophore was found. This observation was accounted
for by a resonant coupling between the S1fiS0 transition of one electronically
excited chromophore and an S1fiSn transition of the other one, thus quickly
removing a doubly excited state. This process is known as singlet–singlet annihila-
tion [99].
In order to study energy transfer mechanisms involving triplet states, transient

fluorescence intensities were recorded for the b_BPM dimer. The transient fluo-
rescence intensity plotted in Fig. 2.18 exhibits transitions between two intensity
levels before one of the chromophores bleaches – photon bunching similar to a
single chromophore. Naively, one would have expected more intensity levels
because two chromophores are involved. The process of singlet–triplet annihila-
tion, however, leads to the quenching of the fluorescence of one chromophore
whilst the other chromophore resides in the triplet manifold.
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Fig. 2.18 Transient fluorescence intensity of
an isolated b_BPM dimer (see Fig. 2.15).
(a) The whole time course of the fluores-
cence with a bin time of 50ms demonstrat-
ing two-step photo bleaching. Blow-ups

(b) before and (c) after the first intensity
drop at 82 s for a bin time of 100ls showing
pronounced switching between two intensity
levels. From Ref. [98].



2.4 Applications

Furthermore, a shortening of the triplet lifetime in the dimer as compared with
the monomer was observed, which is due to accelerated reverse ISC from higher
excited triplet states. This behavior is very similar to that reported for dendrimers
bearing identical chromophores at the rim [100].
Follwing up their work on multichromophoric dendrimers, Hofkens and co-

workers studied F�rster-type energy transfer pathways in bichromophoric mole-
cules composed also of two perylenemonoimide chromophores [100, 101]. Differ-
ent spacers were used to control the spatial arrangement of the chromophores. In
one case, the spacer consisted of fluorene oligomers of various numbers of repeat
units, starting with a trimer, over a hexamer to a polymer with 56 repeat units on
average (Fig. 2.19) [101]. This resulted in interchromophore distances of 3.4, 5.9
and on average 42 nm, respectively. A rigid dendrimer was used as a spacer in
another study [100].
In all systems, a two-step photobleaching behavior was seen in agreement with

results reported in other studies on dimeric compounds [51, 89, 98] indicative of
successive photodegradation of the two chromophores (Fig. 2.20a and b). Another
common feature observed in the transient fluorescence intensities of all com-
pounds was the occurrence of collective dark states before the first bleaching step,
i.e. before chemical modification of either of the two chromophores. Two types of
collective off-states were detected: frequent off-states on a microsecond time-scale
(Fig. 2.20a) and very rare off-states on a millisecond to second time-scale (Fig.
2.20d). The exponentially decaying distribution of the short off-states gave rise to
the assumption that triplet states were involved. From nanosecond transient
ensemble absorption spectra the F�rster radii for energy transfer from the S1 fi S0

transition of one chromophore to the S1 fi Sn transition and to the T1 fi Tn of the
other chromophore were obtained. The F�rster radii implicate efficient energy
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Fig. 2.19 Structures of perylenemonoimide
dimers with different spacers and calculated
F�rster radii for energy transfer to the S0 fi S1

transition (energy hopping, inner circle), the
S1 fi Sn transition (singlet–singlet annihila-
tion, middle circle) and the T1 fi Tn tran-

sition (singlet–triplet annihilation, outer cir-
cle). The structures were obtained by force-
field calculations and the F�rster radii were
calculated based on measured transient
absorption spectra. Adapted from Ref. [101].
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transfer to the T1 fi Tn transition in all compounds in the case of collinear transi-
tion dipoles (j2 = 4, cf. Fig. 2.3). The short collective off-states could therefore be
explained by efficient singlet–triplet annihilation. As the mechanism underlying
the rare long off-states, the formation of a radical anion was proposed [100].
In order to unravel the singlet–singlet annihilation pathway, photon-pair dis-

tance measurements were performed with pulsed excitation. While pronounced
antibunching for the dimers with the trimeric and hexameric fluorene spacers as
well as for the dendrimer spacer was observed, the peak at t = 0 was considerably
higher for the polyfluorene spacer (Fig. 2.20c) in agreement with the calculated
F�rster radius for singlet–singlet-annihilation (Fig. 2.19).
Because of the importance of the relative orientation of the chromophores for

the transfer efficiency, interchromophore angles were additionally measured for
the dimers with the terfluorene and the dendrimer spacer by modulating the po-
larization of the incident laser light [100, 102]. This technique, however, is only
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Fig. 2.20 (a, b) Transient fluorescence inten-
sities of single dimeric molecules with a
dendrimer (a) and a polyfluorene (<n> = 56)
(b) as a spacer between the two perylenemo-
noimide chromophores. The insets in (a)
and (d) show temporal blow-ups exhibiting
collective off-states, which are more pro-
nounced in the dendrimer system.

Interphoton time histograms of the dimer
with the polyfluorene spacer (c) before and
(e) after the first bleaching step with pulsed
excitation show intermediate photon anti-
bunching indicating less efficient singlet–
singlet annihilation. Adapted from Refs. [100]
and [101].
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capable of measuring the transition dipole direction projected on to the sample
plane. Comparison with simulations, however, allows the conclusion to be drawn
that in the dendrimer system different conformers are present [100].

2.4.4
Single Molecules as Antennas: Orientation

Besides the unique statistical properties of the photon stream emanating from a
single-quantum emitter, single-molecule emission and absorption are interesting
also from a classical point of view. The transition dipole of a single chromophore
can be classically treated as an oscillating dipole. The emission of a linear dipole
is linearly polarized and anisotropic. Along the same lines, absorption at a dipole
shows identical anisotropy, i.e. a linear dipole can absorb only the parallel compo-
nent of the electric field, or, in other words, light polarized perpendicular to the
dipole axis cannot be absorbed. This anisotropy can be used to determine the ori-
entation of the nanoscopic antenna of the molecule by optical means.
The simplest approach is to determine just the component of the transition

dipole perpendicular to the optical axis (the “in-plane” component). This can be
done by different means. If the polarization of the exciting light is rotated, the
modulated excitation rate leads to a modulated fluorescence emission. When
using a high NA microscope objective, the modulation depth without precautions
is not 100% owing to polarization scrambling induced by refraction in the micro-
scope objective. In particular, the out-of plane component is considerably excited.
This method is best suited if the molecules have a fixed orientation or reorient in
a jump-like fashion. Such a jump of the orientation is observed as a change of the
modulation phase [103]. If the rotation is synchronized with the pixel clock of the
SCOM, orientational jumps can be easily visualized [104].
In order to determine the orientation of the emission dipole, an analyzer can be

rotated in the detection path. This method, however, leads to a considerable loss
of photons and has a low time resolution. The more efficient and faster approach
is to split the emitted light into two orthogonally polarized components. From the
dichroic ratio (IS – IP)/(IS – IP) the in-plane orientation can be determined with a
twofold degeneracy. Montali et al. determined the orientation of single conjugated
polymer molecules in a polymer blend due to tensile deformation by this tech-
nique [105].
Several methods have been proposed and demonstrated to overcome the limita-

tion to the in-plane angle, i.e. to determine the three-dimensional orientation.
Sepiol et al. demonstrated a method in which the intensity distribution of the fluo-
rescence light collected by an immersion mirror objective in planes before and
behind the image plane is used to determine the angular orientation of the emis-
sion transition dipole [106]. A similar approach for the orientation determination
of the emission dipole is the direct imaging of emission patterns [107, 108]. By
slightly defocusing, intensity patterns characteristic for the orientation of the
emission dipole are imaged by a CCD camera. The in-plane and out-of-plane
angles are determined by fitting a model function to the recorded images. The
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photons that are emitted by the molecule are therefore spread over several pixels
on the camera, which results in a weaker signal and therefore a lower signal to-
noise ratio. Consequently, longer integration times or stronger excitation as com-
pared with imaging where one pixel corresponds to the detection PSF are neces-
sary.
For the determination of the absorption transition dipole orientation, Sick et al.

used annular illumination through a high NA microscope objective where the low
NA region is blocked by a circular beam stop [109]. The strong component of the
electric field in the focus parallel to the polarization of the incoming light is there-
fore reduced. The magnitudes of the longitudinal component and the component
perpendicular to the polarization of the incoming light, both resulting from the
high NA of the microscope objective, are then comparable to the parallel compo-
nent. The excitation rate of the single molecule is proportional to the electric field
projected on to the absorption dipole. This leads to single-molecule excitation pat-
terns characteristic of the orientation of the absorption transition dipole (Fig.
2.21a). The scanned image of an arbitrarily oriented chromophore reflects its ori-
entation (Fig. 2.21b and c), which can subsequently be determined by a fitting pro-
cedure. It has to be emphasized that in this technique no detection pinhole is
used in order not to cut the excitation patterns. Debarre et al. enhanced this meth-
od by additional use of phase modulation [110].
With this technique, the relative angle between the donor and the acceptor

absorption dipole in single fluorescence resonance energy transfer pairs was mea-
sured by dual-color excitation of the donor and the acceptor chromophore [111].
The donor and the acceptor were addressed individually by excitation at the
respective wavelengths. A fit of the experimentally obtained excitation patterns to
model functions with the in-plane and out-of-plane angles as parameters allowed
the determination of the three-dimensional orientations of both chromophores
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Fig. 2.21 (a) Calculated single-molecule exci-
tation patterns using annular illumination.
The columns differ in the in-plane f and the
rows in the out-of-plane angle b as sketched
in the lower left corner. (b, c) Experimental
excitation patterns as obtained by scanning a
sample with single DiI molecules embedded

in a polymer film through the focus of a
microscope objective illuminated with a
hollow beam of the two depicted polarization
directions. Panels (b) and (c) show the same
area on the sample. The scale bar is 1 lm.
Adapted from Ref. [109].
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for each individual pair [111]. The conformational state of individual molecules
can therefore be directly determined.
Prummer et al. followed a different approach for the orientation determination.

They alternatively illuminated the sample from different angles (therefore they
called their technique “tomography”) and with linearly polarized light of two or-
thogonal polarizations [112], which gives three-dimensional orientation informa-
tion about the absorption transition dipole. Vacha and Kotani used alternating epi-
fluorescence and total internal reflection (TIR) excitation, taking advantage of the
strong component of the electric field perpendicular to the sample plane in TIR
[113].
A very elegant detection scheme delivering the full orientation information

without fitting and without alternating excitation was proposed by Fourkas [114].
The emitted light is analyzed with respect to its polarization in three directions
using three detectors. A simple calculation provides both the in-plane and out-of-
plane angles based on the signal of the three detectors. Inspired by this proposal,
an even simpler approach for shot-noise limited orientation determination was
demonstrated [115]. By annular splitting of the emitted light by means of an aper-
ture mirror the ratio of the light emitted into high NA directions in relation to the
light emitted close to the optical axis can be measured (Fig. 2.22a), providing
information about the out-of-plane angle of the emission transition dipole. The
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Fig. 2.22 (a) Detection scheme for orienta-
tion determination. The aperture in the mir-
ror corresponds to a detection cone with a
cone angle of 51�. (b) Intensity image, (c) in-
plane angle image and (d) out-of-plane angle
image of PDI molecules embedded in a

PMMA film in a color-coded image. The
angles were calculated for fluorescence
counts above a threshold set to three times
the background counts. Adapted from Ref.
[115].
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in-plane angle is measured conventionally be splitting the light passing through
the aperture mirror into orthogonally polarized components. For each pixel in a
raster-scanned SCOM image the orientation can thus be directly calculated (Fig.
2.22c and d) from the signals of the three detectors. With this method the study of
hindered rotational diffusion and conformational flexibility with the full angular
information and high time resolution is possible.
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3
Optical Properties of Single Conjugated Polymer Chains
(Polydiacetylenes)
Michel Schott

3.1
Introduction

3.1.1
Motivation for the Study

The initial motivation of the work presented in this chapter was to develop a
model experimental system for the study of electronic properties of conjugated
polymers (CP). When this work began and still to a large extent today, all actual
solid CP samples were highly disordered, sometimes showing different types of
disorder at different scales (for a discussion see, for instance, Ref. [1]), while theo-
retical studies almost always considered single infinite and perfectly regular
chains in vacuum or in some cases crystals of such chains. Hence it was not easy
to relate theoretical concepts and predictions to experimental facts. Consequently,
several basic physical questions remained open, the main ones being the roles
played by electron–phonon and by electron–electron interactions, both being
expected to be very important in quasi 1D systems: might the latter be treated per-
turbatively and, if not, how should they be treated?
To take just an example, the role played by neutral excited states (excitons) in

CP spectroscopy was not initially recognized; then, the debate shifted to the exci-
ton binding energy Eb. The values most commonly inferred from experiments
clustered around 0.5 eV, but there were claims of nearly zero binding energy [2].
This has been related to a more fundamental problem, the importance of corre-

lations in determining the electronic properties of CP. Eb is an inappropriate
quantity for assessing the importance of correlations, because of two effects which
have a major influence on it that were overlooked until very recently: the effect of
lateral confinement, in other words how close to one dimension the actual physi-
cal system is, and the contribution of polarization of the surrounding medium.
This will be considered in Section 3.4.7.2.
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Electron correlations were initially minimized. For instance, the Su–Schrieffer–
Heeger (SSH) Hamiltonian for polyacetylene, which was used in a number of the-
oretical studies, explicitly includes electron–phonon interactions, but not electron-
ic correlations [3]. The same point of view was taken in a later review of CP [4],
despite the fact that as early as 1973 [5] it had been shown that electron correla-
tions are enough to open in polyenes a gap comparable to experimental values.
Later reviews (see, for instance, Ref. [6]) considered the importance of correlations
and nowadays several Hubbard-type treatments are explicitly aimed at the study
of CP (see, for instance, Refs. [7–9]). A problem is that each of these theoretical
approaches successfully explains part of the available experimental results; some
of these results are explained by different conflicting theories: reading Ref. [10] is
striking.
In this context, our aim was to develop an experimental conjugated polymer sys-

tem that would provide an ordered reference state for single CP chain properties.
Experimental results obtained on such a system would be directly comparable to
theory, in two ways: accurate data on a well-defined system would provide precise
tests for theoretical calculations and, perhaps more important, they would hope-
fully assist physical understanding.

3.1.2
Choice of the Experimental System

We look for a linear, regular conjugated polymer chain, long enough to be consid-
ered as infinite and “isolated” in the sense that it is without interaction with other
similar chains. This cannot be obtained in vacuum so such a chain must be sur-
rounded by a dielectric solid medium. To study the electronic properties of the
chain itself, the interaction with the matrix must be minimized. This implies that
the medium has no electronic state close to a similar one (neutral or ionized) of
the chain and its excitation energies are much higher than those of the chain. Van
der Waals-type interactions are of course always present and will manifest them-
selves, for instance, by corrections to transition energies due to polarization of the
surrounding medium. The choice of a crystalline matrix will ensure that the chain
will be in a periodic potential with constant mean value along the whole chain
length. However, the coupling with matrix phonons cannot be avoided. The effect
of this interaction is considered in Section 3.6.2.3.
Since we want to study an isolated chain or at least an ensemble of identical iso-

lated chains, their concentration in the matrix must be kept low enough and this
low concentration must be stable in time. It will be characterized below as a poly-
mer content by weight xp.

3.1.3
The Isolated Polydiacetylene Chain, Isolated in its Monomer Crystal Matrix

The chain of polydiacetylene (PDA) dispersed in its monomer diacetylene (DA)
single crystal matrix, to such a high dilution that the chains are isolated, meaning

3 Optical Properties of Single Conjugated Polymer Chains (Polydiacetylenes)50



that they do not interact at all with one another, provides such a system. A short
survey of PDA properties is given in Section 3.2.
This chapter is devoted to the description and discussion of our present under-

standing of the spectroscopic properties of such chains. In principle, the system
can be modified, so as to allow the study of interchain interactions (by increasing
in a controlled way the polymer concentration in the matrix) or the influence of
disorder (by introducing an amount of disorder which nature and extent would be
quantifiable, if not controlled a priori). Such possible extensions are beyond the
scope of this review. PDA chains could provide this ordered reference state, thanks
to their peculiar polymerization process, a topochemically controlled reaction
occurring in the solid crystalline phase of the corresponding monomer, the so-
called 1–4 addition [11]. A DA monomer consists of a reactive part –C;C–C;C–,
the C4 group, capped by substituents, the side-groups. This reaction is discussed
in more details (although still in a cursory way) in Appendix A. Here we shall
rather consider the reasons why DA polymerization can lead to the type of system
we are looking for.
The formation of a polymer chain can be thought of as consisting of three types

of reactions: an initiation, in which a reactive entity is formed from neutral mono-
mers, a sequence of propagation steps, in which a neutral monomer is added to
the reactive end of the growing chain, and termination, by deactivation of the reac-
tive ends. The final result of the 1–4 addition polymerization of DA is a PDA
chain consisting of alternating double, single and triple CC bonds as shown in

513.1 Introduction

Figure 3.1 Polymerization reactions of diace-
tylenes. 1–4 addition (formation of a bond
between atoms 1 and 4 of successive mono-
mers), specific to the solid state, yields the

PDA polymers discussed in this chapter. In
other situations, polymerization may lead to
substituted polyacetylenes via 1–2 addition.
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Fig. 3.1. Nontopochemical polymerization, in solution for instance, usually leads
to a polyacetylene, via 1–2 addition [12], also shown in Fig. 3.1. The schemes for
thermal or UV irradiation initiation and propagation are shown in Fig. 3.2. Initia-
tion produces a biradical, but the active ends quickly transforms into a carbene, at
the hexamer stage [13], so propagation is essentially a carbene reaction. Obviously,
the geometries of the two reactions in the solid state are very similar, so most con-
ditions for efficient reaction will be similar for both.

52

Figure 3.2 Reaction schemes of the solid-state formation of PDA:
(a) initiation (leading to a butatrienic biradical); (b) propagation (via carbene chain ends).



3.1 Introduction

No atom is added or removed in this reaction, only new bonds are formed be-
tween neighboring atoms, so the reaction is diffusionless; electrons are redistrib-
uted among C–C bonds of the resulting chain and only small atomic displace-
ments occur.
An important point is that in all PDA crystal structures, the chain geometries

are nearly identical, irrespective of the side-groups and the spectroscopic proper-
ties of all PDA crystals, in the region where the chain absorbs, fall in two well-
defined classes, as discussed in Section 3.2.1. Hence it is reasonable to assume
that any PDA chain is representative of its whole class.
The reaction leads to an increase in the number of the conjugated unsaturated

bonds, so the energy levels move to lower energy and the absorption spectrum
shifts towards the visible: PDA is a conjugated polymer absorbing in the visible
whereas the C4 group, containing only two conjugated triple bonds, does not
absorbs light below 4.5 eV (see Fig. 3.28). This is illustrated in Fig. 3.3. In the case
of 3BCMU monomer shown in Fig. 3.3, the DA absorption is dominated by the C4

group up to about 5.5 eV, where side-group absorption begins. In many other DA
the side-groups contain aromatic rings the absorption of which is dominant, but
still almost always confined to the UV, at much higher energy than the polymer
absorption.
This property will be very useful for the study of the spectroscopic properties of

an isolated PDA chain within its DA monomer crystal, since the matrix will only
act as a transparent dielectric.
We are looking for generic properties of the chains, representative of the bulk

PDAs, apart from the effect of chain interactions. The isolated chain geometry in
the matrix should then be close to that of the chain in the bulk polymer crystal,
hence the requirement that the distance dm between two neighboring reacting DA
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Figure 3.3 Absorption spectra at room
temperature of the DA monomer 3BCMU (b)
and of the corresponding polymer (a). The
two spectra are independently normalized to
1 at 5.1 and 1.92 eV, respectively (beyond

5.1 eV, the monomer absorption is satu-
rated). In the spectral region shown, the
3BCMU monomer absorption is dominated
by the C4 group (see Section 3.4.6).
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molecules in the chain propagation direction in the crystal must be close to the
repeat unit length dp of the chain in its equilibrium geometry. All propagation
steps are then geometrically identical, hence the successive repeat units of the
chain have identical geometries. This situation permits chain propagation over
long distances (see Appendix A), so that the effectively infinite chain limit is acces-
sible. A counter example is given by the well-studied DA known as pTS or TS6, in
which the difference between dm and dp is 6% at room temperature, so that at low
polymer content the chains are very short and under high tensile strain [14].
However, dm is never strictly equal to dp, so some strain may accumulate in the

growing chain, which in principle may enforce a periodic relaxation similar to the
Frenkel–Kontorova process in thin films [15]. If the strain remains low enough,
such relaxation will not occur, hence the chain will form a well-ordered one-
dimensional periodic structure. Moreover, this structure will be embedded in a pe-
riodic potential of the same periodicity as the chain, owing to the surrounding
dielectric crystal. Of course, if the chain is removed from the matrix, for instance
by dissolution of the crystal, the perfect geometric regularity disappears and is, for
entropic reasons, almost impossible to recover: cast films are highly disordered.
This process is known to produce, in the most favorable cases, macroscopic sin-

gle crystals of PDA of high quality (for reviews, see Refs. [16, 17]). It occurs homo-
geneously within the monomer crystal, not by growth of a pure polymer phase.
Hence the first few chains formed may be expected to be as good as those in a
pure polymer crystal (as shown below, they may in fact be more perfect) and far
enough from one another if their concentration is low enough. However, the for-
mation of long and perfectly regular PDA chains at very small polymer content
requires relatively strict structural and electronic conditions and in fact only few
DA monomers do so.
The required conditions are discussed in Appendix A. They guide the proper

choice of the DA monomers in which polymerization will be effected and the
PDA chains will be diluted. Briefly, the main criteria for choosing the DA mono-
mer are:

1. The isolated chain limit requires xp close to zero; an average
interchain distance of 100 nm in a random distribution of
chains corresponds to xp » 10–4. This value must be stable in
time, so thermal polymerization should not occur at room
temperature.

2. Long and unstrained chains require dm close to dp = 4.9 �.
3. The DA must form high quality macroscopic crystals.
4. One wants to be able to measure the chain length by usual

methods of polymer physical chemistry, such as light scatter-
ing. Hence the corresponding PDA must be soluble in not
too exotic solvents. Disordered films can be cast from such
solutions.

5. Optical absorption by the side-groups should not occur in
the range of PDA absorption.
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To summarize, our reference ordered experimental system will consist in PDA
chains diluted (xp » 0) in the corresponding DA monomer crystal. Apart from Sec-
tion 3.6, which presents a study of single, individual, chains, all the experimental
results presented and discussed below were obtained on ensembles of isolated
chains. The crystalline character of the monomer matrix ensures that all chains in
the ensemble are symmetry related and nearly identical, with nearly identical sur-
roundings imposing on them the same periodic potential. The differences be-
tween chains are only due to unavoidable residual matrix disorder such as disloca-
tions or elastic strain.

3.1.4
Organization of the Chapter

This chapter will be organized as follows. In Section 3.2, the properties of PDA
that are important for the following presentation will be briefly presented. The
topochemical polymerization reaction is further discussed in Appendix A. The
chosen DA, 3BCMU and 4BCMU, are presented in Section 3.3 and the reasons
for that choice will be given. Structural information on these monomer crystals is
given in Appendix B. The following sections present and discuss spectroscopic
studies on isolated PDA chains dispersed in their monomer crystal matrix. Sec-
tion 3.4 deals with ensembles of “blue” chains. These results are fairly complete,
so an extended discussion of them is given in the last part of the section. Section
3.5 deals with ensembles of “red” chains and Section 3.6 with the study of a single
red chain by microphotoluminescence. It will be shown that such chains are a very
high-quality organic quantum wire, with the expected properties of a quasi 1-D
semiconducting system. This part of the work is still in progress. Finally, a survey
of some answers obtained and some open problems are given in Section 3.7.

3.2
A Short Survey of Some PDA Properties

The DA form a large family of molecules with general formula R–C;C–C;C–R¢.
The side-groups R and R¢ can be different or identical and may have a large variety
of molecular formulae. DA are usually formed by coupling of monoacetylenic
compounds such as R–C;C–H or R¢–C;C–Br; several general coupling methods
have been developed [18, 19] and probably more than 1000 different DA have
been prepared, but only some of them can be polymerized into the corresponding
PDA of formula (=CR–C;C–CR¢=)n as shown in Fig. 3.1.
The usual denominations of the DA mentioned in this chapter (acronyms of

their complicated exact chemical denominations) and the corresponding side-
group formulae are given in Table 3.1. The PDA related to a monomer M will be
called poly-M.
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3.2.1
Possible Electronic Structures of a PDA chain

3.2.1.1 The Colors of PDA

As shown in Fig. 3.1, the polymerization reaction generates a long string of conju-
gated alternating double and triple CC bonds. Such an extended conjugated system
has low-lying excited states with large transition dipole moments from the ground
state: PDA solids are deeply colored. In contrast, monomer crystals are usually color-
less, their UV absorption being in general determined by the side-groups.
The absorption threshold of PDA varies widely, with the first maximum at wave-

lengths kmax between 650 and 520 nm at room temperature, but the kmax values
mostly cluster around 620–630 and 540nm. So, one conventionally considers two
types of PDA crystals, corresponding to two different electronic structures, so-
called “blue” and “red”. This terminology is now well established and we shall use
it, but it is somewhat confusing: “blue” crystals absorb in the red (630 nm) but
much less in the blue and “red” crystals absorb in the green and are transparent
in the red; so, at small xp a “blue” crystal appears blue in transmission or diffuse
reflection and a “red” one appears red. Typical absorption spectra in the visible are
shown in Fig. 3.4.
Figure 3.4 also shows a “yellow” spectrum peaking at 480 nm, corresponding to

the absorption of soluble isolated PDA chains in a good solvent. They are semi-
rigid coils, so-called wormlike chains, with a rather long persistence length of
16 nm [20]. In this disordered state, geometric distortions and fluctuations of the
chain backbone localize the excitation over lengths much shorter than the chain
length, hence the blue-shifted absorption. The overall absorption band is then the
sum of many absorptions corresponding to different localization lengths, the
shorter ones absorbing at shorter wavelengths; this is confirmed by resonance
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Table 3.1 Some usual diacetylenes: acronyms of the PDA mentioned
in the text and their side-group formulas. The two side-groups are identical
in all the PDA cited (for other PDA, see Refs. [16] and [17]).

Acronym Side-group formula

3BCMU –(CH2)3–OCONH–CH2–COOC4H9

4BCMU –(CH2)4–OCONH–CH2–COOC4H9

DCH (or DCHD) –CH2–carbazole

ETCD (or 4U-2) –(CH2)4–OCONH–CH2–C2H5

PTS (or TS6 or TSHD) –CH2–OSO2–C6H4–CH3

pFBS –CH2–OSO2–C6H4–F

TCDU –(CH2)4–OCONH–C6H5
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Raman scattering, since the observed Raman frequencies become larger as the
excitation wavelength is swept through the absorption band towards shorter wave-
lengths [21]. This effect is universal in conjugated polymers [22], which are always
disordered in the solid state. This is not the case of the blue and red PDA crystals,
in which the Raman frequencies are independent of the excitation wavelength, so
there is no distribution of conjugation lengths, hence no localization by static dis-
order, in crystalline PDA (this may not be true in amorphous films).
This red/blue dichotomy is not limited to bulk PDA crystals, it is also observed

in cast films, gels, LB films and generally in all bulk PDA phases. As we shall see,
isolated chains dispersed in their monomer matrix also can be blue (Section 3.4)
or red (Sections 3.5 and 3.6).
The dichotomy is not strict, however, and cases are found of PDA with kmax any-

where between 540 and 620 nm or at longer or shorter wavelengths. This is partic-
ularly true of partially polymerized crystals at low xp. Very short oligomeric chains
may explain this in some cases. But at low xp the distance d in the mixed crystal is
close to dm so the chains are strained, either in tension (dm > dp) or in compression
(dm < dp). The effect of such strain on transition energies has been studied by
applying a tension to a pTS single crystal whisker [23], showing that the transition
energy increases linearly with strain at a rate 37meV per % strain. Another way of
applying a variable strain on an isolated chain is to vary the temperature, since dm
will decrease with Twhile dp stays approximately constant [24]; for instance, in the
octadiynediol (ODD) crystal, the isolated chain kmax increases from 548 to 621 nm
as T decreases from 300 to 10K [25]. The case of 4BCMU, corresponding to com-
pression, is discussed in Section 3.4.2.
A better criterion for identifying red and blue chains seems to be the values of

the ground-state vibrational frequencies, as accurately determined by resonance
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Figure 3.4 Typical room-temperature absorp-
tion spectra of PDA. Solid line: a 4BCMU
crystal containing a small concentrationof
poly-4B blue chains. Dashed line: a red gel of
poly-4B in toluene at a concentration of~ 1%.

Dotted line: a yellow solution of poly-4B in
chloroform. Spectra are normalized at the
wavelength of maximum absorption indi-
cated at the top of the figure.
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Raman scattering (RRS) [26] even at very low xp. The most useful normal mode
corresponds essentially to the double bond stretch (D mode). In all blue (red)
PDA, D is at about 1450 – 10 (1510 – 10) cm–1. The difference in frequencies is
much larger than the strain-induced shifts in the blue phase (no data are available
for the red phase) [27]. Hence these frequencies are sensitive tests of the nature of
the chain ground state, red or blue; for instance, in the case of ODD, the Raman
frequencies leave no doubt that the chains dispersed in the monomer crystal are
“blue” despite their short kmax at room temperature.

3.2.1.2 Ground-State Conformational Differences
RRS shows that the conjugation is the same all along the chain, since there is a single
vibrational frequency for each normal mode, not a distribution as in solution, so the
difference in kmax must correspond to different ground-state conformations.
Early on in the study of PDA, the red/blue dichotomy was associated with two

different ways of distributing the p electrons among the CC bonds, namely the so-
called “enyne” and “butatriene” structures shown in Fig. 3.5, the enyne being asso-
ciated with the blue spectrum and the butatriene with the red spectrum.
This is now known to be incorrect; the bond length alternation pattern is the

same for all chains and is the one expected for the enyne. Moreover, theoretical
calculations do not show even a local ground-state energy minimum at the
expected butatriene geometry [28].
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Figure 3.5 Enyne (left) and butatrienic (right) structures of the polydiacetylene chain
(from Ref. [17], where bond lengths of model compounds can be found).
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The structural difference is therefore small and still not definitely established.
The best crystallographic study of a red PDA crystal [29] fails to show any signifi-
cant difference in chain geometries. A model for red chains shown in Fig. 3.6 has
been proposed.
It is assumed that in the red chain successive repeat units are tilted by an angle

h alternatively above and below the main plane, whereas the blue chain is known
to be planar [16, 17]. Therefore, the unit cell contains one repeat unit in blue
chains and two in red chains. This model is supported by solid-state 13C NMR
experiments on another PDA, poly-ETCD, which has the same (CH2)4 spacer be-
tween chain and H-bonds as in 3BCMU and 4BCMU (see Fig. 3.9) and which
exists in both the red and blue phases [30]: they confirm that the red chain has the
same overall structure as the blue chain, but with slightly different chemical
shifts, which are probably accounted for by slightly different ground-state elec-
tronic structures. This model is in fact compatible with present crystallographic
results: the cell doubling produces weak satellites, which would probably pass
unnoticed unless specifically looked for; and the chain C atoms would occupy two
positions above and below the main plane with half occupancy probability. If not
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Figure 3.6 Scheme of the proposed red chain structure.
Successive repeat units are alternatively tilted by an angle –h
relative to the average plane. The gray line indicates the poly-
mer chain axis.



3 Optical Properties of Single Conjugated Polymer Chains (Polydiacetylenes)

explicitly introduced in the refinements, this would be mimicked by an elongated
thermal motion perpendicular to the average chain plane.
Simple quantum chemical considerations show that the excited-state energy

increases with h and reach the experimental red chain value for h » 20–30�; the
gap increases and the widths of the bands decrease as coupling between succes-
sive monomers decreases [31].
All red chains have approximately the same transition energy, hence they

should all have approximately the same h angle, so there must be a minimum of
the total energy at h » 20–30�. This minimum is not provided by the electronic
energy of the conjugated chain, which varies monotonically with h, therefore it
must correspond to a particular side-group geometry which, in some PDA but not
all, leads to an overall energy minimum for the red conformation. Here again 13C
NMR results [30] are useful. They indicate that the (CH2)4 spacer has different
well defined conformations in the two phases, both well known in alkane chains
[32].

3.2.1.3 Color Transitions
Poly-ETCD is just one example of a bulk PDA showing a reversible first-order
transition between a low-T blue phase and a high-T red phase (see, for instance,
Refs. [33, 34]). Irreversible transitions are also known, for instance in single-crys-
tal thin films of poly-4BCMU. Such transitions have been much studied in LB
films or membranes, where they have been considered for applications in biologi-
cal or chemical sensors, with optical detection [35]. The transition can also be trig-
gered by light. The photoinduced transition is sometimes permanent, sometimes
reversible and seems to require the generation of charge carriers on the chain
[36]. This interesting topic is outside the scope of this chapter.

3.2.2
Spectroscopy of Bulk PDA Crystals

Only a few PDA crystals have been well studied and about ten others less thor-
oughly, but this is enough to establish that all PDA share most of their spectro-
scopic properties. There is much more information on blue PDA, since they are
more common and form better crystals than the red ones (less ordered condensed
phases such as cast films or gels have very similar properties, but will not be dis-
cussed here). These standard properties will be briefly recalled, to allow easy com-
parison with those of the isolated chains, so that the generic character of the latter
can be evaluated.
Since all known PDA structures are centrosymmetric, the electronic or vibra-

tional states must have either u or g symmetry, that is, be either allowed or forbid-
den in one-photon absorption (or emission) with the reverse selection rule in two-
photon absorption.

60



3.2 A Short Survey of Some PDA Properties

3.2.2.1 Reflection and Absorption
All PDA crystals show a very intense absorption in the visible, strongly polarized
parallel to the chain direction, so one usually measures the reflection spectrum,
from which in some cases the absorption was obtained by Kramers–Kronig trans-
formation [37], although a few spectra of extremely thin single crystals [38] and
diffuse reflection spectra of dispersed powders [39] have been published. Room-
temperature spectra are broad, but there is some narrowing on cooling. Typical
spectra of blue and red PDA at low T (~ 10K) are shown in Fig. 3.7 for light polar-
ized parallel to the chain direction.
The blue PDA spectrum consists of a strong origin (zero-phonon) band at about

1.86 eV for poly-DCH (the exact value varies somewhat for different PDA between
1.86 and 2 eV) and several well-resolved vibronic replicas. The maximum absorp-
tion coefficient is of the order of 106 cm–1 and the overall oscillator strength is ~ 1.
The absorption near 3.6–3.8 eV is due to the carbazole side-groups of DCH. In the
red PDA poly-TCDU the zero-phonon band is at 2.3 eV, again with weaker, but
much less well-resolved, vibronic satellites. Although the overall shapes of the two
exciton absorption spectra are similar, the red spectrum is less well resolved, pos-
sibly because of poor crystal quality. Absorption spectra for light polarized perpen-
dicular to the chains cannot be obtained in the same way, since the corresponding
reflectivity changes are too small, but ismeasurable directly on a sufficiently thin sin-
gle crystal; such crystals can be obtained for instance by limiting the polymerization
to a thin surface region (less than 1lm) using low-energy electrons irradiation [40].
Spectra thus obtained are almost identical with those calculated from the reflectiv-
ity for the parallel polarization. The dichroic ratio is large, of the order of 102.
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Figure 3.7 Absorption spectra of blue and red PDA crystals
calculated from experimental reflection spectra by Kramers–
Kronig inversion. Solid line: blue poly-DCH. Dashed line: red
poly-TCDU. Courtesy G. Weiser.
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3.2.2.2 Electroreflectance
These spectra are entirely explained by a single excitonic transition, the corre-
sponding band to band transition is not visible there, nor is any other excitonic
transition. Hence the usefulness of electroreflectance, since an electric field may
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Figure 3.8 Electroabsorption spectra
(solid lines) of blue and red PDA crystals
calculated from experimental electroreflec-
tance (EA) spectra by Kramers–Kronig inver-
sion. Dashed lines are first derivatives of
the absorption spectra shown in Fig. 3.7,
displaced vertically for clarity. Courtesy
G. Weiser. (a) Blue poly-DCH. Below 2.3 eV,
the EA spectrum is identical with the first

derivative of the absorption. Above 2.3 eV,
a very strong EA signal appears, which does
not correspond to any feature in absorption.
(b) Red poly-TCDU. The EA spectrum is
similar to, although not identical with, the
first derivative of the absorption. The high-
energy signal prominent in (a) is not present
here; only a weak undulation near 3 eV is
observed.
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strongly modulate the absorption at the band edge (Franz–Keldysh effect; see, for
instance, Ref. [41]). Again, electroabsorption spectra are derived from reflectivity
data by Kramers–Kronig inversion [37], leading to spectra as shown in Fig. 3.8.
The lower energy part of these spectra, below 2.3 eV for blue PDA and below

2.8 eV for red TCDU, is almost identical with the first derivative of the absorption
spectra shown in Fig. 3.7; this corresponds to a Stark shift of the excitonic transi-
tion, with at most a very small change of its oscillator strength. The large electric
field modulation corresponds to a highly polarizable exciton, about 7000�3, in
blue PDA, from which an exciton radius of about 10–12� can be estimated [37].
There are only two values available for red PDA, ~ 4300� for a bulk PDA [42] and
~ 6000� for a thin film [43]. They are comparable to those for blue PDA, perhaps
slightly smaller.
The large oscillations above 2.2 eV in the poly-DCH spectrum are due to a very

strong Franz–Keldysh (FK) effect. They yield a very accurate determination of the
exciton binding energy Eb = 0.475 eV; the reduced carrier effective mass is about
0.1 and the coherence length of the carriers is large, tens of nanometers. In other
blue PDA, the oscillations are much less resolved, but similar values of the param-
eters can be inferred, in particular Eb » 0.52 – 0.05 eV. The FK signal is very sensi-
tive to the carriers coherence length (which determines their acceleration in the
applied electric field). Even a small amount of disorder, particularly in a quasi-1-D
system, strongly reduces the electroabsorption. Apparently poly-DCH is excep-
tional among bulk PDA, for an unknown reason.
There is nothing similar to FK oscillations in the red crystal spectrum. A small

feature is seen near 3 eV in red TCDU, consisting of a negative band followed by a
positive band at higher energy, without correspondence in the derivative of the
absorption. Since it is known that red TCDU crystals are far from perfect, this fea-
ture is assigned to the band to band transition, leading to a red exciton binding
energy of about 0.6 eV [42], but it has also been interpreted as corresponding to an
Ag state [44]. A similar feature is also observed in thin red poly-4BCMU crystalline
films, which are also imperfect [45].

3.2.2.3 Fluorescence
The transition from the Bu exciton level to the ground state is strongly allowed: the
radiative lifetime, based on the measured oscillator strength, should be at most a
few nanoseconds. Yet, fluorescence from PDA crystals is said to be almost absent
in blue phases (quantum yield g< 10–5 [46]) and weak in red phases (yields from
10–4 to >10–2 [47] are quoted). These low values, and the results of picosecond time-
resolved experiments which reveal that the ground state is recovered in about 2 ps,
have been explained in the past by instantaneous self-trapping of the Bu exciton,
according to the theory by Rashba [48] and Toyozawa [49], followed by rapid inter-
nal conversion to the ground state through crossing of the potential energy sur-
faces [50]. As will be shown in Sections 3.4 and 3.5, this explanation now seems
unlikely and the very weak fluorescence of blue phases should rather be associated
to the presence in the optical gap of “dark”Ag excited states, as in polyenes [51].
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3.2.2.4 Two-Photon Absorption
Transitions between the Ag ground state and Ag excited states may be allowed in
two-photon absorption. Several such Ag states have been located in that way in
PDA crystals. In blue PDA there is at least one Ag state slightly below the Bu exci-
ton level, possibly two [52], explaining the very weak fluorescence. There is also a
state, often called mAg in the literature, approximately 0.4 eV above the Bu exciton,
which plays an important part in the nonlinear optical properties of both blue and
red PDA [53, 54]; such a state is found in fact in almost all conjugated polymers.
Red crystals have been less studied and some experiments do not find any Ag sin-
glet state below the Bu one [55], whereas some others do in a (strongly disordered)
cast film [56]. This question will be considered again in Section 3.5.4.4.

3.3
The Chosen DA

3.3.1
The Materials and How They Fulfill the Criteria

The monomers chosen for this study were 3BCMU and 4BCMU, which will be
abbreviated as 3B and 4B. They were prepared for the first time by Patel [57]. Their
molecular formulae are given in Table 3.1. A schematic view of the molecular
structure of a poly-3B chain is shown in Fig. 3.9.
The –CO–NH– parts of their side-groups can form intermolecular H-bonds

which may have several useful consequences: ensuring an intermonomer dis-
tance close to 4.9�, favorable to the growth of nearly unstrained chains; forming
1-D linear H-bond strings, ensuring that there will be a single propagation direc-
tion; increasing the activation energy for thermal initiation hence suppressing
room temperature thermal polymerization. The –(CH2)n– and terminal butyl seg-
ments favor solubility of the corresponding PDA.
These monomers meet the requirements for obtaining long highly regular and

isolated chains of the corresponding PDA in their single crystal matrix:
1. Absence of thermal reactivity: Both DA are thermally un-

reactive at room temperature. Close to its melting-point
(Tm= 345K), 4B shows limited reactivity, but the maximum
polymer content that can be produced is about 0.3%, proba-
bly owing to the presence of defects where the activation en-
ergy is decreased compared with its bulk value.

2. Controlled radiation-induced polymerization: As detailed in
Appendix B, the structural conditions for efficient propaga-
tion under irradiation are fulfilled. Both DA polymerize read-
ily under UV, X or c- ray irradiation above ~ 200K. At lower
T, long-lived “precursor” states are formed, but chain propa-
gation does not occur. Thus, low-T crystal structures can be
obtained by conventional X-ray diffraction, whereas for room
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T studies neutron diffraction must be used. It is therefore
possible to prepare crystals with a stable concentration
xp£ 10

–4 and to increase the polymer content at will in a con-
trolled way. The visible absorption spectra have been calibrat-
ed [58], allowing accurate and easy determination of xp in
any crystal (see Section 3.4.1.1).

3. Long chains and solubility: Poly-3B and poly-4B are soluble in
common organic solvents yielding “yellow” solutions, allow-
ing the determination of molecular weights and internal
chain structure. A previous measurement by size-exclusion
chromatography yielded Mw = 2.6 � 106 for poly-4B chains
formed at xp < 0.1 [58], a factor of two larger than earlier val-
ues for chains from much more polymerized crystals (see,
for instance, Ref. [20]). However, recent light scattering mea-
surements for chains formed at xp < 0.03 have given even
much higher values of Mw for both poly-3B and poly-4B, up
to 2 � 107 and 1.5 � 107, respectively [59]; care was taken in
these measurements to avoid chain scission, which appar-
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Figure 3.9 Molecular structure of poly-
3BCMU. The conjugated chain is at the
center of a ribbon, with two lines of H-bonds
between CONH parts of the side-groups
running parallel to it. R stands for the outer
part of the side-groups: –CH2COOC4H9.

The molecule as a whole is not planar in the
crystal, but the chain and the H-bond lines
still are parallel and in the same plane.
The 4BCMU molecule has four CH2 units
between the chain and the O atom, instead
of three.
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ently affected previous studies, since the chains are so long:
up to about 20lm or 4 � 104 monomer units. Hence it is
clear that as far as electronic properties are concerned such
chains are effectively infinite. These chains form in solution
semi-rigid coils (“wormlike chains”) with a persistence
length of ~ 16 nm at room temperature. It was shown that
the rigid segment of these chains is the C4 group itself [20],
so that torsion occurs between each successive monomer;
the measured persistence length corresponds to an average
torsion angle of slightly more than 10�. The accumulation of
such torsions with variable and fluctuating angles is the
cause of electronic localization on these chains in solution,
hence the spectral blue shift and the large inhomogeneously
broadened width of the absorption band corresponds to the
distribution of torsion angles that are possible. Therefore,
yellow PDA chains are in some sense a reference disordered
state, the average disorder being determined by a single para-
meter, the persistence length. The local conformations of the
chains in solution and in the crystal are very similar: the
repeat unit length is the same [20] and the bond lengths are
the same as in the crystal [60].

4. Existence of both blue and red chains: Bulk solid phases of
poly-3B and poly-4B exist in both blue and red configura-
tions. In 3B, bulk crystals cannot be polymerized beyond xp

» 0.6, but the monomer–polymer mixed crystals are all blue
and single-crystal films are also blue. In poly-4B, bulk crys-
tals are blue and single-crystal films can be blue or red.
Phases prepared from solution, i.e. cast films or gels, are red
for poly-4B and predominantly blue for poly-3B. Poly-4B
melts at ~ 110 �C to a probably nematic red phase, which
yields a red solid on cooling [61]. The equilibrium form
therefore seems to be the blue one for poly-3B and the red
one for poly-4B. As we shall see, isolated chains in 4B are
blue, whereas they can be either blue or red in 3B.

5. Favorable spectral properties: The absorption spectra at low xp

are very dichroic; the transition moment practically coincides
with the chain axis (see Section 3.4.1). This allows easy opti-
cal determination of the chain direction and orientation of
the crystals, even at xp » 10–5.

The side-groups contain no p electron, so the lowest energy optical transition in
the pure monomer belongs to the C4 group, at 272 nm (4.56 eV) at room tempera-
ture (see Section 3.4.6 and Fig. 3.28). Hence the chosen DA have the further
advantage of providing the widest possible range for the study of the optical prop-
erties of the isolated chains without interference from matrix absorption. More-
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over, some exchange interaction has been suspected in other DA between the
chain and conjugated rings belonging to the side-groups, separated from the
chain by a single CH2, for instance carbazole in DCH, somewhat influencing the
chains electronic properties. Any such interaction is absent in 3B and 4B.

3.3.2
The Samples

In this work, single crystals of 3B and 4B monomers containing less than xp = 10–3

were studied, except for the high-energy exciton (Section 3.4.6) and the measure-
ment of molecular weight (see above), where values up to 0.07 and 0.03, respec-
tively, were used.
These crystals were grown from solutions in acetone or methyl isobutyl ketone

at 4 �C in the dark, by slow evaporation of the solvent. The as-grown crystals were
very slightly colored, owing to the formation of a very small amount of polymer
during crystal growth, presumably due to cosmic radiation. They were subse-
quently kept at 260K in the dark. Samples were indefinitely stable, the polymer
content increasing only very slowly with time.
Crystals were typically 30–500 lm thick with an area of 0.2–1 cm2. The chain

direction was parallel to the well-developed face, which was the plane of a lamella
(see Appendix B). These platelets had very uniform thickness and good surface
quality, as shown by the observation of well-developed interference fringes
throughout the visible and UV, corresponding to the total thickness of the platelet.
AFM images showed large atomically flat regions, several micrometers in size
and steps having a height of 2.7 nm or multiples of that value: this is the thickness
of a lamella.

3.4
Spectroscopy of Isolated Blue Chains

3.4.1
Visible Absorption Spectra

3.4.1.1 Room-Temperature Absorption and Determination of the Polymer Content xp

A typical absorption spectrum at room temperature of a 3B crystal with low poly-
mer content (xp <10

–3) is shown in Fig. 3.10.
The direction of the chains in the crystal is known from the crystal structure

(cf. Appendix B) and the recorded absorption is maximum with light polarized
parallel to that direction (hereafter called “parallel polarization”). This spectrum is
dominated by a band peaking at 1.95 eV with a width of ~ 50meV (FWHM).
Smaller vibronic absorption bands are seen at higher energy. The spectrum shape
is independent of xp up to at least xp » 0.05. 4B crystals give very similar spectra,
but the peaks are slightly broader (see Fig. 3.12b).
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The absorption is so highly dichroic that spectra polarized parallel and perpen-
dicular to the chain direction cannot be obtained accurately on the same sample.
Upon increasing the polymer content, spectra in the // polarization quickly
become saturated but absorption in the ^ polarization becomes high enough to be
studied. No difference in the absorption spectrum shape is observed whatever the
polarization; in particular, the wavelengths of maximum absorption kmax are the
same in both polarizations within experimental uncertainty.

Determination of polymer content using the absorption spectrum
These room temperature absorption spectra give a nondestructive spectroscopic
method of determining the exact polymer content by weight xp in a given crystal,
as follows [58]. From yellow chloroform solutions containing a known concentra-
tion of either poly-3B or poly-4B, the absorption coefficients amax at kmax can be de-
rived:

for poly-3B at kmax = 482 nm, Emax = 2.57 eV: amax = (43 – 2) � 103 Lmol–1 cm–1;
for poly-4B at kmax = 470 nm, Emax = 2.64 eV: amax = (42 – 2) � 103 Lmol–1 cm–1.

Once these values of amax for solutions are known, the exact polymer contents in
a series of crystals were deduced from the optical densities of the corresponding
chloroform solutions and the total crystal weight. The correspondence between
the absorbance in the solid state (given by the room temperature absorptions) and
xp is then obtained in the whole xp range where the spectrum shape, in // or ^
polarization, does not change. One can extrapolate to xp = 1, that is to a hypotheti-
cal fully polymerized crystal in which the chains would have kept the optical prop-
erties of the isolated chains. Absolute maximum absorption coefficients of poly-
mer chains in the solid state are then derived and can be used to determine non-
destructively xp in any crystal:
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Figure 3.10 Absorption spectrum of isolated poly-3B chains in a
69-lm thick 3BCMU monomer crystal at 300 K with xp » 5.5 � 10–4.
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for poly-3B at 635 nm or 1.95 eV: a// = (1.0 – 0.2) � 106 cm–1,
a^ = (1.6 – 0.4) � 103 cm–1;

for poly-4B at 626 nm or 1.98 eV: a// = (7.4 – 1.8) � 105 cm–1,
a^ = (2.0 – 0.3) � 103 cm–1.

The dichroic ratios derived from these values are 650 and 350 for the poly-3B
and poly-4B, chains respectively. In fact, the transition dipole moments should lie
in the chain plane, whereas one measures their component parallel to the surface,
so the true value of a^ is larger and the real dichroism smaller than the values
above. From the crystal structures (Appendix B), the correction is by about a factor
of two.
This is an intense transition and by integration of the zero-phonon absorption

line an oscillator strength of the order of 0.5 is found.

3.4.1.2 Low-Temperature Absorption Spectra
All the experimental work described in this chapter originated from the observa-
tion that isolated 3B and 4B chains dispersed in their single-crystal monomer
matrix at very low xp have well-resolved low-temperature absorption spectra, with
absorption bands much narrower than in the corresponding bulk PDA and in
conjugated polymers generally [62, 63].
All experiments in this section were performed on such highly dilute chains,

with light polarized // to the chain direction, except where mentioned otherwise,
in particular in Sections 3.4.2.5 and 3.4.6.
Figure 3.11 shows these spectra at 15 K for poly-3B and poly-4B isolated chains.

The main absorption line peaks at E0 = 1.901 eV (652 nm) for the poly-3B chains
with a FWHM » 8meVand at E0 = 1.808 eV (686nm) for 4B with a FWHM » 9meV;
we are therefore dealing here with “blue” PDA chains. The area of this line is
approximately the same at 300K and at low temperature. This allows us to
estimate the absorption coefficients at low T from the room T values and the
respective widths. For poly-3B chains a// (10 K) = (6 – 1) � 107 cm–1 and for poly-4B
a// (10 K) = (7.5 – 2) � 107 cm–1.
Most published absorption spectra of other conjugated polymers were recorded

at room temperature, but it is generally stated that only a modest narrowing (if
any) occurs upon cooling. Isolated PDA chains in their single-crystal monomer
matrix are therefore a unique system and offer the opportunity of much more
accurate spectroscopic work.
The overall spectrum contains much weaker vibronic replicas of that main line.

Thus the Franck–Condon factor of the transition is large, suggesting that the equi-
librium geometry of the corresponding excited state is very close to that of the
ground state. The observed vibrational frequencies are slightly lower than and
very close to those of the corresponding ground state, measured on the same sam-
ples by resonance Raman spectroscopy (RRS).
Therefore, excited and ground states have very similar potential curves. The two

main vibronic lines correspond to the double and triple bond stretching frequen-
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cies [26], labeled D and T, respectively, in Fig. 3.11. Further, the RRS frequencies
are close to those measured on the corresponding bulk PDAs, confirming the
blue character of the chains.
Absorption spectra were recorded in the ^ polarization on slightly more poly-

merized samples, xp » (1–7) � 10–3. Their shape is identical with those of the //
spectra shown in Fig. 3.11 and the dichroic ratio is the same as at room tempera-
ture. The very high dichroism shows that all transition moments are almost
strictly parallel and oriented along the chain direction
This absorption system is the only one observed in the whole spectrum up to

4 eV, where another one appears (see Section 3.4.6). Several other electronic states
are theoretically predicted for PDA in this spectral range, but they are of g symme-
try if the material has a center of symmetry. This is the case for both 3B and 4B
monomer crystals and also poly-4BCMU (3BCMU does not polymerize complete-
ly). It seems reasonable to assume that isolated chains also have a center of sym-
metry, so their states are of g or u symmetry: the level seen in absorption near 2 eV
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Figure 3.11 Low-temperature absorption
spectra of blue chains. (a) Poly-3B in 3B.
T = 15K. Same crystal as in Fig. 3.10. The
four weak and narrow lines on the low-energy
side of the most intense (zero-phonon) exci-
ton absorption peak at 1.90 eV correspond to

minority chain populations discussed in
Appendix C. (b) Poly-4B in 4B. T = 17K.
The 103-lm thick crystal contained
xp » 8 � 10–4. Note again two weak lines
below the 1.81-eV absorption peak.
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is then the first Bu excited state labeled 11Bu. This symmetry will be assumed
throughout this review and it will be seen that it agrees with all observations to-
date on isolated chains in 3B and 4B monomer crystals.
Note that in both materials several well-resolved weak lines are observed on the

low-energy side of the main absorption line. It has been established that these
lines correspond to electronic transitions of different blue chain populations at
lower concentration. Experimental results concerning these populations are sum-
marized in Appendix C. Since there is no interaction between these chains and
the majority population of chains and since no new physical properties appear in
these populations, the results pertaining to these lines will not be discussed in the
main text of this review.

3.4.1.3 Temperature Dependence
The zero-phonon line energy E0 and width C0 have been studied as a function of
temperature for both materials. The results for both types of chains between 5
and 325K are compared in Fig. 3.12.
E0 and C0 both steadily increase with T. More or less marked discontinuities

appear at 227 and 319 K in poly-4B and near 160 K in poly-3B, at the temperatures
of first-order transitions of the monomer crystals (Appendix B). Similar disconti-
nuities are also observed at the same temperatures in D and T ground-state vibra-
tional frequencies measured by RRS. Thus, both the ground-state geometry and
the electronic transition energies are slightly affected by the monomer crystal
phase transitions. This effect is probably both geometric (the unit cell parameters
and the molecular packing change slightly, thus affecting the chain ground-state
geometry) and electrostatic (the unit cell volume changes, hence the matrix polar-
izability and dielectric constant, thus affecting the van der Waals interactions).
The temperature dependences in the two materials are similar at low T. The C0

values are almost equal up to 200K; and the E0 values, although they differ by
~ 0.1 eV, have similar increases up to ~ 150K. At higher temperature, E0 and C0

continue to increase slowly in poly-3B, but much faster in poly-4B; therefore, at
the monomer melting-point E0 = 2.1 eV and C0 = 160meV, more than three times
the poly-3B value.
These differences can be attributed to the structural differences of the mono-

mers. In 4B, the chains are under quasi uniaxial compression (see Appendix B)
and the strain decreases from 3.3% at low T to about 1% at room temperature.
Since it is known that the transition energy in poly-pTS varies linearly with tensile
strain at approximately the same rate (see Section 3.2.1.1), the large variation in
4B chains is likely to be due to changing strain. In 3B, the monomer unit cell
parameter differs from the chain equilibrium repeat unit length by <0.5% at all
temperatures and this effect is absent.
The T dependence of the zero-phonon lineshape was therefore studied quantita-

tively on 3B to eliminate any possible influence of strain. The area of the zero-pho-
non absorption line keeps constant with temperature. The oscillator strength is
therefore constant. The areas of the main vibronic lines also seem to keep con-
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stant, so the Franck–Condon factor is not temperature dependent. The main exci-
ton absorption line is well fitted by the sum of a strong Lorentzian and, ~ 7.5meV
above, a weaker Lorentzian satellite with the same width. This satellite most prob-
ably corresponds to a phonon sideband, since RRS spectra show around 60 cm–1 a
resonant low-energy phonon, therefore corresponding to chain normal modes
[25]. It is not possible to fit the experimental spectrum using Gaussian profiles
with physically meaningful intensities and widths. Hence the lineshapes are gov-
erned by homogeneous broadening in the studied temperature range. It will be
shown in Section 3.4.3.2 that the times derived from the widths are shorter than
the excited-state lifetime at all temperatures. The widths are therefore governed by
the loss of coherence of the excited state involved.
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Figure 3.12 Temperature dependences of (a)
the zero-phonon transition energy E0 and (b)
the zero-phonon linewidth C0. Open circles:
poly-3B in 3B. Other symbols: several series
of measurements on poly-4B in 4B; these

series are given to emphasize the fact that
the rapid increase above 150K is not due to
sample-dependent effects such as inhomo-
geneous broadening, but is intrinsic.



3.4 Spectroscopy of Isolated Blue Chains

3.4.2
Electroabsorption

Electroreflectance measurements have brought important information on bulk
PDA crystals: it was shown that the strong electronic transition in the visible is an
excitonic one, with the exciton having a large polarizability; and on the best sam-
ples (poly-DCH, for instance) a well-resolved signal was observed at higher energy,
characteristic of a Franz–Keldysh effect, showing that the gap is around 2.5 eV,
hence an exciton binding energy of about 0.5 eV [37, 64]. In these measurements,
the electroabsorption spectrum was deduced from the reflectance and electro-
reflectance spectra by Kramers–Kronig transformation.

3.4.2.1 Results
In monomer crystals containing a small enough concentration of isolated polymer
chains, the absorbance is low enough and electroabsorption spectra can be directly
recorded, as shown in Fig. 3.13 for 3B [65]. Electroabsorption is observed only
when the applied electric field F is oriented // to the chain direction. The light
was also polarized along the same direction in these experiments, since in ^ polar-
ization the absorption at small xp is too low to allow recording of an EA spectrum
(see, however, Section 3.4.2.5).
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Figure 3.13 Electroabsorption spectrum for
parallel polarization of poly-3BCMU isolated
chains at 15 K (a), compared with the first
derivative (b) of the absorption spectrum (c);

the m0 line is saturated in this spectrum. The
Stark shift used for the calculation of the
derivative was 35 leV at an applied field of
38 kVcm–1.
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The spectra consist of two parts, below and above 2.4 eV respectively.
Below 2.4 eV the very well-resolved spectrum is identical with the first derivative

of the absorption spectrum, except at the position of the main absorption line,
where the absorption is slightly saturated. Hence the absorption spectrum shifts
as a whole towards the red without change in shape or intensity. This is also true
for the weak lower energy bands below the main absorption band, which were
shown to correspond to minority populations of slightly different blue chains
(Appendix C).
Above 2.4 eV, the first derivative absorption spectrum is featureless, while large

well resolved oscillations are observed in electroabsorption. The signal is in fact
very intense: at a field F = 40 kVcm–1, the change in absorbance at 2.5 eV is Da »
0.3 cm–1 (see Fig. 3.15), in a sample in which a » 27 cm–1 at the same energy. This
is a relative absorbance change of about 1%, more than two orders of magnitude
larger than what is observed below 2.4 eV. The true ratio is even larger, since the
absorption in this energy range is dominated by exciton multiphonon vibronic
transitions. This is related to the dimensionality of the chain: the Franz–Keldysh
effect is much enhanced in 1-D [66].
Except for a much better resolution, the full electroabsorption spectra are very

similar to those deduced from the electroreflectance spectra of bulk PDA [37] and
can be interpreted in the same way, except for the weak low-energy bands which
are not seen in the bulk polymer spectra, either because of the poorer resolution
or because all chains have become equivalent in the fully polymerized crystals.
The lower energy part of the spectrum is entirely explained by a field-induced

shift of an excitonic transition and its associated vibronic transitions. The shape of
the signal is independent of the magnitude of the applied electric field F and its
amplitude is proportional to F2, as shown in Fig. 3.14 (the other curve is discussed
shortly). All this indicates that the field is only a small perturbation here.
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Figure 3.14 Variation of the amplitude Da of the electro-
absorption as a function of applied electric field F. Open
squares: data in the low-energy region, increasing as F2.
Closed circles: data at the maximum near 2.5 eV, tending
towards a variation as F1/3 at high field. From Ref. [65].
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In contrast, the shape of the high energy part changes with F as shown in Fig.
3.15. The lowest energy zero crossing stays at a constant energy, while the other
zero crossings or turning points (labeled b, c and d in Fig. 3.15) shift to higher
energies with increasing F, varying as F2/3 [65]. The signal amplitude grows subli-
nearly with F, tending to a F1/3 variation at high F, as shown in Fig. 3.14.
This is very well accounted for by the Franz–Keldysh effect at the edge of a

quasi-one-dimensional continuum of free carriers associated with the lower lying
exciton. The F2/3 dependence of the spectrum shape is a specific signature of the
FK effect. In the high-field limit where the applied field is the dominant perturba-
tion to the continuum states, the amplitude of the signal should indeed increase
as F1/3 as shown in Fig. 3.14, a limit rarely approached in semiconductors, but
clearly reached here.
Less well-structured electroreflectance signals observed on some bulk PDA had

earlier been assigned to electric field enhancement of a forbidden transition to an
Ag state [44, 67]. The present results allow this interpretation to be excluded.

3.4.2.2 Properties of the Exciton
The field-induced energy shift DEx of the exciton state x results from virtual transi-
tions to all levels li to which x is coupled via one-photon-allowed transitions of
transition dipole lxl:
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Figure 3.15 Variation of the electroabsorp-
tion spectrum around 2.5 eV with applied
field F between 14 and 42 kVcm–1. The lowest
energy zero crossing, independent of F,

marks the gap Eg. Other zero crossings b
and d, and extrema a and c, shift with F, as
shown in Fig. 3.14. D and Tmark vibronic
replicas.
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DEx ¼
X
li

jlxli
Fj

Ex � Eli

where Ex is the unperturbed exciton energy and Eli that of state li. Assuming that
the isolated chain has a center of symmetry, the states li must have g symmetry,
they do not appear in the absorption spectra presented above and since the spec-
trum shifts to the red the dominant ones must be at higher energy than the exci-
ton. Such states can belong to the ionization continuum associated with it which
produces the FK oscillations near 2.5 eV or be the g state observed in two-photon
absorption spectra just below the continuum threshold [52, 68]. Replacing for sim-
plicity the sum over li by a single level l, one then obtains

DEx ¼
jl:Fj

Ex � El

¼ p
2
F2

where p is the polarizability of the exciton state which is given by the virtual tran-
sitions to all states li and l is the transition dipole moment between x and l, hence
a determination of p and l with an uncertainty of about 10% (Table 3.2).

The dipole corresponds to 2–3 times the unit cell length, hence the exciton is
fairly extended, with a Bohr radius of 10–15�, and it should thus have a relatively
small effective mass. The reduced effective mass of the carriers estimated from
the FK effect is about 0.05 (Section 3.4.2.4), compatible with an exciton effective
mass of the order of 0.1. This value of the Bohr radius is close to the exciton radius
calculated by Suhai [69]. A similar effective mass will be found for the red chains
exciton from a completely different experiment (see Section 3.5.4.3). The polariz-
abilities are large compared with theoretical or experimental numbers quoted for
other conjugated polymers, of the order of 1000�3 [70].
The differences between the two materials are small and not significant, despite

the fact that at 15K the poly-4B chains are under a 3% compressive strain,
whereas the poly-3B chains are not. The measured properties are therefore robust
and can be taken as generic for the PDA.
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Table 3.2 Properties of the exciton in blue isolated chains. The last line
shows the data for a bulk PDA crystal for comparison. The last column shows
the transfer of oscillator strength from the exciton. Data from Refs. [37] and [65].

Transition
energy (eV)

Binding
energy (eV)

Polarizability
p (�3)

Dipole moment
l (e �)

Oscillator
strength
transfer

3BCMU chains 1.896 0.586 7120 – 700 12 3.8 � 10–5

4BCMU chains 1.810 0.568 6480 – 650 11.3 3.6 � 10–5

DCH bulk 1.856 0.478 8200 – 850 11.7
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The coupling between x and l also brings up a transfer of oscillator strength
from the allowed 0 fi x transition to the forbidden 0 fi l transitions, but it is of
the order of DEx/(Ex – El) » (2–5) � 10–5, too small to affect the lineshape of the
exciton electroabsorption spectrum, in agreement with the observed pure quadrat-
ic Stark effect. It is also too small to be detected as an increase in absorption in
the region of the Franz–Keldysh signal. Indeed, the positive and negative parts of
the signal in Fig. 3.15 cancel at low F, indicating a redistribution of oscillator
strength in the same spectral range, that is, within the ionization continuum
states, rather than a borrowing from other spectral regions. A small increase in
the integrated absorption in the region of the Franz–Keldysh signal region
becomes observable at the highest values of F only.

3.4.2.3 Exciton Binding Energy
The position of the lowest energy zero in the FK signal, marked Eg in Fig. 3.15,
yields an accurate determination of the ionization bandgap Eg = 2.482 eV (at 15 K)
in 3B and 2.378 eV (at 40 K) in 4B, hence of the exciton binding energy Eb of 586
and 568meV, respectively (Table 3.2). This value of Eb is slightly larger than those
measured in the same way in bulk PDA: 480meV in poly-DCH, 510meV in poly-
pTS [37]. PDA are the only conjugated polymer class in which Eb has been experi-
mentally determined without ambiguity and to such a high accuracy up to now. It
is not, however, directly comparable to theoretical values calculated by various
methods for single PDA chains or other conjugated polymers [71], which almost
always give very much larger Eb. However, such calculations do not take into
account the effects of the surrounding (dielectric) medium, in our case a well-
ordered monomer crystal. Polarization of that medium by the free electron–hole
pair on the chain produces a much larger correction than the one produced by a
bound pair (an exciton) and once this is taken into account the calculated exciton
binding energy Eb is reduced to values close to the experimental ones. We return
to this problem in Section 3.4.7.

3.4.2.4 Properties of Electron and Hole
Observation of well-defined FK oscillations is most useful in yielding information
about the properties of charge carriers in a single well-ordered conjugated poly-
mer chain, that are otherwise hard to obtain. This requires analysis of the FK
oscillation lineshape [41]; the modulation is much larger for a quasi-1-D band,
hence the fact that even very weak absorption bands yield an easily measurable
electroabsorption signal [66].
The variation Da of the absorbance at energy E is a function of the ratio of the

energy difference E – Eg to a “scaling energy” "h given by

"h =
ðehFÞ2
2m*

� �1=3
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in which the only adjustable parameter is m*, the reduced mass of the pair.
Hence, plotting the energy shift of characteristic points of the electroabsorption
signal, labeled a to c in Fig. 3.4.6, as a function of F2/3 should and indeed do, yield
straight lines, which slope gives an estimate of m* » 0.05 – 0.01. The same value
was obtained in the same way on bulk poly-DCH, the only bulk PDA on which
good enough data were obtained [37, 64]. This value is consistent with the hole
effective mass m* » 0.1 inferred from angle-resolved UPS experiments on single
crystal films of poly-4BCMU [72].
This analysis cannot be extended to larger values of E – Eg, since new features,

labeled D and T on Fig. 3.15, appear at about Eg + 163 and Eg + 250meV in 3B
(165meV and 260meV in 4B); these are assigned to vibronic replicas of the band
to band transition.
The electric field is not the only possible source of broadening of the FK electro-

absorption spectra. Inhomogeneous broadening can be neglected here, since
from the combination of absorption (Section 3.4.1) and fluorescence (Section
3.4.3) results it is known to amount to much less than 10meV for the exciton tran-
sition and there is no obvious reason for it to be much larger for the band to band
transition. However, the finite lifetime of the electronic state prepared by light
absorption is significant: the extension in energy of the FK oscillations is related
to the coherence length of the band states [73]. This extension is at least 70meV
at 23 kVcm–1, a field at which the FK oscillations are entirely below the D feature
at Eg + 165meV (Fig. 3.15).
This leads to a carrier coherence length of at least 35 nm, that is, more than 70

repeat units. A mean free path of that length is not easy to achieve in a quasi-1-D
system such as an isolated PDA chain. It indicates very high structural perfection
and, indeed, even a small amount of disorder is enough to decrease the FK signal
and eventually wash it out: see data on 4B at higher xp in Section 3.4.2.5 below.
Loss of coherence may be due to inelastic scattering, as will be found for exci-

tons in red chains (Section 3.6.2.2); in this case the quantities deduced from the
FK signal, effective mass and coherence length, are directly relevant to the carrier
transport properties. However, loss of coherence may also correspond to polaron
formation. The word “polaron” is ubiquitous in the conjugated polymer literature
and it is widely accepted that lattice relaxation very rapidly dresses the charge
carriers, although there is no direct experimental evidence of that. The results
presented in Section 3.4.3 and even more convincingly in Sections 3.5 and 3.6,
show that such lattice relaxation does not occur for singlet excitons, contrary to
earlier expectations. Polaron formation would greatly affect the carrier transport
properties, but contradictory conclusions have been drawn from transport experi-
ments in bulk PDA. The question thus remains open and FK results only place a
lower limit for the time needed for polaron formation to begin, if it occurs at all.
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3.4.2.5 Electroabsorption at Higher Polymer Concentration
Electroabsorption measurements are possible at much higher polymer concentra-
tion up to xp » 0.1, using light polarized perpendicular to the chain direction; as
mentioned above, the absorption spectra are the same in // and ^ polarizations
for such values of xp. Experiments were carried out at T » 10 K both on 3B and 4B
[74]. An EA signal is observed only for the electric field // to the chains.
In the exciton energy range, the EA spectra are not much dependent on xp.

They are still completely accounted for by a quadratic Stark shift and the exciton
polarizabilities thus derived are, to –10% accuracy of their determination, equal to
the values found above for very dilute chains. The exciton energies and absorption
linewidths increase slightly, the effect being slightly larger in 4B, probably owing
to changes with polymer content of the mismatch between chain and matrix.
The Franz–Keldysh signal is still well developed in 3B, leading to the determina-

tion of a bandgap Eg = 2.50 eV, and hence an exciton binding energy Eb » 580meV,
equal to the value at lower xp. In contrast, in 4B the signal, although still present
(as shown by comparison with the first derivative of the absorption) is much
decreased. Eg and Eb are less accurately determined but again are only slightly dif-
ferent from their value for highly dilute chains. This indicates that elastic stresses
built into the 4B crystal due to the mismatch between the monomer unit cell and
the polymer repeat unit dimensions cause enough disorder to limit the coherence
length of the generated carriers, whereas this effect is much weaker in 3B. Still,
the stresses in 4B remain small enough hardly to distort the diffraction Bragg
peaks, showing how sensitive to disorder the Franz–Keldysh signal is; it is there-
fore not surprising that the FK oscillations can be observed only in high-perfection
chains and not in most bulk PDA crystals nor in any other conjugated polymer.
At a polymer concentration xp » 0.07 and assuming a random distribution of

the chains in the matrix, the probability that two chains are nearest neighbors
within a crystal lamella is about 0.15. Still, no effect of interchain interaction is
obvious in the spectra, indicating that these interactions must be weak. This is a
subject for further studies.

3.4.3
Fluorescence

3.4.3.1 Emission Spectra

Bulk blue PDA are considered to be nonfluorescent [46]. When dispersed in their
crystalline monomer matrix, blue poly-BCMU chains emit a weak fluorescence,
easily studied at low T. Figure 3.16 shows the fluorescence spectrum at 2K of
poly-4B chains excited at 514.5 nm. This wavelength was chosen to avoid overlap-
ping of strong RRS lines.
The corresponding absorption spectrum is shown as a dotted line. The emission

spectrum is close to a mirror image of it, except for the region of the zero-phonon
line, where reabsorption is important. The vibronic lines are better resolved in
emission, so the exact position of the D and T vibronic emission lines can be de-
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termined accurately. The corresponding vibrational energies are known from RRS
data, so the zero-phonon emission line energy can be derived: it coincides within
a few tenths of an meV with that of the zero-phonon absorption line: there is no
Stokes shift.
Similar spectra and results are obtained for poly-3B chains.
This emission is therefore the resonance fluorescence of the 1Bu exciton of the

polymer chain, without any geometric relaxation in the excited state.

3.4.3.2 Lifetime of the Emitting State
The quantum yield of this emission is no doubt small, so the lifetime is expected
to be short. Time-resolved data were obtained by the fluorescence up-conversion
method [75]. For experimental details, see Ref. [76].
The emission spectrum shape is constant during the decay, and it is therefore

the same well-defined state that emits. The decay is exponential over more than
two decades, as seen in Fig. 3.17.
The measured effective lifetimes s at 20K are as follows:

for poly-3B chains s = 135 – 10 fs;
for poly-4B chains s = 130 – 5 fs.

Their temperature dependence is given in Fig. 3.18 in the range 15–150K. The
lifetime s remains approximately constant in poly-3B, but in poly-4B it starts to
decrease above about 50K, reaching 100 fs at 180K. Such short lifetimes account
for about half of the zero-phonon absorption linewidth at the lowest temperatures.
On the other hand, the absorption lineshapes between 50 and 150K are well fitted
by Lorentzians [76], suggesting that they correspond to a decreasing exciton coher-
ence time and not to a dramatic increase in inhomogeneous broadening (the situ-
ation above 150K in 4BCMU is less clear). A small residual inhomogeneous con-
tribution to the linewidth is certainly present, but it cannot be larger than a few
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Figure 3.16 Fluorescence emission spectrum at 2 K of
poly-4B chains (open squares) compared with the absorption
spectrum of the same 4B crystal (line and points).
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meV; hence the exciton energy cannot vary by more than this value over the whole
length of a single chain, of the order of 20 lm.
The measured lifetimes can be compared with the expected radiative lifetime of

a molecular transition of oscillator strength of ~ 1, a few nanoseconds. The fluo-
rescence quantum yield can be estimated on that basis to be 5 � 10–5 to 10–4 (this
is not necessarily correct if the chains behave as quantum wires, see Section
3.5.3). The exciton relaxation is therefore dominantly nonradiative. The corre-
sponding processes are discussed below in Sections 3.4.4 and 3.4.5.
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Figure 3.17 Temporal variation of the fluorescence. The
dotted line is the instrumental response. The solid line is a
convolution of this response with an exponential of decay
time 130 fs. Two sets of data are shown as open squares and
filled circles. From Ref. [76].

Figure 3.18 Temperature dependence of the fluorescence
lifetime in chains of poly-3B (diamonds) and poly-4B (open
circles), from fits as shown in Fig. 3.17, with the correspond-
ing uncertainties. From Ref. [76].
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To summarize, the emitting state is a well-defined one, although short-lived,
and, as shown by the resonant character of the emission, it is the excited state pre-
pared by the absorption. These results do not agree with the instantaneous self-
trapping exciton model [48, 49], which has been used [50] to account for the lack
of fluorescence in bulk PDA.

3.4.3.3 Risetime of the Emission: Relaxation Within the Singlet Manifold
In these experiments, the exciting photon energy is close to that of the vibronic D
line in absorption. The emission originates from the relaxed (zero-phonon) exci-
ton level, so the time needed for the excitation to relax to that level should show
up as a fluorescence risetime. As seen in Fig. 3.17, it is barely different from the
instrument response. A fit yields an upper limit of ~ 40 – 20 fs for the relaxation
from the vibronic D line to the zero-phonon level.

3.4.4
Nonradiative Relaxation of the 1Bu Exciton

3.4.4.1 Introduction. Experimental Method

The very fast nonradiative decay evidenced by the very short fluorescence lifetime
is unlikely to be due to direct internal conversion to the ground state. In the statis-
tical limit, valid for large molecules, of the molecular theory of nonradiative
relaxation [77], the probability of such a process is an exponentially decreasing
function of the number of phonons which must be generated to transform the
whole electronic energy into vibrational energy in the ground-state manifold.
Hence the dominant relaxation channel is generally the one involving the highest
energy phonon only. Since this phonon in the PDA chain is the normal mode we
call T (the triple bond stretch) of about 265meV, the exciton energy corresponds
approximately to its seventh harmonic. It is highly unlikely that such a process
can be fast enough to account for the measured lifetime.
This implies that the relaxation proceeds through one (or several) intermediate

excited state(s) at lower energy. The absence of one-photon absorption below the
exciton transition shows that there is no lower lying singlet excited state of u sym-
metry. Besides the lowest 13Bu triplet, corresponding to the Bu singlet exciton,
which certainly lies in the optical gap, two other types of candidates are a 21Ag sin-
glet or a self-trapped state produced by geometric relaxation around the Bu singlet
exciton (the fluorescence results only show that self-trapping cannot be instanta-
neous, not that it cannot eventually occur). None of them is expected to be efficiently
radiatively coupled to the ground state, so they cannot be studied in emission.
Therefore, subpicosecond pump–probe experiments were performed on 3B and

4B monomer crystals containing xp < 10
–3 polymer by weight. In such experi-

ments, an intense monochromatic pulse (the pump) generates 1Bu excitons, which
then decay through one or more intermediate excited states. Most experiments
were carried out with an initial singlet density of 1 per 200 chain repeat units, but
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this ratio could be varied from 1:1000 to 1:10, without any effect on the results
except that the triplet yield is superlinear in pump fluence. Absorption by the
excited states is measured by a second broadband subpicosecond pulse (the probe)
delayed by a time h; two types of phenomena can be studied:

1. Each excited state has its characteristic absorption spectrum,
which can be recorded; this is photoinduced absorption
(PA).

2. The presence of the excitations “depletes” the ground state,
so the ground-state absorption leading to the exciton is
decreased; this is photoinduced bleaching (PB).

The absorption of the probe light at a given wavelength is increased by PA and
decreased by PB. By recording the spectra at different delays h, the relaxation
kinetics of the various excited states are obtained. The PB kinetics are that of
ground-state repopulation, whereas the kinetics of each PA band are due to the
rise and decay of the corresponding excited state.
Details on the experimental setup can be found in the original paper [78].

Briefly, the temporal resolution was ~ 100 fs and the probe pulse duration was
<150 fs. The pump photon energy could be chosen within the exciton absorption
range or below and was kept below the known carrier generation threshold at
about 2.5 eV, so only states within the 1Bu exciton manifold were directly excited.
Ionized states would only be produced by multiquanta processes and be super-
linear in pump intensity. Triplet generation, discussed in Section 3.4.5, indeed
may require participation of such processes, but no such effect was detected in
the PA and PB spectra discussed in this section. The probe spectral range lay be-
tween 1.25 and 2.3 eV, but the region between 1.5 and 1.65 eV could not be stud-
ied. The setup allowed the simultaneous acquisition of the whole photoinduced
spectrum, which is important to obtain accurately the narrow lines of the PB com-
ponent.

3.4.4.2 Spectra and PA Decay Kinetics
Figures 3.19 and 3.20 show two examples of the absorbance change, between 1.65
and 2.1 eV and between 1.25 and 1.50 eV, respectively, for an optically thin 4B crys-
tal (xp at most a few 10–4). These are raw spectra, uncorrected for the probe pulse
chirp, but all data used in the following discussion have been corrected for the
chirp.
In Fig. 3.19, the delay time given is taken at 1.81 eV. The sharp negative peaks

are due to PB of the exciton transition and the positive background is due to PA of
the state or states present at 1 ps. The small negative peak at ~ 1.76 eV corresponds
to the bleaching of a low-energy line (see Fig. 3.11) which is the exciton transition
of a minority population of chains (see Appendix C). This state does not belong to
the majority population, the only one considered below; in particular, it does not
participate to the relaxation of the exciton of the majority chains. This is true of all
these low-energy transitions in both materials. In contrast, these minority excitons
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behave very much like the majority one: this has been demonstrated directly in
these pump–probe experiments, as shown in Appendix C.
In Fig. 3.20, spectrum (a) is taken at h = 335 fs and spectrum (b) at h = 1.3 ps

(both at 1.35 eV). The spectra correspond to PA only and have two components: a
quickly decaying background and a longer living Lorentzian line at about 1.35 eV.
The latter is due to triplet–triplet absorption and will be discussed in Section 3.4.5.
None of the PA features in Figs. 3.19 and 3.20 can be associated with the exciton,
which has completely disappeared even at h = 335 fs.
The kinetics of the PA background in the spectral range of Fig. 3.20 is given in

Fig. 3.21: it is well accounted for by the sum of two components, a major one
appearing within the pump pulse duration and decaying exponentially with a life-
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Figure 3.19 Changes of absorbance in the
exciton transition region, 1 ps after the pump
pulse. The negative peaks are the bleaching of
the exciton absorption; the positive signal is
photoinduced absorption of various transient
excited states. From Ref. [78].

Figure 3.20 Photoinduced absorption of the
poly-4B chains in the near IR recorded 335 fs
(a) and 1 ps (b) after the pump pulse. A fast-
decaying PA background is present at 335 fs.
The narrow line remaining at longer times is a
triplet–triplet transition. Note the slight spec-
tral shift and the narrowing of that line. From
Ref. [78].
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time of 450 – 100 fs and a second one, seven times weaker, appearing with a rise-
time of 450 fs and decaying with a lifetime of about 2 ps.
Two excited states are therefore involved, which we shall call X1 and X2, respec-

tively, and from the kinetics it is clear that X2 is produced by the relaxation of X1.
The X1 PA is a broad band peaking at 1.40 eV, with a threshold below 1.25 eV and
a low-energy half-width of 80meV. This absorption is intense: since the number
of generated excitons is known, a lower limit of the absorption cross-section can
be calculated assuming that all excitons decay through X1: the total cross-section
for the range 1.2–1.5 eV is r(X1) » 3 � 10–16 cm2. For such a broad absorption band,
this implies an oscillator strength >1. The same results are obtained with 3B.
A similar kinetic analysis carried out at a probe wavelength just below the exci-

ton absorption shows that the PA appears there with a risetime of 450 fs, so it is
only due to X2 and it decays in 1.7–2 ps, which is therefore the lifetime of X2. The
total absorption cross-section for the range 1.6–1.9 eV is r(X2) » 8 � 10–16 cm2.
Again, this is a strongly allowed transition.
Nowhere between 1.65 eV and the exciton energy does one see a PA that could

be associated with an absorption by the exciton and the formation of a biexciton; it
is either too small or absent.
PA is also present above the exciton transition, but there the kinetics must take

into account simultaneously PA and photobleaching, which is discussed just
below. The two components can be sorted out because the PB spectrum is identi-
cal with the exciton absorption spectrum, so PB dominates at the absorption lines
positions and its contribution at other wavelengths can be calculated and sub-
tracted from the observed response, yielding the pure PA component. At 1.965 eV,
for instance, a strong PA by the exciton is observed, together with absorptions by
X1 and X2, with relative absorption cross-sections r0:r1:r2 = 5:1:2.
The final states of the absorptions by X1 and X2 lie about 3 eV above ground state

and must be of u symmetry. Such states are therefore also connected to the
ground state by symmetry-allowed one-photon transitions. Theoretical calcula-
tions on oligomers [79] indeed predict a 1Bu state at an energy compatible with a
3 eV value for an infinite chain. However, the one-photon absorption spectrum of
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Figure 3.21 Decay kinetics of the PA background
in Fig. 3.20. Dashed line: convolution of the
instrumental response with an exponential
of decay time 450 fs. Dotted line: signal with a
risetime of 450 fs and a decay time of 2 ps. Solid
line: sum of these two components with appro-
priate relative intensities. Open and filled circles
correspond to two experiments. From Ref. [78].
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isolated PDA chains, which is otherwise well resolved, is structureless in that en-
ergy region, only showing the high-energy tail of the Bu exciton absorption, corre-
sponding to highly vibrationally excited levels and its associated ionization conti-
nuum (see Section 3.4.6, Fig. 3.28).

3.4.4.3 Photobleaching
Let us consider now the PB signal. The kinetics for the zero-phonon line and for
its D and T vibronic replicas can be accounted for by the sum of the bleaching
recovery, which is the same for all lines (as expected) and different PA contribu-
tions (the other vibronic lines are too weak for a quantitative analysis). The excited
states to be taken into account in the analysis are the exciton, X1 and X2 and the
triplet. However, the triplet decay follows a t1/2 law after ~ 3 ps (Section 3.4.5.4)
and this is not observed in the PB decay, so triplets seem to be formed in too low
concentration to contribute significantly to bleaching and they will not be
included in the modeling. The absence of a triplet contribution to PB leads to an
upper limit for the triplet yield of a few percent.
In modeling photobleaching, one must consider not only the number density of

a given excited state Xi, but also its bleaching efficiency fi, which will be expressed
as a number of repeat units of the chain which do not take part in the absorption
from the ground state if one Xi state is present. So, when the 1Bu exciton with
bleaching efficiency f0 decays into X1, which in turn decays into X2, photobleach-
ing persists since the ground state has not been regenerated but its magnitude
changes if f0 „ f1 „ f2. Indeed, changes are seen on the PB decay curve as shown
in Fig. 3.22 for 3B.
A complicated shape at short time (£2 ps) is followed by a sequence of two expo-

nentials with time constants 1.7 and 20 ps (the latter being longer in 4B). The
shorter time is consistent with the lifetime of X2 but the longer one shows that yet
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Figure 3.22 Photobleaching at the exciton
energy (1.90 eV) of poly-3B chains. The inset
shows the short time signal. The solid line is a
sum of two exponentials with decay times
1.7 and 20 ps. Open and filled circles are the
results of two experiments.
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another state – which will be called Y – also participates in the ground-state recov-
ery. State Y may either belong to the same relaxation channel as X1 and X2, being
populated from X2 and decaying to the ground state, or it may act in parallel to
state X1 and/or X2, being populated directly from the exciton or from X1 and decay-
ing to the ground state. The former is unlikely, since the ratio of the initial values
of the fast and slow exponential should be the ratio f2:fY of the bleaching efficien-
cies of the corresponding states, implying (see below) that fY < 1, which does not
seem reasonable.
The PB decays were therefore fitted with the assumption that Y does not belong

to the main decay channel, but is a derivation in parallel to it, using as parameters
the bleaching efficiencies of all states involved defined above. The lifetimes are
not adjustable parameters, since those of the exciton and of X1 are known and
those of X2 and Y are fairly accurately determined by the decay times of the two
exponentials in Fig. 3.22. A good fit to all experiments is obtained. An example is
shown on Fig. 3.23.
Since the number of excitons generated can be calculated from the pump inten-

sity and the known xp, the initial value of the PB yields the bleaching efficiency f0

of the exciton, f0 » 5, corresponding to a length of ~ 2.5 nm. This is close to the
exciton size deduced in Section 3.4.2. The 450-fs decay time of X1 does not show
up in the decay, indicating that X1 and X2 have comparable bleaching efficiencies.
The fit shown in Fig. 3.22 corresponds to f1 and f2 = 2 – 1, about half of f.
The possible nature of these states will now be discussed.
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Figure 3.23 Overall fits using the model and parameter values given
in the text. (a) Poly-3B: fit of the results shown in Fig. 3.22. (b) Poly-4B.
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3.4.4.4 Nature of the Gap States
The exciton relaxation in bulk PDA phases, including disordered films, notably of
poly-3B and poly-4B, has been discussed previously in terms of instantaneous
self-trapping [50], based on the theoretical work of Rashba [48]. The existence of
resonance fluorescence shows that self-trapping, if it occurs at all, cannot be
instantaneous, but does not preclude the possibility of delayed self-trapping.
On the other hand, two-photon absorption experiments have shown the pres-

ence of at least one and possibly two [52] Ag states in poly-pTS crystal and in a
Langmuir–Blodgett multilayer film [80]. These excited states are not self-trapped
states (they are observed independently of the creation of Bu excitons) and can be
populated from the higher lying Bu exciton by internal conversion. This relaxation
process is well documented in polyenes, in which the Bu state lifetime is ~ 100 fs
[81], comparable to the exciton lifetime in PDA (Section 3.4.3). Hence Ag states are
natural candidates for X1 and X2.
The lifetime of the Y state is comparable to that of the Bu triplet as deduced

from the decay of the PA at 1.3 eV. However, Y cannot be that triplet for several
reasons: its contribution to PB is ~ 0.1 – 0.02 whatever the pump photon energy,
whereas the triplet yield is at least 50 times smaller when the pump is resonant
with the exciton absorption than it is above 2.0 eV; in addition, the Y state concen-
tration is linear in pumping fluence, whereas the triplet yield is non-linear (see
Section 3.4.5).
However, there must be an Ag triplet, related to the Ag singlet states X1 and X2

from which it would be populated by intersystem crossing. This would provide
another decay channel, branching off the main one at X1 or X2 (or both), with a
rate constant of a few 1010 s–1. Such an assignment for Y would be compatible with
the experimental results. However, this 3Ag state must not significantly populate
the 3Bu triplet: such an internal conversion would generate individual 3Bu triplets
on a chain, not triplet pairs and such triplets would have long lifetimes (microse-
conds) since they would not disappear by fusion, but by ordinary intersystem
crossing processes to the ground state; one should then observe intense triplet–
triplet absorption and residual exciton bleaching for such long times, which is not
the case. The assignment of Y to an Ag triplet therefore remains mere conjecture.

3.4.5
The Lowest Triplet State

3.4.5.1 Assignment of the 1.35-eV Photoinduced Absorption

The 1.35-eV PA line can be recorded at least up to a 50-ps delay time, long after the PA
from all states studied above have disappeared, except state Y. There only remains at
these times a relatively narrow Lorentzian line at 1.345 eV (C = 12.5meV) in 4B [and
at 1.360 eV (C = 14.8meV) in 3B] at 20K, shown in Fig. 3.24 [82]. These values of
the width C correspond to an excited state lifetime of about 40 fs.
A similar PA exists in all bulk blue PDA near 1.4 eV and has been unambigu-

ously identified as a T–T* absorption by the effects of microwaves or magnetic
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fields (see, for instance, Refs. [83, 84]). It is reasonable to assume that the absorp-
tion at 1.35 eV seen here in isolated chains is due to the same T–T* transition.
Hence triplets are formed by excitation in the singlet exciton absorption range
and their density can be monitored by this PA line.
The variation of its intensity with pump fluence allows one to determine the

triplet generation processes at work and from the estimate of the triplet genera-
tion yield, the strength of the T–T* transition can be evaluated. The time depen-
dence of the PA intensity gives information on the triplet decay process and on its
transport properties.

3.4.5.2 Triplet Generation Processes
The variation of the triplet yield with incident photon energy within the singlet
absorption range is shown in Fig. 3.25 for 4B (similar results are obtained for 3B).
Since the yield is not independent of pump fluence, the values are given for the
same number of photons absorbed for all wavelengths.
The yield is very small at 1.8 eV, the zero-phonon line energy, it increases expo-

nentially up to 2 eV, then stays constant or slowly increases linearly up to 2.5 eV.
The only triplet generation process that is fast enough to compete with the very

fast relaxation within the singlet manifold (Section 3.4.3.3) is fission of a singlet
into two triplets of total spin zero. This is a spin-allowed and fast process, well
documented in molecular solids [85], and in a study of triplet generation in poly-
crystalline poly-DCH films it was concluded that they are produced by fission
with a threshold of ~ 2.15 eV at room temperature [86].
At low temperature, fission only occurs for singlets which energy is larger than

twice the triplet energy (the unrelaxed energy, before the triplet undergoes self-
trapping, if it occurs at all). A natural explanation of the energy threshold at 2.0 eV
in Fig. 3.25 is that fission occurs above it but not at the relaxed exciton energy
1.8 eV. However, some triplet generation occurs upon pumping at 1.8 eV, so
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Figure 3.24 Line shape of the 1.36 eV TT*
absorption in poly-3B chains, after back-
ground decay. Dots are experimental results

and the solid line is a Lorentzian fit centered
at 1.360 eV with a 14.8-meV width. From Ref.
[82].
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Figure 3.25 Triplet yield deduced from TT*
transition intensities as a function of the
energy of pump photons. The solid line is a
guide for the eye, emphasizing the exponen-

tial increase up to 2.0 eV, then an almost
constant, possibly slightly increasing, value.
From Ref. [82].

Figure 3.26 Scheme of triplet generation
processes. S* is a “hot” singlet; T is the low-
est triplet, presumed to be 13Bu; (e + h) is an
electron–hole pair. The products of S* at the
top of the figure are the same as those

shown in the lower part. The threshold
of process 1 is at least ~ 2.5 eV, that of pro-
cesses 2 and 3 is the exciton energy and that
of process 4 is determined from Fig 3.25
(see text), around 2 eV.
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another process must also be present. The yield there is proportional to the square
of pump fluence, so it is a two-quantum process and intersystem crossing from
the exciton, X1 or X2 is excluded (probably because it cannot compete efficiently
with the very short lifetime of these states). The only possible process at 1.8 eV is
therefore fission of high-energy singlets that are generated by absorption of the
pump photons by the states that are present during the pump duration, essen-
tially the exciton itself, with maybe a small contribution of X1. The triplet yield
above 2.0 eV increases slightly faster than linearly with the pump fluence, so exci-
ton photoexcitation is also present at higher energies. This agrees with the obser-
vation that PA above the exciton energy is mainly due to photon absorption by the
exciton itself, with an energy threshold near the exciton energy. Therefore, triplet
generation occurs according to the general scheme shown in Fig. 3.26.

3.4.5.3 Triplet Energies and Triplet–Triplet Transition
The existence of fission above threshold and its absence at the exciton energy give
upper and lower limits for the energy of the triplet states generated by fission, pre-
sumably the lowest energy triplet:
in 3B chains: 0.95 eV<E(T) < 1.05 eV,
in 4B chains: 0.90 eV<E(T) < 1 eV,

barely above midgap in both types of chains.
The symmetry of the triplet formed by fission requires clarification, however.

Both the Bu and Ag triplets may be present in the optical gap. Theoretical calcula-
tions on oligomers [87] place the lowest 3Ag state much above the lowest 3Bu state
(and of course below the lowest excited singlet Ag state), but there is no experi-
mental proof of this ordering. However, the T–T* transition is strongly allowed,
so it must either be of the type u fi g or g fi u. Two-photon absorption and elec-
troabsorption reveal a singlet Ag state just below the ionization threshold. It seems
therefore most probable that T* is the corresponding 3Ag triplet, so the lowest trip-
let must be the Bu one. If so, the Bu singlet–triplet exchange splitting is close to
0.9 eV, significantly larger than usually found in other conjugated polymers [88],
and the Ag splitting is much smaller. Several theoretical calculations describe the
lowest 1Ag excited singlet of polyenes as corresponding to a pair of 3Bu triplets and
predict that its energy is about twice the 3Bu energy (see, for instance, Ref. [89]). If the
above reasoning is correct, this is not verified in PDA, unless 1Ag is very close to

1Bu.
Assuming for E(T) the mean of the possible range of energies given above, the

energy of the excited Ag triplet T* is then 2.30 eV in 4B and 2.36 eV in 3B, to be
compared with the gap values Eg of 2.38 and 2.48 eV, respectively (Section 3.4.2).
The corresponding singlet Ag state, often called mAg, also being below Eg, the
exchange splitting of these two states has to be smaller than 0.1 eV.
The discussion of PB lead above to the conclusion that the triplet generation

yield is less than a few percent. The initial absorbance of the T–T* transition then
yields a lower limit of its oscillator strength at least 10 times larger than that of
the exciton transition. A similar conclusion had been reached earlier in a study of
bulk poly-4B crystals [89].
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3.4.5.4 Triplet Transport Properties
The T–T* absorption disappears in about 100 ps, much faster than reported in
bulk PDA in which the triplet lifetime is tens or hundreds of microseconds (see,
for instance, Ref. [86]). This short lifetime is easily explained by the strict one-
dimensional confinement of the triplet in isolated chains since the lowest lying
excited state of the matrix is the triplet of the C4 group around 3 eV [90]. Moreover,
the absorption does not decay exponentially in time and tends to a t–1/2 depen-
dence at long times, characteristic of one-dimensional diffusion [91].
To account for the experimental decay law, the following model was therefore

used: triplet motion is assumed to be diffusive, with a hopping rate W (s–1) and
triplets situated on the same site (or equivalently on nearest neighbor sites) can
annihilate by fusion with a rate A. Triplets are created by fission in pairs of total
spin zero and it is known that they can form again a singlet by fusion upon re-
encounter [85]. At time zero, two triplets are generated on the same site. Spin
relaxation is neglected, considering the very short times involved, but it would not
significantly influence the results, since the fusion of two triplets into an excited
triplet is also energetically possible and is spin allowed for several of the spin
states of the triplet pair [85]. This problem is analytically soluble [82] (for a similar
problem, see also Ref. [92]). A very good fit is obtained over the whole decay for
both materials. The result for 3BCMU, using a hopping time W–1 = 12.5 ps and a
fusion rate A = 4 � 1011 s–1, is shown in Fig. 3.27.
The ratio A/W is obtained to a very good accuracy (a few percent). Note that the

triplets of the same pair do not separate by more than a few sites between succes-
sive encounters, so even if several pairs are created simultaneously on the same
chain, they can be considered independently of one another: the same decay
kinetics should be observed up to fairly high triplet densities on a chain. The prob-
ability of fusion of two triplets is high: A/(A + 2W) = 0.7.
This model is general and does not specify which kind of triplet is moving or

which kind of singlet is produced in the fusion reaction. The model only assumes
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Figure 3.27 Temporal dependence of the TT* absorption, in
a log–log plot. Open circles: experiment. Solid line: best fit
using the 1-D fission–recombination model. Slope at long
times is t–1/2. From Ref. [82].
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that fusion is energetically possible, and therefore that self-trapping, if it occurs,
decreases the triplet energy by less than half the difference between the energy of
the triplet and that of the singlet exciton produced by the fusion process. Informa-
tion of this question is provided by the temporal dependence of the T–T* transi-
tion energy and width. The energy decreases by ~ 4.5meV during the first picosec-
ond, any further change being <1meV. The variation can be fitted to an exponen-
tial decay of time constant 350 fs. Simultaneously, the width decreases from 20 to
12meV. There are two possible explanation for these shifts. Since almost all the
energy deposited in the crystal by the pump pulse is very quickly transformed in
vibrational energy, the process being completed in 2 ps, the observed shifts could
be thermal; but red shifts upon heating are unusual. Self-trapping would also
explain the shifts. Any process significantly shorter than the instrumental time
resolution of ~ 100 fs would not be detected. Therefore, if self-trapping occurs,
either it causes a change in the transition energy of at most 5meV or the process
is almost completed in <100 fs, which does not seem very likely. However, these
results do not directly demonstrate that triplet self-trapping occurs in isolated
PDA chains.
The nature of the singlet exciton produced by fusion was not specified either.

The case of PDA chains is unusual: this singlet can be either the 1Bu state or one
of the Ag states within the optical gap, both channels being energetically possible
if the triplet is not self-trapped. If trapping occurs, fusion into the 1Bu exciton then
requires that the trapping energy be <50meV; fusion into an Ag state would only
require that it be at most a few tenths of an eV, assuming that the lowest Ag state
is 0.4 eV below the Bu exciton, as observed in poly-PTS crystals [52]. A study of
residual PA just below the exciton energy where only X2 absorbs, and/or of
delayed fluorescence, at times up to 100 ps, would be useful, but difficult.
A diffusion coefficient can be deduced from W if the hopping length is known.

The fine structure tensor of the PDA triplet, measured on other PDAs, indicates a
triplet size of about two repeat units [83, 84]. A hopping length of ~ 1 nm can then
be chosen, leading to a diffusion coefficient at 20 K of about 10–4 cm2 s–1, which
does not change much up to 80K. This explains the slight motional narrowing of
the triplet EPR spectra [84, 93].

3.4.6
A High-Energy Exciton

The absorption from the strong exciton transition and its associated ionization
continuum studied in Sections 3.4.2 and 3.4.3 extends to higher energies as a
slowly decreasing, structureless band, strongly polarized parallel to the chain
direction. No feature that could be associated with another electronic transition is
observed either in polarization below about 4 eV or in absorption or electroabsorp-
tion.
Side-groups of DAs often absorb in the near-UV region, obscuring possible

chain transitions. 3B and 4B monomers are particularly useful since their lowest
electronic transitions are those of the C4 group itself, all side-group transitions
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appearing at significantly higher energy. In the “pure” monomer (xp < 10
–4), the

UV absorption starts with a very weak band (a = 50 cm–1) at 4.512 eV (275 nm),
followed by strong structured absorption starting near 5 eV [74]. All this is
accounted for by known transitions of the diacetylene molecule [94]. For xp > 10

–3,
another absorption appears at about 4 eV [74], as shown in Fig. 3.28.
This absorption grows linearly with xp up to at least xp = 0.07 and is therefore an

absorption of PDA isolated chains. Typical spectra at 10 K are shown in Fig. 3.29
in polarization perpendicular to the chains. Its properties are, however, different
from those of the 1Bu exciton absorption:

1. It is preferentially polarized perpendicular to the chain direc-
tion: a^/a// » 3.

2. It is much weaker.
3. The spectra in 3B and 4B are more different in intensity and

shape.
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Figure 3.28 Near-UV absorption of 3B crystals. Dotted line: crystal
with xp » 10–4. Solid line: crystal with xp » 10–3. From Ref. [74].

Figure 3.29 UV absorption, polarized perpendicular to the
chain direction, of poly-3B (solid line) and poly-4B (dotted
line). The absorption coefficients are calculated as given in
the text. From Ref. [74].
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A weak band appears at 3.775 eV in 3B only, followed at higher energy by a strong
band at 3.965 eV (linewidth C= 80meV); the corresponding values in 4B are 3.93 eV
andC= 53meV. A vibronic D replica appears 168meVabove. The maximum absorp-
tion coefficients, for a hypothetical crystal made of isolated chains having the
same spectrum, are 9500 and 3600 cm–1 in 3B and 4B respectively.
Electroabsorption provides further insight. Spectra are typical of a quadratic

Stark effect as for the lower lying exciton. This transition is therefore also exci-
tonic, with a comparable polarizability. However, the EA spectra are shifted rela-
tive to the derivative of the absorption by 27 and 16meV in 3B and 4B, respec-
tively, which is not the case at 1.9 eV (Section 3.4.2). A much better fit is obtained
by adding a component with the lineshape of the second derivative of the absorp-
tion. Fits with the first derivative only and with both components are shown in
Fig. 3.30 for 4BCMU
The second-derivative component can be interpreted as due to a coupling with

the continuum associated with the lower lying exciton, which, as seen in Fig. 3.28,
extends within the range of the UV exciton absorption, this coupling leading to an
exchange of oscillator strength. The fit shown in Fig. 3.30 corresponds to an exci-
ton polarizability 5300 – 500�3, about two-thirds of the value obtained in Section
3.4.3. Hence this is a strongly polarizable excited state. The second-derivative part
corresponds to a large charge-transfer dipole of 4 – 0.5 e �.
All these properties lead to the assignment of the absorption to a transition be-

tween a level of the p electrons localized on the acetylenic bonds and the lowest
delocalized p* electron or else between the delocalized p electrons and an empty
state of the acetylenic bonds. Note that angle-resolved UPS experiments have
shown that the top of the valence band is about 2.5 eV above the second highest
(flat) band [72], an energy difference close to that between the two excitons.
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Figure 3.30 Electroabsorption spectrum of the high-energy exciton
(solid line) and its fit with a sum of a first and a second derivative
of the absorption (both as dotted lines). The sum is given by the dashed line.
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Acetylenic p electrons are usually neglected in theoretical studies of PDA elec-
tronic structure: PDA are often treated as a kind of polyene. The fact that the tran-
sition found here is more than 2 eV above the lowest lying Bu exciton which
involves only delocalized p electrons validates this approximation for low-lying
excited states, although one should of course include all p electrons in a complete
description.

3.4.7
Summary and Discussion

3.4.7.1 Summary of the Main Results Obtained on Isolated Blue PDA Chains

All data are consistent with the assumption that isolated blue chains in their sin-
gle-crystal monomer matrix are centrosymmetric, as are chains in the bulk PDA
crystals. Results for 3B and 4B are very similar, so they may be taken as generic
for all blue PDA isolated chains.
The intense absorption in the visible is an excitonic transition with an oscillator

strength of ~ 1. The exciton emits a resonance fluorescence with a very short life-
time (~ 130 fs) and a very small yield. Therefore:

1. There is no instantaneous self-trapping, but kinetically
slower self-trapping is not excluded by this sole result.

2. The exciton relaxation proceeds essentially via non radiative
channels.

The exciton is of intermediate size, its Bohr radius being 10–15�.
The gap (the threshold for electron–hole pair generation) is ~ 2.5 eV, hence an

exciton binding energy of ~ 0.58 eV. The absorption to states of the ionization con-
tinuum is small: the spectrum remains dominated by exciton vibronic transitions
in the corresponding energy range. The reduced mass of the electron–hole pair is
<0.1 and the coherence length of these states is at least 30 nm. This places a lower
limit for the time needed to form polarons from the generated free carriers (if
polaron formation occurs at all).
The nonradiative relaxation of the exciton proceeds through several states in the

optical gap. These states are not seen in one-photon absorption, hence are not sin-
glet states of u symmetry. The dominant channel proceeds via two Ag singlet states
in series, with lifetimes of 450 fs and ~ 1.7 ps, respectively. This conclusion rests
on the results of two photon-absorption (TPA) measurements on bulk PDA crys-
tals and on the similarity of PDA excitation decay with that observed in polyenes.
Transition to these states, which are directly accessible from the ground state by
TPA, does not require a large lattice relaxation and it is in that sense distinct from
the self-trapping process. A longer ground-state recovery time, of the order of 20–
40 ps, is observed, so there must still be another minor decay channel, corre-
sponding to an as yet unknown process. No evidence of a bound biexciton state is
observed (however, a small energy range between 1.5 and 1.65 eV could not be
studied).
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The exciton lifetime explains only part of the experimental width of the absorp-
tion lines. The major component above 30K is a reduced exciton coherence time.
The contribution of inhomogeneous broadening is small (a few meV).
The triplets are generated essentially by fission of nonrelaxed singlet states into

a pair of triplets of total spin zero. At most a few percent of the singlet excitons
decay via fission. The energy threshold for fission is close to the 1Bu exciton ener-
gy, hence the energy of the triplets generated in that way is barely above half the
singlet energy; therefore, the singlet–triplet splitting is large, 0.9–1 eV. Fission is
an efficient process in competition with the very fast relaxation from vibrationally
excited singlet states, which has a rate constant of >1013 s–1. Triplet pairs recom-
bine rapidly into a singlet state. The triplet motion is diffusive with a diffusion
coefficient DT » 10–4 cm2 s–1, below 80K.
All excited states, the 1Bu singlet, the

1Ag states in the gap and the 3Bu triplet,
have very strong absorptions to higher lying states, possibly within the ionization
continuum of the 1Bu singlet: these absorptions are about one order of magnitude
stronger than those from the ground state.
The scheme of excited states of isolated blue PDA chains is shown in Fig. 3.31.
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Figure 3.31 Scheme of excited states in poly-3B chains up to
2.5 eV. Heavy lines are experimentally determined values, thin
lines are approximate positions inferred in the text.
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3.4.7.2 Exciton Size and Binding Energy
A large exciton binding energy Eb and small oscillator strength of the ionization
continuum have been related theoretically to the importance of electron correla-
tions [95].
Eb has been calculated in several different ways for single chains of many conju-

gated polymers, including PDA, and the calculated values always turn out to be
much larger than experimental values when they are known [71]. This is due at
least in part to the neglect of the influence of the surrounding medium electronic
polarizability, as has long been known in the case of molecular crystals [85]. Sever-
al recent papers have considered this correction and in the case of PDA values
close to the experimental values reported above, not only for Eb, but also for the
exciton Bohr radius Rx or polarizability p, have been obtained [96]
However, one should not forget that a PDA isolated chain may be the most

nearly one-dimensional wire conceivable, since its lateral dimensions are of the
order of a carbon atom radius. Even though the exciton radius is still relatively
small, it is larger than the lateral size of the wire by one order of magnitude, so a
PDA isolated chain is indeed electronically a quasi-1-D system. It was shown long
ago that an H atom or an exciton have pathological properties in strict 1-D: their
binding energy diverges and their size is zero [97]. These divergences are removed
by a finite lateral dimension, however small. The problem has been treated
exactly, taking into account Coulombic interactions within the framework of
many-body semiconductor theory [98]. The effect of the matrix can be included by
the image charge method [99]. Application to a poly-3B chain may not be possible,
since the chain is one atom wide; however, calculation leads for Eb and Rx to values
close to the experimental ones [100]. This suggests that the large value of Eb and
small value of Rx are due at least in part to lateral confinement effects.
The triplet exciton radius has been estimated to be ~ 0.5 nm, based on experi-

mental fine and hyperfine structures [83, 84]. The possible influence of lateral
confinement on this radius has never been considered.

3.4.7.3 Influence of Electronic Correlations
A recurring problem in the theoretical treatment of electronic properties of conju-
gated polymers is the importance of electronic correlations [6]: is their role sec-
ondary, so that they can be introduced perturbatively if needed [4], or should they
be taken into account from the start? Several experimental facts have been related
to this question, but, following the discussion above, mostly the ordering of exci-
ton states, i.e. the relative energies of Bu and Ag states, will be considered. A de-
tailed discussion is outside the scope of this chapter.
In polyenes, the same ordering of excited states as in PDA is experimentally ob-

served and has been accounted for early on by a quantum chemical calculation
including extensive doubly excited configurations, as a way of taking into account
correlations [87, 101]. Recent calculations on PDA place the lowest Ag excited state
above the Bu one, failing to reproduce the experimental ordering [96, 102]. The
latter authors proposed that lattice relaxation depresses the lowest Ag state to
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below the Bu state, but this does not account for the discrepancy, since two-photon
absorption experiments measure vertical transition energies and place the Ag state
or states below the Bu exciton [52]. This might indicate that correlations are impor-
tant in PDA and not sufficiently taken into account in these calculations. Recent
work on the application of the Hubbard model to conjugated polymers may be to
the point [7, 8, 103] and the singlet–triplet splitting and transport properties of the
triplet may be relevant. We shall return to the problem of correlations in Section
3.7.

3.4.7.4 Comparison with Blue Bulk PDA Crystals
Isolated chains are directly comparable to chains in bulk PDA crystals and only
these phases will be considered in the discussion. Even so, the literature on the
spectroscopy of PDA crystals is fairly abundant and a critical review of it would
exceed the size of this chapter. We shall look for similarities between chains in
bulk or isolated as evidence that the properties of the latter are indeed generic,
and for differences that might come from interchain interactions in bulk PDA:
PDA crystals have generally been considered as ordered assemblies of quasi-1-D
systems with very weak interactions. The system studied here may offer an oppor-
tunity to test this assumption.
All blue chains in their polymer single crystal have indistinguishable geome-

tries as determined by diffraction methods [16, 17] and indeed very similar vibra-
tional ground-state frequencies as measured by RRS [26]. Hence it is meaningful
to speak of “the blue chain in a bulk polymer crystal”. Slight differences in blue
PDA crystal properties should therefore be related to different environments pro-
vided by the side-groups, different distances and relative orientations of neighbor-
ing chains leading to different interactions and possibly to different types and
degrees of disorder.
The bond lengths and angles of an isolated chain cannot be measured directly,

but the similarities of vibrational ground-state frequencies with those of the bulk
polymer indicate nearly identical geometries, even though the repeat unit lengths
may differ by a few percent from the relaxed value.
We shall now compare the exciton energy levels, the relaxation schemes and

briefly what is known of the ionized states and triplet states.

Energy levels
Many properties of the 1Bu exciton in bulk PDA are very similar to the isolated
chains ones: the polarizability and Bohr radius [37], the oscillator strength and, in
the case of 4BCMU at least, the absorption dichroism [104]. These properties are
not known accurately (they are to –10%) and the isolated chain values fall within
the range of the bulk values. Exciton energies E0 or binding energies Eb are much
more accurately known and differences among bulk PDA are therefore signifi-
cant. For instance, at low T (10–15K), E0 is 1.865 eV in poly-DCH and 1.965 eV in
poly-pFBS, as calculated from reflectance spectra [37]. The other known bulk crys-
tal values fall within that range.
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An obvious reason for variations of the transition energy between different
PDA is the effect of different dielectric constants and of the presence or absence
of permanent dipoles in the side-groups on van der Waals corrections to the ener-
gy. The poly-3B isolated chain value E0 = 1.901 eV falls within the range of values
in bulk PDA and the slightly smaller value for 4BCMU, E0 = 1.810 eV, is convincingly
explained by the compressive mismatch imposed by the monomer crystal (Appendix
B): a 3% tensile strain on poly-pTS induces a 100-meV increase in E0 [23].
The relative variations of Eb among bulk PDA is larger than for E0 and there are

fewer, and often less reliable, data. The smallest value is again that of poly-DCH,
Eb = 0.478 eV, and values up to 600meV have been reported [42]. Again, the iso-
lated chain values fall within that range.
Overall, isolated chains are therefore a good model for all PDA. However, the

effects of interchain interactions specific of bulk crystals should be considered.

Interchain interactions
There are two types of interactions: electrostatic (van der Waals) and quantum me-
chanical (exchange). There is not much independent experimental information
on either.
Several theoretical studies [105–108] predict that van der Waals interactions be-

tween parallel conjugated chains should be
. “anomalously” weak
. long range (decreasing as r–3 or even more slowly, instead of r–6)
. sensitive to relative orientation of neighboring chains.

To compare the isolated chain in its monomer matrix with the corresponding bulk
polymer one has to compare the effect of a neighboring chain with that of the
stack of monomers it replaces, so it seems difficult to make at this stage quantita-
tive predictions.
Quantum mechanical interactions imply close proximity since the overlap inte-

grals usually decrease with distance r approximately as exp(–r/0.5 �). If r is small
enough, a 3-D exciton band is formed or at least a 2-D one in a lamellar crystal
such as 3B or 4B. This band will have a saddle point at k = 0 and a minimum at
the Brillouin zone boundary, since the dispersion of the band in the ^ direction
corresponds to interaction between parallel dipoles. This is important since it
would create a new nonradiative pathway specific of the bulk crystal. However,
interchain interactions will generally be too small and several processes can loca-
lize the excitation on one chain (see the discussion in Ref. [109]), so instead of
band formation, interchain hopping will possibly occur [110]. Indeed, the effect of
interchain interactions has rather been described up to now in terms of “spatially
indirect excitons” [111] or “interchain polarons” [112], meaning a state in which
an electron resides on a chain and a hole on a neighboring chain. This interpreta-
tion has been disputed, however, and discussing it is not within the scope of this
chapter.
Direct evidence of the effect of interchain interactions on optical properties of

conjugated polymer films has recently been given for regioregular poly-3-hexyl-
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thiophene [113], where the smallest interchain distance is ~ 3.8�. This distance is
usually much larger in PDA, for instance 6.45� in poly-DCH [114] or close to 7�
in poly-pFBS [16], all at 300K. In 3BCMU crystals at low temperature, the distance
between nearest neighbor chains would be <4.5� within a lamella (Appendix B),
so some such interaction may well be observable in some PDA. However, there is
no compelling evidence for it yet.

Spectral linewidths
An obvious difference between isolated and bulk chains spectra is the linewidths.
Room-temperature widths are comparable, but in the bulk there is not much nar-
rowing at low T. The electroabsorption results on poly-DCH suggest a high quality
crystal, so it is not likely that the low-T linewidth in that case, 24meV [37], is due
to inhomogeneous broadening. Such a width would correspond to a coherence
time of a few tens of femtoseconds. It was shown above that the low-Twidth in 3B
and 4B has a constant part due to the exciton lifetime and a T2-type contribution
that increases approximately linearly with T. The larger bulk width might then
correspond to a shortened exciton lifetime.

Relaxation processes
The exciton relaxation kinetics in bulk blue crystals has been studied by several
authors using various methods. Here there seem to be differences in the decay of
the exciton itself, but not much in the subsequent decay of the states in the optical
gap (triplets are considered separately below).
A significant difference is that isolated chains fluorescence is easily observed

whereas bulk blue PDA phases are generally said to be “nonfluorescent”. A very
low fluorescence has been detected at room temperature, from which a quantum
yield of £10–5 was inferred [46]. This is ~ 10 times less than for isolated chains (see
Section 3.5.4.1). However, we have observed at 2K fluorescence from single crys-
tal films of poly-4B prepared by low-energy electron irradiation [115].
Concerning the exciton decay kinetics, a time of 1.7–2 ps at low T is always ob-

served (see, for instance, Ref. [116]), shortened to 1.3–1.6 ps around room temper-
ature [117, 118]. The situation for the shorter decay times identified above is more
confused. The temporal variation of PA during the first picosecond was noted, but
the existence of two separate states was not understood, so the 450 fs time was not
found. In addition, a short time of 100–140 fs was observed in PA and PB at or
near room temperature, but is not mentioned at 10K [118].
The main experimental difference between isolated chains and bulk phases

therefore seems to be the estimated room-temperature fluorescence quantum
yield. If the 100–140 fs time is the room-temperature exciton lifetime in the bulk,
a quantum yield of <10–5 implies a radiative lifetime ‡10 ns, not in agreement
with the estimated oscillator strength of the transition. It will be shown in Section
3.5.3 that the radiative lifetime of the red chain exciton is estimated as ~ 1 ns at
room temperature, increasing by a factor of ~ 5 between 10 and 300K, owing to
the quasi-one-dimensional character of the isolated chain. It therefore seems that
either the measured 100–140 fs time is not the exciton lifetime or the fluorescence
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quantum yield is larger than thought, possibly because the linewidths are large
and a very weak structureless emission spectrum may have passed unnoticed.
A longer time is also observed, but only in some experiments, for instance

11 – 5 ps at room temperature in poly-DCH [118].
Clearly, the situation in bulk phases is similar to that in isolated chains, but is

not well understood and should be evaluated again in the light of the present
results on isolated chains.

Ionized states
In contrast to the exciton Stark effect, which is not much different in isolated
chains and in bulk PDA, the Franz–Keldysh (FK) signal is weakened and may
even disappear in bulk PDA, despite the fact that the exciton linewidths are not
significantly different (compare, for instance, Refs. [37, 44, 67] with Ref. [65]). It is
most likely a consequence of the less perfect intrachain order rather than a loss of
1-D character. This is demonstrated by results on crystals with xp » 0.05 (Section
3.4.6), where the FK signal is much attenuated in poly-4B chains, whereas it is
almost unchanged in poly-3B chains, in correlation with the observed slight
decrease of order in the former. Hence the FK signal is indeed highly sensitive to
intrachain order. This is not surprising, since large FK signals observed in isolated
chains or poly-DCH crystals rest on the long coherence length of the carriers,
‡30 nm, compared with the exciton Bohr radius of ~ 1 nm.

Triplet states
The triplet generation process by fission and the T–T absorption near 1.4 eV also
occur in bulk PDA [93]. The absorption linewidth is, however, somewhat larger, of
the order of 20–30meV at 4 K [93, 119]. However, the experimental triplet lifetime
is much longer in bulk PDA, from 15 to several hundred ls instead of ~ 100 ps.
Yet one would expect the fusion process by 1-D diffusion of the triplets of the gen-
erated pair to be active in bulk phases as well. On the contrary, it seems that the
generated triplets decay to the ground state individually instead of forming higher
energy excitons (singlets or triplets) by fusion. It is not likely that interchain trans-
fer is the cause of this difference: in order to allow most triplets to escape that
fusion, the interchain hopping rate should be at least 1011 s–1, comparable to the
intrachain one, whereas there is evidence that the interchain hopping time in
poly-pTS at low T is longer than or comparable to the triplet lifetime, several
microseconds [93]. The discrepancy might perhaps be eliminated if, in fact, in the
bulk PDA experiments, triplets were generated, one at a time, by carrier recombi-
nation rather than by fission. This again is an unsolved problem.

In conclusion, chains in bulk PDA single crystals are weakly interacting quasi-1-D
systems similar to the isolated chains. However, except possibly in poly-DCH, the
intrachain order in the bulk crystals is not perfect and this has a strong effect on
the coherence of the excitations and therefore probably on the intrachain trans-
port properties, which are as yet poorly known.
The interchain interactions seem small, but their strength cannot at present be

evaluated, nor their effect on the dynamics of interchain transport.
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3.5
Red Chain Spectroscopy

3.5.1
Another Emission in 3BCMU Crystals

Apart from the resonance fluorescence of blue chains (Section 3.4.3), another
emission is observed at higher energy in 3B crystals, provided that the excitation
wavelength is shorter than about 540nm [120]. No such emission is observed in 4B.

3.5.1.1 Low-Temperature Emission Spectrum
Figure 3.32 shows the total emission spectrum of 3B at low temperature (15K)
under excitation at 501.7 nm. Below 1.9 eV there is the blue chain fluorescence
discussed in Section 3.4.3. At higher energy, several much more intense and nar-
row emission lines are present, with an origin line peaking at 543.2 nm
(2.282 eV). This zero-phonon line is very narrow (C » 1.5meV at 15K) and sym-
metrical. The two main vibronic lines at 2.093 and 2.014 eV are broadened on their
high-energy side. They are shifted from the zero-phonon line by 189 and 268 eV,
respectively. These shifts differ from those of the D and T vibronic lines in the
emission spectrum of blue chains by a few percent only.
As shown in Table 3.3, they are indeed very close to those observed in red bulk

PDA Raman spectra. This spectrum therefore corresponds to emission of PDA
chains in the “red” conformation; these chains will from now on be referred to as
“red chains”.
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Figure 3.32 Complete emission spectrum of a 3B crystal
excited at 501.7 nm at 10 K. The low-energy part, below 1.9 eV,
shows the blue chain emission multiplied by 200. The mri iden-
tify the new vibronic emission lines. Note that mr2-D is missing.
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In fact, a few narrow features which appear in Fig. 3.32 within the blue chain
fluorescence spectrum can be assigned to vibronic harmonic or combinations
belonging to the red chains emission spectrum, for instance D + T or 2T. Note the
absence of the 2D harmonic which should appear near 1.904 eV, but is totally
reabsorbed since it falls within the blue exciton absorption line at 1.90 eV. This
reabsorption indicates that the red chains emission is indeed a volume emission
and not a surface one.

3.5.1.2 Excitation Spectra
Excitation spectra were obtained by measuring the intensity of an emission line
while scanning the excitation wavelength at constant incident photon number.
These spectra give the main features of the absorption spectrum. This is useful
since, as discussed in Section 3.5.2.1, the direct measurement of the absorption
corresponding to the red chain emission is hardly possible. However, an excitation
spectrum reproduces the exact absorption spectrum only provided the fluores-
cence quantum yield is independent of excitation wavelength, implying that no
extra nonradiative relaxation channel opens at some energy within the absorption
region. An example of such a channel is the singlet exciton fission as discussed in
Section 3.4.5 for blue chains.
The low-temperature excitation spectrum, in the origin region, of the D emis-

sion line at 2.093 eV is shown in Fig. 3.33a. It peaks at 543.2 nm (2.282 eV) indicat-
ing, as in the case of blue chain fluorescence, a resonance emission (for this rea-
son, it is not possible to record in that spectral range the emission in the zero-pho-
non line itself). The absorption threshold near 2.282 eV is in the expected range
for red PDA chains, confirming our assignment to emission from chains in the
red conformation.
The vibronic structure of the excitation spectrum of the zero-phonon line at

higher excitation energy is shown in Fig. 3.33b [121]. It shows two intense and
well-resolved vibronic absorptions corresponding to the D and T lines, at ~ 2.46
and ~ 2.54 eV (width £10meV), followed by much less intense overtones and com-
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Table 3.3 Vibrational frequencies of red poly-3B chains compared
with some typical red PDA phases.

mD mT

Poly-3B isolated chains Ground state (Raman) 1525 cm–1, 189.1meV 2160 cm–1, 267.8meV

iBu exciton (absorption) 186meV

Poly-DCH-HSa Ground state (Raman) 1518 cm–1, 188.2meV

Poly-4B red, 110 Cb Ground state (Raman) 1517 cm–1, 188.1meV 2105 cm–1, 261meV

a Ref. [163].
b Ref. [61].
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binations. The excited-state vibrational frequencies deduced from their positions
are very close to those measured in the emission spectrum, as in the case of blue
chains. Note that the 2D overtone is present in this spectrum, demonstrating that
its absence in the emission spectrum is indeed due to reabsorption. The relative
intensities are similar to those of the emission lines shown in Fig. 3.32, so emis-
sion and excitation are close to be mirror images of each other.

3.5.2
Absorption Spectroscopy

3.5.2.1 Absorption at 15 K

When studying the visible absorption spectrum of a 3B crystal (see, for instance,
Fig. 3.10), no structure corresponding to the excitation spectrum shown above is
obvious. However, a careful study in the region of interest near 2.28 eV confirms
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Figure 3.33 Excitation spectrum of the new
emission: (a) In the origin region, showing
the zero-phonon line at 2.283 eV and a vibro-
nic line at 2.305 eV, corresponding to a
135 cm–1 chain phonon. (b) At higher energy,

showing in particular two intense vibronic
absorptions corresponding respectively to
mD (188meV above the zero-phonon line)
and mT (261meV). The intensity scale for
the circles has been multiplied by 4.
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the presence of a weak and narrow absorption line at 2.282 eV, several orders of
magnitude weaker than the dominant blue exciton absorption at 1.90 eV
(Fig. 3.34). An even weaker feature is observed at the position expected for the D
vibronic absorption, at 2.47 eV.
The absorption line at 2.282 eV after subtraction of the blue absorption contribu-

tion is compared in Fig. 3.35 with the corresponding emission line. It has a width
of 1.6meV in this case, comparable to the emission linewidth, but that width is
sample dependent in the range 1.5–3meV, indicating that inhomogeneous broad-
ening is present at the 1-meV level. The D line at 2.47 eV has a width of about
4.5meV, which is therefore probably homogeneous, corresponding to a ~ 100-fs
lifetime of this excited state. The maximum absorption coefficient of the D line is
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Figure 3.34 Absorption spectrum of a
slightly photopolymerized 3B crystal, plotted
as a fraction of the incident light absorbed.
The spectrum is almost entirely due to blue
chains. A weak narrow line is observed at

2.283 eV (inset), resonant with the emission
origin line. A even weaker feature is observed
at 2.47 eV, coincident with the mD line in
Fig. 3.33b.

Figure 3.35 Coincidence of the absorption (filled circles) and
emission (squares) lines.
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one-tenth of that of the zero-phonon absorption line. Note that the 501.7-nm
argon laser line falls within the D linewidth at low temperature.
It is clear from Fig. 3.34 that the red chain absorption is 103–104 times weaker

than the blue one. Assuming similar oscillator strengths, the red chain concentra-
tion in 3B crystals is therefore at least 103 times smaller than the blue chain con-
centration xp. Yet the red emission is much more intense than the blue one, hence
the fluorescence yield is expected to be large and its experimental determination
can be attempted (see Section 3.5.4.1). The exciton relaxation processes are conse-
quently very different from those studied in Section 3.4.4 for blue chains.

3.5.2.2 Electroabsorption
The small width of the red chain absorption zero-phonon line allows to detect an
electroabsorption signal as shown in Fig. 3.36, with electric field and light polar-
ization both // to the chain direction [122]. The spectrum, although very weak, has
the derivative lineshape expected for a Stark shift of an exciton transition. Its
intensity is compatible with a red chain exciton polarizability very similar to that
of the blue one as discussed in Section 3.4.2.
The red chain absorption is always too small to allow the observation, even qual-

itative, of any Franz–Keldysh effect, so there is no direct measurement of the gap
for red isolated chains. Based on the interpretation of measurements on poly-
TCDU red crystals (see Section 3.2.2.2), one would expect it at about 2.9–3 eV [42].
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Figure 3.36 Electroabsorption spectrum (solid curve) of red
poly-3BCMU chains at 25 K, in the range of their zero-phonon
absorption line, compared with the first derivative of the
absorption (dotted curve).
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3.5.3
Emission and Absorption Temperature Dependence

Emission spectra can be studied up to room temperature whereas absorption can
be followed only up to about 70K. At all temperatures where absorption spectra
can be recorded, the respective zero-phonon lines peak at the same wavelength
confirming a resonant emission. It seems reasonable to assume that it keeps reso-
nant at all temperatures.
This emission is still fairly intense at 300K, although the integrated intensity

has decreased by more than one order of magnitude compared with 15K. The
energies of the emission lines shift to the blue and their widths increase with
increasing T in much the same way as the blue absorption in the same 3B crys-
tals, with a more pronounced step at the phase transition temperature near 150K.
This is shown in Fig. 3.37 for the zero-phonon origin line of the spectra.
It is generally accepted that the blue chain geometry in bulk PDA is almost in-

dependent of temperature, as suggested by the very small changes in exciton ener-
gy or vibrational ground-state frequencies with temperature (see Section 3.4.1.3).
In 3B monomer also, the changes of isolated blue chain Raman frequencies be-
tween 15 and 300K remain small: from 1460 to 1450 cm–1 for D and from 2104 to
2078 cm–1 for T, also suggesting that the chain geometry in hardly changing in the
whole temperature range. The blue shift of their absorption energy is therefore
essentially due to the temperature dependence of the polarization of the monomer
matrix, since the unit cell volume increases from 2500 to 2650�3 (see Appendix
B), leading to a variation of the van der Waals corrections to the transition energy.
The parallelism of the curves in Fig. 3.37 then suggests that the red chain geom-

etry as well is independent of T: the red chains conformation is a well defined
locally stable minimum, differing from the blue chain conformation in a way
which is not yet firmly established.
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Figure 3.37 Comparison of the temperature dependences
of the energies of the red chain zero-phonon line mr (filled
circles) and the blue chain exciton absorption mb (squares)
in 3B.
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Figure 3.38 shows that the T dependences of the widths are parallel, the line-
width of the red emission being about 6meV smaller than the blue absorption.
This cannot be due to dissimilar inhomogeneous broadening: it was shown above
(Section 3.4.1.3) that the blue chain absorption lines are Lorentzian above about
40K and it will be shown below (Section 3.6.2.2) that the width of the emission of
an ensemble of red chains becomes homogeneously broadened above 40K. The
difference is due at least in part to the contribution of the very small effective life-
time of the blue exciton, which corresponds to a width ‡4meV. As discussed in
Section 3.4.3.2, another source of homogeneous broadening becomes dominant
in blue chains as T increases and it must correspond to shortened coherence time
of the exciton. It will be shown in Section 3.6.2.2 that the same process dominates
the red chain emission at least up to 50K and that it corresponds to a coupling
with longitudinal acoustic phonons of the monomer matrix. It then seems likely
that for blue chains also the same process is operative with a similar efficiency.

3.5.4
Red Chain Exciton Relaxation

The emission intensity is large enough to allow the experimental determination of
both fluorescence quantum yield g and emission lifetime s. Once g and s are
known, the radiative (kr) and nonradiative (knr) decay rate constants or their
inverses the corresponding lifetimes sr and snr become accessible.

3.5.4.1 Quantum Yield
The parameter g is defined as the ratio of the number of emitted photons to the
number of photons absorbed by the red chains. The main difficulty arises from
the presence of the majority blue chain population which absorption is by far
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Figure 3.38 Comparison of the temperature dependences of
the widths of the red chain zero-phonon line mr (filled circles)
and the blue chain exciton absorption mb (squares) in 3B.
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dominant (see Fig. 3.34). The usual comparative method with an emitting stan-
dard using an integrating sphere cannot be used here. Moreover, the experimental
determination of the number of absorbed photons can only be done where absorp-
tion is measurable, that is, at the zero-phonon line absorption wavelength and
only up to about 80K. This implies that fluorescence detection cannot be applied
at the resonance wavelength, where most of the light is emitted.
Three quantities must therefore be measured accurately: the total number of

photons absorbed at the zero-phonon line wavelength, the total number of
photons emitted in the D emission line and the ratio of this emission to the total
emission. The experimental details are described in Ref. [123].
Absolute values of g were obtained at 2 temperatures:
g = 0.30 – 0.05 at 15K;
g = 0.20 – 0.05 at 40K.
The overall variation of g with T shown in Fig. 3.39 was obtained by measuring

relative values of g [124] at different temperatures and adjusting to the two known
absolute values. Relative values of g were derived from the spectral integration of
the D emission line excited at the resonance absorption wavelength at each tem-
perature. The emission intensities were then scaled to an equal number of
absorbed photons, including corrections for the absorption of incident and
emitted light by blue chains. The total intensity emitted in all lines, and in partic-
ular the dominant zero-phonon line, was then calculated using the measured ratio
ID/I0 as a function of temperature (ID and I0 are the respective integrated intensi-
ties of the D and zero-phonon lines at a given temperature). The quantum yield is
a monotonic decreasing function of T in the whole range where the measurement
of the red chains absorbance is possible.
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Figure 3.39 Temperature dependence of the fluorescence
yield. The open circles are absolute values, with their uncer-
tainties. The other symbols correspond to two series of mea-
surements of relative yields, scaled to the absolute values.
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3.5.4.2 Fluorescence Decay Time
Decay times were measured using picosecond exciting pulses at the wavelength of
the D absorption line near 500 nm, with excitation intensities of £10–1Wcm–2, low
enough to avoid any nonlinear effects. The emission in the zero-phonon line was
detected with a streak camera [124].
A typical temporal variation of the fluorescence at 14K is shown in figure 3.40.
The risetime is identical with the instrument response, so the actual emission

risetime is shorter than a few picoseconds. The decay is well fitted over more than
two decades by a single exponential and this is true at all T. The decay shown at
14K gives s = 94 – 2 ps; s was measured at several temperatures between 13 and
120K and the results are shown in Fig. 3.41. The temperature dependence of s is
unusual, first increasing up to 50K and then decreasing rapidly.
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Figure 3.40 Typical fluorescence decay kinetics at T = 14 K.

Figure 3.41 Measured fluorescence lifetimes as a function
of T (filled circles) compared with values calculated using the
parameters given in the text (squares).
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3.5.4.3 Radiative Lifetimes
Once s(T) and g(T) are known, radiative sr and nonradiative snr lifetimes can be
derived at all temperatures, since sr = s/g and snr = s/(1 – g).
s(T) increases monotonically from about 300 ps at 13K to about 850 ps at 80K.

In the same T range, the oscillator strength of the exciton transition remains con-
stant. Therefore, the exciton cannot be considered as a single emitting level where
sr would remain constant.
On the contrary, the observed behavior is explained assuming that the exciton is

described as a one-dimensional band of states of well defined momentum k. The
only k states that are radiatively coupled to the ground state are those where k is
smaller than the photon momentum » 0 and the population with temperature of
nonradiant, higher lying, states with k „ 0 decreases the overall radiation rate.
Theory predicts that for a 1 D exciton band sr = AT1/2. The measured values of sr
follow this law as shown in Fig. 3.42, with A = 80 – 20 ps K–1/2.
An explicit calculation of sr has been carried out in the case of semiconducting

quantum wires [125]. Assuming the applicability of that calculation to the type of
polymeric quantum wire studied here (which admittedly is bold, but we are just
looking for orders of magnitude), the expression for the radiative lifetime:

sr =
2moc0
3aE0

ex

1
fL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kbT
pE1

� �s

can be used to estimate the exciton effective mass m*ex which is the only unknown
quantity in the above expression. This expression corresponds to an infinite coher-
ence length, so it only yields an upper limit of the exciton effective mass. Eex

0 =
2.28 eV is the exciton energy at k = 0 and its dependence on T is neglected in the T
range considered. E1, given by

E1 =
�hk2

ex
2m0mex*
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Figure 3.42 Temperature dependence of the radiative lifetime.
Two series of measurements are shown.
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is the energy of the exciton band level for which the momentum kex is equal to the
emitted photon momentum. fL is the exciton absorption oscillator strength per
unit length of chain. It can be evaluated for blue chains by integrating the exciton
absorption spectrum, f » 0.5 per repeat unit of the chain and using the repeat unit
length of 5 � 10–10m. This yields fL » 109m–1.
In this equation, the only unknown is the exciton effective mass m*ex, which

may then be estimated from the measured value of A: 0.1£m*£ 0.3, where the
large uncertainty is due to the fact that several quantities in the equation are only
approximately known. This value ofm*ex is to be comparedwith that estimated for the
“blue” exciton, fromelectroabsorptionmeasurements,m* » 0.1 (Section 3.4.2). More-
over, angle-resolved UPS experiments lead to a hole effective mass mh* » 0.1 [72].
In an exciton band, any k state is radiatively coupled to the state of same k in

the D vibrational band (or any other such band) of the ground state. Exciton states
of all k thus contribute to the total D line emission, whereas only those near k = 0
contribute to the zero-phonon line emission. Assuming that the emission prob-
abilities to the D band are independent of k (which seems reasonable, since only
states of small k are populated at the studied temperatures), the corresponding
radiative lifetime is not T dependent, so the ratio ID/I0 is predicted to vary as T1/2.
Our experimental data fit such as law, as shown in Fig. 3.43.
Emission from k „ 0 states also accounts for the asymmetric broadening of the

D emission line and its increase with temperature (see also Section 3.6.2.1).

3.5.4.4 Nonradiative Lifetimes
The nonradiative lifetime can be calculated using snr = s/(1 – g) up to 80K. But s
could be measured up to about 150K; assuming that the relation sr = AT1/2 still
holds up to 150K, snr was calculated from the experimental values of s between
80 and 150K. The results are shown in Fig. 3.44.
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Figure 3.43 Temperature dependence of the ratio of the inte-
grated intensity ID of the D vibronic emission to the integrated
intensity I0 of the zero-phonon line.
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There are two T ranges. Below 50K, snr is practically independent of T, snr = 145 –
10ps or a rate constant of 7 � 109 s–1. Above 50K, snr starts to decrease, down to
snr » 30 ps at 120K. The effective lifetime s could only be estimated at higher T; it
seems to stabilize above 250K at s » 5–10 ps. This would also be approximately
the value of snr around room temperature.
This variation can be fitted assuming that, in addition to a T-independent term,

there is an exponential term with an activation energy DE » 40meV and pre-expo-
nential factor of ~ 1–2 � 1011 s–1. This factor would be the infinite temperature
limit of the corresponding rate constant and corresponds to the effective lifetime s
at 300K.
In discussing these variations, one should take into account all k states of the

exciton band. A T-independent term implies that all k states that are thermally
populated at least up to 50K have similar nonradiative rate constants: if only the
k » 0 states were active, snr should be proportional to T1/2 as sr. An increase in the
relaxation rate (decrease in snr) above 50K implies that higher lying k states have
larger relaxation rates than the lower ones. This may be either because the rate of
the same process operative a lower T abruptly increases beyond a certain value of
k or because a second nonradiative channel opens at an energy about 40meV
above the bottom of the exciton band. The latter seems more likely and there are
in fact several potential candidates for this second process. In that case, there are
two nonradiative channels for the exciton.
The T-independent process can be accounted for by relaxation to a lower lying

excited state, as for blue chains. However, since its rate constant is three orders of
magnitude smaller than for blue chains it is highly unlikely that the final state for
this process would be a lower excited singlet Ag state. The process should therefore
be either intersystem crossing to a lower lying triplet or direct internal conversion
to the ground state. There is at least one Bu triplet in the optical gap, but the posi-
tion of the lowest triplet Ag state is not known. This triplet corresponds to the sin-
glet Ag state which was in the blue chain gap and has been pushed to higher ener-
gy in the red chains. In either case, one would expect a smaller rate constant.
However, a recent theoretical study of phenylethynylene oligomers, which share
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Figure 3.44 Temperature dependence of the nonradiative lifetime.
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with the PDA the presence of a triple bond in the chain, suggests that the pres-
ence of acetylenic orbitals and a departure of the chain from planarity might
greatly enhance the intersystem crossing [126].
There are several possible origins for the temperature dependent process, which

will only be mentioned here:

. Singlet exciton fission into two triplets, as observed in blue
chains; in that case the lowest triplet would be in red chains close
to the middle of the optical gap as in blue chains.

. Another exciton band having its k= 0 state 50meV above the Bu

singlet, for instance an Ag exciton, as found within the optical gap
in blue chains, could open a new intersystem or internal conver-
sion channel.

A further experimental study of these questions would require direct measure-
ment of densities of triplets or other transient excited states and their time depen-
dence by pump–probe spectroscopy. However, this is not possible at present on
red chains, since any signal would be obscured by the much more intense signal
from the blue chains.
The nonradiative rate constant extrapolated to infinite temperature from the

above measurements is » 1011 s–1. This is two orders of magnitude smaller than
the blue exciton decay rate into excited Ag states. Hence, either the thermally acti-
vated channel is not a decay into an Ag state or the Bu fi Ag nonradiative transition
is much slower in the red than in the blue chains. This would be unexpected and
require a theoretical explanation. However, the transition in red chains is from k
states in the exciton band which are not close to k = 0 and the above reasoning
implicitly assumed that the transition matrix elements do not vary much with k.
To explain all observed results, they would have to increase steeply as kfi 0.
The actual nonradiative relaxation rate, and hence the fluorescence yield, of var-

ious red PDA phases would depend sensitively on the value of DE, as long as it is
positive. In contrast, s should not, if DE < 0, depend much on which red phase is
studied. There are some experimental data on fluorescence yields in red phases
and on the existence or not of a two-photon absorbing state below the Bu exciton.
Single-crystal films of red poly-4B, prepared by irradiation with low-energy elec-
trons [115], have a fluorescence lifetime of a few picoseconds at 300K and an esti-
mated fluorescence yield £10–2, not very temperature dependent [127]. Compar-
able values have been reported in other red PDA. For instance, a substituted poly-
DCH which forms red solutions has a fluorescence yield at room temperature of
~ 10–2 [128]. In spin-cast films of the same material, an Ag state was observed in
two-photon absorption ~ 150meV below the Bu exciton [129]. Similarly, a yield
g » (2 – 1) � 10–2 at room temperature was reported for Langmuir–Blodgett multi-
layers [47] and again two-photon absorption has been observed below the red exci-
ton in a similar material [130]. Taken together, these observations suggest that the
nonradiative decay rate constant of the red exciton into an Ag state might indeed
be much smaller than for blue chains
Clearly, more experimental work is needed.
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3.6
Study of a Single Isolated Red Chain: a Polymeric Quantum Wire

3.6.1
Feasibility of Studying a Single Isolated Red Chain. Experimental Method

A rough estimate of the average lateral distance between red chains, assumed to
be randomly distributed in the 3B crystal, is ~ 1lm. It is therefore in principle
possible to excite a single red chain at the focus of a microscope objective and to
collect its emission through the same objective: this is a microphotoluminescence
(lPL) experiment [131]. The spatial resolution of this experiment is 1–3lm and
its spectral resolution 50–100 leV. Moreover, red chain emission at low T has
other attractive features, a high yield and an intense zero-phonon line, so the
fluorescence signal from a single chain may well be large enough. In this section,
the results obtained to date in such experiments will be presented and discussed.
All experiments have used continuous excitation; no time-resolved study is avail-
able.
Spectra recorded in usual macroluminescence of an ensemble of red chains dis-

cussed above and in lPL are compared in Fig. 3.45 [131]. Panel (a) shows a typical
zero-phonon emission line at 2.282 eV from an ensemble of chains at 10 K, excited
at 501.7 nm. It is not Lorentzian and its FWHM = 2meV. Panel (b) shows the lPL
emission of a crystal containing a fairly high red chain concentration (inferred
from the macroluminescence intensity of that crystal), under the same excitation
conditions: several (at least eight, some overlapping) narrow lines with unequal
heights are seen, within the energy range spanned by the macroluminescence
emission line. Panel (c) show the same from a crystal with a low concentration of
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Figure 3.45 Comparison of the zero-phonon
emission line at 15 K of an ensemble of red
poly-3BCMU chains, studied in Section 3.5
(a), with microfluorescence spectra, when
several individual chains are simultaneously

excited (b) and when there is a single chain
in the excited region (c). The spectrum (c),
solid line, is compared with a Lorentzian fit
(dots).
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red chains: the emission is a single narrow line; the dots are a Lorentzian fit with
FWHM = 500 leV. Clearly in this case a single chain is excited, emitting a homo-
geneously broadened luminescence line. Panel (b) is therefore understood as the
emission of several individual red chains, unequally excited by the incoming
beam because they unequally overlap it, all lines having the same width.
Two kinds of experimental conditions can be achieved. The chain can be excited

“resonantly” within the zero-phonon absorption line (near 2.282 eV at 10K) creat-
ing a purely electronic excitation, or “nonresonantly” at higher energy, where the
absorption creates a vibronic excitation. In resonant excitation, it is not possible to
study the zero-phonon emission, which is at the same energy and has the same
polarization as the excitation beam, so only vibronic emission lines can be stud-
ied, whereas in nonresonant excitation, all lines can be studied.
The excitation processes are not identical for the two types of experiments. In

resonant excitation, an exciton in its k » 0 state is created directly and sub-
sequently evolves by phonon scattering as shown below or by photon emission. In
nonresont excitation, a composite vibronic state of total momentum ~ 0 is created
first, which then has to produce a zero-energy exciton. In the time-resolved experi-
ments reported in Section 3.5.4, no fluorescence risetime has ever been detected,
so the radiant k » 0 exciton states are populated within at most a few picoseconds.
In fact, most nonresont excitations used the 501.7-nm argon laser line which, as
can be seen in Fig. 3.34, falls within the homogeneous linewidth of the D absorp-
tion line at all temperatures used, which indicates a lifetime of the order of 100 fs.
In similar excitation conditions, the blue fluorescence risetime is at most 40 fs
(Section 3.4.3.3), so the k » 0 exciton states are populated almost instantaneously
and then can evolve as they do under resonant excitation. The differences in the
initial excitation processes will therefore be neglected.

3.6.2
One Exciton per Chain. Lineshape Analysis

Since the lifetime of an exciton is~ 100 ps, it is possible to create ~ 109 excitons per
second on a single chain and still keep conditions in which there is never more
than one exciton present on the chain. It will then emit >108 photons per second,
most of them in the zero-phonon line, and ‡106 in each of the most intense vibro-
nic emission lines, the D and Tones.

3.6.2.1 The Vibronic Lines. A One-Dimensional Exciton Band
Figure 3.46 shows two vibronic D lineshapes at 15 and 40K under the same condi-
tions as above. These lines are much broader than the zero-phonon line, with a
high-energy side broadening asymmetrically as T increases.
It was concluded in Section 3.5.4.2 that the radiative lifetime of the zero-phonon

line showed the T1/2 dependence predicted for a quasi-one-dimensional system, in
the whole T range studied; the states radiating in the zero-phonon transition
became diluted as T increases in nonradiative ones, which however did contribute
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to the vibronic emissions. This is easily understood in a band model by looking at
the scheme in Fig. 3.47.
In a quasi-1-D system, only the exciton band states with momentum k » 0, in

fact k £ q the photon momentum, are radiatively coupled to the ground state.
These states are confined to a very narrow range near the band minimum at k = 0.
But any k state in the band may in principle be radiatively coupled to any vibra-
tional level of the ground state, since the generation of a phonon with the same
momentum k will ensure momentum conservation. This is the origin of the T1/2

dependence of sr and of the increase in the relative contribution of vibronic emis-
sion as T increases that are observed.
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Figure 3.46 The D line vibronic lineshape at 15 K (filled
squares) and 43K (circles).

Figure 3.47 Excitation and emission
of a single chain. The arrow labeled
R corresponds to resonant excitation
within the zero-phonon absorption
line, the arrow NR to nonresonant
excitation (usually within the D
absorption line). Emission hm0 from
the exciton band X to the ground
state m> can only occur at k = 0,
whereas emission hmD to the ground
state vibrational band |D> can be
from any k state.
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The emission shown in Fig. 3.46 comes from a single chain, without any inho-
mogeneous broadening, as verified on the corresponding zero-phonon line. It is
therefore possible to analyze its lineshape as that of a perfectly ordered system.
Such lineshapes can be quantitatively accounted for all T and all vibronic lines

as coming from a thermalized exciton population. This means fitting it with the
equation

IðEÞ ¼ A

ðE � E0Þ2 þ C2
vib

DOS exp� E � E0

kT

� �� �

where I(E) is the emission intensity at photon energy E. The factor A and the en-
ergy E0 are fixed by the experimental position and intensity of the emission max-
imum, DOS is the chosen density of states function, T is the crystal temperature,
independently measured, and Cvib is a Lorentzian width, the only adjustable para-
meter.
The assumptions made in writing this equation are as follows:

1. The exciton is in thermodynamic equilibrium with its sur-
roundings, the 3B crystal matrix. Hence the ensemble of
excitons (all successively generated on the same chain), the
emission of which is recorded during the experiment, follow
a Boltzmann distribution among the accessible states. This
is not in fact an assumption, since it will be proved in Sec-
tion 3.6.2.2 by analysis of zero-phonon lineshapes.

2. There is a continuum of k states. If each repeat unit of the
chain contributes one state to the band and assuming 5 � 104

units and a 1-eV bandwidth, the average distance between
states is 20 leV, the density of states is then large enough.
This would not be true if the chain was in fact a collection of
“boxes”, i.e. if conjugation lengths were much less than the
chain total length; each box would then contain a smaller
number of discrete states. Simulation of resulting lineshapes
indicates that some structure would appear on the high-ener-
gy tail of the emission band for conjugation lengths smaller
than about 400 nm [100]. But here again, this assumption is
proved by the spatial resolution experiments discussed in
Section 3.6.3.

3. The matrix elements for the optical transition to the D pho-
non band (in the case of the figure) are assumed indepen-
dent of k. This is not unreasonable, since even at the highest
Tused of 50 K, the thermally populated k exciton states
extend only into a small fraction of the Brillouin zone and
the point at k= 0 is not singular.

4. All homogeneous broadening processes are lumped into the
single parameter Cvib. In a vibronic D emission, for instance,
the final state contains a D phonon which has a finite coher-
ence time, so it will contribute to CD in addition to the contri-
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bution of the finite coherence time of the initial state (which
is the only contribution to the zero-phonon line). Hence Cvib

can vary from one vibronic line to another. The fitting equa-
tion assumes that Cvib is independent of k. This is probably
not strictly true, but the sum over k within the range Cvib is
probably sufficient to reduce this effect to an undetectable
level in the present experiments. The temperature depen-
dence of CD will be discussed below after that of C0.

Results of such a fit are shown in Fig. 3.48 [132]. Panel (a) shows an experimen-
tal result at T = 43 K, with the fit using a 1-D DOS in a parabolic band, propor-
tional to (E – E0)

–1/2, with the well known singularity at the origin. The agreement
with experiment is very good; this is quantified in panel (b), where the relative
errors (dots) are plotted. Also shown are the relative errors (open circles) for the
“best” fit using a constant, energy-independent DOS (as in a 2-D system). All fits
with a 1-D DOS, for all vibronic lines of all samples and at all temperatures are of
the same quality.

This directly demonstrates that the exciton in red PDA chains should not be
considered as an energy level (as is usually done in discussing the properties of
conjugated polymers), but that a whole exciton band has to be taken into account.
It confirms the conclusions proposed in Section 3.5 that one is actually dealing
with a broad exciton energy band. The chain is actually a well-behaved quantum
wire.
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Figure 3.48 Lineshape of the D emission line at 2.102 eV,
at 43 K, and its fit using a 1-D density of states function.
(a) Experimental results (points) and the fit (solid line).
(b) Relative error using the 1-D DOS (points) and a constant
density of states (open circles).
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3.6.2.2 The Zero-Phonon Line. Exciton Coherence Time and Scattering Process
The measured linewidth of 500 leV (4 cm–1) at 10 K is much too large to corre-
spond to the exciton lifetime of about 85 ps at that temperature. It is therefore de-
termined by a coherence time limited by intraband scattering processes.
The loss of coherence can be due to transitions between different k states of the

band. Since the radiant states which coherence time determines the zero-phonon
linewidth lie at the bottom of the band, they only can absorb energy, making a
transition to a higher lying k „ 0 state. The only available excitations at low enough
T are acoustic phonons. Chain acoustic phonons are 1-D excitations as excitons
are and conservation of 1-D momentum implies that the only allowed transition
is between k= 0 and k= k1-D as shown in Fig. 3.49.

This transition cannot thermalize the exciton population, so the effect of 3-D
phonons of the 3B crystal matrix must be considered. A sufficiently strong inter-
action will assure that the exciton will acquire the temperature of the lattice, as
observed.
The experimental data are shown in Fig. 3.50 [132]. The zero-phonon linewidth

increases approximately linearly with T, but has a finite limiting value as T fi 0;
the lowest experimentally attained Twas 6K.
One possible approach is to treat the exciton–phonon interaction in the defor-

mation potential approximation commonly used in semiconductors for that pur-
pose [133]. Since 3B is a centrosymmetric crystal (Appendix B), only 3-D longitudi-
nal acoustic (LA) phonons need be taken into account [134]. In this model, the
1-D character of the exciton only imposes that the component of the momentum
parallel to the chain direction be conserved, hence a cutoff: interaction with all
3-D phonons with k> kmin

3-D is allowed. Besides parameters that are already
approximately known such as the sound velocity which determines kmin

3-D, the

121

Figure 3.49 Energy dispersion of the exciton
band (parabola) of the 3 D matrix longitudi-
nal acoustic phonons (1) and of the 1-D
chain longitudinal acoustic phonons (2).

k1-D is the only accessible k point of the
exciton band with 1-D phonons, whereas
all points beyond k3-D

min are accessible with
3-D phonons.
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exciton Bohr radius (taken as similar to that of blue chains) and its effective mass
(deduced from radiative lifetimes, see Section 3.5.4.3), the only adjustable para-
meter is the deformation potential Dp itself. Calculation [129] shows that a quanti-
tative fit is obtained (solid line in Fig. 3.50) for Dp » 6 eV, a reasonable value,
provided a constant term of ~ 150 leV is added. This term cannot be due entirely
to the finite spectral resolution of the experiment, which is rather 50–100 leV; so
it indicates that this description breaks down at low enough T. One possible cause
is that at low enough T very small residual potential fluctuations finally localize
the exciton. Extension of these experiments to lower T is in progress.
One should not give too much credit to the quantitative aspects of the fit. The

chain stiffness is very different from that of the surrounding medium (see, for
instance, Ref. [132] for blue chains), so it is actually for the phonons a linear defect
– somewhat similar to a dislocation core –. Hence the momentum conservation
rule might not be strict, the scattering rate might be larger and a different micro-
scopic quantitative approach might be more appropriate. It is best to conclude
that the 1-D exciton certainly is scattered among the band k states by interaction
with 3-D LA phonons, thus ensuring exciton thermalization in a time short com-
pared with the exciton lifetime, except possibly at temperatures much lower than
6K.
The coherence time of <2 ps is therefore a fundamental feature of the system,

which places strict constraints on any possible application, in quantum comput-
ing for instance.
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Figure 3.50 Temperature dependence of the zero-phonon
emission linewidth (circles) and the corresponding fit
(solid curve).
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3.6.2.3 Lorentzian Component of the Vibronic Linewidth. Optical Phonon
Coherence
The empirical parameter CD and the measured zero-phonon linewidth C0 are com-
pared as a function of T in Fig. 3.51.
It is tempting to consider CD as the sum of a component C0 associated with the

initial state and a component CD – C0 corresponding to the D phonon coherence
time. This can only be an approximation, since for most of the initial states k is
not zero and such states can be scattered by phonon emission, not only absorp-
tion, so they should have a shorter coherence time than the k » 0 states. Hence
CD – C0 is only an upper limit of the final state contribution and the corresponding
time a lower limit of the phonon coherence time. However, some qualitative con-
clusions are possible:
. The parallel variation with T of dots and circles suggests that the
phonon coherence time is only weakly temperature dependent.

. The values deduced from the crosses for different vibronic lines
vary between 300 fs (for D and T) and 600 fs (for the 1200-cm–1

phonon). These values are in all cases close to those measured by
CARS for blue chains in another PDA [136, 137]. This is another
indication of the similarities of the ground states of blue and red
chains.
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Figure 3.51 Temperature dependence of the zero-phonon
linewidth C0 (open circles) compared with the Lorentzian
width CD used in fitting the D emission line (solid circles).
The crosses are the differences between these two values.
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3.6.3
Spatial Extension of the Emission

3.6.3.1 The Method and a Typical Image

By adapting an imaging spectrometer to the lPL setup, it is possible to record a 2-
D “artificial image” in which the ordinate axis is a space coordinate, here chosen
along the chain direction and the abscissa is a spectral coordinate as in an ordin-
ary spectrometer. The image thus shows along each horizontal line the spectrum
of the light emitted at the point of the chain corresponding to the ordinate of that
line. Such an image is shown in Fig. 3.52.

This is the zero-phonon emission line of a chain excited (at 501.7 nm) at the
ordinate z= 32lm over a length of ~ 2lm. It shows several striking results:
Although the excitation was limited to z = 32 – 1lm, light is emitted every-

where between 27 and 33lm, a much longer distance. It is tempting to interpret
this image as that of a 6 lm long chain emitting over its whole length.
Spectral cuts taken at different z are identical, peaking at 2.2849 eV with

FWHM = 600 leV (T was about 11K). Therefore, the energy of the bottom of the
exciton band, the emitting level, is the same everywhere on the chain to better
than –100 leV and its coherence time is the same everywhere.
Moreover, the image is independent of excitation power up to at least 104 Wcm–2.

At higher power, the spatial extension remains unchanged and the spectra are still
the same at all positions, but the energy and width increase slightly in a way corre-
sponding to a heating of the order of 1K of the crystal.
These observations validate the second assumption made in the fit of vibronic

emission lineshapes in Section 3.6.2.1.
In another experiment, a chain which emitted over a length of ~ 25lm was

excited successively at several different positions along its length. The spatial dis-
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Figure 3.52 Spatial image of the emission of a single chain.
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tribution of the emission was always the same, independent of the excitation posi-
tion. This indicates that the spatial distribution of the emission is an equilibrium
one, reached in a time short compared with the exciton lifetime.

3.6.3.2 Different Spatial Distributions. The Effect of Disorder
Not all images show all the properties of that shown in Fig. 3.52. There are in fact
three classes of images:

1. Light is emitted at a single k everywhere, but the spatial dis-
tribution does not show a broad maximum near the center of
the emitting segment. Rather, the emission intensity is more
or less constant over most of the segment length. An exam-
ple is shown in Fig. 3.53.

2. The emission spectrum is the same everywhere, but the
intensity shows large spatial variations, with regions of low
intensity separating several, up to four, highly emitting seg-
ments several micrometers long, as shown in Fig. 3.54. Note
that in all cases these segments are long enough to behave as
quantum wires (1-D systems) and not as quantum boxes.
This image spans a 150-meV spectral range. It shows on the
right the D emission line and at 589.7 nm a single spot,
which is the D resonance Raman line of the blue chains at
1450 cm–1. Since the Raman signal is excited only within the
incident light spot, this gives the approximate size of the
excited region and its position along the red chain: z=
39 lm. The red chain emits light over two segments, approxi-
mately ‡7 and ‡10 lm long. At shorter wavelengths, five
other vibronic emissions of the red chain are present, with
much smaller intensities (as also seen in the macrolumines-
cence spectrum, Fig. 3.45) and the same spatial pattern as
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Figure 3.53 Zero phonon emission of a
chain emitting with approximately the same
intensity over >15lm. T = 8 K.
Emission wavelength 542.8 nm. Excitation:

~ 5 � 104Wcm–2 at 501.7 nm. The laser
position is at z = 20, given by the faint line
at 540.4 nm, which is the Raman D line of
the blue chains.
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the D emission. One can notice that the 580-nm vibronic
line corresponding to the 1200-cm–1 phonon has a slightly
narrower emission spectrum. Further study of its shape and
Tdependence, as reported for the D line in Section 3.6.2.1,
shows that the coherence time of the corresponding ground
state phonon is indeed longer, ‡600 fs.

3. The emission spectrum varies spatially, in addition to spatial
variations of the intensity. An example is given in Fig. 3.55.

In cases 1 and 2, the different emitting segments are aligned along the chain
direction. These different segments cannot correspond to different chains, each
directly excited with different efficiencies because of different positioning within
the excitation region: the image does not discriminate different “lateral” positions,
i.e. perpendicular to the chain direction. Therefore, in a multichain case they
would all appear superimposed along z, possibly at different emission wave-
lengths owing to interchain disorder, and should all overlap the excitation region
(such images are sometimes also seen). This means that all segments seen in Fig.
3.54 or 3.55 belong to the same chain, but only one of them contains the directly
excited region and the others must be indirectly excited. In both figures, there is a
gap of several micrometers between the emitting regions and its size is indepen-
dent of T. Both the spot size and its drift in position as T is changed are much
smaller, so the whole emission comes from a single chain with intrachain disor-
der. Moreover, the three parts of the chain shown in Fig. 3.55 equilibrate over low
potential barriers during the exciton lifetime.
The length of the emitting segments is generally 10–20lm, with some shorter

ones such as in Fig. 3.52 and rarely longer. These lengths are lower limits of the
actual chain length. Hence the red chain length distribution seems to be similar
to the blue chain one directly measured by light scattering.
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Figure 3.54 Vibronic emission of a chain
showing intense emission in two segments
and a fainter third one at smaller z, overall
spatial extension 35 lm. The D line is on the
right, the single spot at 589.8 nm is the

Raman D line of the blue chains and marks
the laser z position. Five other weaker vibro-
nic emission bands are seen, all with the
same spatial emission pattern. T = 15 K. Exci-
tation on the zero-phonon line ~ 700Wcm–2.
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3.6.3.3 Origin of the Spatial Distribution
One may think that light is emitted from the whole of the chain because excitons
are quickly transported over the whole chain length. In that case, excitons must
be transported to a distance of ~ 10–3 cm in a time short compared with 100 ps.
Diffusion seems unable to do so, since the required diffusion coefficient is

‡104 cm2 s–1, an unreasonably large value (a value of D = 600 cm2 s–1 recently found
in GaAs/GaAlAs quantum wells was deemed “exceptionally large” [138]).
For ballistic transport of a wave packet, the group velocity must be ‡108 cm s–1.

This means that transport occurs only through states of high enough momentum.
However, the required momentum corresponds to a kinetic energy larger than
thermal energy at 50K. Hence ballistic transport cannot explain the observations
either.
The observations are thus unexplained, although it is tempting to see them as

evidence of high spatial coherence of the exciton states. Again, this is a subject for
future work. Note added in proof: Extended exciton spatial coherence has now been
demonstrated by interference experiments (F. Dubin et al., submitted).

3.6.4
Several Excitons on a Chain. Effect of Excitation Power

3.6.4.1 Absorption Cross-Section for a Single Chain

Assuming that red and blue chain zero-phonon lines have similar oscillator
strengths (the error is anyway at most a factor of 2), it is possible to estimate
absorption cross-sections of the zero-phonon line per repeat unit of an individual
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Figure 3.55 Zero-phonon emission of a
chain showing three segments emitting at
different wavelengths. T = 30K. Excitation:
100Wcm–2 at 501.7 nm.
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red chain at 10K from the room-temperature absorption coefficient of an ensem-
ble of blue chains (which is homogenously broadened) and the ratio of the line-
widths. A value of the order of r0 » 5 � 10–14 cm2 is found.
The corresponding value at 501.7 nm can be calculated from the absorbance of

an ensemble of red chains since the D absorption line is certainly homogeneously
broadened, its linewidth being about three times that of the inhomogeneously
broadened zero-phonon line (see Section 3.5.2.1). At 10K, the cross-section at
501.7 nm is lower by a factor of about 50 than that of the zero-phonon line.
Since the zero-phonon linewidth increases approximately as T, r0 is approxi-

mately proportional to T–1 between 10 and 50K.
From these cross-sections, the average number of excitons simultaneously pres-

ent on a single chain under known excitation conditions can be calculated.

3.6.4.2 Nonresonant Excitation
The maximum power available at 501.7 nm at the focus of the microscope objec-
tive, that is, approximately within a circular spot with radius ~ 1lm, corresponds
to a flux of ~ 5 � 105Wcm–2 at the chain position. The flux was varied from
10Wcm–2, where there is never more than one exciton on the chain, to its maxi-
mum value and the integrated intensities of the zero-phonon and D vibronic lines
were recorded as a function of excitation power. The results (for 10K) are shown
as closed squares in Fig. 3.56.
The emission intensities are proportional to the excitation over the 4.5 orders of

magnitude covered. The positions and widths of the zero-phonon line at low
(320Wcm–2) and high (3.5 � 105Wcm–2) power are compared in Fig. 3.57.
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Figure 3.56 Variation of the emitted fluorescence intensity as
a function of excitation power. Solid squares, nonresonant
excitation. Open squares, resonant excitation. The lines have
slope 1.
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The changes are very modest and can entirely be accounted for by a 1K increase
in crystal temperature. This is small enough to allow neglecting the temperature
dependence of the fluorescence yield in the data analysis.
It was shown above that the linewidth is determined by the lifetime of the radi-

ant k » 0 states, which is governed by intraband scattering due to the interaction
of excitons with LA phonons of the matrix. This requires a sufficiently large popu-
lation of such phonons: it was assumed above that the phonon density near the
chain was not a limiting factor in the scattering. Figure 3.57 demonstrates that
this remains true at high exciton density, despite the fact that excitons must
absorb phonons to be scattered off the k » 0 states.
These results also show that there is no exciton–exciton interaction leading to

exciton quenching, for instance by some Auger effect, such as observed in molec-
ular crystals [85]. Again, no evidence of biexciton formation, for instance a new
line increasing nonlinearly with excitation power, was found.

3.6.4.3 Resonant Excitation. Exciton–Photon Interaction
In resonant excitation, the D-line emission is studied and the excitation wave-
length is tuned to the maximum of that emission. It is then resonant to the zero-
phonon transition of the particular chain under study (this energy varies, because
of interchain disorder, within the inhomogeneous linewidth).
Results are displayed in Fig. 3.56 as open squares. The excitation power was

again varied over more than four orders of magnitude, from 0.2 to 4 � 105Wcm–2.
The emission intensity is proportional to excitation power up to ~ 3 � 102Wcm–2

only, then it starts to saturate. This threshold corresponds to the same exciton den-
sity as at (1–2) � 104Wcm–2 under nonresonant excitation, where the emission
intensity keeps increasing linearly up to an excitation power 30 times higher.
Therefore, the sublinear variation shown in Fig. 3.56 cannot be due to exciton–
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Figure 3.57 Zero-phonon emission lineshape as a function
of excitation power. T = 10K. Excitation at 501.7 nm.
Solid circles, 300 Wcm–2; open circles, 6 � 104Wcm–2;
stars, 3.5 � 105Wcm–2.
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exciton interactions, since they should be the same at the same exciton density,
irrespective of the exciton generation process.
The only difference between the two experiments is that the incoming photons

are now tuned to resonance and have the same energy as the resonance fluores-
cence itself. In such a case, the lifetime of the emitting state (that is, the lifetime
of the k » 0 states, governed by intraband scattering, not the overall exciton life-
time governed by energy relaxation processes) is to be compared with the period
of Rabi oscillations [139]. We consider that the observed onset of saturation corre-
sponds to that situation. If so, the saturation threshold should increase rapidly
with T, since it depends on the peak absorption cross-section and on the lifetime
of the radiant states, which both decrease as T–1. Preliminary results at higher
temperature agree with that prediction.

3.6.5
Summary

3.6.5.1 Summary of the Results on Red PDA Isolated Chains

3B monomer crystals emit an intense fluorescence that has been identified as the
emission of a very dilute population of poly-3B isolated chains in the “red” config-
uration. The emission lines are very narrow, down to <2meV at low T. Most of the
intensity (up to 90%) is in the zero-phonon line. This is a resonance emission: the
zero-phonon emission wavelength coincides with the origin absorption band. In
the corresponding absorption spectrum, the vibronic lines are also at least an
order of magnitude smaller than the zero-phonon line and the excited-state vibra-
tional frequencies are very close to the corresponding ground-state frequencies:
the changes in geometry or bond stiffness upon excitation are therefore minimal.
In that sense, the red and blue excitons are similar. All the properties of the
absorption and the emission together make it possible to study the emission of a
single isolated chain in a microfluorescence experiment.
The radiative lifetime is short (a few hundred picoseconds) and increases as T1/2

in the whole T range explored from 10 to 80K, as expected for a one-dimensional
exciton band. The exciton effective mass is small (~ 0.1), hence the band is broad
(eV wide). This 1-D character is directly demonstrated by the spectral shape of the
vibronic emission lines and its temperature dependence.
The exciton is strongly coupled to the 3-D LA phonons of the surrounding crys-

talline monomer matrix. The coupling produces efficient intraband scattering be-
tween k states, which thermally equilibrates the excitons with the lattice tempera-
ture on the picosecond time-scale and limit the lifetime of the radiant k » 0 states
to 2 ps or less, depending on T.
In microfluorescence, only a small fraction (2 lm) of the total chain length (up

to 25 lm) is directly excited by the incoming beam. However, the emitting region
is always much larger and can span the whole chain length. The emission spatial
and spectral shapes are generally independent of the excitation conditions, e.g.
position of the exciting beam.
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No indication of exciton–exciton interactions has been found yet.
Under resonant excitation conditions, a saturation of the vibronic emission is

observed at high excitation power; this may correspond to the onset of experimen-
tal conditions in which the radiant state lifetime (not the overall lifetime of the
exciton in the band) is becoming comparable to the Rabi oscillation period of the
radiation field.

3.6.5.2 What We Would Like to Know About Red Chains but Do Not Yet
First and foremost, the exact conformation of red chains is still not definitely
established. However, whatever the red conformation, spectroscopic data show
that in 3B it is independent of T. Comparison of all known red phases suggests
that it is the same in all of them; in the proposed model, the tilt angle is the same:
it is a well-defined electronic structure of PDA chains. A crystallographic determi-
nation of the actual conformation will require the discovery of a high-quality red
PDA crystal suitable for high-accuracy diffraction experiments.
Second, several experimental methods which yielded useful results on blue

chains (exciton binding energies, Bohr radius and effective mass; nonradiative
relaxation pathways including triplet exciton generation and transport) reported
in Section 3.4, cannot be used in a system where the red chains are only a minori-
ty population, because their response (in electroabsorption or pump–probe experi-
ments, for instance) cannot be sorted out from that of the majority blue chains, as
can be done with fluorescence. Such experiments would require the discovery of a
DA monomer in which long and unstrained isolated red chains were the only, or
at least the majority, population at low xp. TCDU, which produces red PDA crys-
tals, does not meet these requirements, because the lattice mismatch between
monomer and polymer is much too large [16]. This requirement is less strong
that the previous one – for instance, 3B does not polymerize completely – but
again such a system has not been found yet.

3.7
Answered and Open Questions

The model system studied in this chapter was developed with the aim of contri-
buting to the physical understanding of conjugated polymers and formulating
questions for theoretical study. Here we try to examine to what extent it has been
successful. This discussion will consider three points:

. the nature and properties of excited states (Section 3.7.1)

. the effects of exciton-phonon interactions (Section 3.7.2)

. the importance of electronic correlations (Section 3.7.3).

Of course, only one type of CP has been studied, the PDA, so one may ask how
general the conclusions are. However, there is no obvious reason for thinking that
PDA are fundamentally different from other CP. It may be that the importance of
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correlations differs somewhat among conjugated polymers, being more important
in PDA [8], but this should not much affect the exciton properties, and hence the
spectroscopy. We believe that, if one were to know how to prepare other CP with
the same degree of order as was obtained with PDA isolated chains, similar
results would be obtained. The differences between the present results and those
published on other CP are sometimes large, but there are also large differences
between ordered and disordered PDA. Hence it may well be that most of these
differences are related to disorder and possibly to interchain interactions in the
cases where interchain distances are small enough. We shall briefly return to this
problem in Section 3.7.4.

3.7.1
The Nature and Properties of Excited States

Results mostly concern the lowest Bu singlet exciton, which dominates the visible
and near-UV optical properties of PDA chains. Despite the spectacular differences
in the exciton relaxation processes between blue and red chains, their excitons
seem to be similar: both spectra are dominated by a zero-phonon line bearing at
least half of the total oscillator strength, the vibrational frequencies in the ground
and excited states are almost equal, the polarizabilities and the exciton sizes are
nearly equal and the T dependences of the linewidths (once corrected in the case
of blue chains for the effect of the very short lifetime) are also similar, suggesting
that in blue chains also the exciton coherence time should be governed by an in-
teraction with LA phonons of the matrix, of similar strength.

1. This exciton is strongly bound. Lateral confinement,
neglected up to now, certainly contributes significantly to the
binding energy Eb: a PDA chain is probably the most nearly
1-D quantum wire possible, since it is a single line of carbon
atoms. A calculation considering it as an ordinary semicon-
ductor quantum wire (that is, in the weak coupling limit
where excitons are Mott–Wannier excitons [9]) and taking
into account the polarization of the surrounding matrix,
leads to an estimated Eb close to the experimental value [96].
But electron correlations are known to be important in PDA,
from the results in Section 3.4.4, and they also contribute to
Eb, but in a nonintuitive way since larger U values lead to
smaller Eb [8, 140]. The two effects may not be additive and
their interplay needs to be clarified.

2. The exciton is a state of the whole chain or at least of a large
part of it (several micrometers, as shown in Section 3.6.3.2),
not localized on a short segment of it.
A frequently used, but not rigorously defined, notion in CP
is that of “conjugation length”, characterizing the size of the
part of the chain which is involved in a p–p* optical transi-
tion, also called “chromophore” and often equated to the
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length of the oligomer that would have the same transition
energy; this length is therefore a ground-state property. That
this can only be an approximate notion is demonstrated by
the case of PDA isolated chains in solution, which are con-
tinuous curvature “worm-like” chains [20] and which absorp-
tion spectrum cannot be fitted by a discrete sum of absorp-
tion bands with reasonable linewidths [21].
The conclusions of this study of PDA isolated chains are
totally unambiguous: in the most perfect chains, all repeat
units are equivalent and the conjugation length is equal to
the total length of the chain; at least this is always true of
long segments of the chains, which still can be considered
infinite. The characteristic 1-D density of states of the exciton
band is directly visible on emission lineshapes and the radia-
tive rate is that of a perfect 1-D system.

3. It is also often claimed that the “size of the excitation” is
smaller than the conjugation length because the electron–
phonon interaction further localizes the excited state.
The size of the exciton is much smaller than the chain
length, but this has nothing to do with phonon induced
localization. It is due to a combination of lateral confinement
and electronic correlations, as for the binding energy. There
is strictly no geometric relaxation in the excited state. More-
over, the exciton size is not related to localization of the
exciton: an exciton created at some point on the chain can
be found anywhere over the whole chain length within a few
picoseconds at most.

4. The exciton effective mass is small, hence the band is broad
(several eV). Except for the threshold of the corresponding
ionization continuum near 2.4 eV, no other state is observed
in one-photon absorption or electroabsorption up to ~ 4 eV,
where another exciton involving the acetylenic p electrons
appears (Section 3.4.6). One does not observe a (more or
less) hydrogenoid series of levels converging to the ioniza-
tion continuum. But there are other excitons, not accessible
from the ground state by one-photon absorption, within that
energy range: at least one Ag state is identified just below the
onset of the associated continuum, and, in red chains at
least, there is another Ag state, probably just above the bot-
tom of the exciton band, corresponding to the state present
in the blue chains gap. Also, several other states are pre-
dicted by theoretical calculations (see, for instance, Refs.
[7–9]). The corresponding bands should then cross the 1Bu

exciton band somewhere in the Brillouin zone and the actual
exciton band structure is probably complex.
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5. As for the singlets, there are two families of triplet states,
respectively of Bu and Ag symmetries. The available experi-
mental information only concerns the lowest Bu triplet. It
appears to be different from its parent singlet, in that it may
possibly self-trap and has a purely diffusive, relatively slow,
transport. The singlet–triplet splitting is very large, almost
equal to the triplet energy.
Triplets are efficiently generated by singlet fission. However,
there are several nonradiative relaxation processes, one of
which could be intersystem crossing (ISC) to a triplet. If so,
the ISC rate would be much larger than calculated theoreti-
cally for other CP [126]. Further study of these properties
would be useful.

3.7.2
Exciton–Phonon Interactions

There are several experimental manifestations of the importance of these interac-
tions in PDA chains: fast intraband scattering by interaction with 3-D LA phonons
or very high intensities of the 1-D chain modes in RRS. Note that in these two
examples, very different types of phonons are involved.
In the CP literature, electron–phonon interactions are considered to be very

important because they are assumed to lead to the Peierls instability [3] and more
generally to self-trapping of charge carriers or excitons. This latter belief should
be re-evaluated owing to the absence of self-trapping at least for the red chain sin-
glet exciton and very likely in the blue one also, contrary to previous theoretical
predictions for 1-D systems [48, 49]. LA phonons produce intraband scattering
among k states, not self-trapping. The question was recently revisited by Silbey
[109], who treated the case of a highly anisotropic 3-D exciton, interacting with
3-D phonons, the same as those used in Section 3.6.2.2 to explain the zero-
phonon linewidth temperature dependence. An application to a PDA crystal lead
to a vanishingly small predicted self-trapping energy, hence no trapping at all at
nonzero temperatures. However, the result is not directly applicable to an isolated
chain, which is “more 1-D” in the sense that there is no transfer matrix element
with neighboring chains and that the lateral confinement is given by the single
chain molecular structure and is of the order of the radius of one carbon atom. It
would be worth reconsidering theoretically what happens in these more stringent
conditions, both with 1-D, high-energy, chain optical phonons and with 3-D acous-
tic phonons.
One may conjecture that any observed localization of the singlet states in a con-

jugated polymer sample would rather be a consequence of disorder and not an
intrinsic property of the CP chain itself. We return to this point in Section 3.7.4.
Note. however. that the “weak” intrachain and interchain disorder, of the type
which produces inhomogeneous broadening in macroscopic spectra and is evi-
dent in Figs. 3.54 and 3.55, does not lead to self-trapping.
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The question of self-trapping of the lowest triplet in blue chains was left open in
Section 3.4.5.4. If it indeed occurs, this difference with the singlet might be
related to a much narrower triplet exciton bandwidth, leading according to theory
[109] to a larger trapping energy. However, this might also reflect different inter-
nal structures of the two types of excitons: it is concluded, for instance, in [9] that
the 13Bu, but not the 11Bu state, undergoes significant lattice relaxation, in the
intermediate coupling regime thought to be appropriate for PDA.
If triplet self-trapping is shallow enough, triplets might trap at low temperature,

but not at room temperature. There are not enough studies of the triplet proper-
ties to test this conjecture.

3.7.3
Electronic Correlations

This is a central question in CP physics. The experimental results presented in
the previous sections have been discussed there in terms of conventional semi-
conductor theory applied to quantum wires, using the concept of Wannier–Mott
excitons. In the presence of sizeable electron–electron interaction, a different
approach in which the chain is considered as a Mott insulator may be more appro-
priate [7–9].
There has been an enormous amount of theoretical work on the electronic

structure of CP, using various methods, taking electron correlations more or less
fully into account, from the strong coupling limit of the Hubbard model [103] to
the weak coupling limit of semiconductor theory. A review of that work would be
beyond the scope of this chapter and beyond my own capabilities. Some results
relevant to the present work are as follows. Excitons exist for a broad range of pa-
rameters [8]. They are of two types; in the weak coupling limit they are Wannier
excitons as in conventional semiconductors; in the intermediate case, they are
Mott–Hubbard excitons. Their spectroscopic signatures seem fairly similar and
there is a lack of a crucial experiment.
The most direct evidence of the importance of correlations is the position of the

first (and perhaps the second) excited Ag state below the Bu state in blue chains.
Most calculations do not correctly predict this ordering of states. It has been
claimed that the observed ordering might be due to much stronger lattice relaxa-
tion (self-trapping) of Ag states than of the Bu states [102]. Such relaxation may
well exist, but it does not seem to explain the experimental results, since two-
photon absorption corresponds to vertical transitions.
However, experiments do not only yield excited states energies. The presence

and importance or the absence of lattice relaxation, the order of magnitude of the
intrinsic (i.e. not determined by disorder) excitation size and their internal struc-
ture, their transport properties, etc., also depend on the correlations. Increasingly
reliable results, some of them reported here, are produced by experiments and
could be compared with theory.
Another point of interest is the intense fluorescence of red chains, indicating a

different ordering of states. Theoretical studies usually consider the PDA chains
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to be planar, as they are in the blue state. Experiment suggests that when the
chain is forced to be nonplanar, the lowest Ag states shift to higher energy much
faster than the Bu states and also that the lowest Bu triplet shifts at least as fast as
the singlet. The reason for that is at present an open theoretical question: why do
nonplanarity and/or unit cell doubling have that effect? The differences between
PDA and CP containing phenyl rings, which are fluorescent [9], may also be
related to this question.
Generally, the Hubbard model should be developed further, with qualitative pre-

dictions in mind, more interesting, in my view, than fitting the values of experi-
mental parameters.

3.7.4
Influence of Disorder

Even a minimal deviation from perfect regularity has large effects in a quantum
wire: a piece of experimental evidence is the high sensitivity of the Franz–Keldysh
signal to a small amount of disorder (see Section 3.4.2.4). The 1-D exciton band of
the perfect wire is replaced by a series of coupled quantum boxes; the emission
wavelength varies from box to box along the chain and the sr � T1/2 law is no
longer obeyed. This is generally the case in semiconductor quantum wires (see,
for instance, Ref. [141]), in which variations of the wire width (by one atomic
layer) are considered responsible for these effects.
Fluctuations of width cannot exist in a PDA chain (or more generally in a CP),

but several other types of disorder are possible:
Conformational changes. Here the rigidity of the chain will be important. A

flexible chain and a ladder polymer will behave differently. If the wire is not rigid,
it may be curved and torsional fluctuations are not energy costly [142]. An extreme
case is the isolated chain in a good solvent. Large geometric defects may also exist,
such as entanglements.
Variations of the potential due to the environment. In a perfect crystal, includ-

ing a bulk polymer crystal, this potential is periodic with the same period as that
of the chain. In a real crystal, extended defects such as dislocations, stacking faults
or slip planes will produce local potential extrema; such defects have been invoked
above to account for observations such as multiple emitting regions on the same
chain in microfluorescence (Section 3.6.3.2) or the existence of small absorption
lines at energies lower than that of the exciton (Appendix C), but in neither case
do they produce localization.
Disorder will first affect properties implying a long-range order: the necessity

for reasoning in terms of bands, the spatial and temporal coherence of excitations
(hence the sensitivity of the FK signal). Coherent transport is replaced by diffu-
sion among localized states (boxes) distributed in space and energy. Such effects
are already observed in imperfect crystals, despite the approximate long-range
order present.
In a more highly disordered or an amorphous medium, van der Waals interac-

tions with side-groups or other chains fluctuate in space, as well as quantum me-
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chanical interchain interactions. In the extensive literature on CP fluorescence,
related to the development of polymer light-emitting diodes, “aggregates” are
often invoked to explain the observation of broad red-shifted emission bands qua-
litatively similar to excimer emission in several molecular crystals [85]. These
aggregates are supposed to be regions of enhanced interchain interaction. Unfor-
tunately, their structure is usually unknown.
The large fluctuations present is a highly disordered CP solid will not always,

however, lead to localization at a scale comparable to the exciton size. It may be
expected that long segments may keep an electronic structure comparable to that
of the perfect chain, leading to fast energy transport and narrow spectral lines. An
example of fast energy transport is given in Ref. [143]. Several other recent studies
of single disordered chain spectroscopy show evidence of the role of disorder, but
sometimes show narrow lines and evidence for “long” distance transport along
the chain (see, for instance, Refs. [144, 145]), whereas others show no such effect
and conclude that energy transfer is inefficient [146]. The transport is detected by
the long-range effect of an impurity center on the chain or close to it, which
quenches the emission by energy or charge transfer. Note that a theoretical treat-
ment of charge carrier transport in doped CP rests on a similar combination of
long-range intrachain transport and the effect of charge localized dopants [147].
In a recent paper, it is claimed that in fact, as suggested above, the nature of dis-
order and particularly whether the chain is rigid or not, plays a dominant role,
rather than the details of the electronic structure of the particular CP studied
[148].
The link between the properties of the perfect chain and of a disordered chain

remains to be worked out. PDA may be good model experimental systems for
that, since it already provides the ordered reference state for comparison.

Appendix

3.A – The DA Solid-State Polymerization Reaction

3.A–1:
General Description

The 1–4 addition reaction shown in Fig. 3.1 occurs only in the solid state. It
requires a particular relative position of the reacting DA molecules, so it has struc-
tural requirements discussed below: this is a topochemical reaction, meaning that
reactivity and reaction product geometry are entirely determined by the crystal
structure [149].
The formation of a PDA polymer chain in a DA crystal may be seen as proceed-

ing in three steps, as already mentioned in Section 3.1.3:
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1. Initiation, in which an open-shell reactive entity is formed
from two neighboring closed-shell DA molecules. This step
is endothermic.

2. Propagation, in which a monomer molecule is added at the
reactive end of a growing chain. This step is strongly exother-
mic, so polymerization is irreversible; however, it generally
has a low activation energy, so propagation slows down and
eventually stops at low temperature. Propagation is also topo-
chemically controlled. It stops if the monomer to be added
does not meet the topological requirements for the reaction,
for instance because the growing chain hits a fault, a twin, a
dislocation or a surface or a slip plane, so that the next mono-
mer to be added is misplaced. It also stops if it reaches an
impurity the formula of which does not allow the addition
reaction to proceed: a growing PDAchainwill not in general
incorporate chemical impurities, or any gross physical defect.

3. Termination: eventually, the reactive chain end will be inacti-
vated by some internal reaction, since it is known to have a
finite lifetime. This can occur after propagation has been
stopped or else while the chain is still growing.

DA polymerization thus has strict topological and energetic requirements. It is
therefore not surprising that only a minority of DA crystals do polymerize, often
only partially. As polymerization proceeds, for 0 <xp <1, the crystal can keep intact
if a monomer–polymer solid solution of varying concentration is formed, that is,
if reaction occurs more or less randomly in the bulk and not by nucleation and
growth of a polymer phase at the expense of the monomer crystal. This will
ensure that the few polymer chains formed at small xp (say <10

–3) are dispersed in
the matrix, so they are indeed not interacting with one another.
In the most favorable cases, polymerization goes to completion and a macro-

scopic polymer crystal, with typical dimensions of 0.1–10mm, is formed (this is
in fact the only known way for preparing polymer crystals of macroscopic size, as
opposed to lamellae or spherulites generally produced in polymer crystallization).
Only about 10 such cases are well documented. In a few of them, it has been
shown that the unit cell indeed changes smoothly with xp from its monomer val-
ues at xp = 0 to its polymer ones at xp = 1 (see, for instance, Refs. [16, 150, 151])
and in one case at least a complete structure of a mixed crystal at xp = 0.2 has been
obtained [152].

3.A–2:
Structural Requirements

There are two types of such requirements: some apply to the crystal structures as
a whole, others specify the geometry of the reaction center, i.e. of the two reacting
carbon atoms and their vicinity.
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Macroscopic requirements. A monomer–polymer solid solution without disrup-
tion of the crystal lattice requires that monomer and polymer have similar unit cell
dimensions and that the polymer crystal structure has at least the monomer crystal
symmetry elements (if not, a disordered structure will be formed). However, this
latter constraint is not required if only the very beginning of the polymerization pro-
cess is of interest, as for isolated chains as studied here.
In order to obtain long and unbranched chains, there must be only one direc-

tion of chain propagation in the monomer crystal; if not, a growing chain will
quickly hit pre-existing chains in the other orientation. Hence, if there is a sym-
metry axis, it cannot be more than a twofold one. Most studied DA are “symmetri-
cal”, meaning that the two side-groups are identical. They usually form centro-
symmetric crystals of low symmetry, rarely orthorhombic (see Appendix B). The
corresponding PDA crystals are also centrosymmetric.
The cohesive energy of DA crystals is generally dominated by van der Waals in-

teractions with a significant contribution from hydrogen bonds if they can form.
The C4 diacetylene group itself plays no special role and molecular packing within
the unit cell is dominated by contributions of the side-groups. Hence there is a
great variety of crystal structures, cell dimensions and molecular packing among
DA crystals. Once the polymer is formed, the crystal contains parallel strings of
covalent C–C bonds, which contribute an important part of the total crystal ener-
gy. Indeed, in all known PDA crystals the repeat unit distance along the chain is
dp = 4.89 – 0.02�, and this is generally assumed to be the equilibrium distance,
and the bonds lengths and angles are almost the same for all PDA [16, 17]. There-
fore, a polymerizable DA should contain parallel one dimensional stacks of mono-
mers with a repeat distance of ~ 4.9�.
Since side-groups give the dominant contribution to crystal energy, their molec-

ular structure is crucial in determining a DA crystal structure favoring polymer-
ization. If one considers the known structures of PDA and reactive DA [16, 17],
two types of interactions between side-groups seem particularly favorable: first,
those forming intermolecular H-bonds, usually of the CONH type, the equilibri-
um distance of which [153] naturally leads to an intermolecular distance of ~ 4.9�
in the crystal and which often arrange in 1-D lines (consider the case of proteins),
thus simultaneously ensuring a favorable repeat unit distance and a single propa-
gation direction – the DA chosen for the present study belong to this class – sec-
ond, those containing aromatic rings, which tend to form 1-D stacks by p–p inter-
actions, as evidenced in the crystal structures of many aromatic molecules. The
resulting repeat unit distance may in this case vary in a wider range, say between
4.5 and 5.3�, hence there is a large variation of reactivity in this class.
Further constraints come from the microscopic aspects of the 1–4 addition reac-

tion.
The geometry of initiation is shown in Fig. 3.58.
Before reaction, the distance between the reacting carbon atoms is at least twice

their van der Waals radius or 3.5�, and the bond formed has a length of about
1.5�. After reaction, these atoms will have moved towards axis (aa) by about 1�,
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thereby exerting a traction on the side-groups. They may also have shifted parallel
to (aa) if the repeat distance dm in the monomer is significantly different from dp.

Propagation is the reaction of a reactive end of a growing chain with the next
monomer (see Fig. 3.2). One can draw for it a figure similar to Fig. 3.58, so the
microscopic requirements are similar for the two reactions since they imply the
same kind of motions.
Hence two types of atomic displacements are to be considered: those of the reac-

tive carbon atoms which make the reaction possible and the overall displacements
of all atoms, including those of the side-groups, which must be small enough to
keep the crystal structure intact. There are therefore two types of requirements:
that the addition reaction can occur and that the ensuing deformations are in
some way “absorbed” by the other atoms, mainly the side-groups. A general
approach of topochemical reactions is the least motion principle, which states that
the reaction only occurs if the root mean square displacement of all atoms is
smaller than a critical value. Baughman [154] has shown that the observed reac-
tion indeed corresponds to least motion of the four carbon atoms of the diacety-
lene moiety. One can also consider the closeness of the two reacting carbon atoms
in the monomer structure as the dominant factor, the reaction occurring only if
this distance is less than ~ 4� [16, 155]. This is illustrated in Fig. 3.59.
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Figure 3.58 Geometry of the initiation step: a is the chain direc-
tion. The angle of the C4 group with a changes from hm to hp, the
first bonds to the side-groups R rotate oppositely and the distance
between the C4 group centers changes form dm to dp.
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The parameters dm and fm define the geometry of the monomer pair before
reaction as shown in Fig. 3.58. The solid line is the locus of points (dm, fm) corre-
sponding to van der Waals contact of the two parallel C4 groups and the dashed
lines are locus of equal distances of the two reacting carbon atoms. It shows that
reactive monomers which structure is known (black dots) are clustered in a very
small region near dm » 5� and fm » 45�. However, it says nothing about absolute
reactivities: very small structural differences may correspond to large differences
in polymerization rate.
If dm is significantly larger than dp, the growing chain will tend to be shorter

than the columnar volume it should fill. The ensuing strain pattern is not favor-
able to chain propagation and indeed in this case the chains generated at low xp

are short and their absorption spectrum suggests that they are highly strained.
This is the case of the much studied monomer pTS or of TCDU [14]. Such DA
would not be suitable to the study of long and unstrained isolated chains. How-
ever, the reaction still may lead in that case to good-quality polymer single crystals,
since the d values of the mixed crystals decrease smoothly towards dp, owing to
the stress generated by the chains, which are much stiffer than the monomer crys-
tal [135]. As stated above, the requirements for a high-quality isolated PDA chain
and a high-quality PDA crystal are not identical.

3.A–3:
Energetics and Elementary Steps

For generation of the reactive dimer, an energy input DEin is required. This can be
done by heat (thermal polymerization) or by the absorption of radiation: UV, X- or
c-rays or electrons.
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Figure 3.59 Values of the parameters d and f for reactive
diacetylenes (filled circles) and nonreactive diacetylenes
(open circles). From Ref. [16].
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If DEin£ 1 eV, initiation is thermally possible not far above room temperature
and in any case below the monomer melting-point; 1 eV is much less than the
energy of the lowest excited state of the C4 group, a triplet, which is about 3 eV
[91]. Therefore, in this case initiation proceeds from a highly vibrationally excited
ground state. If DEin‡ 1 eV, thermal initiation does not occur, except possibly at
some defect sites. This seems to be the more general case, particularly among DA
with H-bonds. In the latter case, reaction can only proceed from an electronically
excited state of the C4 group.
One possibility is absorption of UV photons producing neutral excited states.

The initial steps of this reaction have been studied in detail in the case of pTS [13].
It was shown that the reactive dimer is a biradical with an unpaired electron at
each end of the C8 chain; this remains true as chains grow up to the hexamer (a
C24 chain), where the electrons rearrange to a bicarbene structure, with two inde-
pendent unpaired electrons at each end. Quantum chemical calculations nicely
account for such behavior [156].
Propagation is exothermic, releasing between 1.0 eV in 4BCMU – a DA with H-

bonds [157] – to 1.6 eV in pTS – a DA without H-bonds [158, 159] – per step, but
there is a small activation energy for monomer additions (<0.4 eV), so at low T the
reaction can be slowed and stopped, allowing detailed studies of the reactive inter-
mediates and also allowing X-ray structural studies.
It must be stressed that the energetics of the various steps do not depend only

on what occurs at the reaction site itself; it is governed by the overall energetic
changes in the crystal, including the effects of side-group motions. Their contribu-
tion may be significant if, for instance, H-bonds between side-groups are broken
or modified, as noted above.
The fact that the reactive end is a carbene suggests that known carbene rearran-

gements may act as termination reactions. The best candidate in our opinion is
the hydrogen transfer reaction –..C–CH2– fi –CH=CH– [130], but this remains a
conjecture.
No such study of intermediate states has ever been carried out for polymeriza-

tion using higher energy radiation. One may presume, however, that initiation
will also proceed from ionic excited states C4

+ and C4
– which are formed by these

radiations in addition to proceeding from neutral excited states. Initiation pro-
cesses are then expected to be different and also the growth of an ionized chain
may differ from that of a neutral one.

3.B – Structural Properties of 3B and 4B Monomers

Since most of our structural results are not yet published, these properties are
summarized here.
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3.B–1:
Phase Transitions

In both DA there is a first-order phase transition below room temperature: at
155K in 3B and at 226K in 4B [63]. Crystals are grown and polymerized in the
room-temperature phase, while most of the spectroscopic studies are done in the
low-temperature phase. In 4B there is another first-order transition at 316 K, but
the electronic properties in the high-temperature phase between 316K and the
melting temperature of 344K were not studied. All transitions are first order, with
hysteresis of a few degrees, but with a low transition enthalpy and the crystal is
not destroyed, or even significantly degraded, by crossing them. In fact, the struc-
tural differences between solid phases are not great.

3.B–2:
Crystal Structures

In 3B, both phases are monoclinic, C2/c (No. 15). This is a fairly common space
group among molecular crystals and DA. The low-temperature phase has been
studied previously [161], but although the same space group is found, the unit cell
parameters are not the same as those found in our crystals. Apparently, there is a
possible polymorphism of 3B, which has not been investigated.
In 4B, the situation is more unusual: the room temperature phase is orthor-

hombic, Cmcm (No. 63). The low-temperature phase is monoclinic, P1c1 (No. 7).
Also unusual is the very large value of one unit cell dimension, >100�. Both space
groups are centrosymmetric.
Unit cell parameters are given in Table 3.4.
Both materials form lamellar crystals, with a lamella thickness of ~ 27�, that is,

half (in 3B) or one-quarter (in 4B) of the largest unit cell dimension. The C4

groups, and therefore the chains, lie in the center of the lamellae, with the side-
groups rather extended on either side. Therefore, despite long side-groups, neigh-
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Table 3.4 Unit cells of 3BCMU and 4BCMU monomers.

Space group a (�) b (�) c (�) b (�)

3BCMU

270K C2/c 9.041 4.877a 59.64 90.25

110K C2/c 8.955 4.872a 58.70 97.62

4BCMU

296K Cmcm 109.26 11.344 4.813a 90

15K P1c1 105.12 11.019 4.720a 92.48

a Parameters corresponding to the chain direction.
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boring chains can be fairly close: at low T, the interchain distance would be <4.5�
in 3B and ~ 5.5� in 4B. A similar situation is also observed in other conjugated
polymers, but on a local scale since they are less well ordered [1], for instance in
regio-regular polyalkylthiophenes where the chain distance is even smaller, 3.8 �
[113].
The C4 groups are close packed along the b axis in 3B and along c in 4B (this

choice is a consequence of usual crystallographic conventions), so this is the chain
direction. The corresponding side-groups are linked by two lines of H-bonds, one
on each side (Fig. 3.9). The monomers lie on centers of symmetry. It is not
enough to prove that an isolated chain within the crystal will be centrosymmetric
as well, but this seems reasonable; all experimental results to date agree with that
assumption.

3.B–3:
Unit Cell Parameters Along the Chain Direction

Table 3.4 shows that in 3B parameter b is almost the same at 270 and 110K and
very close to the equilibrium repeat unit length in PDA of about 4.89�. There is a
small thermal expansion in the high-T phase, Db » 3 � 10–5 K–1, so the value just
above the phase transition is b = 4.863� and the thermal expansion in the low-T
phase is very small. Figure 3.60 shows the temperature dependence of the unit
cell parameters of 3B and 4B in the chain direction.
This behavior is typical of a crystal containing a line of H-bonds, for expansion

along the bond direction [162]. Hence the difference between the monomer dis-
tance and 4.89� is always <0.03� or ~ 0.5%. Such a small compressive strain
would have only a minimal effect on the properties of the chain and isolated poly-
3B chains in their monomer crystal can be considered relaxed.
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Figure 3.60 Temperature dependence of the unit cell para-
meters in the direction of chain growth. Filled circles, 3B;
open circles, 4B. Uncertainties are –5 � 10–3 �.
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In 4B, the c parameter is always significantly smaller than 4.89� and the corre-
sponding thermal expansion is much larger, Dc » 6 � 10–5 K–1, indicating much
weaker H-bonds. Poly-4B chains are therefore always under significant compres-
sion, 1.6% at room temperature, increasing steadily as T decreases, to 3.6% at
15K. Still, 4B is more reactive to c-irradiation than 3B [58] and forms chains
nearly as long as in 3B [59], so a slight compression seems to favor reactivity.
These different situations will influence the T dependence of the spectroscopic

properties of isolated chains, as shown particularly in Section 3.4.2.

3.C – Origin of the Weak Absorption Lines in Blue Chains

Several weak absorption lines appear in both 3BCMU and 4BCMU below the
intense transition to the 1Bu exciton (Fig. 3.11).
Resonance Raman spectra taken with excitation at the peaks of these lines show

vibrational frequencies that differ from those of the main absorption and from
one line to another; the differences amount to at most a few tens of wavenumbers.
Therefore, these lines correspond to absorptions by chains having slightly differ-
ent ground-state geometries. This suggests that each line is the exciton of a minor
population of chains or parts of chains, which is slightly different from the major
one.
All these different excitons behave in EA very much like the main absorption

lines: they show a pure quadratic Stark effect of the same order magnitude as the
major absorption (Fig. 3.13). This shows that there is no transfer of oscillator
strength between them and the main transition, as expected for transitions related
to spatially distinct chains. It also shows that these excitons are very similar to the
major one, since they have the same polarizability, and so also the same exciton
Bohr radius.
These absorption lead to resonance fluorescence; it is difficult to compare the

yields, since these fluorescences are not subject to reabsorption (the optical den-
sity of these lines is too small at low xp) and since they are usually excited nonre-
sonantly at energies where all populations absorb. That all populations absorb
above the 1Bu exciton transition is shown, for instance, in Fig. 3.19, where the PB
of the weak lines in 4BCMU is visible. Taking the relative bleachings as a measure
of the relative absorptions at the pump wavelength and comparing the fluores-
cence intensities for excitation at the same wavelength indicates that the yields of
the different resonance emissions corresponding to the different chain popula-
tions are comparable.
In one series of experiments, the pump was chosen resonant to one weak line

in 3BCMU and PA–PB spectra and their time dependence were studied (Fig.
3.61).
There is absolutely no bleaching of the main absorption line, directly proving

that the ground states of the two chain populations do not communicate. PB is
also observed at wavelengths corresponding to the D and T vibronic transitions of
the bleached line at ~ 1440 cm–1 (178meV) and 2100 cm–1 (260meV). The time
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decay of this PB spectrum shows the same characteristic times of 1.8 – 0.1 ps and
about 30 ps, with the same intensity ratio of the two components as the major PB
discussed in Section 3.4.4.3. Therefore, all excitons have similar relaxation decay
schemes.
It seems likely that the minority populations are chains produced in the vicinity

of an extended defect. Stacking faults are obvious candidates, since both mono-
mer crystals are lamellar (Appendix B), but there are too many lines in 3BCMU to
be entirely accounted for in this way. Hence other, unidentified, types of defects
may also play a part.
Since the weak lines behave in all respects in much the same way as the main

absorption, their properties were not studied further.

Acknowledgments

The results reported in this chapter are the collective work of Prof. C. Lapersonne-
Meyer, Dr. J. Berr�har and myself, together with three PhD students, S. Spagnoli,
R. L�cuiller and F. Dubin, and a postdoctoral fellow, B. Kraabel. Working together
has been a great pleasure and scientific stimulation. We have benefited from nu-
merous collaborations, first of all with Prof. G. Weiser, University of Marburg,

146

Figure 3.61 Differential absorption spectrum
upon pumping one of the weak transitions
(thick line). The pump spectrum is the
dotted line. The absorption spectrum is
shown as a thin line. The pumped transition

is bleached and the weak bleaching at
1.99 eV is the corresponding D absorption
line. No bleaching is observed at the exciton
position 1.9 eV, showing that the two transi-
tions do not share the same ground state.



References

and also with Dr. J.-D. Gani�re and Dr. S. Haacke, Ecole Polytechnique F�d�rale
de Lausanne, Dr. D. Hulin and Dr. M. Joffre, ENSTA, Palaiseau, and within our
laboratory with Dr. R. Grousson and Dr. V. Voliotis. We are very grateful to all of
them.
I am very much indebted to Prof C. Lapersonne who contributed to the writing

of part of the manuscript. I also would like to thank Dr. J. Berr�har, who prepared
most of the figures, and Drs. T. Barisien, F. Dubin and V. Voliotis for the others.

147

References

1 M. Schott, in Organic Conductors:
Fundamentals and Applications, edited by
J. P. Farges, Marcel Dekker, New York,
1994, Chap. XII, p. 539.

2 C. H. Lee, G. Yu, A. J. Heeger, Phys. Rev.
B 47, 5543 (1993); A. J. Heeger, D.
Moses, in Conjugated Oligomers, Poly-
mers and Dendrimers: From Polyacetylene
to DNA, edited by J.-L. Br�das, DeBoeck,
Brussels, 1999, p. 5.

3 W.-P. Su, J. R. Schrieffer, A. J. Heeger,
Phys. Rev. B 22, 2099(1980).

4 A. J. Heeger, S. Kivelson, J. R. Schrief-
fer, W.-P. Su, Rev. Mod. Phys. 60,
781(1988).

5 A. A. Ovchinnikov, I. I. Ukrainskii,
G. V. Kventsel, Sov. Phys. Usp. 15, 575
(1973).

6 D. Baeriswyl, D. K. Campbell, S.
Mazumdar, in Conjugated Conducting
Polymers, edited by H. G. Kiess,
Springer Series in Solid State Sciences,
Vol. 102, Springer, Berlin, 1992, p. 7.

7 F. Gallagher, S. Mazumdar, Phys. Rev. B
56, 15025 (1997).

8 F. H.L. Essler, F. Gebhard, E. Jeckel-
mann, Phys. Rev. B 64, 125119 (2001);
E. Jeckelmann, Phys. Rev. B 67, 075106
(2003).

9 W. Barford, R. J. Bursill, R. W. Smith,
Phys. Rev. B 66, 115205 (2002).

10 N. S. Sariciftci (Editor),Primary Photoex-
citations inConjugated Polymers:Molecular
Exciton versus Semiconductor BandModel,
World Scientific, Singapore, 1997.

11 G. Wegner, Z. Naturforsch., Teil B 24,
824 (1969).

12 F. Carr�, N. Devylder, S. G. Dutremez,
C. Gu�rin, B. J.L. Henner, A. Jolivet,
V. Tomberli, Organometallics 22, 2014
(2003).

13 H. Sixl, Adv. Polym. Sci. 63, 49 (1984).
14 P. A. Albouy, D. N. Patillon, J.-P. Pou-

get,Mol. Cryst. Liq. Cryst. 93, 239 (1983).
15 P. M. Chaikin, T. C. Lubensky, Principles

of Condensed Matter Physics, Cambridge
University Press, Cambridge, 1995,
p. 602.

16 V. Enkelmann, Adv. Polym. Sci. 63, 91
(1984).

17 M. Schott, G. Wegner, in Nonlinear
Optical Properties of Organic Molecules
and Crystals, edited by J. Zyss and
D. S. Chemla, Vol. 2, Academic Press,
Orlando, 1987, p. 3.

18 P. Cadiot, M. Chodkiewicz, in Chemistry
of Acetylenes, edited by H. G. Viehe,
Marcel Dekker, New York, 1969, p. 597.

19 L. Brandsma, Preparative Acetylenic
Chemistry, Elsevier, Amsterdam, 1998.

20 M. Rawiso, J.-P. Aim�, J.-L. Fave,
M. A. M�ller, M. Schott, M. Schmidt,
H. Baumgartl, G. Wegner, J. Phys.
(Paris) 49, 861 (1988).

21 M. L. Shand, R. R. Chance, M. LePostol-
lec, M. Schott, Phys. Rev. B 25, 4431
(1982).

22 Y. Yacobi, E. Ehrenfreund, in Light Scat-
tering in Solids VI, edited by M. Cardona,
G. G�ntherodt, Springer Topics in
Applied Physics, Vol. 68, Springer,
Berlin, 1991, p. 73.

23 D. N. Batchelder, D. Bloor, J. Phys. C,
Solid State Phys. 11, L629 (1978).

24 D. N. Batchelder, J. Polym. Sci. 14, 1235
(1976).

25 J. Berr�har, M. Schott, unpublished
results.

26 D. N. Batchelder, D. Bloor, Adv. IR
Raman Spectrosc. 11, 133 (1984).

27 D. N. Batchelder, D. Bloor, J. Polym.
Sci., Polym. Phys. Ed. 17, 569 (1979).



3 Optical Properties of Single Conjugated Polymer Chains (Polydiacetylenes)148

28 H. Katagiri, Y. Shimoi, S. Abe, Chem.
Phys. 306, 191 (2004); H. Katagiri,
Y. Shimoi, S. Abe, Nonlin. Opt. 26, 207
(2000).

29 A.Kobayashi, H. Kobayashi, Y. Tokura,
T. Kanetake, T. Koda, J. Chem. Phys. 87,
4962 (1986).

30 H. Tanaka, M. A. Gomez, A. E. Tonelli,
M. Thakur,Macromolecules 22, 1208
(1989).

31 V. Dobrosavljevic, R. M. Stratt, Phys.
Rev. B 35, 2731 (1987).

32 E. Helfand, J. Chem. Phys. 54, 4651
(1971).

33 H. Eckhardt, C. J. Eckhardt,
K. C. Yee, J. Chem. Phys. 70, 5498 (1979).

34 S. Koshihara, T. Tokura, K. Takeda,
T. Koda, A. Kobayashi, J. Chem. Phys.
92, 7581 (1990).

35 See, for instance, D. J. Ahn, E.-H. Chae,
G. S. Lee, H.-Y. Shim, T.-A. Chang,
K.-D. Ahn, J.-M. Kim, J. Am. Chem. Soc.
125 8976 (2003).

36 S. Koshihara, T. Tokura, K. Takeda,
T. Koda, Phys. Rev. Lett. 68, 1148 (1992).

37 G. Weiser, Phys. Rev. B 45, 14076 (1992).
38 B. I. Greene, J. F. Muller, J. Orenstein,

D. H. Rapkine, S. Schmitt-Rink,
M. Thakur, Phys. Rev. Lett. 61, 325
(1988).

39 G. N. Patel, E. N. Duesler, D. Y. Curtin,
I. C. Paul, J. Am. Chem. Soc. 102, 461
(1980).

40 J. Berr�har, C. Lapersonne-Meyer,
M. Schott, Appl. Phys. Lett. 48, 631
(1986).

41 D. E. Aspnes, Phys. Rev. 147, 554 (1966);
153, 972 (1967).

42 G. Weiser, in Primary Photoexcitations in
Conjugated Polymers: Molecular Exciton
versus Semiconductor Band Model, edited
by N. S. Sariciftci ,World Scientific, Sin-
gapore, 1997, p. 318 (cf. p. 336).

43 G. Weiser, personal communication.
44 Y. Tokura, Y. Oowaki, T. Koda,

R. H. Baughman, Chem. Phys. 88, 437
(1984).

45 G. Weiser, A. Horvath, Chem. Phys.
227, 153 (1998).

46 A. Yasuda, M. Yoshizawa, T. Kobayashi,
Chem. Phys. Lett. 209, 281 (1993).

47 J. Olmsted, III, M. Strand, J. Phys.
Chem., 87 4790 (1983).

48 E. I. Rashba, in Excitons – Selected Chap-
ters, edited by E. I. Rashba and
M. D. Sturge, North-Holland, Amster-
dam, 1987, p. 273.

49 Y. Toyozawa, Prog. Theor. Phys. 26, 29
(1961).

50 T. Kobayashi, in Relaxation in Polymers,
edited by T. Kobayashi, World Scientific,
Singapore, 1996, p. 1.

51 B. S. Hudson, B. E. Kohler, K. Schulten,
in Excited States, edited by E. C. Lim,
Vol. 6, Academic Press, New York, 1982,
p. 1.

52 C. Lawrence, W. E. Torruellas, M. Cha,
M. L. Sundheimer, G. I. Stegeman,
J. Meth, S. Etemad, G. Baker, Phys. Rev.
Lett. 73, 597 (1994).

53 J. M. Leng, Z. V. Vardeny, B. A. Hooper,
K. D. Straub, J. M. J. Madey, G. L. Baker,
Mol. Cryst. Liq. Cryst. 256, 617 (1994).

54 T. Manaka, T. Yamada, H.Hoshi,
K. Ishikawa, H. Takezoe, A. Fukuda,
Synth. Met. 84, 963 (1997).

55 T. Manaka, T. Yamada, H.Hoshi,
K. Ishikawa, H. Takezoe, Synth. Met. 95,
155 (1998).

56 W. E. Torruellas, K. B. Rochford,
R. Zanoni, S. Aramaki, G. I. Stegeman,
Opt. Commun. 82, 94 (1991).

57 G. N. Patel, ACS Polym. Prepr. 19, 154
(1978).

58 S. Spagnoli, J. Berr�har, C. Lapersonne-
Meyer, M. Schott, M. Rawiso,
A. Rameau,Macromolecules 29, 5615
(1996).

59 T. Barisien, J. Berr�har, L. Legrand,
M. Schott, to be published.

60 G. E. Babbitt, G. N. Patel,Macromole-
cules 14, 554 (1981).

61 Z. Iqbal, N. S. Murthy, Y. P. Khanna,
J. S. Szobota, R. A. Dalterio, F.J Owens,
J. Phys. C, Solid State Phys. 20, 4283
(1987).

62 C. Lapersonne, J. Berr�har, M. Schott,
S. Spagnoli,Mol. Cryst. Liq. Cryst. 256,
423 (1994).

63 S. Spagnoli, J. Berr�har, C. Lapersonne-
Meyer, M. Schott, J. Chem. Phys. 100,
6195 (1994).

64 L. Sebastian, G. Weiser, Phys. Rev. Lett.
46, 1156 (1981).

65 A. Horvath, G. Weiser, C. Lapersonne-
Meyer, M. Schott, S. Spagnoli, Phys. Rev.
B 53, 13507 (1996).



References 149

66 G. Weiser, A. Horvath, H. J. Kolbe, Proc.
SPIE 3145, 152 (1997).

67 Y. Tokura, T. Koda, A. Itsubo, M. Miya-
bashi, K. Okuhara, A. Ueda, J. Chem.
Phys. 85, 99 (1986).

68 S. Polyakov, T. Pauchard, G. Stegeman,
J. Berr�har, M. Schott, J. Chem. Phys.
118, 4341 (2003).

69 S. Suhai, Phys. Rev. B 29, 4570 (1984).
70 J.-W. van der Horst, P. A. Bobbert,

P. H. L. de Jong, M. A. J. Michels,
L. D. A. Siebbeles, J. M. Warman,
G. H. Gelink, G. Brocks, Chem. Phys.
Lett. 334, 303 (2001).

71 See, for instance, M. Rohlfing,
S. G. Louie, Phys. Rev. Lett. 82, 1959
(1999).

72 W. R. Salaneck, M. Fahlman, C. Laper-
sonne-Meyer, J.-L. Fave, M. Schott,
M. L�gdlund, J.-L. Br�das, Synth. Met.
67, 309 (1994).

73 A. Jaeger, G. Weiser, P. Wiedemann,
I. Gyuro, E. Zielinski, J. Phys. Condens.
Matter 8, 6779 (1995).

74 J. Berr�har, C. Lapersonne-Meyer,
M. Schott, G. Weiser, Chem. Phys. 303,
481 (2004).

75 J. Shah, IEEE J. Quantum Electron. 24,
276 (1988).

76 S. Haacke, J. Berr�har, C. Lapersonne-
Meyer, M. Schott, Chem. Phys. Lett. 308,
363 (1999).

77 A. Nitzan, S. Mukamel, J. Jortner,
J. Chem. Phys. 63, 713 (1975); R. Engl-
man, J. Jortner,Mol. Phys. 18, 145
(1970).

78 B. Kraabel, M. Joffre, C. Lapersonne-
Meyer, M. Schott, Phys. Rev. B 58, 15777
(1998).

79 M. Chandross, Y. Shimoi, S. Mazumdar,
Phys. Rev. B 59, 4822 (1999).

80 F. Kajzar, J. Messier, Thin Solid Films
132, 11 (1985).

81 M. Mimuro, S. Akimoto, S. Takaichi,
I. Yamazaki, J. Am. Chem. Soc. 119,
1452 (1997).

82 B. Kraabel, D. Hulin, C. Aslangul,
C. Lapersonne-Meyer, M. Schott, Chem.
Phys. 227, 83 (1998).

83 L. Robins, J. Orenstein, R. Superfine,
Phys. Rev. Lett. 56, 1850 (1986).

84 C. Kollmar, W. R�hle, J. Frick, H. Sixl,
J. U. von Sch�tz, J. Chem. Phys. 89, 55
(1988).

85 M. Pope, C. E. Swenberg, Electronic
Processes in Organic Crystals and Poly-
mers, 2nd edn., Oxford University Press
Press, Oxford, 1999.

86 C. Jundt, G. Klein, J. Le Moigne, Chem.
Phys. Lett. 203, 37 (1993).

87 P. Tavan, K. Schulten, Phys. Rev. B 36,
4337 (1987).

88 A. K�hler, D. Beljonne, Adv. Funct.
Mater. 14, 11 (2004).

89 P. Gass, I. Abram, R. Raj, M. Schott,
J. Chem. Phys. 100, 88 (1994).

90 M. Bertault, M. Schott, P. Peretti,
P. Ranson, J. Luminesc. 33, 123 (1985).

91 F. Spitzer, Principles of Random Walk,
Springer, Berlin, 1976.

92 D. C. Torney, H. M. McConnell, J. Phys.
Chem. 87, 1941 (1983).

93 H. Sixl, W. R�hle, in Conjugated
Polymeric Materials: Opportunities in
Electronics, Optoelectronics and Molecular
Electronics, edited by J. L. Br�das and
R. R. Chance, Kluwer, Dordrecht, 1990,
p. 457.

94 G. Herzberg, Electronic Spectra of Polya-
tomic Molecules, Van Nostrand, New
York, 1966.

95 S. Abe, J. Phys. Soc. Jpn. 58, 62 (1989);
S. Abe, W. P. Su, J. Yu, Phys. Rev. B 45,
8264 (1992).

96 J. W. Van der Horst, P. A. Bobbert,
M. A. J. Michels, H. B	ssler, J. Chem.
Phys. 114, 6950 (2001).

97 R. Loudon, Am. J. Phys. 27, 649 (1959).
98 M. Combescot, T. Guillet, Eur. Phys. J. B

34, 9 (2003).
99 O. Betbeder-Matibet, M. Combescot,

Solid State Commun. 94, 221 (1994).
100 F. Dubin, PhD Thesis, Universit� Pierre

et Marie Curie, Paris, 2004.
101 P. Tavan, K. Schulten, J. Chem. Phys. 85,

6602 (1986).
102 A. Race, W. Barford, R. J. Bursill, Phys.

Rev. B 67, 245202 (2003).
103 W. Barford, Phys. Rev. B 65, 205118

(2002).
104 R. R. Chance, G. N. Patel, J. D. Witt,

J. Chem. Phys. 71, 206 (1979).
105 E. Moore, B. Gherman, D. Yaron,

J. Chem. Phys. 106, 4216 (1997).
106 H. Sternlicht, J. Chem. Phys. 40, 1175

(1964).
107 S. L. Tan, P. W. Anderson, Chem. Phys.

Lett. 97, 23 (1983).



3 Optical Properties of Single Conjugated Polymer Chains (Polydiacetylenes)150

108 Z. G. Soos, G. Hayden, P. C.M. McWil-
liams, S. Etemad, J. Chem. Phys. 93,
7439 (1990).

109 R. Silbey, in Conjugated Oligomers, Poly-
mers, and Dendrimers: from Polyacetylene
to DNA, edited by J.-L. Br�das, DeBoeck,
Brussels, 1999 p. 117.

110 S. Abe, Synth. Met. 85, 1015 (1997).
111 M. Yan, L. J. Rothberg, F. Papadimitra-

kopoulos, M. E. Galvin, T. M. Miller,
Phys. Rev. Lett. 72, 1104 (1994).

112 E. Conwell, in Primary Photoexcitations
in Conjugated Polymers: Molecular Exci-
ton versus Semiconductor Band Model,
edited by N. S. Sariciftci,World Scientif-
ic, Singapore, 1997, p. 99.

113 P. J. Brown, D. S. Thomas, A. K�hler,
J. S. Wilson, J.-S. Kim, C. M. Ramsdale,
H. Sirringhaus, R. H. Friend, Phys. Rev.
B 67, 064203 (2003).

114 P. A. Apgar, K. C. Yee, Acta Crystallogr.
Sect. B 34, 957 (1977).

115 J. Berr�har, C. Lapersonne-Meyer,
M. Schott, Appl. Phys. Lett. 48, 631
(1986).

116 T. Kobayashi, Synth. Met. 71, 1663
(1995).

117 J. M. Huxley, P. Mataloni, R. W. Schoen-
lein, J. G. Fujimoto, E. P. Ippen,
G. M. Carter, Appl. Phys. Lett. 56, 1600
(1990).

118 J. Kinugasa, S. Shimada, H. Matsuda,
H. Nakanishi, T. Kobayashi, Chem. Phys.
Lett. 287, 639 (1998).

119 T. Hattori, W. Hayes, D. Bloor, J. Phys. C
17, L881 (1984).

120 R. L�cuiller, J. Berr�har, C. Lapersonne-
Meyer, M. Schott, Phys. Rev. Lett. 80,
4068 (1998).

121 C. Blumer, J. D. Gani�re, M. Schott,
unpublished results.

122 S. M�ller, G. Weiser, R. L�cuiller,
C. Lapersonne-Meyer, Synth. Met. 116,
153 (2001).

123 R. L�cuiller, J. Berr�har, C. Lapersonne-
Meyer, M. Schott, J.-D. Gani�re, Chem.
Phys. Lett. 314, 255 (1999).

124 R. L�cuiller, J. Berr�har, J.-D. Gani�re,
C. Lapersonne-Meyer, P. Lavallard,
M. Schott, Phys. Rev. B 66, 125205
(2002).

125 D. S. Citrin, Phys. Rev. Lett. 69, 3393
(1994).

126 D. Beljonne, Z. Shuai, G. Pourtois,
J.-L. Br�das, J. Phys. Chem. A 105, 3899
(2001).

127 S.Spagnoli, J.-D. Gani�re, M. Schott,
unpublished results.

128 M. Alloisio, A. Cravino, I. Moggio,
D. Comoretto, S. Bernocco, C. Cuni-
berti, C. Dell¢Erba, G. Dellepiane,
J. Chem. Soc., Perkin Trans. 2 146 (2001).

129 D. Grando, G. Banfi, D. Comoretto, G.
Dellepiane, Chem. Phys. Lett. 362, 492
(2002).

130 P.-A. Chollet, F. Kajzar, J. Messier,
Synth. Met. 18, 459 (1987).

131 T. Guillet, J. Berr�har, R. Grousson,
J. Kovensky, C. Lapersonne-Meyer,
M. Schott, V. Voliotis, Phys. Rev. Lett. 87,
087401 (2001).

132 F. Dubin, J. Berr�har, R. Grousson,
T. Guillet, C. Lapersonne-Meyer,
M. Schott, V. Voliotis, Phys. Rev. B 66,
113202 (2002).

133 I.-K. Oh, J. Singh, J. Luminesc. 85, 233
(2000).

134 V. M. Agranovich, O. A. Dubovskii,
JETP Lett. 3, 223 (1966).

135 R. J. Leyrer, W. Wettling, G. Wegner,
Ber. Bunsenges. Phys. Chem. 84, 880
(1980).

136 T. Chen, A. Vierheilig, W. Kiefer,
A. Materny, Chem. Phys. Lett. 312, 349
(1999).

137 A. Vierheilig, T. Chen, P. Waltner,
W. Kiefer, A. Materny, A. H. Zewail,
Phys. Chem. Chem. Phys. 3, 5408 (2001).

138 F. Pulizzi, W. H. A. Thijssen,
P. C. M. Christianen, J. C. Maan,
Physica B 298, 441 (2001).

139 F. Dubin et al., to be published.
140 Z. Shuai, J. L. Br�das, S. K. Pati,

S. Ramasesha, Phys. Rev. B 58, 15329
(1998).

141 D. Y. Oberli, M.-A. Dupertuis, F. Rein-
hardt, E. Kapon, Phys. Rev. B 59, 2910
(1999).

142 J. L. Br�das, A. J. Heeger,Macromole-
cules 23 1150 (1990); G. Rossi,
R. R. Chance, R. J. Silbey, J. Chem. Phys.
90, 7594 (1989).

143 L. Chen, D. W. McBranch, H.-L. Wang,
F. Wudl, D. G. Whitten, Proc. Natl.
Acad. Sci. USA 96, 12287 (1999).

144 T. Huser, M. Yang, L. J. Rothberg, Proc.
Natl. Acad. Sci. USA 97, 11187 (2000).



References 151

145 Z. Yu, P. F. Barbara, J. Phys. Chem. B
108, 11321 (2004).

146 C. F. Wang, J. D. White, T. L. Lim,
J. H. Hsu, S. C. Yang, W. S. Fann,
K. Y. Peng, S. A. Chen, Phys. Rev. B 67,
035202 (2003).

147 L. Zuppiroli, M. N. Bussac, S. Paschen,
O. Chauvet, L. Forro, Phys. Rev. B 50,
5196 (1994).

148 F. Schindler, J. M. Lupton, J. Feldmann,
U. Scherf, Proc. Natl. Acad. Sci. USA
101, 14695 (2004).

149 J. Kaiser, G. Wegner, E. W. Fischer, Isr.
J. Chem. 10, 157 (1972).

150 J. P. Aim�, PhD Thesis, Universit� Paris
7, 1983.

151 D. Bloor, R. J. Day, D. J. Ando, M. Mote-
valli, Br. Polym. J. 17, 287 (1985).

152 J. P. Aim�, M. Schott, M. Bertault,
L. Toupet, Acta Crystallogr., Sect. B 44,
617 (1988).

153 A. Gavezzotti, G. Filippini, J. Phys.
Chem. 98, 4831(1994).

154 R. H. Baughman, J. Polym. Sci., Polym.
Phys. Ed. 12, 1511 (1974).

155 H. B	ssler, Adv. Polym. Sci. 63, 1 (1984).
156 C. Kollmar, H. Sixl, J. Chem. Phys. 88,

1343 (1988).
157 H. Eckhardt, T. Prusik, R. R. Chance,

Macromolecules 16, 732 (1983).
158 R. R. Chance, M. L. Shand, J. Chem.

Phys. 72 (1980).
159 M. Bertault, M. Schott, M. J. Brienne,

A. Collet, Chem. Phys. 85, 481 (1984).
160 A. Nickon, Acc. Chem. Res. 26, 84

(1993).
161 V. Enkelmann, G. Wenz, M. A. M�ller,

M. Schmidt, G. Wegner,Mol. Cryst. Liq.
Cryst. 105, 11 (1984).

162 A. I. Kitaigorodsky,Molecular Crystals
and Molecules, Academic Press, New
York, 1973, p. 294.

163 E. Giorgetti, G. Margheri, S. Sottini,
G. Toci, M. Muniz-Miranda, L. Moroni,
G. Dellepiane, Phys. Chem. Chem. Phys.
4, 2762 (2002).



153

4
Morphology-Correlated Photophysics in Organic
Semiconductor Thin Films by Confocal Laser Microscopy
and Spectroscopy
Maria Antonietta Loi, Enrico Da Como and Michele Muccini

4.1
Introduction

Photoluminescence spectroscopy is one of the most informative and powerful
techniques used to investigate electronic states in semiconductors. This is particu-
larly true for organic semiconductors, in which electronic and optical properties
are strongly anisotropic and dependent on the supramolecular arrangement. The
supramolecular arrangement in organic semiconductors not only affects the fun-
damental electronic properties, but has also a strong influence on the perfor-
mances of devices based on organic thin films. In fact, the nature of the organic/
metallic or organic/dielectric interfaces and the morphological characteristics of
thin films on the hundred-nanometer scale affect directly the operation of opto-
electronic devices such as organic light-emitting devices [1, 2], field-effect transis-
tors [3, 4], light-emitting transistors and photovoltaic cells [5, 6]. A straightforward
consequence is that there is the need for analytical methods sensitive to chemical
composition, morphology and molecular orientation on the hundred-nanometer
scale. Owing to the severe requirements in terms of sensitivity, spatial resolution
and not perturbing interactions with the sample, the ideal experimental technique
does not exist. However, the development of photoluminescence spectroscopy as a
local tool can be a significant step forward for a better understanding of the mor-
phology-correlated electronic properties of organic semiconductor thin films and
devices.
Both near- and far-field optical microscopies can allow local excitation and detec-

tion with spatial resolution below 1lm. Near-field microscopy can reach lateral
resolution down to few nanometers [7, 8], while far-field microscopy [9] has a
lower lateral resolution that can approach in the best cases 100 nm [10]. Near-field
techniques are for their intrinsic nature potentially invasive. In fact, the use of
metallic probes that approach the surface of the sample at distances of a few nano-
meters can cause relevant electronic perturbations, in particular when the sample
is composed of soft matter, such as organic semiconductors and biological mole-
cules. Variation of the photoluminescence lifetime of the molecules due to inter-
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action with the metallic tip [11] and modification of the sample nature by heat
transferred from the tip [12] have been reported.
In spite of the lower lateral resolution, far-field microscopies have the clear

advantage of being less invasive and perturbing [13].
Confocal laser scanning fluorescence microscopy is, among far-field microscopy

techniques, the one with the highest lateral resolution and offers in addition the
possibility of performing three-dimensional sectioning, characteristics that
prompted its great diffusion in biology and the life sciences. Its low interaction
with the sample and the reasonably high spatial resolution mean that it can be
used to achieve the local excitation and detection needed to develop a setup to per-
form morphology-correlated spatially resolved spectroscopy. Such a local spectros-
copy tool has direct applications in areas such as material science and nanotech-
nology, but can also allow more quantitative investigations in the life sciences.
In this chapter, we report on the development of a setup for correlated spatially

resolved spectroscopy and microscopy and on its application to organic semicon-
ductor material science. The characteristics of the experimental setup are dis-
cussed and the imaging abilities are compared with those of a more standard mor-
phological technique such as atomic force microscopy.
We then focus on two examples of the investigation of organic semiconductor

thin films. In the first, the supramolecular organization in ultra-thin films (start-
ing from sub-monolayer coverage) of a prototype organic semiconductor is
revealed by the cross correlation of confocal laser scanning microscopy, spatially
resolved photoluminescence spectroscopy and atomic force microscopy. In the
second, we show how the determination of the microscopic structure of an
organic bulk heterojunction by photoluminescence microscopy can shed light on
the working mechanism and electronic properties of a bulk heterojunction-based
device.
We demonstrate that confocal laser scanning microscopy and spectroscopy can

be a key tool for material science and nanotechnology, as it may probe fundamen-
tal electronic and optical properties on the hundred-nanometer scale.

4.2
Principles of Confocal Laser Scanning Microscopy

In far-field optical techniques, imaging is accomplished by focusing elements. In
a microscope the objective lens forms a magnified image of the illuminated object
that can then be examined with the eyepiece. If we consider the image of a single
point, the light intensity is distributed around the focal point in a focal volume
described by a point spread function (PSF). The extent of the PSF determines the
resolution in far-field microscopy. In the ideal case where no aberrations are pres-
ent, the resolution is limited by diffraction and is determined by the wavelength
of light in the medium (kn) and the aperture angle of the lens NA = nsinm (n is the
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refractive index of the medium and m is the half angle of the lens aperture) and
can be expressed by the Rayleigh theoretical resolution limit [14]:

RL= 0.61k/NA (4.1)

Much research has been devoted to developing tools able to image objects with a
resolution lower than the Rayleigh limit. By confocal microscopy a resolution
about 30% less than the Rayleigh limit is obtained [14]. This considerable advan-
tage of confocal microscopy follows by the use of a point detector, obtained in
practice by placing a circular pinhole in front of the photodetector that allows cut-
ting the out-of-focus information from surrounding planes.
In the following we will concentrate on microscopy techniques based on photo-

luminescence (PL) emission, i.e. techniques where the optical excitation of the
sample creates electronic excited states, which then emit light upon relaxation to
the ground state.
In Fig. 4.1 is shown a schematic diagram of a PL confocal microscope working

in reflection mode. The excitation light is focused on the sample surface by the
objective, the photoluminescence emitted by the sample is collected by the same
objective and directed through the pinhole to the detector after has been discrimi-
nated from the excitation light by the dichroic mirror. The pinhole in front of the
detector allows one to select the signal arising exclusively from the in-focus plane
of the sample. Owing to the absence of the out-of-focus signal, confocal micro-
scopes provide not only an enhancement of lateral resolution with respect to non-
confocal microscopes, but also the possibility of obtaining optical sectioning
(three-dimensional imaging) of thick samples (see Fig. 4.5). The optical sectioning
or depth discrimination has been the major motivation to prefer the confocal
approach (in particular in the life sciences) over other far-field or near-field tech-
niques, which do not have this capability.
The spatial resolution of the photoluminescence images depends on the confo-

cal pinhole diameter, is proportional to the average between the emission and
laser excitation wavelengths and is inversely proportional to the objective NA. A
precise calculation of the PSF requires electromagnetic diffraction theory [9], but a
good approximation for the in-plane (Rxy) and depth (Rz) resolution can be
obtained by the following simplified equations:

Rxy ~ 0.37(k*/NA) (4.2)

with k* ~ (kexkem)
1/2

Rz ~ 0.64k/[n – (n2 – NA2)1/2] (4.3)

Equation (4.2) refers to the theoretical approximation for a pinhole aperture small-
er than 0.25 Airy units (AU), where 1AU = 1.22(kex/NA) [15].

1554.2 Principles of Confocal Laser Scanning Microscopy
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Several strategies have been pursued to improve the spatial resolution of confo-
cal microscopes, among the most successful being the use of an objective lens
with high numerical aperture [16] and the use of multi-photon absorption [17, 18]
to exploit the intrinsic decrease of the PSF.
For example, by two-photon excitation it is possible to obtain lateral resolution

down to ~ 100 nm without using a pinhole, because the two-photon absorption is
proportional to the square of the electromagnetic field intensity [19] and therefore
occurs in only a small portion of the focused beam.
High effective numerical aperture objectives can be obtained by filling the space

between the sample and the objective with a medium with high refractive index.
Commonly this is achieved by the use of oil immersion objectives. Recently, the
use of solid immersion lenses allows one to achieve resolutions down to 0.4 times
the excitation wavelength [16]. Another very successful strategy to increase the
total illumination aperture is to use the 4Pi technique [20]. Such a technique uses
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Figure 4.1 Schematics of the working mechanism of the confocal
fluorescence microscope. The pinhole serves as a spatial filter to
prevent the out-of-focus PL from reaching the detector.
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two opposing objective lenses of high aperture, so that the spherical wavefronts
are brought to constructive interference in the common focal point.
So far we have analyzed how it is possible to obtain a good optical image of a

point of the object. In fact, whereas in conventional optical microscopy the image
of the complete object field is obtained immediately, in confocal microscopy the
image is generated by a point-by-point digital reconstruction. The entire image is
built by raster scanning the object across the light source image or the light source
image over the stationary object. Raster scanning the object is a choice generally
more accurate for measuring distances and gives advantages such as less strin-
gent requirements for the optical system and objective quality and constant reso-
lution across the entire field of view [9]. The drawback of this scanning technique
is that the acquisition of the final image of the object is fairly slow. The beam
scanning approach is used when it is important to reduce the acquisition times.
The beam can be scanned by using vibrating galvanometer mirrors, rotating
wheels or acousto-optic beam deflectors. The drawbacks of scanning the beam are
the increased complexity of the optical system and the less homogeneous quality
of the image across the field of view [9].
Nowadays, confocal laser scanning microscopes (CLSM) where the laser beam

is raster scanned across the sample are commercially available. In Fig. 4.2 is
shown a schematic diagram of the typical scanning head for a CLSM. Such a scan-
ning head can be attached to a standard optical microscope.
The raster scanning of the laser is achieved by using two galvanometric mirrors

that direct the laser towards the sample. A dichroic mirror is used to discriminate
the sample photoluminescence from the laser excitation.
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Figure 4.2 Schematics of the laser scanning
head of the CLSM. The incoming laser beam
is reflected by the dichroic mirror and direc-
ted towards the sample by the two galvano-
metric mirrors. The sample photolumines-
cence transmitted by the dichroic mirror is

spatially filtered by the pinhole before reach-
ing the detector. The object is scanned by the
laser in a raster pattern, the PL signal from
each point scanned by the laser is collected
by the detector and the fluorescence image
is reconstructed by a computer.
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4.3
Photoluminescence Imaging and Time-Resolved Local Spectroscopy

4.3.1
The Setup

The high spatial resolution and versatility of confocal laser scanning microscopes
are the ideal characteristics to develop a local spectroscopy setup. When combined
with appropriate detection systems, CLSM allows one to perform correlated PL
imaging and spatially and time-resolved PL spectroscopy.
In Fig. 4.3 is shown the experimental setup for correlated imaging and spatially

resolved PL spectroscopy. The optical microscope is a Nikon Eclipse TE-2000-E in
the inverted configuration equipped with a single pinhole confocal scanning head
(see Fig. 4.2). Galvanometric mirrors in the scanning head provide scanning and
“parking” of the laser beam on the sample surface. As discussed previously, the xy
scanning of the laser allows the imaging by sequential detection of the photolumi-
nescence intensity, while the possibility of “parking” the laser beam on a selected
feature of the sample is essential to perform spectroscopic measurements.
Laser excitation covering most part of the visible range is obtained by three sin-

gle-line cw lasers (405, 488 and 543 nm) and a Ti:sapphire femtosecond laser (fun-
damental emission 720–980 nm and second harmonic 360–490 nm).
The Ti:sapphire femtosecond laser with pulse duration of ~ 100 fs and a repeti-

tion rate of 80MHz permits two-photon excitation of the sample. Second-harmon-
ic generation of the Ti:sapphire laser emission by a b-barium borate (BBO) non-
linear crystal is used to extend the excitation wavelength in the range 360–
490 nm. Two distinct optical paths are used for the 360–490 and the 720–980nm

158

Figure 4.3 Scheme of the confocal photoluminescence microscopy
and time-resolved local spectroscopy experimental setup. OF indicates
optical fiber and PMTphotomultiplier tube.
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pulsed excitation. The pulsed excitation of the sample allows time-resolved photo-
luminescence measurements. The fundamental and the second harmonic of the
pulsed laser are directly coupled into the scanning head with an optical system
which guarantees good beam quality and efficient coupling with the scanning
head. The setup is designed to reduce the laser path through the transmission
optics in order to minimize the pulse temporal broadening before sample excita-
tion. The laser pulse duration has been measured to be of the order of several
hundred femtoseconds at the microscope focal plane.
The three cw excitation lasers are coupled either independently or contempora-

rily into the microscope through a multimode optical fiber. The imaging is
achieved by detecting sample photoluminescence with three independent photo-
multipliers (PMTs) centered in complementary spectral windows of the visible
range.
Time-resolved PL spectroscopy is performed by means of an Hamamatsu streak

camera system with a temporal resolution of ~ 2 ps, coupled to a monochromator.
To perform spectroscopic measurements, the laser is “parked” in a selected spa-

tial position of the sample and the output PL signal collected by the confocal mi-
croscope is directed to the monochromator and the streak camera.

4.3.2
Morphology Correlated Spectroscopy

In Fig. 4.4 is shown an illustrative example of the operation of the spatially
resolved spectroscopy setup applied to an organic semiconductor thin film. Figure
4.4a shows a confocal PL image of a 50-nm thick tetracene film grown by high-
vacuum sublimation [21]. The sample is excited with the second harmonic of the
Ti:sapphire laser at 400 nm through a 40� magnification oil immersion objective
(NA 1.3). The imaging is performed by detecting the PL signal with a photomulti-
plier tube, whose spectral window is centered at 515 nm. In the micrograph, areas
of the sample with different intensity are not due to thickness differences but are
mainly related to the local crystalline orientation of the film, which gives rise to
photoluminescence intensity variations when excited with laser light with con-
stant polarization [21].
Figure 4.4b reports the PL spectrum measured with the exciting laser focused

in the sample area indicated in Fig. 4.4a. The corresponding PL time decay at
525 nm is reported in Fig. 4.4c.
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4.3.3
Optical Sectioning

In the previous paragraph we underlined that one of the main characteristics of
confocal microscopy is the possibility of performing optical sectioning by imaging
selected focal planes inside the sample (see Fig. 4.5a) [9].
In Fig. 4.5b is shown an example of optical sectioning applied to micro-struc-

tures [22] obtained in a blend film composed of poly(bisphenol A carbonate) and
tris(8-hydroxyquinoline)aluminum(III) (Alq3) by the breath figures method [23,
24]. The photoluminescence CLSM micrograph of the film surface is reported to-
gether with the z section of the film measured by changing the focal plane inside
the sample as shown in Fig. 4.5a. The z section allows the visualization of the
structure of the pores without any mechanical cut.
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Figure 4.4 (a) CLSM micrograph of a tetracene thin film.
(b) Steady-state PL measured in the position indicated in (a).
(c) Time-resolved PL decay at 525 nm measured in the
position indicated in (a). Adapted from Ref. 21.
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4.3.4
Comparison Between Topographic and Photoluminescence Imaging

The experimental technique most commonly used for morphological investiga-
tions of thin films is atomic force microscopy (AFM). Such a technique uses as a
measurable parameter the force between the tip and the sample surface and is
therefore by definition a topographic technique [25].
As described previously, CLSM allows imaging of the sample surface by mea-

suring the PL intensity. PL micrographs do not necessarily provide straightfor-
ward morphological information, but their analysis can lead to significant rela-
tions with the sample morphology.
In the following we will compare CLSM and AFM imaging to underline the dif-

ferences and peculiarities of these techniques by showing some examples of appli-
cations to organic semiconductor thin films. It is important to highlight that AFM
is an experimental technique that can be used in different acquisition modes,
each having its own peculiarities [25]. The detailed analysis of the specific features
of AFM is outside the scope of this work and therefore in the following we will
rely on the general characteristics of the technique.
AFM has lateral resolution of a few nanometers (depending on the experimen-

tal conditions and on the sample nature) and z resolution in the �ngstrom range
[25]. CLSM is a far-field optical technique with a lateral resolution of a few hun-
dred nanometers [see Eqs. (4.2) and (4.3)] and z resolution generally half the lat-
eral resolution.
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Figure 4.5 (a) Sketch of the optical section-
ing performed by CLSM. By moving the
focus of the laser along the z direction it is
possible to reconstruct the three-dimen-
sional structure of an object. (b) CLSM

micrograph of a polycarbonate/Alq3 breath
figure structure. The lower part of the image
shows the optical section in the z direction
as the surface is cut along the dashed line.
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In Fig. 4.6a and b are shown, respectively, CLSM and AFM measurements of a
sexithiophene film of 2-nm nominal thickness grown by vacuum sublimation at a
rate of 0.02� s–1. The images recorded with the two techniques show the same
apparent morphology, but whereas AFM shows islands of material with empty
inter-island regions, the CLSM micrograph shows the PL signal confined in
regions of the sample where AFM does not show the presence of material. This
example, will be discussed in detail in the next paragraph, can be considered
emblematic of the fact that in some experimental circumstances topographic tech-
niques alone do not give complete and reliable information on thin film structure
and molecular organization.

Figure 4.7a and c show the CLSM and AFM micrographs of a 30-nm thick film
of T6 on quartz. The high z-axis sensitivity of AFM is demonstrated by the resolu-
tion of terraces (step height 2.5 nm) of T6, which originate from the layer-by-layer
growth of the thin film. In Fig. 4.7a the terraces are not resolved by CLSM and
only a slight inhomogeneity of the signal accounts for the thickness differences.
Moreover, the CLSM micrograph shows areas of 5-lm size where the PL signal is
alternatively strong or low. Such a “mosaic”-like appearance does not compare
with thickness effects shown by AFM and can be ascribed to polarization effects.
The high PL signal indicates that the orientation of the crystalline macro domains
is favorable to the absorption of the laser polarized light, whereas the lower signal
indicates unfavorable crystalline orientation [21].
Figure 4.7b and d show the CLSM and AFM micrographs of a 30-nm thick film

of T6 on graphite. The film grows following elongated structures that have a
height profile up to 100 nm. Such an elevated step height is problematic for AFM
and does not allow one to obtain images of good quality without artifacts. The
step height is clearly not a problem for CLSM that at most would show out-of-
focus objects as blurred.
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Figure 4.6 (a) CLSM and (b) AFM images of vacuum-
sublimed T6 films on SiO2. The film growth conditions are
rate 0.02� s–1, substrate temperature 120 �C and nominal
thickness 2 nm. AFM is measured in contact mode.
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It is important to note that, on the one hand, in the case of samples that are
mechanically not stable AFM measurements can be affected by artifacts related to
mechanical modifications of the sample induced by interaction with the tip. On
the other hand, in CLSM the interaction with the laser light can cause irreversible
degradation of the PL of the sample due to photochemical reactions.
Another important difference between the two techniques is the acquisition

time, that can be relevant in the study of dynamic phenomena. To obtain a good-
quality AFM image several minutes are necessary, whereas CLSM can provide a
high-quality PL map in few seconds.
In conclusion, we have shown that a careful analysis of the PL micrograph mea-

sured by CLSM can give information on thin-film structure and morphology. In
the following we will demonstrate how the correlation of different microscopy
and spectroscopy techniques allows a deep understanding of the morphology and
molecular organization of organic ultra-thin films.
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Figure 4.7 (a, b) CLSM and (c, d) AFM images of T6 films
vacuum sublimed on (a, c) quartz and (b, d) graphite. The
film growth conditions are rate 0.1 � s–1, substrate tempera-
ture 180 �C and nominal thickness 30 nm. AFM is measured
in contact mode.
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4.4
Supramolecular Organization in Organic Semiconductor Ultra-Thin Films

In this section we show how the cross correlation of photoluminescence microsco-
py, spatially resolved PL spectroscopy and AFM allows to determine the morphol-
ogy and supramolecular arrangement of a prototypical organic semiconductor in
ultra-thin films.
The physical properties of organic semiconductors, in particular charge transport,

which underlie electronic device operation, depend both on the molecular structure
and on the supramolecular arrangement in the solid state [26, 27]. Although it has
been demonstrated that the molecular properties can be tuned by chemical tailor-
ing, the solid-state supramolecular arrangement is generally more difficult to con-
trol and appears to be one of the next challenges for material science.
Improvements in the charge transport properties are observed when the supra-

molecular order is maximized as in single crystals or in well-ordered thin films
[28–30]. Field-effect mobilities of up to 20 cm2V–1 s–1 have been obtained using mo-
lecular single crystals [31], whereas for thin films the highest reported value is
3 cm2V–1 s–1 [29]. For technological applications, thin films are much more desir-
able than single crystals, and consequently the real goal is to obtain thin films
with a well -defined supramolecular organization.
Amongp-conjugated semiconductors, a-sexithiophene (T6) is one of themost stud-

ied systems, with regard to both fundamental properties[32, 33] and electronic appli-
cations[34, 35]. Since the first demonstration of oligothiophene-based field-effect tran-
sistors (FETs)[34, 36], hole mobility has been improved to up to 4 � 10–2 cm2V–1 s–1

[37]).
Several attempts to correlate the transport properties of T6 thin films with mor-

phology and molecular orientation [38] have been performed by means of crystal-
lographic and morphological investigations. Early X-ray and electron diffraction
studies showed that T6 molecules are oriented perpendicularly with respect to sili-
con dioxide substrates [39, 40]; such an arrangement favors charge transport in
FET devices owing to the p-orbital overlap along the transport direction. However,
all these studies were performed on films with thickness >20 nm. The morphol-
ogy of T6 thin films grown on different substrates has also been studied [40, 41]
and the dependence of film morphology on the growth parameters has been
investigated on a crystalline substrate such as ruby mica [41, 42]. Despite the
wealth of investigations devoted to this topic, only very recently have the morphol-
ogy and supramolecular organization in ultra-thin films of T6 on silicon dioxide
been elucidated [43].
It is known that in organic FETs the interface between the oxide layer, acting as

gate dielectric, and the organic active layer plays a fundamental role in the device
operation and that, in particular, only the first two monolayers closest to the
dielectric interface are relevant for charge transport [37].
The supramolecular organization in ultra-thin films (starting from sub-mono-

layer coverage) of T6 on silicon dioxide (SiO2) can be investigated by the cross cor-
relation of CLSM, spatially resolved photoluminescence spectroscopy and AFM.
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In Fig. 4.8a is shown the molecular structure of T6 and the unit cell of the sin-
gle crystal. The low-temperature polymorph of crystalline T6 is monoclinic and
belongs to the space group P21/n with four (non-equivalent) molecules in the unit
cell [44, 45]. The four molecules in the cell arrange in a herringbone fashion in
two molecular layers. The herringbone angle is ~ 66� and is due to the repulsion
of the p-electron clouds. The single-crystal surface corresponds to the bc plane of
the unit cell. The intermolecular interactions between adjacent bc layers are
weaker than the intra-layer ones.

Figure 4.8b shows a photoluminescence wide-field micrograph of a 2-nm thick
T6 film. The image in real colors shows the appearance, upon illumination with
an Hg lamp, of dark areas surrounded by very bright green emitting regions.
T6 ultra-thin films were grown by sublimation in ultra-high vacuum (base pres-

sure 10-8 Pa) at a rate of 0.02� s–1 on 100-nm thick thermal silicon dioxide on sili-
con. These deposition conditions give the highest field-effect charge mobility for
T6 films [37]. During T6 growth the substrate was held at 120 �C; the film thick-
ness was monitored by a quartz oscillator placed near the substrate.
Morphological measurements were performed with an AFM operating in con-

tact mode using Si cantilevers.
Laser scanning confocal microscopy and spatially resolved photoluminescence

spectroscopy were performed with the setup described in Section 4.3 using a 60�
magnification objective with NA 1.4. T6 films were excited with 488-nm Ar+ laser
radiation.
In Fig. 4.9a–c are shown a series of AFM images of T6 ultra-thin films grown

on SiO2 substrates. The films have a nominal thickness of 0.3, 0.8 and 2 nm (sub-
monolayer coverage). The topography shown by all the reported sub-monolayer
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Figure 4.8 (a) Molecular structure of a-sexithiophene and
unit cell of the single crystal. (b) PL wide-field micrograph of a
2-nm thick film of T6.
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films is island-like and the height profile of the islands (lighter color) is around
2.5 nm, comparable to the length of the T6 molecule [45]. An increase of the
island lateral dimension is observed on going from thinner (Fig. 4.9a) to the
thicker films (Fig. 4.9c). AFM does not detect any presence of material in the
inter-island region, even when operating in the most sensitive lateral force mode.
Figure 4.9d–f show CLSM images of the same samples investigated by AFM.

The three CLSM images show the same “motif” of the topographical images but
with inverted contrast: dark islands (low PL emission) and bright inter-island
regions (high PL emission). It is important to note that no PL emission is shown
by the SiO2 substrates before T6 deposition.
The high PL signal in the CLSM micrographs is limited to the inter-island

regions (see Figs. 4.8b and 4.9) where AFM does not detect any material. AFM
cannot distinguish features of vertical dimension comparable to the RMS rough-
ness of the substrate. Consequently, we can estimate as the upper limit for the
thickness of the inter-island region the RMS roughness of the SiO2 substrates,
which is 0.2–0.3 nm.
The correlation of PL images and spatially resolved PL spectra with an in-plane

spatial resolution of ~ 200 nm allows to gain more detailed information on the
molecular orientation and supramolecular organization in the islands and inter-
islands regions.
In Fig. 4.10a the CLSM image of a 0.3-nm thick film of T6 is shown. The PL

spectra in Fig. 4.10b were measured by parking the focused laser beam on a T6
island or on a portion of the inter-island region indicated in Fig. 4.10a.
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Figure 4.9 (a–c) AFM and (d–f) CLSM images of T6 ultra-thin
films on SiO2. The film growth conditions are rate 0.02� s–1,
substrate temperature 120 �C and nominal thickness for
(a, d) 0.3, (b, e) 0.8 and (c, f) 2 nm. The step height of the
islands in the AFM images is ~2.5 nm. Adapted from Ref. [43].
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The PL spectrum of the inter-island region is well resolved and shows limited
broadening. The spectrum has a main peak at ~ 540 nm (2.30 eV) and a second
peak at ~ 580 nm (2.14 eV). The vibronic distance is ~ 170meV, smaller than the
181meV owing to the strongest C=C stretching mode (1459 cm–1) measured in
the T6 single crystal PL spectrum [46]. It is important to point out that similar
spectra are found in all the inter-island regions of sub-monolayer thick films. The
islands, under the same laser excitation power, have a PL intensity that is below
the setup sensitivity (see Fig. 4.10b).
The relatively high PL intensity of the inter-island region is an indication that

the transition dipole of the T6 molecule is efficiently coupled with the electrical
field of the exciting laser impinging perpendicularly to the substrate. In contrast,
in the case of the islands, poor dipole coupling results in low absorption of the
light and an undetectable PL intensity. The T6 molecule is known to have the
main optical transition dipole parallel to the long molecular axis [47]; a perpendic-
ular (or almost perpendicular) arrangement of the molecules on the SiO2 sub-
strate can justify the poor dipole coupling in the islands. Transition dipoles (i.e.
T6 molecules) parallel to the substrate are needed to explain the high PL intensity
signal arising from the inter-island regions.
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Figure 4.10 (a) CLSM PL image of a 0.3-nm
thick T6 film on SiO2, rate 0.02 � s–1, substrate
temperature 120 �C. The regions indicated by
(x) and (y) are those selected for the spatially
resolved PL measurements reported in (b).
The PL spectra in (x) and (y) are measured
under the same experimental conditions.
Adapted from Ref. [43].
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As mentioned previously, the substrate roughness is of the order of 0.2–0.3 nm
and topographical features with comparable vertical dimensions cannot be distin-
guished by AFM. Hence from the cross correlation of the CLSM and AFM mea-
surements, we can infer that the T6 molecules in the inter-island region lie with
their long axis parallel to the substrate and in the island are perpendicular to the
substrate. A schematic diagram of the suggested film organization is reported in
Fig. 4.13a.
More insight into the supramolecular organization in the inter-island regions is

obtained by the comparison of the PL spectra of T6 in different aggregation forms.
In Fig. 4.11 are shown the PL spectra of the inter-island areas in sub-monolayer
films, the single crystal and T6 molecules dispersed in a poly(methyl methacry-
late) (PMMA) matrix. The T6/PMMA matrix film was prepared by drop casting
on a quartz substrate from a dioxane solution with a T6 concentration <10–5M.
The PL spectrum of the inter-island region is blue shifted with respect to the

single-crystal spectrum and red shifted with respect to the PMMA matrix spec-
trum. The difference from the PMMA/T6 spectrum proves that T6 molecules in
the inter-island region are not randomly oriented and are subject to electronic in-
teractions.
The fairly good spectral resolution and limited broadening, which is comparable

to that of the single-crystal PL spectrum, reveals the high degree of molecular or-
ganization and order of the inter-island region. The vibronic intensity distribution
of the inter-island spectrum does not coincide with the one of the single crystal
that is characteristic of H-type aggregation [48]. We can conclude that the molecules
in the inter-island region are not organized according to the single-crystal unit cell
[44, 45] and that the dominant intermolecular interactions are not H-aggregate like.
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Figure 4.11 Photoluminescence spectra
of the inter-island region of a 0.3-nm thick T6
film (continuous line), of T6 molecules in a
PMMA matrix (dashed line) and of a T6
single crystal (dotted line). The T6–PMMA
matrix spectrum was excited at 400 nm.

The single-crystal PL spectrum (laser excita-
tion at 488 nm) was measured in spatially
resolved and backscattering configuration
to minimize self-absorption. Adapted from
Ref. [43].
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In Fig. 4.12a and b CLSM and AFM images, respectively, of a 5-nm thick T6
film are shown. From AFM measurements the film is composed of two complete
layers of T6 molecules for a total height profile of ~ 5 nm. On top of these two
layers (Fig 4.12b) there is the recurrence of the island “motif” forming a third and
a fourth layer. The CLSM micrograph shows some bright regions that correspond
to the thicker part of the film (towers). The islands forming the third and fourth
layers of the film are only slightly visible under the brighter spots and the two
underlying complete layers are very weakly emitting. The high PL intensity of the
towers with respect to the surrounding areas can be explained by the greater thick-
ness. In addition, it cannot be excluded that by increasing the film thickness the
molecules of the top layers might undergo a small rotation of their long axis with
respect to the normal to the surface. This would favor molecular excitation thanks
to the larger component of their dipole moment parallel to the laser electric field.
It is useful to note that in the single-crystal unit cell T6 molecules form an angle
of roughly 23� with respect to the a-crystalline axis (see Fig. 4.8a) [45].
Figure 4.12c reports the spatially resolved PL spectrum measured on one of

these towers. The spectrum is compared with that of the single crystal and shows
the same features with the excitonic peak at ~ 590 nm (2.1 eV) [49].
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Figure 4.12 T6 film of 5-nm nominal thickness on SiO2, rate
0.02 � s–1, substrate temperature 120 �C. (a) CLSM image;
(b) AFM image; (c) continuous line, spatially resolved PL
spectrum measured at position (z) in (a); dotted line,
PL spectrum of T6 single crystal. Adapted from Ref. [43].
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Since the PL spectra of organic semiconductors are highly sensitive indicators
of molecular packing, we can infer that in films thicker than two monolayers the
T6 molecules organize as in the single crystal with a herringbone-like packing and
a dominant H-aggregate interaction [32, 49].
In films formed by at least a complete layer, the characteristic spectrum of the

inter-island region (Fig. 4.10b) is no longer detected.
This demonstrates that the molecules that in the sub-monolayer films lie flat on

the substrate, as the deposition continues they undergo rotation of their long mo-
lecular axis until they all stand close to the perpendicular to the substrate in
thicker films (Fig. 4.13b). A more detailed study of this mechanism is outside the
scope of this contribution and will be reported elsewhere [50].
In conclusion, by CLSM and spectroscopy we have demonstrated that in sub-

monolayer films of T6 on silicon dioxide there is the coexistence of two phases
composed of molecules either perpendicular or parallel to the substrate (Fig.
4.13a and a¢). When a complete layer of molecules is formed, all of them stand
perpendicular to the substrate (Fig. 4.13b and b¢). At a thickness greater than two
complete layers, T6 molecules pack as in the single crystal. The results reported
show that confocal spatially resolved PL microscopy and spectroscopy are power-
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Figure 4.13 (a¢) CLSM image of a sub-monolayer film of T6;
(a) proposed sketch of the molecular organization in sub-
monolayer films on SiO2 substrates; (b¢) CLSM image of a T6
multi-layer film; (b) proposed sketch of the T6 molecular
organization in multi-layer films on SiO2 substrates.
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ful techniques to determine the supramolecular organization in organic ultra-thin
films.

4.5
Imaging and Spectroscopy of Organic Bulk Heterojunctions and Correlation
with Optoelectronic Device Properties

In this section, confocal microscopy is used to the determine the microscopic
structure of organic semiconductor bulk heterojunction thin films. The properties
of devices based on bulk heterojunctions are extremely sensitive to the morphol-
ogy and phase segregation of the active layer. CLSM can map PL intensity origi-
nated by different materials with a spatial resolution of ~ 200nm. This allows one
to image the microscopic structure and the phase segregation of bulk heterojunc-
tions within devices with the aim of correlating them with the device electrical
characteristics.
Organic material science is a continuously growing field that nowadays is

developing devices that are reaching market standards. Organic LEDs for display
applications are market ready and FETs are being developed as switching devices
for active-matrix LED displays [51], low-cost large-area flexible microelectronics
[52–54] and hybrid electronics [55].
The combination in a single device of two functionalities, such as electrical

switching and light emission, increases the number of applications of organic
semiconductors and is a step towards the idea of completely integrated organic
optoelectronics [56]. Such a device, namely a light-emitting field-effect transistor
(LET), is characterized by light emission that correlates with the drain current and
can be modulated by both the drain–source voltage and the gate voltage.
Recently, LETs with unipolar electrical characteristics (p-type transport) based

on molecular semiconductors [57, 58] and polymers [59, 60] were reported. Ambi-
polar charge transport is a desirable property for organic semiconductors since it
enables the fabrication of complementary logic circuits such as CMOS transistors
with a single active layer [61, 62]. Moreover, ambipolar conduction can be crucial
in light-emitting transistors to maximize exciton recombination through elec-
tron–hole balance as well as to adjust the position of the recombination region in
the channel by tuning the gate voltage [63].
Although simultaneous p- and n-type conduction should be an intrinsic prop-

erty of pure organic semiconductors, only a few materials are known to support
both electron and hole conduction [64–66]. Organic semiconductors are generally
unipolar and most of them exhibit p-type transport [67]. The limited number of
ambipolar organic materials reported stimulated the search for alternative ap-
proaches to achieve simultaneous electron and hole transport in organic field-
effect transistors [68, 69].
Bulk heterojunctions of solution-processed blends of a p-type polymer and n-

type molecules such as fullerene and perylene were reported to give ambipolar
conduction in FET configuration [62, 69, 70]. The validity of this approach has
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been largely demonstrated in the fabrication of LEDs [71, 72] and solar cells [73,
74], showing its general importance for organic semiconductors.
Recently, we reported the first ambipolar organic LET [75]. The active layer is a

vacuum-sublimed bulk heterojunction composed of N,N¢-ditridecylperylene-
3,4,9,10-tetracarboxylic diimide (P13) (n-conductor) and a-quinquethiophene (T5)
(p-conductor).
Here we report on the bulk heterojunction approach for fine tuning of electron and

hole mobility and also of electroluminescence intensity in field-effect devices. The
electron and hole field-effect mobility and the light emission intensity are deter-
mined by the relative concentration of the two materials and by the microscopic
structure of the bulk heterojunction, which can be imaged by CLSM.
In particular, by varying the volume ratio of the p- and n-type materials in the

bulk heterojunction we identify three different working regimes for the ambipolar
light-emitting field-effect devices. The first one is obtained for bulk heterojunc-
tions composed of an excess of T5 and is characterized by ambipolar electrical
conduction and absence of light emission. In the second working regime the
active layer has a balanced composition and shows ambipolar electrical properties
accompanied by light emission. For bulk heterojunctions composed of an excess
of P13 the third regime characterized by unipolar (n-type) transport and electrolu-
minescence emission is obtained.
The working mechanism of a T5–P13 bulk heterojunction LET is revealed by

time-resolved photoluminescence measurements.
Devices were prepared using as a substrate a heavily doped, n-type Si wafer

(doping level 1018 cm–3) with an aluminum back contact that acts as a gate elec-
trode. The gate insulator consists of a thermally grown SiO2 layer with a thickness
of 150 nm. The organic thin-film bulk heterojunctions with a thickness of about
50 nm were prepared by co-evaporation of T5 and P13 with variable volume ratios.
The base pressure during the vacuum sublimation of T5 and P13 was 2 � 10–7mbar

and the deposition rate was kept constant at 0.1 � s–1 for each material. The differ-
ent volume ratios of T5 and P13 were obtained by reducing the flux of one of the
components on the substrate with a mechanical chopper.
Source and drain Au contacts were thermally evaporated through a shadow

mask with a thickness of about 40 nm. The channel length and width of the FET
device were 40lm and 55.1mm, respectively. For electrical characterization, the
devices were transferred through air into an argon glove-box (<1 ppm O2, H2O).
The transistor output and transfer characteristics and the photocurrent were mea-
sured with a semiconductor parameter analyzer. The mobility values were
extracted from the saturated drain in transfer configuration.
In Fig. 4.14 the molecular structures of T5 and P13 and the scheme of the FET

device are shown.
Figure 4.15 shows CLSM micrographs of three different relevant bulk hetero-

junction compositions in the green and red spectral range. It is necessary to study
the morphology and phase composition of the co-evaporated films with CLSM
because the imaging of the co-evaporated films by AFM is problematic owing to
the low mechanical stability of P13 upon interaction with the AFM tip.
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CLSM measurements were performed with the setup described in Section
4.3.1; samples were excited with 488-nm Ar+ laser radiation. As the PL emission
of T5 and P13 are spectrally separated [T5 PL peaks at 550 nm and of P13 at
~ 690 nm; see Fig. 4.19a], it is possible to image the phase separation in the bulk
heterojunction by selecting the detection windows to match the emission spectral
range of each material. T5 photoluminescence is monitored in the spectral range
centered at 515 – 20 nm (green channel), P13 is monitored in the spectral range
for wavelength >600 nm (red channel). The two spectral ranges are recorded with
different amplifications to compensate for the low PL efficiency of T5, its low
absorption at 488 nm and the smaller spectral detection window for the T5 emis-
sion range (green channel).
In Fig. 4.15 the red and green channels monitor the P13 and T5 emission,

respectively.
It is important to note that P13 exhibits a considerably higher PL intensity

than the weakly emitting T5. In Fig. 4.15a and a¢ CLSM micrographs of the co-
evaporated film T5:P13 3:1 are presented. The morphology of the film is rather
inhomogeneous and the bulk heterojunction is dominated by T5 clusters ~ 1lm
in size. In Fig. 4.15b and b¢ PL micrographs of the co-evaporated film with bal-
anced T5:P13 composition are shown for the red and green spectral ranges,
respectively. The film appears rather smooth; small T5 clusters are visible in the
green channel (Fig. 4.15b¢). On increasing the proportion of P13 to 75%, the sur-
face of the bulk heterojunction appears smoother (see Fig. 4.15c). Also in this
case, T5 forms small clusters but they are rather homogeneously distributed in
the film (Fig.4.15c¢). In agreement with the observed tendency of T5 to form clus-
ters in the bulk heterojunction, the T5 PL component in Fig. 4.19a shows typical
solid-state features [76].
Figure 4.16 shows (a) the output and (b) the corresponding electroluminescence

intensity of the bulk heterojunction LET composed of T5 and P13 with a volume
ratio of 1:1. The transistor exhibits pronounced ambipolar behavior in the output
and transfer characteristics, as discussed in detail in Ref. [75]. From the transfer
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Figure 4.14 (a) Molecular structures of the co-evaporated
film components (T5 and P13); (b) schematic of the FET
device structure.
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Figure 4.15 CLSM micrograph of the co-evaporated films.
(a) T5:P13 9:1 red channel (intensity amplified by a factor of
3 with respect to the other red channel images); (a¢) green
channel; (b) T5:P13 1:1 red channel; (b¢) green channel;
(c) T5:P13 1:3 red channel; (c¢) green channel.
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curves reported in Fig. 4.17a, a hole mobility of 5 � 10–4 cm2V–1 s–1 and an electron
mobility of 1 � 10-3 cm2V–1 s–1 is extracted. In the output characteristics for nega-
tive VDS and VG, the light output (Fig. 4.17b) is apparently correlated with the non-
saturating drain current. The onset and magnitude of the electroluminescence
correlate well with the drain current, whereas for positive bias voltages only weak
emission is observed and no obvious correlation with the drain current seems to
exist.
The influence of the composition of the bulk heterojunction on the mobility

and EL intensity of the light-emitting transistors with a systematic variation of the
T5:P13 volume ratio have been investigated. The devices with an excess of P13 ex-
hibit both light emission and a unipolar electron current [77]. The devices with an
excess of T5 show ambipolar charge-carrier transport but no light emission.
In Fig. 4.18 are reported the extracted mobilities of the different T5:P13 bulk

heterojunction compositions and of the pure reference devices. When the relative
concentration of the electron- or hole-transporting material is decreased there is a
corresponding decrease in the electron or hole mobility. The electron mobility
decreases by about one order of magnitude, whereas the hole mobility decreases
by 1.5 orders of magnitude. At lower concentrations of P13, the electron mobility
seems to level off, whereas at low percentages of T5 the hole mobility is below the
detection limit.
By correlating the CLSM micrograph and the optoelectronic characteristics of

the bulk heterojunction LETs with different T5:P13 compositions, it is possible to
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Figure 4.16 T5:P13 1:1 (a) output characteristics and (b) elec-
troluminescence intensity of the LETdevice for negative and
positive drain-source bias. Adapted from Ref. [75].
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Figure 4.17 T5:P13 1:1 (a) transfer characteristics and (b)
electroluminescence intensity of the bulk heterojunction LET
device. Adapted from Ref. [75].

Figure 4.18 Electron and hole field-effect mobilities for differ-
ent bulk-heterojuction composition. Adapted from Ref. [77].
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investigate the microscopic structure of the heterojunction and the resulting
charge percolation. Whereas 25% of P13 in the bulk heterojunction is sufficient to
have a continuous path for electrons that leads to a remarkable mobility, the same
percentage of T5 is insufficient to produce comparable hole conduction. This can
be explained by the different film growth behaviors of the two moieties. As shown
in Fig. 4.15, T5 tends to form clusters, giving rise to a continuous pathway for
holes only for bulk heterojunctions with proportions of T5 larger than 25%. In
contrast, P13 is a highly surface-mobile molecule, hence even diluted concentra-
tions lead to continuous pathways for electrons in the bulk heterojunction.
In Fig.4.19a the PL spectra of bulk heterojunctions with different compositions

are shown. The spectra are excited by the second harmonic of a Ti:sapphire laser
at 400 nm where P13 has a minimum of absorbance and are dominated by P13
emission that has a main peak at ~ 690nm; the weak T5 PL is peaked at 550 nm.
On increasing of the concentration of T5 in the heterojunction the PL intensity of
P13 strongly decreases. Three orders of magnitude are lost by varying the concen-
tration of P13 from 100 to 25%. Such a dramatic quenching cannot be due only to
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Figure 4.19 (a) Steady-state PL intensity of co-evaporated
films with different percentages of T5-P13; (b) photolumines-
cence transients at 635 – 20 nm of co-evaporated films.
Excitation at 400 nm. Adapted from Ref. [77].
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the decreased concentration of P13 in the film, but is an indication of the dissocia-
tion of excitons formed in P13 upon interaction with T5 molecules.
In Fig. 4.19b are reported the PL decays for the P13 film and two relevant

heterojunctions, measured at the 635-nm peak of the P13 photoluminescence
spectrum. The PL dynamics of the bulk heterojunction films are strongly
dependent on T5 concentration. The decay of pure P13 is bi-exponential with a
first decay time s1 » 350 ps and a tail with s2 » 1.6 ns, the film T5:P13 1:1 has a
first decay time s1 » 100 ps and a second of s2 » 700 ps. On increasing the excess
of T5 (T5:P13 3:1) the PL decay becomes extremely fast with s1 » 20 ps and s2 »
150 ps.
Such fast PL dynamics and quenching with increasing percentages of T5 in the

bulk heterojunction is an indication of the dissociation of P13 excitons by hole
transfer to the material with the lower ionization potential (T5). This process is in
competition with exciton recombination and light emission in bulk heterojuctions
and is therefore detrimental for LET functioning.
Indeed, the exciton separation taking place at high percentages of T5 explains

why the bulk heterojunction device composed by T5:P13 3:1 has good ambipolar
transport characteristics but no electroluminescence emission. Finally, whether
charge separation or light emission is the predominant phenomenon in the P13–
T5 mixtures depends critically on the ratio of the two components and on the mi-
croscopic structure of the bulk heterojunction.
By controlled co-evaporation of the p-conductor T5 and the n-conductor P13 it is

possible to determine the microscopic structure of the bulk heterojunction and,
consequently, to modulate the effect of the electronic interaction between the two
moieties. The microscopic structure of the bulk heterojunction is revealed by con-
focal laser scanning microscopy; the correlation with time-resolved photolumines-
cence spectroscopy showed that excitons generated in P13 undergo dissociation
when T5 molecules are in the close vicinity.
The electroluminescence emission for this device is the result of a trade-off be-

tween an extended percolation path for carriers that guarantees ambipolar trans-
port and exciton formation and the electronic interaction between P13 and T5
molecules that causes exciton quenching.

4.6
Conclusions

Confocal laser scanning microscopy is an extremely popular experimental tech-
nique in biology and the life sciences. Its diffusion derives from the fact that it is a
high-resolution imaging technique using PL as measurable parameter, which
allows fast acquisition and optical sectioning.
Here we have reported on the development of CLSM as a local spectroscopic

tool able to perform spatially and time-resolved spectroscopy. The possibility of
correlating PL imaging and spatially resolved spectroscopy favors a more quantita-
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tive approach in biology and the life sciences and also the application of CLSM to
other scientific fields such as nanotechnology and material science.
The combination of imaging and spatially and time-resolved spectroscopy

applied to the study of organic semiconductor thin films can reveal fundamental
excitonic processes and allow their correlation with the local molecular environ-
ment in thin films, heterojunctions and nanostructures.
We reported on the determination of the supramolecular organization of

organic semiconductor ultra-thin films by correlation of CLSM photolumines-
cence imaging, spatially resolved spectroscopy and AFM. CLSM reveals the pres-
ence of molecules lying on the substrate that cannot be revealed by AFM.
Moreover, we found that by photoluminescence microscopy measurements it is

possible to determine the microscopic structure of an organic bulk heterojunction
and, by correlating these with the electronic properties of the devices, to under-
stand their working mechanism.
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5
Spectroscopy of Long-Lived Photoexcitations in p-Conjugated
Systems
Markus Wohlgenannt, Eitan Ehrenfreund and Z. Valy Vardeny

5.1
Introduction

5.1.1
Basic Properties of p-Conjugated Polymers

p-Conjugated polymer systems have been intensively studied during the last
25 years. They form a new class of semiconductor electronic materials with poten-
tial applications such as organic light-emitting diodes (OLEDs) [1], thin-film tran-
sistors (TFTs) [2], photovoltaic cells [3] and optical switches and modulators [4]. As
polymers, these organic semiconductors have a highly anisotropic quasi-one-
dimensional electronic structure that is fundamentally different from the struc-
tures of conventional inorganic semiconductors. This has two consequences:
First, their chain-like structure leads to strong coupling of the electronic states to
conformational excitations peculiar to the one-dimensional (1D) system [5], and
second, the relatively weak interchain binding allows diffusion of dopant mole-
cules into the structure (between chains), whereas the strong intrachain carbon–
carbon bond maintains the integrity of the polymer [5]. In their neutral form,
these polymers are semiconductors with an energy gap of ~ 2 eV. However, they
can be easily doped with various p- and n-type dopants, increasing their conductiv-
ity by many orders of magnitude; conductivities in the range of ~ 103–104 S cm–1

are not unusual [6]. The discovery of the ability to dope these organic semiconduc-
tors into metallic conductivities led to the award of the 2000 Nobel Prize in Chem-
istry to Alan Heeger, Alan McDiarmid and Hideki Shirakawa.
The simplest example of the class of conducting polymers is polyacetylene,

(CH)x, which is depicted in Fig. 5.1. It consists of weakly coupled chains of CH
units forming a pseudo-1D lattice. The stable isomer is trans-(CH)x, in which the
chain has a zigzag geometry; the cis-(CH)x isomer, in which the chain has a back-
bone geometry, is unstable at room temperature or under high illumination. Sim-
ple conducting polymers such as polyacetylene are planar, with three of the four
carbon valence electrons forming sp2 hybrid orbitals (r bonds), while the fourth
valence electron is in a p orbital perpendicular to the plain of the chain. The r
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bonds are the building blocks of the chain skeleton and are thus responsible for
the strong elastic force constant of the chain. The p orbitals form the highest occu-
pied molecular orbitals (HOMOs) and the lowest unoccupied molecular orbitals
(LUMOs), which together span an energy range of ~ 10 eV [5]. trans-(CH)x is a
semiconductor with a gap Eg » 1.5 eV, which has two equivalent lowest energy
states having two distinct conjugated structures [5]. Other polymers shown in
Fig. 5.1, such as cis-(CH)x, polythiophene (PT), poly(p-phenylenevinylene) (PPV)
and polyfluorene (PFO), have a non-degenerate ground-state structure and this
can be formally described by adding an extrinsic gap component to the Peierls
gap [5].
The properties and dynamics of optical excitations in conducting polymers are

of fundamental interest because they play an important role in the potential appli-
cations. However, in spite of intense studies of the linear and nonlinear optical
properties, the basic model for the proper description of the electronic excitations
in conducting polymers is still controversial. One-dimensional semiconductor
models [7], in which electron–electron (e–e) interaction has been ignored, have
been successfully applied to interpret a variety of optical experiments in p-conju-
gated polymers [5]. In these models the strong electron–phonon (e–p) interaction
leads to rapid self-localization of the charged excitations, the so-called polaronic
effect. Then optical excitations across Eg , which is now the Peierls gap, are entirely
different from the electron–hole (e–h) pairs of conventional semiconductors.
Instead, the proper description of the quasiparticles in trans-(CH)x is 1D domain
walls or solitons (S) that separate the two degenerate ground-state structures [5].
As a result of their translational invariance, solitons in trans-(CH)x are thought to
play the role of energy- and charge-carrying excitations. Since the soliton is a topo-
logical defect, it can be either created in soliton–antisoliton (S�SSÞ pairs or be creat-
ed in polyacetylene chains with odd numbers of CH monomers upon isomeriza-
tion from cis-(CH)x. The same Hamiltonian that has predicted soliton excitations
in trans-(CH)x predicts polarons as a distinct solution when a single electron is
added to the trans chain [5]. For the non-degenerate ground-state (NDGS) poly-
mers, adding an extrinsic gap component to the electron–phonon Hamiltonian
results in polarons and bipolarons as the proper descriptions of their primary
charge excitations. Singlet and triplet excitons have been also shown to play a cru-
cial role in the photophysics of conducting polymers [8–13]. However, their exis-
tence in theoretical studies can be justified only when electron–electron interac-
tion and correlation effects are added to the Hamiltonian [14, 15]. Recently, 2D
type charge excitations or 2D polarons have been suggested to explain the proper-
ties of charge carriers in planar polymers and polymers that form lamellae such
as regio-regular polyhexylthiophene [P(3HT)]. Some of the following sections deal
with the variety of long-lived charge and neutral excitations in p-conjugated poly-
mers and thus a brief summary of their physical properties is in order.
The e–e interaction is extremely important even in the simplest example of

trans-(CH)x and therefore it is more comfortable to use the �exciton notation’ for
the various excited states of p-conjugated polymers. In this notation the ground
state is the 1Ag state; the excited states are either even-symmetry excitons, nAg or
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odd-symmetry excitons, kBu. The importance of the e–e interaction in trans-(CH)x
can be concluded from the fact that the 2Ag excited state (determined experimen-
tally by two-photon absorption [16, 17]) is located below the first optically allowed
excited state exciton, the 1Bu. The e–e interaction cannot be ignored in any p-con-
jugated polymer and it has significant effects on various optical properties, such
as photoluminescence (PL), electroabsorption (EA) and third-order optical sus-
ceptibilities. In cases where the bond alternation is relatively small, the ordering
of the odd and even symmetry lowest excited states is Eð2AgÞ <E (1Bu) [18]. When
the “effective” bond alternation is relatively large, the ordering of these states is
reversed, resulting in a strong PL emission band. In PPV-type polymers, for
instance, the benzene ring in the backbone structure gives rise to a large “effec-
tive” bond alternation for the extended p electrons [18] and therefore to high PL
efficiency and improved OLED devices. Nevertheless, the Coulomb interaction
among the p electrons, even when it is not dominant, leads to behavior qualita-
tively different from the prediction of single-particle H�ckel model.
The soliton excitation in trans-(CH)x is an amphoteric defect that can accommo-

date zero, one or two electrons [5, 7, 19, 20]. The neutral soliton (S0, spin-1�2) has
one electron; positively and negatively charged solitons (S–, spin-0) have zero or
two electrons, respectively. Within the framework of the Su–Schrieffer–Heeger
(SSH) model Hamiltonian [5], which contains e–p interactions but does not con-
tain e–e or 3D interactions, it has been shown that a photoexcited e–h pair is
unstable toward the formation of a soliton–antisoliton (S�SS) pair [21]. Subse-
quently, it was demonstrated [22] that as a consequence of the Pauli principle and
charge conjugation symmetry in trans-(CH)x, the photogenerated soliton and anti-
soliton are oppositely charged. The study of photoexcited trans-(CH)x, however,
has revealed several unexpected phenomena, which were not predicted by the
SSH model of the soliton (for a review, see Ref. [23]). Most importantly, an overall
neutral state as well as charged excitation have been observed; this neutral state
has been correlated with S0 transitions [10]. This finding together with the
absence [in undoped trans-(CH)x] of optical transitions at the midgap level, where
transitions of neutral and charged solitons should have appeared according to the
SSH picture, have shown that electron–electron interaction in trans-(CH)x cannot
be ignored. In this case the electronic gap in trans-(CH)x is partially due to the
electron correlations rather than entirely due to electron–phonon interaction as in
the SSH model. Under these circumstances, the nature of the photoexcitations in
trans-(CH)x may be very different from that predicted by the SSH Hamiltonian.
These findings have stimulated photophysical research in all conducting poly-
mers, mostly the NDGS polymers. The previous picture of photogeneration of
bound soliton–antisoliton pairs in NDGS polymers has been modified. In con-
trast, photoexcitation of singlet and triplet excitons and/or polaron pairs [24, 25]
has been demonstrated in many such conducting polymers.
The origin of the branching process that determines the relative photoproduc-

tion of neutral versus charged photoexcitations in the class of conducting poly-
mers is not very well understood. One possible explanation of the branching pro-
cess is offered by the Onsager theory, which has successfully explained charge
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photoproduction in disordered materials and in molecular crystals [26]. The diffi-
culty with this approach is that conducting polymers are quasi-1D semiconductors
for which the Onsager theory based on the e–h Coulomb attraction may not be
applicable. In addition, the application of this theory for 1D semiconductors
results in negligible quantum efficiency for charge photoproduction under weak
electric fields, contrary to experimental results. To solve this problem, it was sug-
gested that the 1D–3D interplay is important in the photophysics of conducting
polymers [27]. In the proposed model, intrachain excitation results in a neutral
state, which is an exciton with relatively large binding energy, whereas interchain
excitation may produce separate charges on the neighboring chains or polaron
pair if the interchain geminate recombination is overcome. A demonstration [28]
of the important role of interchain excitation was that long-lived charged excita-
tions in oriented films are more efficiently photogenerated with light polarized
perpendicular to the polymer chain direction than with light polarized parallel to
it. On the other hand, the demonstration that charged polarons and bipolarons
can be photogenerated in isolated PT and PPV chains [29, 30] in both solution and
solid forms may challenge the common view of the unique importance of 3D in-
teraction for charge photoproduction in conducting polymers.
In recent years, it has been recognized that many characteristics of the excited

states of conjugated polymers are in essence very similar to those of the corre-
sponding finite oligomers. trans-b-carotene, for example, is a conjugated molecule
that consists of a backbone of 11 double bonds, similar to trans-(CH)x, which has
fixed length of about 22 carbons. Upon doping, it was observed that the charge is
stored in a spinless stable configuration accompanied by structural relaxation [31].
Another example is the thiophene oligomers. Here, several oligomers ranging
from bisthiophene through sexithiophene [32–34] to octa-and decathiophene were
studied. At low doping levels, the radical ions of all the oligomers show the char-
acteristics of polarons (i.e. charged defect, with spin-1�2 accompanied by bond
relaxation). Upon further doping, the di-ions show the characteristics of bipolar-
ons (i.e. doubly charged spinless defects with stronger bond relaxation). In a
recent study [35], the long-lived charge photoexcitations in sexithiophene (Fig. 5.1)
were identified as polarons because of the similarity of their absorption spectrum
to that of the radical cations. It therefore seems natural to use oligomers of various
lengths to characterize the excited states of the longer polymers.
In this chapter, we review the studies of photoexcitations in trans-(CH)x, the rep-

resentation of the degenerate ground-state polymers and NDGS polymers such as
PT derivatives as well as those in the important PT oligomer a-sexithiophene; the
backbone structure of these materials is depicted schematically in Fig. 5.1. We
studied photoexcitations in such polymers in a broad time interval from femtose-
conds to milliseconds and spectral range from 0.1 to 2.4 eV. However, in this chap-
ter we review only our continuous wave (cw) studies, where the photoexcitations
are generated in quasi-steady-state conditions. The main experimental technique
described herein is photomodulation (PM), which gives information complemen-
tary to that obtained by photoluminescence (PL), which is limited to radiative pro-
cesses, or photoconductivity (PC), which is sensitive to high-mobility photocar-
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riers. The PM method, in contrast, is sensitive to nonequilibrium excitations in all
states.
Among the various powerful techniques that have been used to investigate the

long-lived photoexcitation properties in conducting polymers, perhaps the most
controversial is the technique of light-induced electron spin resonance (LESR),
which in principle has the potential to measure the spin of photoexcitations. The
sensitivity of ESR machines is usually too low for LESR; the overall minimum
number of spins that can be measured is only 1011. A back-of-the-envelope calcula-
tion using realistic dimensions of the type of l-wave cavities used in LESR and
the light absorbance of conducting polymers (light penetration depth of ~ 1000�)
limits the minimum steady-state density of spin-carrying photoexcitations that
can be detected in LESR to 1017 cm�3. This relatively high photoexcitation density
can be photogenerated if excitation lifetime is longer than about 10�2 s and the
generation quantum efficiency is higher than about 10%. These conditions are
not easy to satisfy for most types of photoexcitations in conducting polymers. If
attainable, they further require high laser excitation intensity and this leads to
sample heating, which is the second problem associated with LESR: conducting
polymers usually contain spin-1�2 defects (dangling bonds, ends of chains, etc.) of
substantial density, on the order of 1017 cm�3 or larger. The modulation of the
laser excitation intensity in LESR measurements causes temperature modulation,
which in turn modulates the Curie susceptibility, leading to temperature artifacts
in the magnetic resonance spectra. Double modulation, where the l-wave inten-
sity and the laser excitation intensity are simultaneously modulated, does not help
to reduce the heating problem, since the LESR and the thermal lifetimes are simi-
lar.
In this chapter, we discuss the powerful technique of photoinduced absorption-

detected magnetic resonance (PADMR) [10], in which spin states and their corre-
lated spectra in the PM can be simultaneously measured; this technique is far su-
perior to LESR. The main idea in PADMR is the detection of changes in steady-
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state photoexcitation density induced by l-wave absorption in resonance with Zee-
man split sublevel electronic states. Since the changes are induced in the density
of photoexcitations rather than in l-wave absorption, the effect can be measured
with detectors in the visible to near-IR spectral ranges, with improved sensitivity
of up to five orders of magnitude over that of l-wave detectors. Moreover, spectral
information can also be also gained in PADMR measurements, as the optical
probe can be easily tuned.

5.1.2
Optical Transitions of Photoexcitations in Conducting Polymers

Perhaps the best way to detect and characterize long-lived photoexcitations in the
class of p-conjugated polymers is to study their optical absorption [23]. As a conse-
quence of their localization they give rise to gap states in the electron and phonon
level spectra, respectively. The scheme of our experiments is the following. We
photoexcite with above-gap light and then probe the optical absorption of the sam-
ple in a broad spectral range from the IR to visible; this has been dubbed the PM
spectrum. In the PM spectrum we essentially obtain difference spectra, i.e. the
difference in the optical absorption (DaÞ of the polymer when it contains a none-
quilibrium carrier concentration and that in the equilibrium ground state. There-
fore, the optical transitions of the various photoexcitations are of fundamental
importance. In this section we discuss and summarize the states in the gap and
associated electronic transitions of various photoexcitations in conducting poly-
mers; the IR-active vibrations (IRAVs) related to the charged excitations will be
only briefly summarized.
Rather than discussing the various electronic states in conducting polymers in

terms of bands (valence and conducting bands, for example), which might be the
proper description of the infinite chains or discrete levels with proper symmetries,
which should be used for oligomers or other finite chains, we prefer the use of
HOMO, LUMO and SOMO (singly occupied molecular orbital). In the semicon-
ductor description of the infinite chain, HOMO is the top of the valance band,
LUMO is the bottom of the conduction band and SOMO is a singly occupied state
in the forbidden gap. In this case Eg = LUMO – HOMO. On the other hand, in the
excitonic description of the correlated infinite chain, HOMO is the 1Ag state and
LUMO is the 1Bu exciton [we deal mainly with luminescent polymers in this review,
in which Eð1BuÞ <Eð2AgÞ]. In this case Eg= E(1BuÞ. In finite chains HOMO and
LUMO are discrete (isolated) levels with definite symmetries. Among them the sub-
script �g’ stands for even (gerade) parity and �u’ stands for odd (ungerade) parity. These
symbols are extremely important for possible optical transitions, since one-photon
absorption can take place between states of opposite representations, such as gfi u or
u fi g. This is true in the singlet manifold as well as in the triplet manifold.
We discuss separately excitations in degenerate and non-degenerate ground-

state polymers.
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5.1.3
Optical Transitions of Solitons in Polymers with Degenerate Ground State

The semiconductor model for the PM spectrum associated with the soliton (S)
transitions is shown in Fig. 5.2. The amphoteric S defect has ground state S0, neg-
atively charged state S� and positively charged state Sþ; both Sþ and S� are spin-
less. Charge conjugated symmetry is also assumed. The charge states are unre-
laxed (S�, Sþ) during a time shorter than the relaxation time of the lattice around
the defects; at longer times they are relaxed (S�

r , S
þ
r Þ. The energy of the unrelaxed

S� state differs from the energy of the S0 by the (bare) electron correlation energy
U = E� – E0; E0 is the energy of S0 and E� and Eþ are the energies of the unrelaxed
states S�and Sþ, respectively (Fig. 5.2). The relaxed states differ from the unre-
laxed states by the relaxation energy DE�

r = E� – E�
r , DE

þ
r = Eþ

r – Eþ. The relaxed-
state energy Er and the ground-state energy E0 differ by the effective correlation
energy Ueff = E�

r – E0 ¼ U – DE�
r . The optical transitions of the soliton defects are

therefore dS– from S�
r (at E�

r Þ to the LUMO level and from the HOMO level into
Sþ and dS0 from S0 at E0into the LUMO and from the HOMO into S� at E�. If Eg

of trans-(CH)x is known (Eg » 1.5 eV), we can determine all the energy levels in
Fig. 5.2 from the optical transitions dS0 and dS–, respectively. In particular, Ueff

(Fig. 5.2) can be directly determined from the relation

Ueff ¼ U � DEr ¼ dS0 � dS– ð5:1Þ

Also, DEr can be readily calculated using the relation

dS0 þ dS– ¼ Eg þ DEr ð5:2Þ

Two additional equations can be written for the soliton transitions dS (Fig. 5.2):
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dSþ þ dS� ¼ Eg þ DEr �Ueff ð5:3Þ

2dS0 ¼ Eg þU ð5:4Þ

It is seen from Eq. (5.4) that we can determine U from a single transition (dS0Þ if
Eg is known and charge conjugation symmetry exists. In the more general case in
which S0 is replaced by a polaron level this transition should be associated with
the SOMO level in the gap. We use this relation later to determine U in NDGS
polymers from the optical transitions associated with the polaron levels in the
gap.

5.1.4
Optical Transitions of Charged Excitations in NDGS Polymers

The proper description of charged excitations in NDGS polymers has been the
polaron (P–Þ, which carries spin-1�2 and the spinless bipolaron (BP–Þ. However, a
third possible excitation has recently gained interest, namely the p dimer or the
interchain BP [33].

5.1.4.1 The Polaron Excitation
The states in the gap and the associated optical transitions for Pþ are shown in
Fig. 5.3a. The two polaron energy states in the gap are SOMO and LUMO, respec-
tively, separated by 2x0(P). Then three optical transitions, P1, P2 and P3, are possi-
ble. In oligomers, the parity of the HOMO, SOMO, LUMO and LUMO + 1 levels
alternate; they are g, u, g and u, respectively. Therefore, the transition P3 vanishes
in the dipole approximation and the polaron excitation is then characterized by
the appearance of two correlated optical transitions below Eg . Even for long chains
in the H�ckel approximation, transition P3 is extremely weak and therefore the
existence of two optical transitions upon doping or photogeneration indicates that
polarons were created. Unfortunately, polaron transitions have not been calculated
for an infinite correlated chain. A possible disorder-induced relaxation of the opti-
cal selection rules may occur that may cause ambiguity as to the number of optical
transitions associated with polarons in “real” polymer films.

5.1.4.2 The Bipolaron Excitation
The states in the gap and the possible optical transitions for BP2þ are given in Fig.
5.3b. There are now two unoccupied energy states separated by 2x0(BP): the
LUMO and LUMO + 1, which are deeper in the gap than corresponding states for
Pþ. Two optical transitions are then possible: BP1 and BP2. In short oligomers,
again the parity of HOMO, LUMO and LUMO + 1 alternate (g, u and g, respec-
tively) and therefore the BP2 transition vanishes. In this case the BP is character-
ized by a single transition below Eg . We note that even in the approximation of an
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infinite chain the BP2 transition is very weak. Electron correlation and disorder-
induced relaxation of the optical selection rule, however, may cause the BP2 transi-
tion to gain intensity and therefore BP’s with one strong transition at low energy
and a second, weaker transition at higher energy should not be unexpected in
“real” films.
The polaron and bipolaron transitions shown in Fig. 5.3 can also be used to cal-

culate the important parameters U, Ueff and DEr defined earlier in Fig. 5.2 for soli-
tons, using Eqs. (5.1)–(5.4). This is possible because the polaron SOMO level is
singly occupied and is therefore equivalent to S0 in Fig. 5.2, whereas bipolaron
levels are either unoccupied (BP2þÞ or doubly occupied (BP2�Þ and therefore are
equivalent to the states Sþ and S�, respectively, in Fig. 5.2. However, there are two
levels in the gap for Pþ and BP2– excitations and therefore we have to take into
account their respective separation 2x0(P) and 2x0(BP) (Fig. 5.3a and b). The
SOMO level of P� is pushed up and that of Pþ is pushed down by x0(P) and the
HOMO level of the BP2� is pushed up and the LUMO level of BP2þ down by
x0(BP). Then P3 � x0(P) is equivalent to transition dS� in Fig. 5.2 and similarly
BP1 þ x0(BP) is equivalent to transition dS� in Fig. 5.2. Now within the model
presented in Section 5.1.4.1 we find

Ueff ¼ P1 � BP1 þ Dx0 ð5:5Þ
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P3 þ BP1 ¼ Eg þ DEr þ Dx0 ð5:6Þ

where DEr is the relaxation energy of the BP with respect to the polaron and
Dx0 ¼ x0(P) – x0(BP). Equations (5.5) and (5.6) are equivalent to Eqs. (5.1) and
(5.2), respectively, but for NDGS polymers. Another useful relation follows from
Eq. (5.4):

2P1 þ P2 ¼ Eg þU ð5:7Þ

In Eqs. (5.5)–(5.7) we used P3= P1+ P2.

5.1.4.3 The p-Dimer and the Delocalized Polaron Excitations
When two polarons come together on the same chain, then theory (H�ckel
approximation) predicts that they are unstable toward the formation of a bipo-
laron:

P– þ P–fiBP2– ð5:8Þ

Whether this model is true in “real” polymers is still an open question. Neverthe-
less, BPs must appear in conducting polymers upon heavy doping, regardless of
whether or not Eq. (5.8) is exothermic. When heavily doped, however, another
type of charge excitation can be formed; an extrinsic bipolaron (as opposed to an
intrinsic BP) or p dimer (PD2–Þ, in which two polarons on different chains are
coupled together. The PD excitations are spinless (Fig. 5.3c) and their formation
has been recently proposed to explain the dramatic decrease in unpaired spins
observed in FeCl3-doped a-sexithiophene at low temperatures [33]. Then the possi-
bility that PD charge excitations can be photogenerated cannot be discarded. In
addition, a polaron can be delocalized on two different chains, if the interchain
distance is small. Such a situation occurs (see section 5.4.1) in lamellae of regio-
regular poly(3-hexylthiophene) (RR-P3HT), where the chains are arranged parallel
to each other with p-stacking possibility and this arrangement promotes charge
delocalization in 2D. This situation has been described in the literature similar to
the case of p-dimer excitations. Thus the following description of p-dimer excita-
tions also accounts for delocalized polaron (DP) excitations in 2D-type polymers.
The energy levels of a PD2þ (or DPþÞ, which are formed from the energy levels

of two coupled Pþ polarons (or two coupled polaron levels delocalized on different
chains for DPs), are shown in Fig. 5.3c. As is clearly seen, the Pþ level is split into
two levels owing to the coupling, where the SOMO splitting is related to the
charge-transfer overlap integral tCT. There are now four possible transitions, PD1–
PD4, but transition PD4 is strictly forbidden in oligomers (similar to transition P3

of polarons in oligomers). Again we expect this transition to be weak in real poly-
mers. We therefore conclude that PD2– is characterized by three strong transi-
tions: the charge transfer transition PD1 at the lowest energy and two other transi-
tions, PD2 and PD3, that are blue shifted with respect to the two equivalent
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polaron transitions PD1 and PD2. For the DP excitations we also expect three tran-
sitions, DP1–DP3; however, transition DP2 is weak. More on DP transition will be
given in Section 5.4.1.

5.1.5
Optical Transitions of Neutral Excitations in NDGS Polymers

Upon photon absorption, a bound e–h pair or an exciton (X) is immediately gener-
ated. By definition the exciton is a neutral, spinless excitation of the polymer. Fol-
lowing photogeneration the exciton may undergo several processes: It may recom-
bine radiatively by emitting light in the form of fluorescence (FL), which is the
light source in OLED devices. It may also recombine non-radiatively through
recombination centers by emitting phonons. Excitons may be also trapped (XtÞ,
either by a self-trapping process undergoing energy relaxation (this can be envi-
sioned as a local ring rotation, etc.) or by a trapping process at defect centers. Exci-
tons may also undergo an intersystem crossing into the triplet manifold, creating
a long-lived triplet (T) state. Finally, an exciton may disassociate into a polaron
pair (PP) either on the same chain (but on two different segments) or on two dif-
ferent chains. Since we are interested in long-lived photoexcitations in this chap-
ter, we deal here only with trapped singlet excitons (XtÞ, triplets (T) and polaron
pairs (PP); their energy levels and possible optical transitions are shown in Fig. 5.4.
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For Xt and Twe adopt here the correlated picture in which the notations for differ-
ent many-body exciton levels, which follow the group theory representations, are
Ag and Bu, respectively.

5.1.5.1 Singlet Excitons
Two important exciton levels (1Bu and mAgÞ and a double excitation type level (BX
or kAgÞ are shown in Fig. 5.4a [12]; their electron configurations are also shown
for clarity. We consider mAg to be an excited state above the 1Bu level, whereas the
BX or kAg excited state may be due to a biexciton state, i.e. a bound state of two
1Bu excitons. The mAg level is known to have strong dipole moment coupling to
1Bu, as deduced from the various optical nonlinear spectra of conducting poly-
mers analyzed in terms of the “four essential states” model [36]. We therefore
expect two strong optical transitions to form following the 1Bu photogeneration:
X1 and X2, as shown in Fig. 5.4a. Due to exciton self-trapping, however, we do not
know whether X1 would maintain its strength, since the relaxed 1Bu state may no
longer overlap well with the mAg state. X2, on the other hand, will be always strong
regardless of the 1Bu relaxation, since there is always room for a second exciton
photogeneration on a chain following the photoproduction of the first exciton.
From two-photon absorption and electroabsorption spectra in soluble deriva-

tives of PT and PPV polymers we know that mAg is about 0.7 eV above 1Bu [12, 37,
38]. We therefore expect the X1 transition to be in the mid-IR spectral range, at
about 0.7 eV. The BX level, on the other hand, has not as yet been directly identi-
fied in conducting polymers, although a weak two-photon state, dubbed kAg, was
identified in recent nonlinear optical spectroscopy.

5.1.5.2 Triplet Excitons
The most important electronic states in the triplet manifold are shown in Fig.
5.4b. The lowest triplet level is 13Bu, which is lower that 1Bu by the singlet-triplet
energy splitting DST . In principle, 13Bu can directly recombine to the ground state
by emitting photons (leading to phosphorescence, PH) or phonons. But the transi-
tion is spin-forbidden and therefore extremely weak, leading to the well-known
long triplet lifetime. The other two levels shown in Fig. 5.4b are the m3Ag level,
which is equivalent to mAg in the single manifold and the TX level, which is a
complex composed of a triplet exciton and a singlet exciton bound together; their
electronic configuration is also shown in Fig. 5.4b for clarity.
As in the case of single excitons, we expect for triplets two strong transitions T1

and T2 (Fig. 5.4b). T1 is into the m3Ag level and from Figs. 5.4a and b it is clear
that is possible to estimate DST from the relation

DST ¼ T1 � X1 ð5:9Þ

Since the m3Ag and m1Ag levels should not be far from each other. DST has
recently been directly measured in conducting polymers from phosphorescence
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emission involving heavy atoms [39,39] and Eq. (9) has been actually confirmed.
Unfortunately, we do not know whether T1 is indeed strong, since, as in singlet
excitons, the relaxed triplet may not well overlap with the m3Ag state, leading to a
decrease in T1 intensity. In contrast, it is quite certain that transition T2 into the
TX level is strong, because it is always possible to photogenerate a second (singlet)
exciton close to a previously formed triplet exciton.

5.1.5.3 Polaron Pairs
A polaron pair (PP) [25] is a bound pair of two oppositely charged polarons, Pþ

and P�, formed on two adjacent chains. In this respect it is similar to the p-dimer
discussed previously, except that the binding energy is mainly Coulombic in the
case of PP, in contrast to lattice relaxation for PD excitations. The stronger overlap
leads to larger splitting of the Pþand P� levels compared with those for PDs, as
shown in Fig. 5.3c. Following the same arguments as those given before for
polaron transitions, we expect three strong transitions PP1–PP3. For a loosely
bound PP these transitions are not far from transitions P1 � P3 of polarons. How-
ever, for tightly bound PP excitations we expect a single transition, PP2, to domi-
nate the spectrum, as PP1 is considered to be intraband with traditional low inten-
sity and PP3 is close to the fundamental transition and therefore difficult to
observe. In this case there are mainly two states in the gap and the excitation is
also known as neutral BP (BP0Þ or polaronic exciton. We note, however, that PP2

transition is close in spirit to transition X2 discussed above for excitons, as a sec-
ond electron is also promoted to the excited level in the case of PP. Then from the
experimental point of view, it is not easy to identify and separate in the PM spectra
the transitions of a trapped exciton (Xt) from those of a tightly bound PP of BP0.
They may differ, however in their PADMR spectra, as discussed below in the fol-
lowing sections.

5.1.6
Infrared Active Vibrational Modes

The pristine p-conjugated polymer chain is neutral, free of excess charges. The
neutral chain has a set of Raman-active Ag vibrations that are strongly coupled to
the electronic bands via the e–p coupling. These vibrations have been dubbed
amplitude modes (AM) [40] since they modulate the electronic gap 2D, in the
notation of Peierls gap. The AM vibrations have been the subject of numerous
studies and reviews since they play a crucial role in resonant Raman scattering
dispersion with the laser excitation and therefore can show important properties
of the coupled electronic levels. The most successful description of the AM type
vibrations was advanced by Horovitz et al. [40] and its application to resonant
Raman scattering by Ehrenfreund et al. [41].
When charges are added on to the chain some of the Raman active modes

become IR-active vibrations (IRAV), since there is excess charge on the chain that
may easily couple to electromagnetic radiation. The IRAVs that are manifested as
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peaks in the absorption spectrum, accompany all the charge excitations men-
tioned above. Actually in various studies the appearance of photoinduced IRAVs is
taken in the literature as evidence of photogenerated charge excitation onto the
chain [41]. Usually the IRAVs have immense oscillator strength, which is actually
comparable to the strength of the electronic transitions. The reason for this excess
strength is the small kinetic mass of the correlated charge excitation that trans-
lates into a large dipole moment. Sometimes the IRAVs do not appear as peaks in
the absorption but rather as dips or anti-resonances (ARs) [42, 43]. This happens
when the electronic transitions overlap in energy with the IRAVs. In this case
Fano resonance occurs between the two types of transitions, which results in the
appearance of ARs. Despite the Fano-type AR, still the AM model can accurately
describe the absorption spectrum, as was recently demonstrated for the ARs of
DP excitations in P3HT [42, 43]. Here we want to briefly give several equations to
describe both the doping induced and photoinduced IRAVs in some polymers, in
addition to the ARs in the PM spectrum in other polymers.
An important ingredient of the AM model is that all IRAVs are interconnected

and contribute to the same phonon propagator [41]. We therefore start by defining
the pinned, many-phonon-propagator, DaðxÞ = D0ðxÞ/[1 – apD0ðxÞ], where ap is
the polaron-vibrational pinning parameter and D0ðxÞ is the bare phonon pro-
pagator. The latter is given [44] by D0ðxÞ ¼ Rnd0;nðxÞ and d0;nðxÞ ¼ kn/k{(x0

nÞ2/[x2

– (x0
nÞ2 – idn]}, where x0

n, dn and kn are the bare phonon frequencies, their natural
linewidth (inverse lifetime) and electron–phonon (e–p) coupling constant, respec-
tively, and Rkn ¼ k, which is the total e–p coupling. In the non adiabatic limit, for
a polaron current coupling to phonons, f(xÞ influences the conductivity, rðxÞ
[and hence also shows up in the absorption spectrum, since Re(rÞ » a�; there is a
correlated contribution, g(xÞ from the most strongly coupled phonons via the e–p
coupling. The function g(xÞ is given in the random phase (RPA) approximation
by [40, 45]

gðxÞ ¼ x2=E2
r ½�kDaðxÞf 2ðxÞ�=½1þ 2kDaðxÞPuðxÞ� ð5:10Þ

where Er is the polaron relaxation energy PuðxÞ is the phonon self mass correc-
tion due to the electrons, which can be approximated for charge density wave
(CDW) by the relation

2kPuðxÞ ¼ 1þ cðxÞ ð5:11Þ

In the charge density wave (CDW) approximation, c(xÞ is given by

cðxÞ ¼ kx2f ðxÞ=E2
r ð5:12Þ

but since for x >Er , f(xÞ changes slowly over the phonon linewidth, we may take
it to be a constant, C. The RPA terms in Eq. (5.10) contain the sharp structure of
DaðxÞ, whereas additional non-RPA terms contribute a smooth background term.
In general, the conductivity spectrum, rðxÞ, is given by [40]
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rðxÞ ¼ ðx2
p=4pixÞ½dðxÞ þ gðxÞ � 1� ð5:13Þ

where xp is the plasma frequency, which is proportional to the photoinduced car-
rier density and [d(xÞ – 1] is the response in the absence of phonons that also
includes non-RPA terms. In the CDW approximation d(xÞ = f(xÞ [46]. Hence the
sharp structure of Eq. (5.13) can be written as

rðxÞ»½1þ D0ðxÞð1� a¢Þ�=½1þ D0ðxÞð1þ C � aÞ� ð5:14Þ

where a¢ is a constant that replaces a smooth electronic response; in the CDW
approximation [46] we have a¢ = ap, which was defined above for the trapped
polaron excitation.
The poles of Eq. (5.14), which can be found from the relationD(xÞ = –(1 – ap +C)�1,

give peaks (or IRAVs) in the conductivity (absorption) spectrum. These absorption
bands are very strong and can be taken as a signature of charges added to the
chain. On the other hand, the zeros in Eq. (5.14), which can be found by the rela-
tion D0ðxÞ = –(1 – apÞ�1, give the indentations (or ARs) in the conductivity
(absorption) spectrum. It is therefore apparent that the ARs are due to the forma-
tion of quantum interference between the phonons and the electron optical transi-
tion in the conductivity spectrum.
To see the effect of the non-adiabatic limit on the PA spectrum, we calculated

[42] the conductivity spectrum, including the IRAVs for polarons with both low
and high Er , as seen in Fig. 5.5. For these calculations we used the phonon param-

197

Figure 5.5 Calculated PA spectrum (solid line) using the
CDW response function [40] f ðxÞ (broken line) with onset 2D
at (a) 3600 cm�1 and FWHM of 2400 cm�1; and (b) 800 cm�1

and FWHM of 800 cm�1.
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eters of RR-P3HT [46] with 13 strongly coupled vibrational modes and approxi-
mated the electronic band contribution, f(xÞ, by the CDW response function [46],
where the CDW gap 2D = Er and Er is associated with the polaron relaxation ener-
gy that governs the P1 band. It is seen that when x � Er , then only IRAVs with
positive peaks can be observed (Fig. 5.5a); this happens since C in Eq. (5.14) is
negligibly small and consequently ARs are not formed. However, when Er is small
so that the CDW band overlaps with the IRAVs, then quantum interference occurs
that gives rise to ARs in the spectrum (Fig. 5.5b); in this case the ARs are more
dominant than the IRAVs that occur on their high-energy side.

5.2
Experimental Methods

The relatively small spectroscopic changes induced by the application of interband
photons proved to be a powerful tool in the study of photoexcitations in p-conju-
gated systems, due to their localized nature and strong extinction coefficient.
Since the first report [43] of photoinduced solitons in (CH)x, a variety of photoexci-
tation species, such as polaron-like charged species as well as triplet excitons [10,
35, 47–53], have been extensively studied by the measurement of the photoin-
duced changes in the sample transmission. The electronic spin properties of these
photoexcitations have been studied by placing the samples in a magnetic field and
applying a resonant microwave radiation as a second modulation, thereby measur-
ing the spin character of the photoinduced species.
In this section we describe experimental methods used to study the long lived

photogenerated species in p-conjugated systems.

5.2.1
Photomodulation Spectroscopy of Long-Lived Photoexcitations

In this method, two optical beams are used: a pump beam which excites the p-
conjugated polymer, generating photoexcitation species and a probe beam which
measures the changes DT of the sample transmission S due to the probe beam. A
sketch of the experimental setup is shown in Fig. 5.6. It allows for measurements
of the modulated PA spectra as a function of temperature, pump intensity, IL,
pump modulation frequency, m and pump photon energy, E.
Let us assume a sample in the form of a film of thickness d illuminated by a

pump beam with a photon flux ILðtÞ, which is modulated at a frequency x. The
intensity profile of the pump beam in the film is ILðx; tÞ ¼ ILðtÞexpð�aLxÞ, where
d is measured from the front surface and aL is the film absorption coefficient at
the pump photon energy. This intensity profile gives rise to an inhomogeneous
photoexcitation density, NðxÞ, which in turn produces variations, DaðE; x; tÞ, in
the film absorption coefficient at the probe energy E:

DaðE; x; tÞ ¼ rðEÞNðxÞ ð5:15Þ
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where r is the cross-section for absorption at energy E due to the photoexcited
species. Writing the probe beam profile in the sample as IprobeðxÞ =Iprobeexpð�axÞ,
the measured DT=T can readily be written as

�DT
T

ðE; tÞ ¼ 1� exp �R d

0
DaðE; x; tÞdx

h i
¼ 1� exp �rðEÞR d

0
Nðx; tÞdx

h i
ð5:16Þ

In practice, DT=T � 1 and Eq. (5.16) can thus be written as

�DT
T

ðE; tÞ.R d

0
DaðE; x; tÞdx ¼ �rðEÞR d

0
Nðx; tÞdx ð5:17Þ

Hence �DT=T measures the photoinduced absorption (PA) of the sample.
The above expression does not include any changes in the transmission due to

the effect of the pump beam on the refractive index; these changes are usually
much smaller in p-conjugated polymers than the PA itself.
Equation (5.17) takes a very simple form for thin samples, aLd � 1, where

Da(E,x,t) and Nðx; tÞ may be regarded as uniform throughout the thickness of the
sample:

�DT
T

ðE; tÞ.Dad ¼ rðEÞNðtÞd ð5:18Þ
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The above equations show that the dependence of the PA on the pump intensity,
IL, and its modulation frequency, x, yields the kinetics of the photogenerated spe-
cies.
In the photomodulation technique, the kinetics of the photogenerated species

are followed by measuring the modulated signal using a lock-in technique in
which both the in-phase (I) and quadrature (Q) components are simultaneously
obtained. Since the lock-in measures only the first harmonics at frequency m, the
fully modulated excitation can be written simply as

GðtÞ ¼ ðg=2Þ · ð1þ cosxtÞ ð5:19Þ

where x ¼ 2pm. In Eq. (5.19), g is the generation rate, which is proportional to the
pump intensity: g ¼ gIL½1� expð�aLdÞ�=d, where g is the quantum efficiency for
generating photoexcitations. For thin samples, g.gaLIL. The measured in-phase
and quadrature components of the PA are then proportional to the corresponding
components of the photoexcitation density, NðtÞ:

NI ¼
R
period

NðtÞcosðxtÞdt
NQ ¼ R

period
NðtÞsinðxtÞdt ð5:20Þ

Measuring the dependence of the I and Q components on the pump intensity and
modulation frequency provides useful information regarding the recombination
mechanisms and characteristic lifetime of the photoexcitations.

5.2.2
Optically Detected Magnetic Resonance Techniques

Optically detected magnetic resonance (ODMR) techniques are extensions of the
more common (conventional) electron spin resonance (ESR) techniques. ODMR
measures changes in the optical absorption and/or emission that occur as a result
of electron spin transitions. Since the ground state in conjugated polymers is
almost always spin-0, usually only excited states are studied and therefore spin
transition-induced changes in PA are detected rather than changes in ground-
state absorption. (Conventional) ESR, on the other hand, uses microwave absorp-
tion for detecting the occurrence of electron spin resonance. When applied to p-
conjugated semiconductor films, ODMR techniques can be used for assigning the
correct spin quantum number to the optical absorption bands of long-lived photo-
excitations and/or for studying spin-dependent reactions that may occur between
these photoexcitations. The following are examples of typical questions that
ODMR spectroscopy can provide answers for:

1. Given is a certain optical absorption band: Is this absorption
band due to a singlet (i.e. spin-0) state, a doublet state (i.e.
spin-1�2) or a triplet state (i.e. spin-1)? As an example, ODMR
has been used for distinguishing between the absorption
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bands of singly charged (polarons, spin-1�2) and doubly
charged (bipolarons, spin-0) excitations [54] (see Section
5.1.4).

2. Does the lifetime of triplet excitons depend on the magnetic
quantum number? Does the recombination rate between
oppositely charged polarons depend on their relative spin-
orientation? We will see that the latter question is important
for optimizing the performance of OLEDs (see Section
5.3.3).

One major advantage of ODMR over ESR is a much higher sensitivity in the
detection of resonant processes, because the energy range of the detected photons
in ODMR is much higher (some eV) than the microwave energies that monitor
ESR (some meV). Much better detectors with higher detectivity exist for photons
in the eV range than in the meV range. A significant increase in the sensitivity of
ODMR when compared with ESR also results from differences in the spin polar-
ization; in our ODMR experiments we have typically obtained spin polarizations
exceeding the thermal equilibrium polarization by at least one order of magni-
tude. A detailed discussion of ODMR techniques and the ODMR spectrometer is
given in later sections. Let us now first review the basic concepts of ESR.

5.2.2.1 The Electron Spin
In addition to a given, intrinsic value for their rest mass, m, and charge, e, elec-
trons have an intrinsic angular momentum, called spin, characterized by quan-
tum number, s = 1�2. In the pattern of other quantized angular momenta, the total
spin angular momentum is given by (see Figure 5.7)

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sðsþ 1Þ

p
�h ¼

ffiffiffi
3

p

2
�h ð5:21Þ

The z-component of the spin vector is given by
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Sz ¼ –
1
2
�h ð5:22Þ

The magnetic moment associated with the electron spin is

~llS ¼ � e
2m

g~SS ð5:23Þ

where g is called the Land� factor and has the value g = 2.00232... (for comparison
g = 1 for orbital angular momentum). The precise value of g was predicted by rela-
tivistic quantum mechanics in the Dirac equation and was measured in the Lamb
shift experiment.

5.2.2.2 Electron Spin Resonance
ESR is the fundamental technique for spin measurements. In this technique, dif-
ferent spin projection states are split by an external field (Zeeman splitting); this
is actually the simplest case since also internal fields may contribute to the split-
ting in general. In ESR resonant l-wave absorption indicates the electron spin res-
onance between l-wave frequency and Zeeman splitting. The basic features of
magnetic resonance as described in the following apply both to ESR and to
ODMR.

5.2.2.3 Basic Principles of l-Wave Resonant Transitions
A charged particle with an angular momentum~LL has a magnetic dipole moment
~ll given by

~ll ¼ g
e
2m

~LL ð5:24Þ

where e and m are the charge and the mass of the particle, respectively. For orbital
angular momenta g is exactly 1. However, for spin angular momenta g is a charac-
teristic number reflecting the nature of the paramagnetic center and its environ-
ment. For a free electron g is ge = 2.0023.... If a magnetic dipole ~ll is inserted into
an applied magnetic field ~HH it will experience a torque ~TT given by

~TT ¼~ll · ~HH ð5:25Þ

The torque is defined as a change of angular momentum in time: ~TT ¼ d~LL
�
dt. To-

gether with Eqs.(5.24) and (5.25), this leads to the governing equation of motion
of a magnetic dipole in a magnetic field:

d~LL
dt

¼ g
q
2m

~LL · ~HH

¼ c~LL · ~HH ð5:26Þ
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where c is the gyromagnetic ratio that is related to g by: c ¼ gb=�h. b is the Bohr
magneton, b ¼ e�h=2m. From the solution of Eq. (5.26), it follows that the mag-
netic dipole will precess around the magnetic field axis with the frequency
xL ¼ cH, the Larmor (precession) frequency. Note that this precession occurs
because the quantum mechanical (spin) angular momentum vector is tilted with
respect to the z-axis, given by the direction of ~HH (see Fig. 5.7).
The energies of the spin projection states follow from the Zeeman Hamilto-

nian:

HZeeman ¼
b

�h
~HH g
$~SS ð5:27Þ

where g
$

is a second-order tensor and reduces to the Land� factor g in isotropic
media. The eigenenergies are obtained as

E ¼ gbmSH ð5:28Þ
The orientation of spin angular momenta in an applied magnetic field is quan-

tized in the direction of the magnetic field and takes integer values between –I
and +I, where I is the spin of the paramagnetic species defined through the abso-
lute value of the spin: ~SS

��� ��� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IðI þ 1Þp

�h. Transitions between two Zeeman levels
are possible under the emission or the absorption of photons with energies equal
to the difference of the Zeeman levels. The energy needed or released in such a
transition is absorbed by, or emitted as, a photon of an energy equal to the level
splitting:

�hx ¼ gbH ð5:29Þ
where x is the Larmor frequency and �hx is the photon energy of the resonant l-
wave radiation. For electrons in laboratory magnetic fields of typically several
thousand Gauss it follows for that the photon frequency x is of the order of
1010 Hz – a microwave frequency.
The interaction of the microwaves with the spins is given by the interaction of

the microwave magnetic field H1 and the magnetic moment of the spin system. It
can easily be shown that the matrix element connecting two Zeeman levels with
quantum numbers ms and ms ¢ has only nonzero elements for microwave magnetic
fields perpendicular to the external field and for ms ¼ ms ¢–1 (magnetic dipole tran-
sition rule) [55]. The resonant microwave frequency and magnetic field are there-
fore related by Eq. (5.29) and the external applied magnetic field must be directed
in an axis perpendicular to the microwave magnetic field vector.

5.2.2.4 ESR Signal Strength and Population Statistics of Spin-Up and Spin-Down
Levels
The incoming l-wave radiation, �hx, absorbed by the electrons in the lower Zee-
man energy level will induce these electrons to jump into the higher energy state.
The incoming radiation, however, also causes the electrons in the higher energy
level to jump down to the lower level, a phenomenon called stimulated emission.
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Since the coefficients of absorption and stimulated emission are equal, no net
ESR signal would be observed if the spin population were equally distributed be-
tween these two levels. At thermal equilibrium, however, n1, the population of the
ground state, exceeds n2, the population of the excited state, and a net absorption
of microwave radiation takes place.
The population ratio of these two states at the temperature T can in most cases

be described by the Boltzmann distribution:

n1

n2

¼ e�
DE
kT ð5:30Þ

where k is the Boltzmann constant. A material containing atomic magnetic
moments satisfying this Boltzmann distribution is called paramagnetic. Since DE
¼ �hx at resonance the sensitivity of this technique is improved by using a high
applied frequency. In practice, the most common frequencies in ESR are those in
the well-developed radar wavebands. In addition, low operating temperatures are
also beneficial for signal enhancement.

5.2.3
Magnetic Resonance Spectroscopy of Long-Lived Photoexcited States in
p-Conjugated Polymers

The ground state of p-conjugated systems is almost always spin-0 since the
valence electrons occupy the bonding orbitals in spin-up and spin-down pairs.
The ground state is therefore uninteresting for ESR measurements. However, it is
meaningful to study the spin of excited states, such as those which occur upon
photoexcitation (see Section 5.2.1) or electrical excitation in OLEDs. The ODMR
experiments that we will discuss below employ photoexcitation where a powerful
(several milliwatts) laser is used to excite the sample. There are several possibili-
ties for optically detecting the occurrence of magnetic resonance. For example,
one may use the sample fluorescence emission. In this particular technique,
dubbed photoluminescence-detected magnetic resonance (PLDMR), the magnetic
resonance is detected through a resonant change in the fluorescence intensity.
Here we will mostly focus on another technique, dubbed photoinduced absorp-
tion-detected magnetic resonance (PADMR), where the magnetic resonance is
detected through a resonant change in the PA. The PADMR experimental setup
therefore consists of, in addition to the magnetic resonance part of the setup, two
optical light beams: the laser or pump beam that photoexcites the sample and the
probe light beam by which the magnetic resonance is detected. Tuning the probe
beam’s wavelength allows the selection of the particular absorption band to be
studied.

204



5.2 Experimental Methods

5.2.3.1 The ODMR Setup
Figure 5.8 shows a schematic drawing of the experimental setup used for
PADMR. It consists of three parts:

1. A laser is used for photoexciting the sample (pump beam).
As in PA spectroscopy, this laser excitation results in the
photogeneration of polarons, triplet excitons and possibly
other long-lived excitations.

2. A tungsten halogen lamp, that has a broad spectrum, is used
as the probe beam. Upon modulation of the laser beam,
modulated chances in the sample film’s transmission spec-
trum occur owing to photoinduced absorption. The mono-
chromator allows tuning of the probe beam wavelength and
thereby selection of a certain PA band whose spin state is to
be studied.

3. A magnetic resonance part similar to a conventional ESR
spectrometer. It consists of an optical access resonator,
located between the poles of a superconducting electromag-
net, and a microwave source and modulator. Since the mag-
netic resonance is detected optically, the microwave bridge
that is usually necessary for detection of the resonance is not
needed in the PADMR experiment.

The thin-film sample is mounted in a high-Q 3-GHz cylindrical microwave cavity
(see Fig. 5.8). The sample position is in the middle of the cavity, where the mag-

205

Figure 5.8 Schematic setup for optically detected magnetic resonance (ODMR).



5 Spectroscopy of Long-Lived Photoexcitations in p-Conjugated Systems

netic field amplitude has its maximum and the electric field ideally is zero. The
cavity is mounted in a helium-cooled cryostat in the center of a superconducting
magnet that provides the external magnetic field between 0G and 30 kG. Micro-
waves of 3GHz are generated by a commercial UHV signal generator and fed
through cables into a modulator. This modulator is controlled by a signal genera-
tor modulating the microwaves between 100 and 20 kHz with a square wave. The
modulated microwaves are fed into an amplifier and through cables to the cryo-
stat, where they are coupled into the cavity with a dipole antenna.
The sample is constantly illuminated with a laser beam (argon ion gas laser).

The tungsten halogen probe light is focused on to the sample inside the cavity.
The sample is cooled with helium through a needle valve from a helium reservoir
within the cryostat. The probe light is dispersed with a single-grating monochro-
mator and detected with the same solid-state detectors as used in the PL and PA
measurements.
In PADMR we measure the changes, dT, that are induced in the PA spectrum,

DT, by magnetic resonance [56]. Two types of PADMR spectra are possible: the H-
PADMR spectrum where dT is measured at a fixed probe wavelength, k as the
magnetic field H is scanned and the k-PADMR spectrum where dT is measured at
a resonant H while k is scanned. For the detailed description, see Ref. [56]. The
PLDMR [57] technique is closely related to PADMR: PLDMR measures changes,
dPL, induced in PL (rather than PA) upon magnetic resonance. We note that PA,
PADMR and PLDMR can all be measured using the same setup and under identi-
cal conditions, allowing accurate comparison between results of the three meth-
ods. We note that ODMR experiments are performed at low temperature (typically
10 K), mainly for two reasons: (a) the photoexcitation lifetime is strongly tempera-
ture dependent and is sufficiently long for study using cw spectroscopy only at
temperatures below typically 100K; (b) the spin–lattice relaxation time is strongly
temperature dependent and becomes very long at low temperatures, such that the
spin alignment is conserved during the modulation period of the experiments.
ODMR is an excited-state dynamic technique that is not based on spin states in

thermal equilibrium. In this respect it is not similar to ESR, whose signal follows
the Boltzmann statistics (see Section 5.2.2.4). In fact, in ODMR we have generally
observed much larger spin polarizations than would arise from the thermal equi-
librium population of the Zeeman levels. In fact, this situation is well known
from the study of amorphous silicon and it was concluded that this non-thermal
equilibrium magnetic resonance response arises because of spin-dependent
recombination rates of the photoexcitations [58]. Therefore, any spectroscopy of
photoexcitations, such as PL or PA and electroluminescence [59] in optics or
photoconductivity (PC) in transport measurements, will be altered under reso-
nance. In general, it is thus possible to monitor resonant changes in PL (PLDMR),
PA (PADMR) and PC (electrically detected magnetic resonance or EDMR). By
combining ESR with PL or PA the monitored energies to observe resonance are
shifted from the microwave region (as in ESR) to higher energies, which may
even be in the optical range (therefore the name optically detected magnetic reso-
nance), leading to a sensitivity that is greatly enhanced (several orders of magni-

206



5.3 Recombination, Relaxation and Generation Processes

tude). However, whereas in ESR the actual concentration of paramagnetic centers
is measured, it is the resonant changes in recombination rates that are observed
in the ODMR techniques.

5.3
Recombination, Relaxation and Generation Processes

5.3.1
Mono- and Bimolecular Recombination Mechanisms

PA dependencies on the modulation frequency, x, and excitation intensity, IL,
have usually been utilized to determine the photoexcitations lifetime, s, and the
recombination mechanism. These are important characteristic properties that
influence the photophysics and other opto-electronic responses, which figure in
device applications based on these materials. In particular, the monomolecular
recombination (MR) and bimolecular recombination (BR) processes may unravel
the generation mechanism of the photoexcitation species, which, however, occurs
at much earlier times than that of the cw measurements. Carrier MR kinetics in
PCP hints at a possible geminate generation process, where the hole and electron
polarons (P–) come from a common excitation parent. Carrier BR kinetics, on the
other hand, indicate the dominance of distant pair recombination dynamics, with
important implications for optically detected magnetic resonance and photocon-
ductivity spectroscopy. Furthermore, isolated triplet excitons (TE) are expected to
recombine via an MR process, whereas TE–TE annihilation provides a bimolecu-
lar channel for recombination. Hence a combined MR and BR process may be
expected in such a case.
When the disorder in the film is not severe then the PA dynamics are clear:

near the steady state, where xs < 1, the PA magnitude gently decreases with
increasing x, whereas for frequencies above xs » 1 (away from the steady state)
the signal decrease inversely with x [35]. In addition, the PA scales linearly with
IL for MR kinetics, whereas a

ffiffiffiffi
IL

p
dependence is expected for BR kinetics near the

steady state. This simple approach, however, does not work out in reality because
of complications related to the disorder and inhomogeneity known to exist in
most PCP films. First, the long-lived photoexcitations may be associated with
deep traps in the film; in this case the traps might be partially saturated at high IL
showing a sub-linear dependence on IL, where, in fact, the kinetics may still be
due to MR [52]. Second, there may be a broad distribution of recombination rates,
which may prevent steady-state conditions from being reached experimentally
and this precludes the use of the above intensity dependence criterion.
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5.3.2
Recombination Kinetics

In order to emphasize the main issues described above, it is useful to study char-
acteristic simple cases for which the photoexcitation density, NðtÞ, is governed by
a single rate equation:

dN=dt ¼ GðtÞ � SðN0Þ �UðNÞ ð5:31Þ

where GðtÞ is given by Eq. (5.19). Equation (5.31) includes, through the function
SðN0Þ, defect limited cases in which, due to trap filling, N, tends to saturate at
high IL. N0 is the trap density that gives rise to the saturation term SðN0Þ and U
specifies the recombination mechanism. We will restrict ourselves to MR and BR
processes. A combined process which includes both mechanisms may be given by
the following U and SðN0Þ terms:

U ¼ N=sþ bN2 ð5:32Þ

S ¼ 1þ gs=N0ð Þ�1þ½1þ ðgs0BR=N0Þ2��1 ð5:33Þ

where s�1 is the MR characteristic recombination rate. In Eq. (5.33), s0BR is the IL
(or c)-dependent effective recombination rate in the absence of saturation:

ðs0BRÞ�1 ¼
ffiffiffiffiffi
gb

p
ð5:34Þ

The linear MR or quadratic BR processes are obtained by setting b ¼ 0 or 1=s ¼ 0,
respectively, in Eqs. (5.32) and (5.33). Note that the familiar MR or BR are specific
cases of the defect-limited processes in the limits b; gs=N0fi0 or 1=s; g=bN2

0fi0,
respectively, in Eqs. (5.32) and (5.33) (see also [60, 61].

5.3.2.1 Steady-State Case
For experiments conducted at x = 0, the steady state, density is obtained by setting
dN=dt ¼ 0 in Eqs. (5.31)–(5.33):

Nss ¼
1
2bs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4g�bs2

p
� 1

h i
¼ g�sseff ð5:35Þ

where g� ¼ gS and S is given by Eq. (5.33). In Eq. (5.35), sseff is defined as

ssef f ¼ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4ðs=ssBRÞ2

q
� 1

2ðs=ssBRÞ2
ð5:36Þ
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where ðssBRÞ�1 ¼ ffiffiffiffiffiffiffi
g�b

p
is an effective BR-like recombination rate in the presence

of the saturation mechanism defined by Eq. (5.33). As expected, for any combina-
tion of MR and BR processes, Nss approaches N0 at very high generation rate val-
ues. When the saturation effect is negligible, Eq. (5.35) takes the form

Nss ¼
1
2bs

½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4gbs2

p
� 1� ¼ gseff ð5:37Þ

where seff is given by

seff ¼ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4ðs=s0BRÞ2

q
� 1

2ðs=s0BRÞ2
ð5:38Þ

where s0BR is given by Eq. (5.34).
The separate defect-limited MR and BR steady-state densities are

DMR : Nss ¼
gs

1þ gs=N0

ð5:39Þ

DBR : Nss ¼
gs0BRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðgs0BR=N0Þ2
q ð5:40Þ

each of which saturates at N0 as gfi¥ . As a summary of the above discussion, we
show in Fig. 5.9 the dependence of Nss on c for DMR and DBR. It is seen that for
negligible saturation, g/g0 < 1, Nss � g for MR and Nss � g1=2 for DBR. For extreme
saturation cases, g=g0 � 1, Nss approaches N0.
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Figure 5.9 Excitation intensity dependence at steady state in the
presence of saturation for BR (solid line) and MR (dashed line).
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5.3.2.2 Frequency Response
When the modulation frequency is finite, the in-phase and quadrature compo-
nents are obtained experimentally using phase-sensitive lock-in detection. For the
DMR process it is straightforward to show that NIðxÞ and NQðxÞ are given by

NIðxÞ ¼ g�s=ð1þ x2 s2Þ; NQðxÞ ¼ xsNI ð5:41Þ

where g� ¼ gS.
Replacing s by sBR in Eq. (5.41), we get for the general DBR process a modula-

tion frequency dependence that is very close to the one found by numerically sol-
ving Eqs. (5.31)–(5.33). The modulation frequency dependence is shown in
Fig. 5.10. For both processes, NQðxÞ�x at very low frequencies, reaching a max-
imum at xmax = s�1

eff and NI = NQ at this frequency. At higher frequencies,
x >xmax, NI <NQ . The asymptotic behavior, for each of the components, is a
power law decrease: x�b, where b = 2 or 1, for the I or Q components, respectively.
This dependence on the frequency is characteristic for both MR and BR processes
and their combination. Furthermore, even for a finite-width Gaussian (or Lorent-
zian) distribution of recombination rates it can be shown that the asymptotic be-
havior does not change.
In the next sections we study the dependence of NI and NQ on the pump inten-

sity, IL, which is very different for the different processes.

5.3.2.3 Generalized Coordinates
In order to treat the dependences of the PA on IL and x for the various recombina-
tion processes on an equal footing, we define two generalized coordinates, l and
v:
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Figure 5.10 The PA modulation frequency dependence for
non-dispersive kinetics for both MR and BR. Solid line,
in-phase component; dashed line, quadrature component.
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l� ¼ N=g�xðsseff Þ2 ð5:42Þ

v� ¼ 1=ðxsseff Þ2 ð5:43Þ

where sseff is defined in Eq. (5.35). The two components of l�, namely l�
I and l�

Q ,
are plotted in Fig. 5.11 versusv�, for both MR and BR. It is seen that for each
l� component there exists a universal curve, which is approximately given by
l�
I = ðv�Þ3=2=ð1þ v�Þ; l�

Q = v�=ð1þ v�Þ that uniformly describes all recombination
processes, including defect limited MR, BR and their combination.
The importance of this plot is that it clearly distinguishes the various dynamic

regimes: v> 1, i.e. close to steady state, and v< 1, away from steady state. There is,
however, an important point which has to be taken into account. The variable g�

in Eqs. (5.42) and (5.43) is not the photogeneration rate c, which is proportional to
the applied pump intensity, IL. In order to analyze measured data in a universal
way, it is more practical to define the generalized coordinates using the actual gen-
eration rate c instead of g�, as follows:

l ¼ N=gxs2eff ð5:44Þ

v ¼ 1=ðxseff Þ2 ð5:45Þ
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Figure 5.11 PA kinetics plotted in generalized coordinates, l versus v, for MR and BR.
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Strictly, the universal curves shown in Fig. 5.11 now describe the dependence of l
on v for saturationless recombination kinetics. However, for “moderate” saturation
cases, the universality described above still holds for most of the dynamic range.
In Fig. 5.12, the in-phase component of l, is plotted versus v, for the case of “mod-
erate” saturation; i.e. gseff=N0 <1, for several values of N0. As can be seen, except
near the steady state, the universality is retained in the full dynamic range. Since
extreme saturation cases are not generally observed with the relatively low pump
intensity used in the photomodulation spectroscopy technique, we limit ourselves
hereafter to only moderate saturation. Furthermore, since the effect of saturation
is mostly apparent in the steady state, the cases of extreme saturation can be ana-
lyzed using Eqs. (5.36)–(5.40), which are appropriate for the steady state.

Focusing now on the dependence of the PA on the pump intensity (IL or c), we
can draw the following conclusions from the above analysis:

. MR. PA is linear in c over the entire dynamic range (Fig. 5.9).

. MR or BR with saturation near the steady state (v � 1). PA is sub-
linear approaching a fixed value at high IL values (Fig. 5.9).

. BR near steady state (v � 1). PA is sublinear: PAI � I1=2L , whereas
PAQ approaches independence of IL at high IL (Fig. 5.9).

. BR away from the steady state (v � 1). In-phase component is
superlinear: PAI � I3=2L , whereas the quadrature component is line-
ar: PAQ � IL and is independent of the bimolecular recombination
rate b (Fig. 5.13).
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Figure 5.12 PA kinetics for moderate saturation, gseff=N0< 1,
plotted in generalized coordinates, l versus v, for three values
of saturation densities: N0 (lower curve), 10N0 (middle curve)
and pure BR (or N0fi¥ ) (upper curve).
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This behavior should be observed only in cases where the recombination rates
for the MR and BR processes are uniquely defined. When a distribution of re-
combination rates are present in the sample, we expect a broader transition range
of l ðvÞ around v » 1 compared with that in Fig. 5.11. In the next sections we shall
treat special cases of recombination rate distribution.

5.3.2.4 Dispersive Kinetics: Frequency Domain
One of the most intriguing results of the preceding analysis is the superlinear
pump intensity dependence of the PA away from the steady state in the BR case:
PAI � I3=2L . Such a behavior is rarely observed. This distinct BR superlinear behav-
ior may be masked owing to a radical recombination rate distribution, such as
“dispersive recombination” [62]. One of the key signatures of the latter mechanism
is the gentle high-frequency fall-off of the PA: � x�a (a< 1), compared with
NI � x�2 for the uniform recombination rate case, Eq. (5.41). In many PCP the
modulated PA shows such high-frequency behavior [35, 49, 63–65]. We therefore
extend the “generalized coordinates” (l and v introduced above) approach in order
to separate the various kinetic regimes in this case also.
Since films of conjugated polymers, in general, are very inhomogeneous at the

molecular level, they resemble amorphous materials. The dynamics of photoexci-
tations in amorphous materials is governed in many cases by a “dispersive” (or
diffusive) process [66, 67]. In a dispersive process, the response, NðxÞ, of the sys-
tem to a modulated excitation depends non-trivially on a fractional power of the
(modulation) frequency, x [66, 68]. For the sake of simplicity, we consider the
Cole–Cole model [66], which is one of the simplest non-trivial mechanisms found
in amorphous materials:
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Figure 5.13 Excitation intensity dependence at finite modulation
frequencies for non-dispersive and dispersive BR.
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NðxÞ ¼ N0
ss

1þ ðixs0Þa
ð5:46Þ

where a < 1, s0 is a “mean” lifetime and N0
ss is the steady-state response at zero

frequency. In Eq. (5.46), the system response, M, is written as a complex function
whose real (imaginary) part is the I (Q) component. The response NðxÞ in Eq.
(5.46) was originally assigned to the dielectric response of the system [66, 68].
Here, we assume that the PA response can be written in the form given in Eq.
(5.46) identifying NðxÞ with the density of the photogenerated species under-
going relaxation/recombination processes following a modulated photoexcitation
at frequency x. We identify N0

ss in Eq. (5.46) with an “average” steady-state photo-
excitation density at zero frequency, such that N0

ss ¼ g�s0, where g� ” gS [see Eq.
(5.33) for the definition of the saturation parameter S]. For the MR process s0 is
independent of the excitation intensity, whereas for the combined MR and BR we
assume the typical excitation intensity dependence s�1

0 ¼ ffiffiffiffiffiffiffiffiffi
g�b0

p
, where b0 is a

“mean” BR-like recombination rate. The in-phase and quadrature PA components
are then given by

NIðxÞ ¼ Re NðxÞ½ � ¼ g�s0½1þ ðxs0Þacosðpa=2Þ�
1þ 2ðxs0Þacosðpa=2Þ þ ðxs0Þ2a

ð5:47Þ

NQðxÞ ¼ �Im NðxÞ½ � ¼ g�s0ðxs0Þa sin ðpa=2Þ
1þ 2ðxs0Þacosðpa=2Þ þ ðxs0Þ2a

ð5:48Þ

In Fig. 5.14 we show the expected frequency response for a dispersive recombina-
tion process, for a = 0.6. It is seen that (a) the Q component shows a maximum at
xmax .s�1

0 and (b) at x � xmax, both the Q and I components decrease sublinearly
with x : PAI;Q � x�b, where bQ»bI»a. It is important to note here that such a sub-
linear frequency dependence is not limited to the above Cole–Cole mechanism.
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Figure 5.14 The PA modulation frequency dependence for dispersive kinetics.



5.3 Recombination, Relaxation and Generation Processes

Other dispersive models, such as the Davidson–Cole [69] and Havriliak–Negami
[70], also show the unique sublinear frequency dependence.
For the dispersive process we define the generalized coordinates, l and v, as

above, with s0 replacing seff in Eqs. (5.44) and (5.45). Using Eq. (5.46), we plot lI

and lQ versus v in Fig. 5.15 (for a ¼ 0:6). We note that for xseff > 1, both NI and
NQ behave similarly, with an a-dependent sublinear v-dependence, for both MR and
BR processes. This sublinear dependence contradicts the superlinear v3=2 depen-
dence for non-dispersive recombination processes discussed above (Fig. 5.13).
We turn now to examine the PA IL dependence, which shows some interesting

features for the dispersive BR case, as shown in Fig. 5.13a. In the higher c regime
(where gb0=x2 � 1, i.e., near the steady state), NI �

ffiffiffi
g

p
(as for the regular satura-

tionless non-dispersive BR process) and NQ � g1=2ð1�aÞ (i.e., weak dependence, sim-
ilar to the non-dispersive case). In the lower c regime (where gb0=x2 � 1, away
from steady state), NQ � gð1þaÞ=2, whereas NI behaves similarly (for
a< 1� 2ðgb0=x2Þ2a=p). The striking superlinear dependence (NI � g3=2), expected
for the “regular” (i.e. a ” 1) BR process away from the steady state, is totally
masked away by the lifetime distribution in these inhomogeneous systems (see
the next section).

5.3.2.5 Lifetime Distribution for Dispersive Processes
The dispersive response described in the preceding section is phenomenological
in the sense that Eq. (5.46) was not derived from a rate equation, but rather was
invoked in order to account for the experimentally observed peculiar sublinear fre-

215

Figure 5.15 PA kinetics plotted in general-
ized coordinates, l versus v, for dispersive
kinetics.
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quency and pump intensity dependences, away from the steady state. However,
the origin of the empirical expression, Eq. (5,46), can be traced to an inhomoge-
neous distribution of recombination rates.
Following Ref. [71], we define the lifetime distribution function CðlnsÞ by the

equation

NðxÞ ¼ R ¥
�¥

gs¢
1þ ixs¢

Cðlns¢Þdðlns¢Þ ð5:49Þ

where c is the generation rate, NðxÞ is given by Eq. (5.46) andR ¥
�¥

Cðlns¢Þdðlns¢Þ ¼ 1. Hence the dispersive process is described by a single life-
time recombination process combined with a lifetime distribution function
Cðlns¢Þ. The single lifetime process may, for instance, be a monomolecular pro-
cess or a more general bimolecular process, for which s¢ may be expressed as
s¢�1 ¼ ffiffiffiffiffiffi

gb¢
p

. Hence the peculiar sublinear frequency dependence at high modula-
tion frequencies results then from an extremely wide distribution in which the
presence of very short lifetimes prevents a truly “away from steady state” situation.
The distribution function, C , can be extracted from the photogenerated density,
NðxÞ, using the inverse transform of Eq. (5.49) [71]. Hence by measuring the PA
as a function of the modulation frequency and pump intensity one can, in princi-
ple, extract the inhomogeneous distribution of recombination lifetimes. It should
be noted, however, that owing to the experimentally limited range of modulation
frequencies and pump intensities, the distribution function C can be determined
only on a finite range of recombination rates.

5.3.2.6 Inhomogeneous Distribution of Recombination Lifetimes: General Case
In the general inhomogeneous case, it is useful to define the lifetime distribution
function by Eq. (5.49), where the real (“in-phase”) and imaginary (“quadrature”)
components of NðxÞ are given by Eq. (5.41). Since the frequency response for
both MR and BR processes is practically identical (see Section 5.3.2.2), the above
definition of the lifetime distribution function may be applicable for both pro-
cesses, with s being dependent on pump intensity for the BR case [see Eq. (5.34)].
Examining Eq. (5.49), we may conclude the following:
The broader the distribution is, the broader is the “transition” region from the

“low frequency” (or “near steady state”) to the “high frequency” (or “away from
steady state”). In this extended transition region, a weaker frequency dependence
[relative to the “normal” case, Eq. (5.41)] could be observed for both in-phase and
quadrature components.
For a finite width distribution, the “normal” frequency dependence [Eq. (5.41)]

should be observed outside the transition region, i.e. for either x � s�1
min or

x � s�1
max, where s

�1
min;max are the low and high cutoffs of the distribution.

As an illustration, we consider a step distribution function defined by
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CðlnsÞ ¼ 1=lnðsmax=sminÞ; lnsmin < lns < lnsmax

0; otherwise

�
ð5:50Þ

With this distribution function, the response NðxÞ [Eq. (5.49)] can be easily calcu-
lated:

NIðxÞ ¼
g

xlnðsmax=sminÞ
½tan�1ðxsmaxÞ � tan�1ðxsminÞ� ð5:51Þ

NQðxÞ ¼
g

2xlnðsmax=sminÞ
ln

1þ x2 s2max

1þ x2 s2min

� �
ð5:52Þ

In Fig. 5.16 we show the predicted PA response for the finite step lifetime distri-
bution [Eqs. (5.50)–(5.52)]. We see that in the transition region, xsavg»½1;xsmax�,
both NI and NQ fall off more slowly relative to the homogeneous case (Fig. 5.10),
indicating a situation in which only a portion of the sample is at a truly “high-fre-
quency” limit. At higher frequencies, a truly high-frequency limit is achieved for
the whole sample and the “normal” homogeneous response is observed. Similar
behavior is obtained for the pump intensity dependence of the PA for the BR pro-
cess (not shown), where the g3=2 dependence (Fig. 5.10) is seen only for very low
pump intensities and/or very high frequencies. In the broad transition region,
where a truly high-frequency limit has not been achieved yet, an NI;Q � g»1 depen-
dence is obtained for both the in phase and quadrature components.

217

Figure 5.16 The modulation frequency response for a finite step
lifetime distribution function [Eqs. (5.50)–(5.52)], plotted as NI;Q

versus xsavg, with lnðsmax=sminÞ ¼ 10. savg is the average lifetime.
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5.3.3
Polaron Recombination and Quantum Efficiency of OLEDs

5.3.3.1 Polaron Recombination in OLEDs

Commercial interest in organic semiconducting materials, both small molecules
and polymers, is to a large extent motivated by the electroluminescent property of
many p-conjugated compounds. Research in the use of p-conjugated compounds
as the active semiconductors in light-emitting diodes has advanced rapidly (for a
review, see Ref. [72]). Organic light-emitting diodes (OLEDs) are now approaching
efficiencies and lifetimes sufficient for the commercial market for, e.g., large-area
flexible displays or panel lighting. Organic electroluminescence (EL) was first
reported for anthracene single crystals in the 1960s [73, 74]. Efficient EL was dem-
onstrated in the 1980s by Tang and Van Slyke in two-layer sublimed molecular
film devices [75]. These devices consisted of a hole-transporting layer of an aro-
matic diamine and an emissive layer of 8-hydroxyquinoline aluminum (Alq3).
Indium tin oxide (ITO) is used as the transparent hole-injecting electrode,
through which the electroluminescence is harvested, and a magnesium–silver
alloy as the electron-injecting electrode. A large number of other molecular mate-
rials have been used as the charge-transporting or emissive layer in OLEDs.
EL from conjugated polymers was first reported in 1990 [1], using poly(p-phe-

nylenevinylene) (PPV). The main advantage of using polymers, compared with
small p-conjugated molecules, is their potential for large-scale, low-cost produc-
tion using solution processing techniques.
The processes responsible for EL were established in the early studies: positive

and negative polarons are first injected from the electrodes into the luminescent
layer. The polarons then migrate through this layer and can form neutral, bound
excitons, either spin singlet or triplet. The internal electroluminescence quantum
efficiency, gEL, can therefore be defined as a product of three factors [72, 76]:
gEL ¼ g1g2g3.

1. g1 is the fraction of emitted photons per optically active exci-
ton formed

2. g2 is the fraction of optically active excitons per total number
of excitons and

3. g3 is the fraction of excitons formed per charge carrier flow-
ing in the external circuit.

In hydrocarbon materials usually only singlet states luminesce, triplet states
usually being non-emissive [39]. The maximum possible efficiency of fluores-
cence-based (only singlet states are emissive) OLEDs is therefore determined by
the fraction of injected electrons and holes that recombine to form emissive spin-
singlet excitons, rather than non-emissive triplet excitons.
An assumption often employed until recently is that excitons are formed in the

ratio one singlet to three triplets, since only one singlet combination can be
formed from the addition of two spin-1�2 charge carriers, however, the triplet state
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is threefold degenerate (see Fig. 5.17). This is correct only if the polaron recombi-
nation process by which these excitons form were spin-independent and then the
maximum quantum efficiency, gmax, of OLEDs would be limited to g2 = 25% [72],
even if g1 and g3 where both equal to unity. The validity of this 25% spin-degener-
acy statistic was tested in an Alq3 device and a singlet fraction of 22– 3% was
found [77], in good agreement with expectations. Much research has therefore
been focused on finding schemes where both spin states, singlet and triplet exci-
tons, can be used for light-emission in OLEDs. Such schemes generally involve
materials, primarily organometallic complexes, having significant spin–orbit cou-
pling to promote the spin-flip needed for optical emission. The most prominent
schemes for harvesting triplet excitons involve either using phosphorescence
emission directly or using F�rster transfer from the triplet state of the “phosphor-
escent sensitizer” to the singlet state of a fluorescent guest complex [78]. A recent
report by Adachi et al. demonstrated an impressive internal phosphorescence effi-
ciency of 87% [79]; in such devices the external efficiency is then mostly deter-
mined by the light out-coupling efficiency of the device.
The triplet harvesting scheme has proven very successful, but a surprising

recent discovery indicates that in OLEDs made from p-conjugated polymers a con-
siderably higher number of singlet excitons are generated than expected from
spin-degeneracy statistics (i.e. 25%) and triplet harvesting might not always be
necessary. The original report gave a singlet fraction of ~ 50% [80] in a PPV-based
device and a similar result was soon thereafter obtained by another laboratory
[81]. To explain the large singlet yield, the original report also speculated that
either the exciton binding energy is weak or that singlet bound states are formed
with higher probability than triplets. To our knowledge, all subsequent studies
have considered the second alternative, since it is by now well established that the
splitting between the lowest singlet and triplet excitons is typically 0.7 eV [39], so
that at least the triplet exciton is strongly bound. The singlet exciton binding ener-
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Figure 5.17 Spin-dependent exciton forma-
tion in OLEDs: The OLED device is drawn
schematically as a single layer sandwich
device. Upon application of forward bias,
positive (Pþ) and negative (P�) polarons are
injected. Polaron recombination is symbo-

lized as a firework; the possible spin states
for the resulting exciton are shown. Assign-
ing different exciton formation cross-sec-
tions for the singlet (rS) and triplet (rT )
channels allows for spin-dependent exciton
formation.
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gy is therefore also expected to be relatively large. The exact value for the singlet
exciton binding energy has, however, remained a matter of intense discussion and
ongoing research. (see, e.g., Ref. [82] for a review)
Recently, Baldo and co-workers [83] used a novel technique employing reverse

bias measurements of photoluminescent efficiency to determine the excitonic sin-
glet–triplet formation statistics of electroluminescent organic thin films. Using
this method, the singlet fractions in thin films of two organic emissive materials
commonly used in organic light-emitting devices, Alq3 and poly[2-methoxy-5-(2-
ethylhexyloxy)-1,4-phenylenevinylene] (MEH-PPV), were found to be 20– 1 and
20 – 4%, respectively. These results are in apparent contradiction to reports by
others claiming that the singlet fraction is much larger than 25% in polymer
devices. We must therefore conclude that the current understanding of exciton
formation statistics in polymeric and low molecular weight organic electrolumi-
nescent materials is still incomplete and that the notion that gmax > 25% is widely,
but currently not universally, accepted.

5.3.3.2 Spin-Dependent Exciton Formation Cross-Sections
To accommodate the possibility that singlets and triplets form with different prob-
abilities, Shuai et al. [76] introduced the spin-dependent exciton formation cross-
sections, rS and rT , for singlet and triplet formation, respectively (see also Fig.
5.17). They also postulated that g2 ¼ rS= rS þ 3rTð Þ (this relation can be derived
from a simple rate-equation model [84]). For rS ¼ rT we retrieve g2 = 25%, the
spin-statistical limit; however, if it turns out that rS > rT then efficiencies larger
than 25% would be possible. Indeed, a number of recent reports have indicated
that gmax in OLEDs ranges between 22 and 83% [77, 80, 81, 84–87] and the reason
for this variation is under investigation. Recent experimental and theoretical work
has mostly stated the problem in terms of spin-dependent exciton formation rates,
rather than formation cross-sections. In our work we will assume that the exciton
formation cross-sections are proportional to the exciton formation rates that we
will measure experimentally using PADMR (see Section 5.5).

5.4
Photoinduced Absorption: Spectroscopy and Dynamics

5.4.1
Red Polythiophenes: Regio-Regular, Regio-Random

Relatively high mobilities, of the order of 0.1 cm2 V–1 s–1, have recently been
obtained with regioregular substituted poly(3-hexylthiophene) (RR-P3HT) (see
Fig. 5.18) in FETs [88]. Such films were also successfully used in FETs to drive
OLEDs based on polymers, which demonstrated an all-organic display pixel [89].
The reason for the dramatic increase in carrier mobilities is that self-organization
of RR-P3HT chains results in a lamellar structure perpendicular to the film sub-
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strate [88]. In such lamellae, two-dimensional (2D) sheets are formed having
strong interchain interaction due to the short interchain interlayer distance of the
order of 3.8�. Delocalization of the charge carrier among the lamellae has been
invoked as the reason for the high interlayer mobility. Recent optical studies of
RR-P3HT films, where delocalized polaron excitations on adjacent chains were
measured using charge-induced optical techniques in FETs [88, 90], and also
direct photogeneration in thin films [91], have confirmed this assumption. In con-
trast, P3HT films cast from polymer chains having regiorandom (RRa-) order (see
Fig. 5.18a, inset) form ordered lamellae to a lesser degree and the field-effect car-
rier mobilities obtained in FETs based on this polymer are consequently much
smaller [88]. The main reason for the reduced carrier mobility is the lack of suffi-
ciently strong interchain or inter-lamellae interaction that is caused by the chain-
like film morphology.
Figure 5.18 shows the absorption and PL spectra of RRa-P3HT and RR-P3HT

films at room temperature [92]. The strong absorption band at photon energies
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Figure 5.18 Photoluminescence and absorption spectra of a
regio-random P3HT film (a) and of a regio-regular P3HT film (b).
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over the energy-gap is due to p–p* transitions and according to Kasha’s rule, the
PL emission comes from the lowest exciton in the system. We note the red shift of
the RR-P3HT absorption and PL bands with respect to those in RRa-P3HT, which
is caused by the superior order in the lamellae structures [88]. The planar order
leads to polymer chains with longer conjugations with fewer defects, such as
twists and radicals on the chains. In addition, the absorption and the PL bands of
the RR-P3HT film show pronounced structures due to phonon replicas, indicating
that the polymer chains in this film are more homogeneous than those in RRa-
P3HT films. In spite of the superior order, we measured in RR-P3HT an order of
magnitude decrease in the PL quantum efficiency, g; in RRa-P3HT we measured
g » 8%, whereas in RR-P3HTwe measured g < 0.5%. The PL quantum efficiency
decrease in RR-P3HT cannot be explained by an increase in the non-radiative
decay rate, because this film contains fewer defects and intersystem crossing to
the triplet manifold is absent (see below). We conjecture, therefore, that the PL
decrease in RR-P3HT is due to a weaker radiative transition of the lowest lying
excitons in this film. A similar conclusion was also reached for excitons in RR-
P3HT chains that form aggregates when dissolved in a poor solvent [93]. The
weaker optical transition in the RR-P3HT films may be due to a larger interchain
contribution for the lowest excitons in the lamellae compared with the usual intra-
chain excitons in RRa-P3HT. Indeed, an interlayer separation of 3.8 � in RR-
P3HT lamellae causes a stronger interchain–interlayer interaction, as recently cal-
culated using numerical quantum-chemical methods [94, 95]. For an H-aggregate
chain configuration this interaction leads to splitting of the HOMO and LUMO
levels, so that the lower, red-shifted LUMO level becomes optically forbidden [94].
The weak PL that is still detected in RR-P3HTmay be due to defects that are pres-
ent in the film, which relax the optical selection rules. This model may explain the
weak PL in RR-P3HT, and also its red shift. The higher split LUMO level is opti-
cally allowed in this model [94] and may be directly seen in absorption, which
should be blue shifted respect to the PL. Hence from the Stokes shift of the 0–0
transition in absorption and PL spectra (Fig. 5.18b) we obtain an upper limit for
the LUMO splitting in RR-P3HT of 250meV, in good agreement with recent
model calculations [94, 95].

5.4.1.1 Photomodulation Studies of RRa-P3HT
Figure 5.19a shows that a strong PA band, T, at 1.45 eV dominates the PM spec-
trum in RRa-P3HT films [91]. At larger amplification (�30) we also observed a PA
band P1 at 0.5 eV. This band is correlated with a series of narrow lines below about
200meV that are considered to be IRAVs that are made ir-active owing to the
induced charges on the chains (Fig. 5.5a). The two PA bands have different
dynamics as measured by their distinctive different dependences on the laser exci-
tation intensity, I, and modulation frequency, f. Whereas the band T has a linear I
dependence and a well-defined lifetime (of about 1ms), the band P1, in contrast,
has a sublinear I dependence and does not have a unique lifetime. Actually, it has
a wide distribution of lifetimes ranging from a few milliseconds to a few seconds.
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We conclude, therefore, that the two PA bands are due to two different types of
photoexcitations. Similar PA bands have been found in many other polymers and
are therefore very well understood. The T band is due to a strong optical transition
in the triplet manifold that is from the lowest lying triplet, 13Bu, to the m3Ag state,
as discussed in the Introduction, and is therefore a signature of triplet excitons.
For this assignment we have strong experimental evidence using the PADMR
technique.
We measured (Fig. 5.20a) the k-PADMR spectrum at resonant magnetic field,

H1�2 = 430G, corresponding to g » 5.1, which is due to microwave transitions be-
tween two triplet sublevels with a substantial zero-field splitting (dubbed “half-
field” [96]). We found [97] that the PADMR spectrum contains a single negative dT
band at 1.45 eV, which is similar to the PA spectrum. This unambiguously shows
that the T band is due to triplet excitons. The long-lived triplets are formed via
intersystem crossing to the triplet manifold with a time constant of the order of
5 ns [98]. In addition to the T band we also measured a weak PA band (P1Þ in the
mid-IR spectral range. The PA band P1 is the low-energy absorption band of intra-
chain polarons (Fig. 5.19) and its correlation with the photoinduced IRAVs shows
that the underlying photogenerated species are indeed charged. The higher
polaron band (P2 in Fig. 5.19) should appear in the visible/near-IR spectral range,
but is not observed here. This happens since the much stronger T band in the PM
spectrum probably overshadows it.
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Figure 5.19 Photoinduced absorption spectra of a regio-
regular P3HT film (a) and a regio-random P3HT film (b).
Note that P1 and IRAV bands are multiplied by a factor of 30.
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5.4.1.2 Photomodulation Studies in RR-P3HT
The cw PA spectrum of RR-P3HT films (Fig. 5.19b) is much richer [91]. It con-
tains two PA bands, DP1 at 0.1 eV and DP2 at 1.8 eV, that are due to 2D delocalized
polarons in the lamellae (Fig. 5.21) [88, 90, 91], as well as PA bands P1 at 0.35 eV
and P2 at 1.25 eV, that are due to localized intrachain polarons in the disordered
portions of the film [91]. In agreement with this assignment the two DP bands
have the same dynamics; also the two P bands have the same dynamics, which
are not correlated with those of the DP bands. We note that DP1 is red shifted
with respect to P1, whereas DP2 is blue shifted with respect to P2. Moreover, the
sum rule E(DP1Þ + E(DP2Þ = E(P1Þ + E(P2Þ approximately holds [91, 97]. An inter-
action model depicted in Fig. 5.21 explains both the energy shift of the DP bands
with respect to the P bands and the experimentally demonstrated sum rule. In
this model the strong interchain interaction of the DP specie splits the two intra-
chain polaron levels in the gap in such a way that the lower (upper) optical transi-
tion becomes optically allowed. Another feature in the PM spectrum (Fig. 5.19b)
is a PA band dubbed IEX at 1.1 eV that was tentatively identified [91, 97] as due to
trapped interchain singlet excitons in the lamellae.
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Figure 5.20 PA and spin-1 PADMR spectrum of regio-random P3HT (a).
PA and spin-1/2 PADMR spectrum of regio-regular P3HT (b)
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The k-PADMR spectrum measured in RR-P3HT at resonant field that corre-
sponds to g » 2 due to spin-1�2 carriers is shown in Fig. 5.20b [92] and confirms
the previous assignments of the various PA bands [91]. This spectrum shows that,
except for the IEX band, all other PA bands in the PM spectrum are associated
with spin-1�2 carriers. In particular, DP2 may now be associated with spin-1�2 polar-
ons. It is also seen in Fig. 5.20b that IEX is not associated with any spin-1�2 excita-
tion, in agreement with its previous assignment [97] that it results from trapped
spin singlet excitons.
Using PADMR at H1/2 that corresponds to g » 5.1 of triplet species [92], long-

lived spin-1 excitations have not been found in RR-P3HT films. This shows that
long-lived triplet excitons are not easily generated in RR-P3HT lamellae. In RR-
P3HT solutions, in contrast, long-lived photogenerated triplets do exist and an
intersystem crossing (ISC) time constant of about 5 ns was determined [98]. We
therefore conjecture that the delocalized interchain interlayer excitons in the
lamellae do not easily turn into localized intrachain triplet excitons in RR-P3HT
via ISC. This is further strong evidence that the primary photoexcitations in RR-
P3HT are not the ordinary intrachain excitons, as found in many other polymer
films. Instead, they are delocalized among adjacent layers, similar to the delocal-
ized polarons in the lamellae studied before [88, 90, 91], with a consequent sup-
pression of ISC into the triplet manifold. We note that ISC suppression was also
observed recently in aggregates of long oligothiophenes below the aggregate for-
mation temperature [99]. ISC suppression might therefore be a general conse-
quence of enhanced interchain interaction.

5.4.1.3 The Polaron Relaxation Energy
Polaron excitations in polymers have two correlated optical bands below the gap
[100]; these are P1 in the mid-IR and P2 in the near-IR spectral range (see Fig. 5.22,
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Figure 5.21 Schematic level diagram for 1D polarons (left
and right) and the 2D delocalized polaron (middle) that
results from interchain interaction.
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inset). P1 for a positive polaron is an optical transition from the HOMO band into
the lower intragap polaron level, whereas for a negative polaron it is a transition
between the upper intragap polaron level into the LUMO band; P1 is thus directly
related to the polaron relaxation energy, Er . P2, in contrast is the optical transition
between the two intragap polaron levels and is thus related to the separation be-
tween them [100] (see Fig. 5.22, inset).
Figure 5.22 [42] shows the PA spectra of two RR-P3AT films that were measured

at 20K; one is RR-P3HT (Fig. 5.22a) and the other is RR-P3AT that has a very long
alkyl side-group (Fig. 5.22b). We note that whereas RR-P3HT forms lamellae in
the film [88], the second polymer chains do not form lamellae, because of the very
long attached side-group. One of the pronounced differences between the two PA
spectra in Fig. 5.22 is the PA bands marked DP1 and P1; in RR-P3HT DP1 peaks
at about 1000 cm�1 and is due to the DP species [91], whereas P1 peaks at about
3000 cm�1 in the less ordered polymer film and is due to intrachain polarons, sim-
ilar to the case of RRa-P3HT discussed above. We therefore conclude that the
polaron relaxation energy, Er is substantially smaller in the more ordered film.
In fact the peak Emax of the DP1 band is very sensitive indicator for the polaron

relaxation energy and thus can be closely monitored to study the film morphology.
We assume that Er is smaller the more ordered are the polymer chains in the film;
this is caused by the stiffer environment in the ordered films. For example, the
size of the alkyl size group may determine Er in RR-P3AT films through the chain
stiffness. In Fig. 5.23 we show the DP1 band in several P3AT films, (CH2Þn�1CH3

with n = 6–12 [91]. It is seen that DP1 blue shifts as n increases, indicating that
larger polaron relaxation occurs in lamellae formed with P3AT with a larger side-
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Figure 5.22 PA spectra, obtained using an FTIR spectrometer, of
two RR-P3AT films that were measured at 20 K; one is RR-P3HT (a)
and the other is RR-P3AT that has a very long alkyl side-group (b).
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Figure 5.23 PA spectra, obtained using an FTIR spectrometer,
of several films of RR-polythiophene polymer with alkyl side-group
substituents of different lengths. Note that Emax increases with
the side-group length, n.

Figure 5.24 PA spectra, obtained using an FTIR spectrometer,
of several films of RR-P3HTcast from different solvents.
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group. One explanation for the increase in Er with n is the increase in the inter-
layer distance, b, with n [91] as depicted in Fig. 5.23, inset. In fact, very long side-
groups destroy lamellae formation as for the P3AT film shown in Fig. 5.22.
Different solvents may also play an important role in controlling the interchain

interaction, which in turn controls lamellae formation in the film. The order and
size of the lamellae determine Er and therefore RR-P3HT films spun from differ-
ent solvents may show slightly different Emax for the DP1band. This is shown in
Fig. 5.24, where the DP1 band obtained in films spun from different solvents is
depicted [101]. It is seen that films prepared from solutions of solvents with high
boiling temperatures, TBB

, such as p-xylene (TB = 138 	C) has a lower Emax than
films prepared with solvents of low TB such as chloroform (TB = 61 	C) [101]. Bao
et al. [102] found in their FET fabrication made of RR-P3HT polymers that the
film quality and field-effect mobility are strongly correlated with the choice of sol-
vents. Also, in the picosecond work of Nguyen et al. [103] it was shown that the
polymer film morphology changes with the solvent and spin casting speed. Simi-
larly, the RR-P3HT polymer chains in our case are probably more planar and
neatly arranged in p-xylene solutions, resulting in more ordered lamellae and con-
sequently smaller polaron relaxation. In contrast, the RR-P3HT chains tend to be
more coiled in chloroform solutions, hence the lamellae in films cast from this
solvent are less ordered and consequently Er is larger.

5.4.1.4 The Spectral Anti-Resonances
The most striking difference between the two PA spectra illustrated in Fig. 5.22 is
the sharp photoinduced features at frequencies below about 1600 cm�1 that are
due to photoinduced IRAVs. Whereas in the less ordered film the photoinduced
IRAVs appear as positive absorption lines (Fig. 5.22b), they appear as dips or anti-
resonances (ARs) superimposed on the DP1 PA band in the ordered film (Fig.
5.22a) [91]. These AR dips are apparently caused by the overlap between the IRAV
lines and the DP1 band. Moreover, the AR spectrum (Fig. 5.22a) contains much
sharper dips and consequently is much richer than the positive photoinduced
IRAV spectrum.
Photoinduced AR lines are not unique to RR-P3HT, which happens to form

lamellae in the cast films [88]. In fact, we found that ARs are a generic phenome-
non in ordered films, where the polaron P1 band overlaps with the IRAVs. Figure
5.25a–d show the PA spectra of several other ordered polymer films [42]. In all of
them photoinduced ARs superimposed on P1 are apparent. In some polymers the
separation between positive IRAVs and negative ARs is difficult, especially where
the overlap with the P1 band is less pronounced (Fig. 5.25a–c). We also note that
in PPE there exists a prominent AR at much higher frequency (at about
2100 cm�1Þ than in the other polymers, which is probably related to the modified
C–C triple bond stretching vibration associated with this polymer chain. Also the
literature contains other examples of photoinduced ARs in the PA spectra, such
as in polydiacetylene single crystals [104, 105], for example, and other polymer
films where the AR phenomenon was not recognized [106]. We conclude that
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photoinduced ARs are as common as photoinduced positive IRAVs and therefore
an appropriate model to describe this phenomenon was recently advanced.
We have analyzed the AR spectrum using the amplitude mode (AM) model [44,

41]. which has had spectacular success in explaining the resonant Raman scatter-
ing (RRS) dispersion in addition to photoinduced and doping-induced IRAVs in
PCP [41]. In all of these previous applications of the AM model it was explicitly
assumed that the adiabatic approximation holds true. This was correct since the
Raman line frequencies are much smaller than the optical gap and the IRAV fre-
quencies were much smaller than the energy of the photoinduced or doping-
induced electronic bands. This approximation, however does not hold in the case
where the ir-active lines overlap with the electronic transition; a modification to
the AM model to include the non-adiabatic limit was summarized in the Introduc-
tion [42]. We took into account both vibronic and electronic transitions, in addition
to the quantum interference between the two types of photoexcitations.
To see the effect of the non-adiabatic limit on the PA spectrum, we calculated

[42] the conductivity spectrum, including the IRAVs for polarons with both low
and high Er , as seen in Fig. 5.5 For these calculations we used the phonon param-
eters of RR-P3HT with 13 strongly coupled vibrational modes and approximated
the electronic band contribution, f(xÞ, by the CDW response function, where the
CDW gap 2D = Er and Er is associated with the polaron relaxation energy that gov-
erns the P1 band. It is seen that when x �Er , then only IRAVs with positive peaks
can be observed (Fig. 5.5a); this happens since C in Eq. (5.14) is negligible small
and consequently ARs are not formed. However, when Er is small so that the
CDW band overlaps with the IRAVs, then quantum interference occurs that gives
rise to ARs in the spectrum (Fig. 5.5b); in this case the ARs are more dominant
than the IRAVs that occur on their high-energy side. We note the qualitative simi-
larity of the experimental data (Fig. 5.22) with the model (Fig. 5.4), which shows
that our approach catches the essence of the AR phenomenon.
To have a more quantitative fit to the experimental PA spectrum of RR-P3HT,

we used both resonant Raman scattering (RRS) and doping induced absorption
spectra of this polymer film to determine the 13 bare phonon frequencies and
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Figure 5.25 PA spectra, obtained using an FTIR
spectrometer, of several films of different well-
ordered polymers [(a)–(e)]. (f) The calculated
spectrum for RR-P3HT.
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their corresponding e–p couplings [42]. The advantage of using the AM model is
that the same phonon propagator, D0ðxÞ, which determines the photoinduced
AR and IRAV frequencies, also determines the RRS and doping induced
IRAV frequencies [41]. The RRS frequencies are the solution of the equation
D0ðxÞ = –(1 – 2kÞ�1, where k is the effective e–p coupling, whereas the
doping-induced IRAV frequencies are correspondingly given by the equation
D0ðxÞ = –(1 – apÞ�1, where ap is the pinning parameter associated with the
doping-induced polarons [44]. The phonon parameters of RR-P3HT obtained are
given in Ref. [42] and were used to calculate, via the AM model, the doping
induced IRAV, RRS and photoinduced IRAV and AR frequencies [42].
The actual fit to the RR-P3HT photoinduced AR spectrum is seen in Fig. 5.25(f)

and can be compared with the measured spectrum (Fig. 5.25e). The excellent
agreement between theory and experiment was obtained by using the CDW
absorption band to represent the polaron P1 band with Er = 2D = 900 cm�1. For
this fit a distribution in 2D of about 60% and a distribution in a of 12% around
a = 0.38, with C = –0.08 was necessary. The disorder and inhomogeneity that still
exist in RR-P3HT films in spite of the lamella formation justify the parameter dis-
tributions.
In view of the excellent agreement between theory and experiment that is seen

in Fig. 5.25e and f, we conjecture that the AM model and a continuum electronic
band for P1 such as the CDW can quantitatively describe the AR phenomenon in
ordered polymer films. This conclusion strongly indicates that the photoinduced
polaron band in such materials is continuous. Since the polaron PA band involves
optical transitions between a localized level in the gap and the HOMO and LUMO
levels in the charge manifold of these polymers (Fig. 5.22), we therefore conclude
that these levels in ordered polymers are in fact continuous bands [107, 108]. In
such bands electrons can be readily accelerated due to external forces, similarly as
in inorganic semiconductors and hence the treatments of ordered polymers in
OLEDs and FETs via band bending to form depletion and accumulation layers as
in more regular semiconductors are, a posteriori, justified.

5.4.2
Recombination Kinetics

5.4.2.1 Poly(p-phenylenebipyridinevinylene)

The p-conjugated polymers described here are optically tunable derivatives of
pyridylene/vinylene polymers (see Fig. 5.26 for their molecular structure). These
derivatives can be tuned reversibly via protonation–deprotonation (P–DP) pro-
cesses [109]. The PA spectra of the two forms revealed two types of photoexcited
species, whose density or absorption intensity depend on the protonation state of
the polymer.
Figure 5.26 shows the absorption spectra of films of the above polymers both in

their free-base (solid lines) and fully protonated (dotted lines) forms. The free-
base form appears to be less inhomogeneous, since its spectrum is sharper than
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Figure 5.26 The optical absorption spectra
of Tp-PBV (a), p-PBV (b) and p-BV (c) films
in their free-base (solid line) and fully proto-
nated (dotted line) forms. The chemical

structures shown in (a), (b) and (c) are for
the free-base (top) and protonated (bottom)
forms of each of the films.

Figure 5.27 The PA spectra for Tp-PBV (a), p-PBV (b) and
p-BV (c) films in their free-base (solid line) and fully proto-
nated (dotted line) forms. The HE and LE bands are marked.
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that of the protonated films. Figure 5.27 shows the PA spectra of the films both in
their free-base (solid lines) and fully protonated (dotted) lines forms. Both the
free-base and protonated polymer spectra contain two bands: a low-energy (LE)
band and a high-energy (HE) band. However, the two PA spectra are very distinct
from each other. In the free-base film of p-PBV (Fig. 5.27b), the LE band (peak
position at ~ 0.8 eV) is much stronger than the HE band (peak position at
~ 2.2 eV), whereas in the protonated film, the relative intensities are reversed, indi-
cating that the two bands have different origins. Note that no absorption due to
photoinduced IRAVs, characteristic of charged polarons, were not observed either
for free base or for the protonated samples. The missing IRAV lines indicate that
the LE and HE bands originate from optical transitions due to neutral photoex-
cited species, such as triplet excitons.

The kinetics of the HE band: non-dispersive bimolecular recombination
In Fig. 5.28, we show the modulation frequency dependence of the HE band for
the two forms of all three polymers. It shows the characteristic non-dispersive
kinetic behavior expected for both the I and Q components. The Q component
(solid circles) reaches its maximum at frequency mmax (in the range 130–260Hz for
all samples) where the I component (solid squares) reduces to half of its zero fre-
quency value. At higher modulation frequencies, x ” 2pm > 2pmmax, both the I and
Q components decrease as a power law: x�b, with b ¼ 2 and 1, respectively. The
solid and dotted lines in Fig. 5.28 represent a fit of the single recombination rate
equation, Eq. (5.41), to the experimental HE data. We conclude that the recombi-
nation mechanism is either a mono- or bimolecular recombination process with
no appreciable recombination rate distribution.
We can gain more insight into the recombination process by plotting directly

the PA versus IL for both near steady-state conditions (xseff < < 1) and away from
the steady state (xseff > > 1). In Fig. 5.29 we show the in-phase PA component of
the HE band of p-PBV versus the normalized pump intensity for low and high x.
The superlinear dependence at 400Hz is clearly seen, whereas at 140Hz it is sub-
linear, as expected for a BR process.

The kinetics of the LE band: dispersive case
The LE band behaves differently with respect to the modulation frequency and
pump intensity, as shown in Fig. 5.30 for p-PBV and p-BV. Comparing Figs. 5.28
and 5.30, we observe three main differences in the modulation frequency depen-
dence between the LE and HE bands: (a) The maximum of the Q component in
LE is much less apparent than in HE; (b) the I component in LE does not level off
at low x as in HE; and (c) at high frequencies both the I and Q components of LE
decrease very gently, as x�c, with c < 1 (as marked in Fig. 5.30) compared with
the much stronger dependence for HE (see Fig. 5.28). We conclude that the two
PA bands indeed have different origins and that the LE kinetics are dispersive. We
therefore used Eqs. (5,47) and (5.48) to fit the I and Q components of the LE band.
The results of the fit are shown in Fig. 5.30 as solid and dashed lines, respectively,
along with the values of a obtained by these fits. The different values of a are pos-
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Figure 5.28 The modulation frequency dependence of the HE
band shown in Fig. 5.27: (a)–(c) protonated form; (a¢)–(c¢)
free base form. Solid square (circle) symbols represent the
in-phase (quadrature) data. The lines are fits to Eq. (5.41).
Note the log–log scale.

Figure 5.29 The dependence of the in-phase PA of the HE
band in PBV on the pump intensity for low and high frequen-
cies, showing a g1:5 dependence at 400Hz and a g0:5 depen-
dence at 140Hz, as expected for BR.
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sibly associated with the amorphous nature of the different films. The smaller val-
ue of a found for the protonated form possibly indicates more disorder [109, 110].
The very good fits support the assumption of dispersive mechanism for the photo-
excitation dynamics.
In Fig. 5.31b we show, in generalized coordinates, the PA experimental depen-

dence of the low-energy (LE) band of p-PBV (Fig. 5.27b), which was shown above
to have dispersive recombination kinetics. Note the similarity of the in-phase and
quadrature components away from the steady state. The overall similarity of Fig.
5.31a and b demonstrates the usefulness of the plot. We also note that by plotting
the experimental data in these generalized coordinates, one can distinguish be-
tween dispersive mechanisms and “regular” mechanisms (for which there is no
or a relatively narrow lifetime distribution).
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Figure 5.30 The modulation frequency
dependence of the LE band shown in Fig.
5.27: (a), (b) protonated form; (a¢), (b¢) free
base. Solid square (circle) symbols represent

the in-phase (quadrature) experimental data.
The lines are fits to the dispersive relaxation
process [Eqs. (5.47) and (5.48)]. Note the
log–log scale.
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5.4.2.2 Poly(phenylenevinylene)

Triplet excitons
Another example of the usefulness of the generalized coordinates concept is the
triplet exciton (TE) band in poly(phenylenevinylene) (PPV) films. PPV films show
strong TE band at around 1.5 eV [111]. The modulation frequency and pump
intensity dependences were measured over a dynamic range of more than five
decades [112]. The PA intensity dependence shows sublinear behavior, indicating
a BR process. Figure 5.32 shows the data plotted (as symbols) in generalized coor-
dinates [Eqs. (5.44) and (5.45)] appropriate for a BR process; i.e. l� � DT=T=x
and v� IL=x2. The initial experimental dependence at the lowest v values is l�
vc with c.0:7 and.0:9 for the quadrature and in-phase components, respectively.
The solid and dashed lines are fits to the data using the BR dispersive model with
a dispersive parameter of a ¼ 0:75. Hence the TE recombination process in PPV
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Figure 5.31 The kinetics of the LE band in
PBV (free base) plotted in generalized coor-
dinates, l versus v, showing the dispersive
nature of the LE band. Note the log–log
scale. (a) Experimental results for the in-
phase and quadrature components. The

slope of the straight line is 0.8, which corre-
sponds to BR dispersive kinetics with
a = 0.6, as shown in (b). (b) Theoretical
results for a BR dispersive kinetics with
a = 0.6 and a slope of ð1þ aÞ=2 ¼ 0:8 for
v � 1.
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is bimolecular with dispersive kinetics, which means that there is a wide distribu-
tion of BR rates, with pump intensity-dependent average lifetime.

Polarons
In addition to the TE neutral photoexcitation mentioned above, PPV shows charge
photoexcitations in the form of polarons [111]. The polaron kinetics was studied
by following its modulation frequency dependence at various pump intensities
[112]. In Fig. 5.33 (symbols) we show the data at two representative pump intensi-
ties. Two important features can immediately be recognized. First, the frequency
at which the maximum of the H component occurs, mmax, scales approximately as
the square root of the pump intensity [mmax.0.16 kHz in (a) and .1 kHz in (b)].
This observation points out towards a BR process. Second, the crossing of the I

and H components (see Fig. 5.33a) occurs at m � mmax, as expected for dispersive
processes (compare Figs. 5.10 and 5.14). The solid lines in Fig. 5.33a are fits of the
dispersive BR kinetics to the low pump intensity data, using a ¼ 0:59 and
s0 ¼ 1:0 · 10�3 s. Using the same dispersive parameter, a ¼ 0:59, and scaling s0
by the inverse square root of the intensity ratio, we show in Fig. 5.33b (solid lines)
the calculated H and I components. As can be seen, the calculated curves describe
fairly adequately the experimental frequency dependence. The magnitude of the
H component, however, should be scaled by a uniform factor of ~ 1.8 in order to fit the
high pump intensity experimental data (dashed line, Fig. 5.33b). In spite of the mag-
nitude discrepancy of theH component (whichmay be the result of experimental cal-
ibration), we conclude that the photoexcited polarons in PPV undergo a BR disper-
sive process, similar to TE in PPV, but with a smaller dispersive parameter.
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Figure 5.32 The kinetics of the TE band in PPV plotted in generalized
coordinates, l versus v. Symbols, experimental data; lines, dispersive
model calculation, using Eqs. (5.47) and (5.48) with a ¼ 0:75.
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5.4.3
Photophysics of a Blue-Emitting Polyfluorene

Polyfluorene (PFO) derivatives are known [113–115] for having excellent quantum
efficiencies, high mobilities and exceptional thermal and chemical stability in
inert environments. In particular, poly(9,9-dioctylfluorene) has emerged as an
attractive material for display applications owing to efficient blue emission [116,
117] and hole mobility >3 � 10�4 cm2 V–1 s–1 with trap-free transport [118]. Recently
PFO has been recognized as an attractive material for magnetoresistive devices
[119].
PFO has also been found to exhibit a complex morphological behavior and the

relation between morphology and photophysical properties have been studied
[120]. In the melt, polyfluorenes show liquid crystalline phases that can be aligned
and quenched into the glassy state, which has led to the fabrication of highly
polarized electroluminescence devices [121, 122]. Examples of harnessing struc-
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Figure 5.33 The modulation frequency
dependence of the polaron band in PPV, for
low pump intensity (a) and high pump inten-
sity (b). Symbols, experimental data (left

scale); lines, BR dispersive model fits using
a = 0.59 (right scale). The broken line in (b)
is the calculated quadrature component
scaled by a factor of 1.8.
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tural versatility to manipulate electronic and optical properties in PFO are the
observation of fast hole transport in glassy liquid crystalline monodomains [123]
and the variation of lasing properties with phase morphology [124]. PFO films dis-
play several different phases [120]: Spin coating a PFO film from solution pro-
duces a glassy sample with spectroscopic characteristics typical of conjugated
polymers. A different phase that has been called the b-phase has been detected
upon cooling a glassy film on a substrate to 80K or below and slowly reheating it
to room temperature or exposing a film to the vapor of a solvent or swelling agent
[125, 126]. We note that mesomorphic behavior is seen also in other conjugated
polymer families containing alkyl side-chain substituents [127–129] although the
exact details are both backbone and side-chain specific.
The spectroscopic properties of the glassy and b-phase PFO differ characteristi-

cally from one another. Figure 5.34a shows the absorption and emission spectra
of as-spun PFO, purchased from H. W. Sands and measured in our laboratory.
Similar results were also obtained in PFO purchased from American Dye Source
[130]. It is seen that the p–p* transition of the glassy phase is featureless. The
emission spectrum is similar to the mirror image of the absorption spectrum,
but, in contrast to the absorption spectrum, the vibronic progressions are clearly
resolved. Remarkably, the b-phase sample, obtained from the as-spun sample by
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Figure 5.34 The photoluminescence and
absorption spectra of a glassy PFO film (a)
and that of a b-phase containing sample (b)
that was obtained from the glassy sample by

exposure to solvent vapor (toluene) for
several hours. Dotted lines are for room tem-
perature, solid lines for 10 K. The polymer
was purchased from H. W. Sands.
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exposure to toluene vapor, shows well-resolved features in the absorption spec-
trum. This is indicative of reduced disorder in the sample and resulting reduced
inhomogeneous broadening in the spectrum. This behavior has been correlated
with the degree of intrachain ordering in the different phases [120]. X-ray fiber
diffraction measurements of the glassy phase have shown that the parallel-to-
chain coherence length matches the length of persistence in solution [126]
(85–10�) as well as the effective conjugation length in solution [131]. Hence the
effective conjugation length (CL) in glassy PFO is conformationally limited. How-
ever, the CL of the b-phase is much longer [120]. In summary, the rich phase mor-
phology of PFO provides a unique opportunity to study the influence of film mor-
phology on the photophysics of conjugated polymers without the need for chemi-
cal modification. In the following, we consider the electronic structure of PFO
films by absorption and PL. Photoexcitation dynamics were studied by PA spec-
troscopy.

5.4.3.1 Electronic Structure of PFO Phases
Figure 5.34a shows the absorption and PL spectra of a PFO film spin cast from
toluene solution. The absorption begins at 2.8 eV and reaches a peak at 3.23 eV.
The lowest energy absorption band is 0.5 eV wide with no apparent vibronic struc-
ture. The PL spectrum exhibits a clear vibronic structure with peaks at 2.84, 2.68
and 2.52 eV. Another band at higher energies is visible although it is surpressed
because it overlaps with the absorption spectrum. Both absorption and emission
spectra can roughly be modeled as an electronic 0–0 transition at 3.1 and 3.0 eV,
respectively, together with vibronic progressions. The width (standard deviation)
of the individual progressions is 0.05 and 0.1 eV for emission and absorption,
respectively.
Figure 5.34b, dotted line, shows the absorption and PL spectra of a PFO film

following exposure to toluene vapor for several hours. A new absorption band at
2.88 eV with some vibronic structure is superimposed upon the original absorp-
tion spectrum and the PL spectrum has also red shifted and developed a more
pronounced vibronic structure. The fine structure becomes even more pro-
nounced at 10K: three clear peaks are observed in the absorption spectrum,
namely at 2.85, 3.08 and 3.24 eV. Note that this progression does not correspond
to a single phonon frequency. The PL spectrum at 10K shows a triplet substruc-
ture in each of the vibronic progressions observed at 300K. The described spectro-
scopic observations suggest the following conclusions about the nature of the b-
phase in PFO: Interchain dipole–dipole interaction effects cannot account for
changes in the absorption and PL spectra of PFO upon b-phase formation. If the
absorption peak at 2.85 eV were due to Davydov splitting of the main absorption
band, there should be a corresponding blue-shifted absorption peak and reduced
fluorescence yield [132]. J-aggregate formation causes significant narrowing of the
absorption and emission spectra, whereas only a slight narrowing is observed in
the PL. Interchain aggregation can lead to excimer emission [133, 134], which is
characterized by a reduction of the PL quantum yield and a structureless PL that

239



5 Spectroscopy of Long-Lived Photoexcitations in p-Conjugated Systems

is red shifted by 0.5 eV or more with respect to the fluorescence [135]. The spectro-
scopic evidence therefore supports the conjecture that the b-phase is an intrachain
state with extended conjugation. However, the observed red shift of absorption is
even greater than what can be accounted for by extrapolation of a series of oligo-
fluorenes to infinite CL [131]. This could be explained assuming that neighboring
fluorine units in the b-phase chains assume a more planar conformation than
that in glassy samples or solutions, and/or that part of the red shift in the spectra
is caused by a delocalization of the p-wavefunctions over neighboring chains as a
result of increased interchain order. Similar conclusions were reached in regard to
the polaron wavefunction in PFO in E4. Quenching experiments by Winokur et
al. [128] showed that formation of the b-phase corresponds first and foremost to
intrachain relaxation. However, once the PFO chains have adopted this more pla-
nar conformation, then interchain ordering and crystallization can take place.

5.4.3.2 Photoexcitation Dynamics in PFO
Figure 5.35 shows the PA spectrum of (a) the as-spun sample and (b) the b-phase
containing sample obtained by thermal cycling of the as-spun film. The PA spec-
trum of the as-spun sample is dominated by an unusually sharp (standard devia-
tion = 20meV) and strong transition at 1.44 eV with a weak sideband at 1.62 eV.
There was no evidence for photoinduced infrared-active vibrations that accompany
charged excitations [136–138]. We accordingly assign the PA band at 1.44 eV to
excited state absorption of triplet excitons. To the best of our knowledge, this tran-
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Figure 5.35 (a) PA spectrum of an as-spun PFO film.
(b) PA spectrum of a thermally cycled PFO film. The PFO
was obtained from Dow Chemical.
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sition is the sharpest triplet excited-state absorption feature ever observed for a
conjugated polymer. A sharp transition accompanied by a relatively weak and
broad vibronic sideband is characteristic of an optical transition where there is lit-
tle geometric relaxation between the two states (small Huang–Rhys factor). Such a
narrow linewidth also requires there to be very little inhomogeneous broadening
of the transition, indicative of a material with low energetic disorder. The PA
below 1.4 eV is fairly weak.
The PA spectrum of the thermally cycled sample is shown in Fig. 35b. The trip-

let PA band is about five times weaker than in the glassy sample. The red shift of
the T1 band upon b-phase formation is very minor compared with that observed
in absorption and PL. Two new PA bands appear at 1.93 and below 0.5 eV. These
PA bands have the same dependence on pump power and modulation frequency
and are accompanied by a series of sharp infrared-active vibrations (that appear as
anti-resonances, i.e. negative dips rather than peaks) below 0.2 eV. The PA spec-
trum below 0.5 eV was measured using a Fourier transform infrared (FTIR) spec-
trometer. All of these results are characteristic of polarons, charged excitations
with spin-1�2. The assignment was confirmed by PADMR measurements [139].
We accordingly assign these PA bands to the P1 and P2 transitions of polarons.
The vibronic progression of the P2 band is consistent with a Huang–Rhys factor of
0.65 and a phonon energy of 0.19 eV, which is therefore different than that of the
PL emission. Comparison of the PA below 0.5 eV of the two samples shows that
the polaron yield is ~ 10–15 times stronger in the thermally cycled sample than in
the as-spun sample. We conjecture that the polaron photogeneration is more effi-
cient at the boundaries between as-spun and b-phase PFO, related to the red shift
of the optical gap in b-phase PFO.

5.4.4
Measuring the Conjugation Length Using Photoinduced Absorption Spectroscopy

Finally, we want to outline another application of PA spectroscopy. We have pre-
viously shown that the polaron PA spectrum – in particular the low energy band –
can be employed for accurately estimating the CL in p-conjugated polymer films
[140]. Although the molecular weight of polymers is typically much larger than
that of oligomers, nevertheless it is established that the polymer should be viewed
as a string of effectively independent segments, separated by chemical or physical
defects. The length of these segments is called the conjugation length (CL). The
CL can be much shorter than the physical polymer chain length.
Our spectroscopic technique is illustrated in Fig. 5.36, which shows the peak

photon energies of the P1 transition in a large variety of oligomers versus the olig-
omer length, L.
It is seen that the P1 transition in each of the oligomer classes red shifts as L

increases; specifically P1 ¼ P1;¥ þ constant=L. This scaling relation is ubiquitous
in oligomers: the optical gap (i.e. the singlet exciton energy) [141], triplet exciton
energy [142] and also the P2 transition each obey such a scaling relationship. The
striking observation in Fig. 5.36 is that the P1 data for most oligomers all fall on a
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“universal” line. This observation is fully appreciated when compared with similar
plots for the optical gap, where large differences between the various oligomer
classes exist (e.g. 4 eV for 5P, but 3 eV for 5T). However, the data for the alkoxy-
substituted OPV apparently do not follow the “universal” scaling law. This obser-
vation can be explained by the localization of the positive charge caused by alkoxy
substitution. To the best of our knowledge, the reason for the universal behavior
of P1 in a large class of materials is currently not theoretically understood. We
anticipate that a theoretical understanding of this “universal” behavior may result
in much additional insight into the physics of conjugated oligomers and poly-
mers.
The observations in Fig. 5.36, together with the identification that the CL of a

polymer is the length of the “equivalent” oligomer, clearly suggest that P1 can be
used as a universal and sensitive measure of the CL of polymer films (caution is
necessary when dealing with alkoxy-substituted polymers). Specifically, we may
use the following method for obtaining the effective CL of polymer films: we mea-
sure P1, say by using the PA technique, then invert the universal relation P1ðCLÞ.
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Figure 5.36 The peak photon energies of the
P1 polaron transition in a variety of oligo-
mers, namely solutions of (unsubstituted)
oligophenyls [OP, radical anion (RA)], alkyl-
substituted (AS) oligophenylenevinylenes
[OPV, radical cation (RC)], alkoxy-substituted

OPV (RC), end-capped oligothiophenes (OT,
RC), films of AS OT (PA), AS oligothienylene-
vinylenes (OTV, RC). The solid line is a fit to
the data excluding the data for the alkoxy-
substituted OPV.
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5.5
ODMR Spectroscopy: Measurement of Spin-Dependent Polaron Recombination
Rates

In this section we discuss the ODMR technique we used to measure the ratio r ”
kS=kT ¼ rS=rT in a large variety of p-conjugated polymer and oligomer thin films.
kS is the rate of formation of singlet excitons from polaron recombination and kT
is the respective triplet exciton formation rate (see Section 5.3.3). The goal of our
experiments is to determine whether r > 1, as has been suggested by recent mea-
surements of gmax in OLEDs, and to determine the material dependence of r. Once
the material dependence of r is understood, this aids a priori selection of a p-con-
jugated material as the active layer for highly efficient OLEDs. In addition, we
anticipate that our study will provide valuable insight into the physics of polaron
recombination and exciton formation.

5.5.1
Spin-Dependent Exciton Formation Probed by PADMR Spectroscopy

Our technique uses both PA (Section 5.2.1) and PADMR spectroscopy (Section
5.2.2). We therefore studied the spin-dependent recombination of photogenerated
polarons in thin films rather than polarons injected into OLED devices. The latter
experiment would be more desirable since it studies exciton formation under con-
ditions identical with OLED operation. We note that in principle it is possible to
use our technique directly in OLED devices, but it has been shown that in such
measurements electrode interface effects [59] and spin randomization make a
quantitative interpretation very involved at best. Measurements on films are also
less time consuming, easier and more general (also non-luminescent materials
can be studied) and this allowed us to study a large number of materials and
examine the materials dependence of r.
We start with a brief discussion of two example PA spectra: Figures 5.37a and

5.38a show typical PA spectra in oligomer and polymer films, respectively. Figure
5.37a was measured in a thin film of a soluble oligothiophene [143] (12T, see Fig.
5.37a, inset); the spectrum in Fig. 5.38a is for methylated ladder-type poly(p-phe-
nylene) [144] (mLPPP, see Fig. 5.38a, inset). In both spectra the characteristic two
bands due to polarons (P1 and P2Þ are assigned, whereas the triplet exciton absorp-
tion is a single band (T1Þ.
The effect of spin-dependent polaron recombination (exciton formation) on the

PA bands in the photomodulation spectrum can be studied by the spin-1�2
PADMR technique. In this technique we measure the changes, dT, that are
induced in DT by spin-1�2 magnetic resonance. dT is proportional to dn that is
induced in the photoexcitation density, n, due to changes in the spin-dependent
polaron recombination rates. In PA and PADMR spectroscopy, charge-transfer
(CT) or recombination reactions occur between neighboring Pþ and P�; the prod-
uct of CT reactions are neutral excitons, either spin-singlet or -triplet. The CT reac-
tion rate RP between spin parallel pairs (››, flfl) is therefore proportional to 2kT ,
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whereas the CT reaction rate RAP between spin antiparallel pairs (›fl, fl›) is pro-
portional to (kS + kTÞ, where the proportionality constant is the same in both cases
[84]. These relations are obtained as follows (see Fig. 5.17): antiparallel pairs may
form either the ›fl – fl› (total spin singlet state) or ›fl + fl› combination (total
triplet), whereas parallel pairs form only total triplet pairs (›› or flfl) (The spins
of the two polarons are assumed independent for the following reason: l-wave-
induced spin flips from parallel spin to antiparallel spin alignment are only ener-
getically possible in the case of negligible exchange interaction.)
This general picture of PADMR can be quantitatively formulated as follows.

Consider parallel and antiparallel pairs with respective generation rates GP and
GAP and recombination rates RP and RAP. Using simple rate equations we have
previously shown [56] that the PADMR signal is then given as (see also Section
5.5.3)

dn
n

¼ RAP � RP

RAP þ RP

for geminate polaron pairs ð5:53Þ
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Figure 5.37 (a) The PA spectrum of 12T
(inset); (b) the PADMR spectrum at mag-
netic field H = 1.05 kG corresponding to S =
1�2 resonance [see inset in (b)]. Both spectra
(a) and (b) show two bands (P1 and P2) due

to polarons, T1 is due to triplet absorption.
S1 is assigned to singlets. The PA was mea-
sured at 80 K, with excitation by 488-nm
radiation from an Ar+ laser (500mW); the
PADMR spectrum was measured at 10 K.
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dn
n

¼ � RAP � RP

RAP þ RP

� �2

for non-geminate polaron pairs ð5:54Þ

In the case of a geminate pair, the photoexcited negative and positive particles are
correlated following photon absorption, hence their spins are in antiparallel con-
figuration (i.e. GP = 0). The reason for that is that the ground state is a spin singlet
and the photon absorption process conserves spin. In the case of non-geminate
pairs, the individual spins are uncorrelated; spin-parallel and spin-antiparallel
pairs are produced with equal probability, therefore GP = GAP. As we will show
below, polaron recombination in cw PA and PADMR spectroscopy is non-gemi-
nate (see also Refs. [111, 145, 146] and Section 5.5.1). Our hypothesis is that
kS > kT in p-conjugated compounds and therefore RAP >RP and spin-parallel pairs
prevail at steady-state conditions. Under saturated magnetic resonance conditions
(the PADMR signals increase as the power of the l-wave source is increased, but
saturate at the highest power levels; experimental data reported here are for this
saturation regime), the polaron pair densities with parallel and antiparallel spins
become equal. (Correctly speaking, l-wave absorption and stimulated emission
lead to frequent spin-flips and thereby to rapid interconversion of parallel and
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Figure 5.38 (a) The PA spectrum of mLPPP
(inset); (b) the PADMR spectrum at mag-
netic field H = 1.06 kG corresponding to S =
1�2 resonance [see inset in (b)]. Both spectra
(a) and (b) show two bands (P1 and P2) due

to polarons, T1 is due to triplet absorption.
S1 is assigned to singlets. The PA was mea-
sured at 80 K, with excitation by 457-nm
radiation from an Ar+ laser (300mW); the
PADMR spectrum was measured at 10 K.
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antiparallel pairs. Therefore, the classification into parallel and antiparallel pairs
becomes meaningless under resonance. Saturation conditions therefore refer to
the situation that a large number of spin-flips occur during the pair lifetime.) It
then follows that the PADMR measurements detect a reduction, dn (which is pro-
portional to dT) in the polaron pair density n (which is proportional to DT), since
slowly recombining parallel pairs are converted to more efficiently recombining
antiparallel pairs. At the same time, the density of triplet excitons also decreases
as a result of the decrease in the density of parallel polaron pairs, whereas the sin-
glet exciton density increases as a result of the increase in the density of antiparal-
lel polaron pairs. The last statement is very directly related to kS > kT .
There is another, equivalent, way of understanding the ODMR experiment:

ODMR techniques are modulation experiments where the resonant l-wave field
is periodically turned on and off. Since the experiment is performed at low tem-
perature, spin alignment is conserved during the half-wave with l-wave field off
and polaron recombination/exciton formation obeys spin statistics. However, dur-
ing the half-wave with l-wave field on, spin-1�2 resonance leads to rapid spin-flips
of the recombining polarons. Spin alignment is therefore not conserved and each
pair may choose whether to form singlet or triplet exciton. It can easily be shown
[84, 86] that this leads to enhanced formation of the exciton with larger formation
rate (leading to a positive ODMR signal), at the expense of the more slowly form-
ing exciton (that gives a negative ODMR). In addition, the overall polaron recom-
bination rate is enhanced, since the fast channel becomes allowed for all polaron
pairs. In summary, kS > kT implies the observation of a resonant reduction in polarons
and triplet excitons and an increase in singlet exciton density.
The spin-1�2 PADMR spectra (Figs. 5.37b and 5.38b) clearly show the negative

magnetic resonance response at P1, P2 and T1, which are due to a reduction in the
polaron and triplet densities, in agreement with our expectations. The PADMR
spectra therefore provide strong evidenced that r>1 in these p-conjugated com-
pounds. We also tentatively assign the positive PA band in the k-PADMR spectra
(S1Þ to excess (trapped) singlet exciton absorption expected from the above discus-
sion (see also Ref. [139]).

5.5.2
Spin-Dependent Exciton Formation Probed by PLDMR Spectroscopy

In the previous section, we showed that the triplet exciton density is reduced upon
resonance and explained this as a consequence of kS > kT . However, in order to
complete our argument, we still have to demonstrate that the singlet population is
enhanced upon resonance. We can show this by observing the resonantly
enhanced fluorescence emission that is a result of the increase in singlet exciton
population. Therefore, PLDMR studies were performed [111] on films of two rep-
resentative p-conjugated polymers, namely PPV and regio-random poly(3-hexyl-
thiophene) (RRa-P3HT). Films of these polymers show, at the same time, relative-
ly high intensities for both the PA spectrum and PL emission. In many other
materials, since PA and PL are competing processes, either the PA or PL intensi-
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ties are weak. A positive PLDMR spin-1�2 resonance that is a mirror-image of the
PADMR resonance is observed in all the films we have studied.
We have been able to advance the notion that the enhanced PL is a result of

spin-dependent polaron recombination [111]. (We note that alternative mecha-
nisms other than spin-dependent exciton formation have been employed for
explaining the positive PLDMR resonance. In particular, a model of exciton
quenching by polarons, developed in detail by List et. al. [57], can explain many of
the results of PLDMR spectroscopy.) This can be shown by a comparison between
the polaron recombination kinetics and the PLDMR signal kinetics. To this end,
the dependences of the polaron PA and PLDMR signals on the laser intensity
were studied [111]. Figure 5.39 shows the experimentally determined depen-
dences of PL, dPL and polaron PA band P1 (where –DT/T � N) on the laser inten-
sity, U, in a PPV film. We first discuss the polaron kinetics. Figure 5.39 shows
that the polaron PA signal scales as U

1/2 at large U, which shows that polaron
recombination follows a rate equation law with bimolecular recombination
kinetics (see Section 5.3). We note that we found that the polaron PA signal scales
as U1/2 at large U in all the films we studied. (We note that the observed bimolecu-
lar kinetics for polaron recombination naturally implies non-geminate spin pairing.
However, conventionally bimolecular recombination is viewed as a process where
each polaron has a choice of several recombination partners and thereby the
recombination rate increases with polaron density. This view then apparently con-
tradicts the concept of pairing, where each polaron remains faithful to one part-
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Figure 5.39 The laser intensity dependences
of the photoluminescence (PL, solid
squares), the magnetic resonance effect on
the photoluminescence (dPL, open squares),

the polaron PA band measured at 0.55 eV
(�DT=T , solid circle) and its square (open
circles, rescaled) in a PPV film measured at
10 K. The modulation frequency was 1 kHz.
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ner, that appears necessary for the observation of ODMR from polarons. We cur-
rently do not have an explanation for this apparent contradiction.)
In order to identify the mechanism responsible for the PLDMR signal, we

explored the relation between N and dPL. Importantly in Fig. 5.39, we see that
(DT/T)2 coincides with high accuracy with the laser intensity dependence of dPL,
i.e. dPL � N2. We have thus shown that dPL is proportional to the recombination
term in the polaron rate equation (see Section 5.3) and this relationship between
dPL and N2 directly implies that dPL is a result of a magnetic resonance effect on
the bimolecular and thus non-geminate polaron recombination. The positive sign
of the H-PLDMR then shows that the singlet exciton density is enhanced upon
magnetic resonance.

5.5.3
Quantitative Modeling of Spin-Dependent Recombination Spectroscopy

In the previous sections, we have shown that the PADMR and PLDMR results are
in agreement with the qualitative expectations from a spin-dependent exciton for-
mation model. Moreover, a quantitative rate equation model has been developed
[139] that allows the determination of the value of r from the PADMR and PA
spectra. The model is based on rate equations that describe the polaron dynamics.
Since polaron recombination and exciton formation are spin dependent, two types
of rate equations are needed: One describes the spin-dependent “free” dynamics
during the half-cycle of modulation when the microwave field is turned off, the
other the dynamics under the boundary condition introduced by spin-1�2 magnetic
resonance, i.e. that the pair densities of polarons recombining with parallel and
antiparallel spins are equal. For simplicity these equations are written for steady-
state conditions, dn(t)/dt = 0, i.e. the photoexcitation density is constant in time
and given by the equilibrium reached between photogeneration and spin-depen-
dent recombination.
The general structure of the rate equations is as follows: the l.h.s. is the change

of the photoexcitation density with time (here set to zero because of steady-state
conditions), the first term on the r.h.s. is the generation term as a result of laser
photon absorption (U is the absorbed laser photon flux) and the last term of the
r.h.s. is the recombination term. [In the previous section we established that
under the present experimental conditions polarons form non-geminate recombi-
nation-pairs with their nearest neighbors and that the overall polaron recombina-
tion rate is proportional to the total polaron density. Importantly, our ODMR data
imply that the recombination partners remain correlated with each other during
most of their lifetime: if the polarons changed their recombination partner the
spin polarization would be destroyed, since, on average, half of their new partners
have parallel spin and half have antiparallel spin. Since after their formation the
recombination kinetics of polaron pairs is not influenced by other polarons, we
therefore describe them using monomolecular kinetics, albeit with an overall
recombination rate proportional to the total polaron density. Since the total
polaron population changes little (dN/N is typically 10%), we drop the explicit den-
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sity dependence in the rate equations below. We note that the nature of the life-
time-long correlation of the non-geminately formed recombination pairs is at
present not well understood.]

0 ¼ g

2
U� RPNP ð5:55Þ

0 ¼ g

2
U� RAPNAP ð5:56Þ

0 ¼ gU� RAP þ RP

2
~NN ð5:57Þ

Equations (5.55) and (5.56) describe the spin-dependent, non-geminate polaron
pair dynamics and Eq. 7 describes the dynamics under saturated resonance condi-
tion during the half-cycle of modulation when the microwave field is turned on. g
is the photogeneration quantum efficiency for the polaron pairs. In Eqs. (5.55)
and (5.56), NP and NAP are the densities of parallel and antiparallel pairs, respec-
tively, and RP and RAP are their respective recombination rates. In Eq. (5.57), ~NN is
the total population under saturated spin-1�2 resonance conditions. We adopt the
notation that densities under resonance conditions will be marked with a tilde (~ ).
The solutions to the above rate equations are given in form of a fractional change
in population density upon spin-1�2 resonance:

dN
N

¼ dT
DT

P1

¼ � r � 1
r þ 3

� �2
����� ð5:58Þ

In Eq. (5.58), the relations RAP � kS þ kT and RP � 2kT were used. Most impor-
tantly, Eq. (5.58) allows the determination of r from the experimentally obtained
ratio dT/DT of polarons; explicitly:

r ”
kS
kT

¼
1þ 3

ffiffiffiffiffiffiffiffi
dT
DT

�� ��q
1�

ffiffiffiffiffiffiffiffi
dT
DT

�� ��q ð5:59Þ

Quantitative PA and PADMR experiments have been performed in a large num-
ber of materials [84, 86] with the goal of studying the material dependence of r.
The results of this study are now presented.

5.5.4
Material Dependence of Spin-Dependent Exciton Formation Rates

Understanding the material dependence of r is of great importance, since in prin-
ciple it allows a priori selection of materials capable of high EL quantum efficien-
cies. We performed quantitative PADMR studies in a large number of p-conjugat-
ed polymers and oligomers and applied Eq. (5.59) to calculate r from the experi-
mentally determined dT=DT .
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In Fig. 5.40 we show r measured in a large variety of p-conjugated materials
versus P1. Since P1 is a linear function of 1/CL (see Fig. 5.36), we may actually
plot r versus 1/CL, as is also shown in Fig. 5.40 (upper axis) [specifically, we used
the following method for obtaining the CL of the polymer films: we measured P1

by using the PA technique, then inverted the universal relation P1(CL), obtained
as the solid line fit shown in Fig. 5.36]. We obtain the important result that r is
determined mostly by the conjugation length. In particular, r increases with CL and r »
1 for short oligomers and monomers.
We note that negative values for 1/CL are encountered for several polymers that

have the lowest P1 transitions. (In the present scheme these polymers would
therefore be assigned a conjugation-length “larger than infinity”. We have shown
[140] that the exceptionally low photon energy for the P1 band results from a delo-
calization of polarons not only along the conjugated polymer backbone, but also
along neighboring chains in the perpendicular directions.)
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Figure 5.40 The ratio r = kS/kTof spin-depen-
dent exciton formation cross-sections in var-
ious polymers and oligomers as a function of
the peak photon energy of the P1 transition
(lower x-axis). r is also shown as a function
of the inverse conjugation length 1/CL
(upper x-axis), which was determined from
P1 (see text for discussion). The line through
the data points is a linear fit. *The P1 band of

this polymer does not show a clear peak in
the PA spectrum; the P1 band extends to the
longest wavelengths measured. **The length
of this oligomer was calculated. In addition
to the chemical names defined in the text,
3PE stands for the PPE trimer, PPE for poly
(phenylene-ethynylene) and Si-PT for silicon-
bridged polythiophene. For details, see origi-
nal publications.



5.5 The Relation Between Spin-Dependent Exciton Formation Rates

The data in Fig. 5.40 clearly suggest that r is apparently independent of the de-
tailed chain backbone structure or film morphology. A generally accepted theoreti-
cal explanation for the (approximately) universal dependence of r on the CL has
not yet emerged. Several recent theories that model spin-dependent exciton for-
mation suggest reasons for the CL dependence, including:

1. The lowest singlet exciton lies higher in energy than the lowest
triplet exciton. The singlet and triplet energies depend on the
CL. Amodel of vibrational energy relaxation then predicts that r
increaseswith increasingCL [147].Models based on inter-chain
electron transfer arrive at similar conclusions [148, 149].

2. Selection rules exist that couple the charge separated state
only to the lowest singlet and triplet exciton state [148, 150].
According to a simplified formalism suggested by Tandon et
al. [148], the exciton formation rate can be obtained from the
Schr�dinger equation that describes the direct transition
from the state of separated polarons to the low-lying exciton
states. The spin-dependent yield therefore decreases with
increasing energy difference between polaron pair and low-
lying exciton states. Such models predict that r increases
with increasing CL.

3. The energy release that is required by the above-mentioned
selection rules implies that exciton formation is a multi-pho-
non emission process. Multi-phonon emission probabilities
are given in terms of the (polaron) Huang–Rhys factor [150].
Since the polaron Huang–Rhys factor measures the polar-
on’s relaxation energy which is closely related to P1, then
such theories predict that r decreases with increasing
Huang–Rhys factor and therefore P1 [151].

5.5
The Relation Between Spin-Dependent Exciton Formation Rates
and the Singlet Exciton Yield in OLEDs

In summary, our ODMR studies reveal that singlet excitons form at a larger rate
than triplet excitons and that the ratio r of the rates increases with the CL. This
result is important for OLED applications, since r may be directly related to gmax

in OLEDs. However, the experimental conditions of the ODMR experiments are
different in several respects from those found during exciton formation in OLEDs.
Whereas OLEDs are normally operated at room temperature, our ODMR experi-
ments are performed at temperatures below 80K, typically at 10 K. In addition,
the large electric fields that are applied to OLEDs are absent in ODMR and exciton
formation in OLEDs may occur near polymer/electrode or organic heterojunction
interfaces. The relation between spin-dependent exciton formation rates and the
singlet exciton yield in OLEDs therefore has to be studied experimentally.
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First steps in this direction have been taken: Wilson et al. [85] found that the
singlet-to-triplet exciton ratio in OLEDs made from a Pt-containing polymer is
larger than that in OLEDs made from the corresponding monomer. This result is
qualitatively consistent with our findings using ODMR. In order to substantiate
this connection, we performed [152] a quantitative comparison of ODMR and the
technique of Wilson et al. [85]. We measured the spin-1�2 ODMR response of a p-
conjugated polymer sample and its corresponding monomer [both closely related
to the materials used by Wilson et al. It would be desirable to perform the ODMR
measurements on the Pt-containing compounds that were used by Wilson et al.
However, the heavy Pt atom induces strong spin–orbit coupling that actually leads
to spin randomization even during the half-wave of modulation where the l-wave
field is turned off. We therefore chose to perform our ODMR measurements on
materials with a very similar structure except the Pt-containing group] and found
that the ODMR response of the polymer sample was roughly 30 times stronger
than that of the monomer. This shows that whereas exciton formation is spin de-
pendent in the polymer, it is approximately spin independent in the monomer.
Based on ODMR, we predict a singlet exciton yield of ~ 60 and ~ 30% in the poly-
mer- and monomer-based OLEDs, respectively. These predictions are very close to
the values measured by Wilson et al. [85] in working OLEDs, namely 57 and 22%
for the polymer and monomer, respectively. We consider the very good agreement
obtained between two different, independent experimental approaches to be an
indication that r values measured by ODMR can be used for predicting singlet
yields in OLEDs. However, such comparisons will have to be completed for a larg-
er number of materials to strengthen this claim.

5.6
Conclusion

Perhaps the best way to detect and characterize long-lived photoexcitations in the
class of p-conjugated polymers is to study their optical absorption. The main
experimental technique we employed is cw photomodulation (PM).
In Section 5.3 we modeled recombination and generation processes using rate

equations that treat both mono- and bimolecular recombination mechanisms
(MR and BR, respectively). We (approximately) solved these rate equations to
obtain PM dependences on the modulation frequency, x, and excitation intensity,
IL, taking into account also moderate saturation due to trap filling. Our analysis of
the rate equation led us to introduce the concept of generalized coordinates that
allows reduction of the various recombination kinetics to a single “universal” plot.
Focusing first on the dependence of the PA on the pump intensity (IL or c), we
can draw the following conclusions from our analysis:

. MR: PA is linear in c over the entire dynamic range.

. MR or BR with saturation near the steady state: PA is sublinear,
approaching a fixed value at high IL values.
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5.6 Conclusion

. BR near steady state: PA is sublinear: in-phase component
PAI � I1=2L , whereas quadrature component PAQ approaches IL
independence at high IL.

. BR away from the steady state: In-phase component is superlinear,
PAI � I3=2L , whereas the quadrature component is linear, PAQ � I1L,
and is independent of the bimolecular recombination rate b.

We found that in a dispersive process, the response, NðxÞ, of the system to a
modulated excitation depends non-trivially on a fractional power of the (modula-
tion) frequency, x. We found that: (a) the Q component shows a maximum at
xmax .s�1

0 , where s0 is an “average” lifetime; (b) at x � xmax, both the Q and I
components decrease sublinearly with x : PAI;Q � x�b, where bQ»bI»a. With
regard to the modulation frequency dependence of the PA signal in the case of
dispersive recombination, we found that:

. The broader the distribution is, the broader is the “transition” re-
gion from the “low frequency” (or “near steady state”) to the “high
frequency” (or “away from steady state”).

. For a finite width distribution, the “normal” frequency depen-
dence should be observed outside the transition region, i.e. for
either x � s�1

min or x � s�1
max, where s

�1
min;max are the low and high

cutoffs of the distribution.

In Section 5.4 we reported on an extensive experimental study of absorption,
photoluminescence, PA spectra and dynamics in a variety of p-conjugated poly-
mer films ranging from the red-emitting polythiophenes (RRa-P3HT and RR-
P3HT) to the blue-emitting polyfluorenes (PFO).
The spectroscopic properties of the ordered RR-P3HT films differ characteristi-

cally from those of the disordered RRa-P3HT films. Studying the absorption and
PL spectra of RRa-P3HT and RR-P3HT films at room temperature, we found a
red shift of the RR-P3HT absorption and PL bands with respect to those in RRa-
P3HT, which is caused by the superior order in the lamellae structures. In spite of
the superior order, we measured in RR-P3HT an order of magnitude decrease in
the PL quantum efficiency. The PL quantum efficiency decrease in RR-P3HT can-
not be explained by an increase in the non-radiative decay rate and we conjecture,
therefore, that the PL decrease in RR-P3HT is due to a weaker radiative transition
of the lowest lying excitons in this film.
The cw PA spectrum of RR-P3HT films is much richer than that of RRa-P3HT.

It contains two PA bands, DP1 at 0.1 eV and DP2 at 1.8 eV, that are due to 2D delo-
calized polarons in the lamellae, in addition to PA bands P1 at 0.35 eV and P2 at
1.25 eV, that are due to localized intrachain polarons in the disordered portions of
the film. We find that DP1 blue shifts as the length n of the alkyl side-chains
increases, indicating that larger polaron relaxation occurs in lamellae formed with
P3AT with a larger side-group. We therefore conjecture that very long side-groups
destroy lamellae formation.
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We find that whereas in the less-ordered film the photoinduced IRAVs appear
as positive absorption lines, they appear as dips or anti-resonances (AR) superim-
posed on the DP1 PA band in the ordered film. These AR dips are apparently
caused by the overlap between the IRAV lines and the DP1 band. Moreover, the
AR spectrum contains much sharper dips and consequently is much richer than
the positive photoinduced IRAV spectrum.
PFO has been found to exhibit a complex morphological behavior. Spin coating

a PFO film from solution produces a glassy sample. A different phase that has
been called the b-phase has been detected upon either thermal cycling or exposure
to solvent vapor. The rich phase morphology of PFO provides a unique opportu-
nity to study the influence of film morphology on the photophysics of conjugated
polymers without the need for chemical modification. The spectroscopic proper-
ties of the glassy and b-phase PFO differ characteristically from one another. We
found that the p–p* absorption transition of the glassy phase is featureless.
Remarkably, the b-phase sample shows well-resolved features in the absorption
spectrum. This is indicative of reduced disorder in the sample. In addition, the
p–p* transition in the b-phase is red shifted compared with that in the glassy
phase. We showed that the spectroscopic evidence supports the conjecture that
the b-phase has extended conjugation. However, the observed red shift of absorp-
tion is even greater than what can be accounted for by extrapolation of a series of
oligofluorenes to infinite CL. This could be explained by assuming that neighbor-
ing fluorine units in the b-phase chains assume a more planar conformation than
that in glassy samples or solutions, and/or that part of the red shift in the spectra
is caused by a delocalization of the p-wavefunctions over neighboring chains as a
result of increased interchain order. The polaron PA band in PFO showed similar
characteristics to the DP1 band in RR-P3HT, namely very low relaxation energy
and IRAVs that appear as anti-resonances. We conjecture that the formation of
the b-phase corresponds to formation of a planar chain with extended conjuga-
tion. Once the PFO chains have adopted this more planar conformation, then
interchain ordering and crystallization can take place, resulting in increased
importance of interchain interaction and delocalization of the wavefunctions. The
PA spectra of both the as-spun sample and the b-phase containing sample are
dominated by an unusually sharp (standard deviation= 20meV) PA band that we
assign to excited state absorption of triplet excitons.
We studied the recombination kinetics in derivatives of pyridylene/vinylene

polymers. These derivatives can be tuned reversibly via protonation–deprotona-
tion (P–DP) processes. The PA spectra of the two forms revealed two types of
photoexcited species, whose densities depend on the protonation state of the poly-
mer. We analyzed the measured PM kinetics using the methods we developed in
Section 5.3.2. We find that the kinetics of the high-energy (HE) band obeys non-
dispersive bimolecular recombination kinetics, whereas the kinetics of the low-en-
ergy (LE) band shows dispersive kinetics. In addition, we analyzed the recombina-
tion kinetics of triplet excitons and polarons in films of PPV and extract a value
for the dispersive parameter a ¼ 0:75 and 0.6, respectively.
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In Section 5.4.4 we described a spectroscopic technique that allows measure-
ment of a polymer’s conjugation length. This method is based on measurement
of the peak photon energies of the P1 transition. Revisiting doping induced
absorption spectra of doped oligomer solutions measured by others, we found
that the peak photon energy of the low-energy polaron transition is a universal
and sensitive measure of the oligomer length. This observation provides us with a
sensitive measure of the conjugation length in polymer thin films using standard
photoinduced absorption spectroscopy. We find that the wavefunction extend of
polarons in polymer films may be similar to that in oligomers in some materials,
but polarons are very much more extended in other polymer films, presumably
depending on quality and purity of the polymer material. In some materials, the
polaron wavefunction can even be delocalized over neighboring chains.
Using spin-1�2 PADMR spectroscopy, we presented direct evidence in Section

3.5 that polaron recombination is spin dependent and that singlet excitons form
with a larger rate constant than triplet excitons, i.e. kS > kT . These claims are justi-
fied based on a large body of experimental data measured using photoinduced
absorption-detected and photoluminescence-detected magnetic resonance spec-
troscopy, respectively. Completing a quantitative ODMR study in a large variety
of p-conjugated polymers and oligomers, we obtained the important result that
r ¼ kS=kT is determined mostly by the conjugation-length. In particular, r increases
with CL and r » 1 for short oligomers and monomers.
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6
Charge Transport in Disordered Organic Semiconductors
V. I. Arkhipov, I. I. Fishchuk, A. Kadashchuk and H. B�ssler

6.1
Introduction

Mechanisms of photogeneration and transport of charge carriers are fundamen-
tally important for understanding electronic phenomena in organic systems.
These processes basically determine how and, particularly, how efficiently optical
energy can be converted to electrical current and vice versa. On a nanometer scale,
this is the subject of optodynamics in biological systems and photosynthesis. The
study of steady-state and transient photoconductivity is the method of choice in
order to delineate the pathway for charge transfer and, more generally, for photo-
voltaic energy conversion in organic devices.
It turned out that the conceptual understanding of photoconductivity was stim-

ulated a great deal by concomitant technological developments. One of them was
the discovery of electrophotography, which in the meantime became a mature
technology with an enormous economic impact. Early on it was recognized that
those photoreceptors have to be large-scale and, therefore, amorphous thin films,
which allows breakdown effects caused by grain boundaries between crystallites
to be avoided. It was also recognized that spatial randomness lowers the mobility
of charge carriers by orders of magnitude. Fortunately, a fairly modest mobility of
10–5–10–4 cm2V–1 s–1 is enough for xerography because the development of the
latent picture is set up by the mechanical machinery rather than by the transit
time of charges across the photoreceptors that today are mostly molecularly doped
polymers.
However, the next generation of optoelectronic devices will be all-electronic and

their ultimate response time will no longer be determined by the system
mechanics but by the motion of the charge itself. Prominent examples are light-
emitting diodes (LEDs), field-effect transistors (FETs) and photovoltaic cells. The
current bottlenecks for their large-scale industrial application are their lifetime,
on the one hand, and the magnitude of the charge carrier mobility, on the other.
The latter is particularly important for FETs because the on–off ratio depends on
it, and also for photovoltaic cells because it determines the fraction of the charge
carriers collected.
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The active elements in organic optoelectronic devices are the layers of either
vapor-deposited p-bonded oligomeric molecules or p-conjugated main chain poly-
mers. Both have their advantages and disadvantages. Vapor-phase deposition per-
mits one to fabricate multilayer structures more easily and at improved purity
while polymers can be more easily spin-coated and they are more resistant
towards crystallization. In the meantime, it has been well established that disorder
is the main obstacle to improving that aspect of the device performance which is
related to charge carrier mobility. There is currently an endeavor to reduce disor-
der while still retaining noncrystallinity of the samples and to explore the struc-
ture–mobility relationship.
The aim of this chapter is to review the current achievements regarding the

experimental and theoretical understanding of charge transport in random
organic photoconductors with particular attention to conjugated polymers. The
field is huge and full coverage is not attempted. Instead, we want to highlight
recent developments in addition to an outline of the basic phenomena, focusing
on charge transport rather than on charge generation because the latter process
has already been reviewed recently [1]. Therefore, only key results will be summa-
rized in the experimental section.

6.2
Charge Generation

There has been a lively, if controversial, discussion about the mechanism(s) by
which absorption of a photon in a conjugated polymer produces charge carriers. It
has been generally agreed that, in conventional organic solids, such as molecular
crystals, molecular glasses made up by oligomers and molecularly doped poly-
mers, in which the host acts as an inert binder, absorbed photons generate singlet
or – after intersystem crossing – triplet neutral excitations [2]. In an undiluted sys-
tem they can move incoherently and can be considered as Frenkel-type excitons.
Transfer of one of the constituent charges to an adjacent chromophore, thus creat-
ing a charge-transfer state, requires additional energy, as does the subsequent
escape of the electron–hole pair from its mutual Coulombic potential. The differ-
ence between the energy of fully separated charges and the singlet exciton energy
is referred to as the exciton binding energy Eb and is of the order of 1 eV.
Because the dielectric constants of conventional molecular solids including p-

and r-bonded conjugated polymers, are basically the same i. e. 3‚ 4 their optoelec-
tronic properties should be similar. However, the observation that, in p-conjugated
polymers, onset of photoconduction coincides with the absorption edge has been
taken as evidence that (i) the exciton binding energy in these materials is ~kT
at room temperature and (ii) the optical absorption is a valence-to-conduction
band transition in terms of inorganic semiconductor theory rather than of con-
cepts relevant for molecular crystals and organic solids in general [3]. The only
exception from this notion were polydiacetylenes, in which photoconductivity
starts about 0.5 eV above the (excitonic) absorption edge [4, 5]. Meanwhile, there is
abundant experimental evidence against this hypothesis and in favor of the molec-
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ular approach. A summary of more recent advances in this field will be given
below. Regarding details, the reader is referred to recent reviews [1, 6].
It is well known that, in the bulk of molecular solids, a vibrationally relaxed exci-

ton needs an energy �kT at room temperature in order to dissociate in a pair of
free charges [2]. Therefore, intrinsic photoconduction should commence at higher
photon energies only. This is confirmed by experiments on pure anthracene crys-
tals, in which photoinjection from the electrodes was eliminated [7]. However,
unless special precautions are taken there is always some photogeneration occur-
ring close to the absorption edge, notably if the illuminated electrode is biased
positively [8]. It is caused by exciton dissociation at the electrode when the electron
is transferred to the electrode and the remaining hole is only weakly bound to its
image charge in the metal. In principle, this process should be symmetric with
respect to the electrode polarity. The reason why it is not is charge carrier trapping
at the interface. In systems with moderately low oxidation potentials, there are
always inadvertent oxidation products serving as deep electron traps [8, 9]. By the
way, measurements of the yield of that type of extrinsic photocurrent as a function
of photon energy, i.e. of the penetration depth of the incident light, have been
used as a probe of the diffusion length of the excitons that can reach the electrode
[10]. Unfortunately, this method yields meaningful results only if that diffusion
length is comparable to the light penetration depth. There is clear evidence that in
conjugated polymers electrode-sensitized photoconduction does play a role [11].
However, the effect should be present but, in fact, is absent in polydiacetylenes
because of the extremely short exciton lifetime in these materials. It is also
strongly reduced in diode structures carrying semi-transparent metal electrodes
because dipole-allowed transfer of an exciton to metal electrons competes effec-
tively with its dissociation decay at the interface. An effect that is complementary
to exciton dissociation at an electrode is sensitized photoinjection from an opti-
cally excited dye molecule absorbed at the interface. It depends on the redox prop-
erties of the interface and can be used to extend the spectral range of the photo-
electric sensitivity towards lower quantum energies [2]. A recent example is sensi-
tized hole injection from a perylene diimide into a dendrimer [12].
Dissociation of excitons in the bulk can occur when the sample is deliberately

or inadvertently doped by dopants with either high electron affinity or very low
oxidation potential. In the course of its diffusion, an exciton can transfer one of its
charges to the dopant. Photovoltaic power conversion using p-conjugated poly-
mers rests upon this process [13–18]. To be efficient, it has to ensure that (1) every
exciton reaches a dopant, (2) the generated electron–hole pairs dissociate into free
carriers rather than recombine geminately [19, 20] and (3) both sorts of charges
are mobile and are collected by the built-in electric field that is determined by the
difference of the workfunctions of the electrodes. Meeting the first condition is
facilitated by thorough mixing, e.g. blending, in a donor–acceptor system [21].
Strategies to improve the yield of the electron–hole pair dissociation are currently
under debate [20, 22].
The condition under which a vibrationally relaxed singlet exciton can dissociate

is that the relevant rate constant is comparable to the rate of exciton decay to the
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ground state. Since in molecular crystals the energy of a charge-transfer state is
~0.5 eV larger than that of a singlet exciton [23], thermally activated dissociation is
noncompetitive. In p-conjugated polymers this process is feasible provided that
an electric field is applied that is sufficiently strong to compensate for the energy
mismatch. The reason why in this respect conjugated polymers behave differently
from molecular crystals is that, in the former, the size of the on-chain exciton is
already comparable to the intermolecular separation [24]. Therefore, the excess en-
ergy needed to transfer a charge from an excited chain element to an adjacent
chain is lower than that of classic molecular crystals. Fluorescence quenching in
p-conjugated polymers by electric fields as large as 1MVcm–1 [25, 26] provides
unambiguous evidence that a neutral singlet exciton can dissociate into a pair of
charges, if coulombically bound, although this process is endothermic at zero
field. Transient absorption of the created charges proves that dissociation occurs
within the entire lifetime of the singlet excitons [27].
At photon energies some 0.5–1.0 eV above the optical gap, the yield of intrinsic

photogeneration increases, indicating that an excess of quantum energy facilitates
dissociation. This is equivalent to autoionization of a higher Franck–Condon state
which is a well-known phenomenon in molecular crystals [2, 28]. Experimental
signatures of the phenomenon are the photocarrier generation commencing at a
photon energy close to the sum of the exciton energy and the exciton binding en-
ergy and weak temperature dependence of the photogeneration yield at moderate
electric fields. Two theoretical frameworks have been proposed which are comple-
mentary regarding their time domains. The work by Arkhipov et al. [29] is a quasi-
equilibrium theory and assumes that the excess energy relative to that of a relaxed
exciton is funneled into local vibrational heat bath of a chain element. For a short
time, the local temperature is significantly higher than the ambient temperature
which facilitates thermally activated dissociation of the electron–hole pair in terms
of a Boltzmann process. The Basko and Conwell model [30], on the other hand,
assumes that ejection of an electron from the excited chain segment against the
Coulombic forces occurs before any thermalization occurs. The recent experi-
ments by Gulbinas et al. [31], in which a film of a ladder-type poly(phenylene) was
excited with a 150-fs pulse of 4.66-eV photons, i.e. ~2 eV above the S1 ‹ S0 0–0
transition, revealed, in fact, a fast onset of charge generation that has not been
observed upon exciting at a photon energy of 0.4 eV above the optical gap [27]. The
effect decays on a time-scale of 1 ps, i.e. it lasts much longer than the duration of
the primary pulse. When exciting MeLPPP with 3.2-eV photons, i.e. 0.5 eV above
the S1 ‹ S0 0–0 transition and monitoring the evolution of the charges with sub-
20 fs time resolution, Gadermaier et al. [32] also observed a fast component of
photoresponse that decayed on a 1 ps time-scale while the redistribution of the ini-
tial vibrational energy is believed to be completed within 10 fs or less. This would
argue in favor of the Arkhipov et al. model. In reality, it is likely that there is a
superposition of both processes, i.e. there is instantaneous direct dissociation of
hot Franck–Condon states followed by somewhat slower dissociation of excitons
while the chain is still vibrationally hot.

264



6.3 Charge Carrier Hopping in Noncrystalline Organic Materials

The excess energy needed to dissociate an exciton can also be supplied via two-
photon absorption or via a sequential process. The work of Silva et al. [33] showed
that in the work by Moses et al. [34], intended to prove that a bare singlet exciton
has enough energy to dissociate into free carriers, two-photon absorption or step-
wise excitation by two photons or bimolecular exciton fusion dominated. By the
way, a sequential process need not be ultra-fast. It is well established that a meta-
stable coulombically bound geminate electron–hole pair is generated by a one-
photon process with a little excess energy [35, 36], and it can subsequently dissoci-
ate by interaction with a mobile singlet or triplet exciton. The decay of geminate
pairs is a random process featuring a power law extending from the sub-ns to ls
range. Accordingly, release of one of charges comprising the geminate pair by in-
teraction with an exciton can span a large dynamic range [37–40]. It is fair to state,
however, that unraveling the complexities of sequential photodissociation is a real
challenge for experimentalists.

6.3
Charge Carrier Hopping in Noncrystalline Organic Materials

6.3.1
Outline of Conceptual Approaches

6.3.1.1 The Continuous Time Random Walk (CTRW) Formalism

The incentive for studying the photoconductivity of disordered semiconductors
started several decades ago when amorphous chalcogenides were introduced as
photoreceptors in electrophotography. They combine photoconductivity in an
appropriate spectral range with high dielectric strength, mechanical stability and
low-cost manufacture. It has been recognized, however, that in this class of mate-
rials charge transport is orders of magnitude slower than in crystalline semicon-
ductors, which may seriously affect the response of a device. An obvious obstacle
against improvement of their performance was a missing understanding of this
phenomenon. The intuitive notion has been that this is a genuine signature of
disorder. A milestone in this endeavor turned out to be the development of the
formalism of continuous time random walks (CRTW) in an amorphous network
by Lax, Montroll and Scher [41–45]. It is based on the idea that one can cast the
effect of disorder in a material by formally replacing the conventional exponential
waiting time distribution of a charge carrier at any translationally symmetric site
of a crystalline semiconductor by an algebraic distribution of waiting times of the
form w tð Þ~t� 1það Þ, with 0 < a < 1 being a dispersion parameter, while retaining
the crystalline structure of the sample. This introduces a hierarchy of sites regard-
ing their ability to transfer a charge carrier to an adjacent site thus opening faster
and slower routes for charge transport. This concept was able to explain the phe-
nomenon of transit time dispersion that was encountered upon measuring a time
of flight signal excited at a well-defined starting time including the self-similarity
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of the shapes of photocurrent transient pulses. The approach was heuristic in the
sense that the origin of the algebraic waiting time distribution remained unspeci-
fied.
Later, however, it was recognized that the concept of multiple trapping within a

manifold of trapping sites featuring an exponential distribution of energies is a
concrete example of the CTRW formalism [46–51]. It does lead to dispersive trans-
port with a dispersion parameter a = T/T0, where kT0 is the characteristic energy
of the trap distribution. This affords an interpretation of experimental transport
data for amorphous hydrogenide silicon- and chalcogenide-like systems in which
the density of states (DOS) distribution is, indeed, featuring an exponential for
whatever reason.

6.3.1.2 The Gill Equation
The CTRW approach has also been applied to charge transport in molecularly
doped polymers because their experimental signatures, especially the observation
of dispersive transport, are similar [52, 53]. The intuitive notion has been that the
dispersion is a reflection of the static fluctuation of the distances among the trans-
port sites. This issue initiated some controversy because it was argued that the
variation of the jump distances could hardly explain the magnitude of the ob-
served effects [54–56]. Another argument against the notion that positional disor-
der alone controls transport was the measurement of the charge carrier mobility
as a function of temperature and electric field. Numerous studies on a broad class
of molecularly doped polymers such as polycarbonate doped with derivatives of
triphenylamine [57, 58] and hydrazone [59] or main-chain polymers such as poly-
silanes [60, 61], members of the polyphenylenevinylene family [62] and polyvinyl-
carbazole [63], revealed (i) activated behavior of the charge carrier mobility yield-
ing an activation energy of 0.4–0.6 eV independent of chemical constitution and
synthesis if analyzed in terms of the Arrhenius equation, (ii) a field dependence
of the mobility resembling the Poole–Frenkel law, lnl ~ SF1/2, over an extended
range of electric fields [64] and (iii) a deviation of both the magnitude of S and its
temperature dependence from the prediction of the Poole–Frenkel theory even
including a reversal of sign of S above a certain temperature [65]. This led Gill [66]
to introduce his famous equation:

l F;Tð Þ ¼ l0 exp �D0 � bF1=2

kTeff

� �
;

1
Teff

¼ 1
T
� 1
T*

ð6:1Þ

where T* is the temperature at which extrapolations of the logl versus 1/T lines
intersect. However, apart from the fact that Eq. (6.1) has no theoretical foundation,
its application to experimental data analysis caused serious problems. The key dif-
ficulty is the assumption of the original form of the Poole–Frenkel effect. It
implies that transport is limited by traps that are charged when empty. However,
the independence of the temperature coefficient of the mobility on chemical com-
position combined with the ubiquitous occurrence of the lnl ~ F1/2 behavior casts
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serious doubts on the dominance of impurity effects. One can safely exclude that
chemically different systems contain (i) the same amount of traps having (ii) the
same depths relative to the transport level and (iii) being charged when empty.
Instead, one has to conclude that the above features reflect a recurrent intrinsic
transport property of the that class of system. This, in turn, renders multiple trap-
ping models inadequate for rationalizing charge carrier motion except in systems
such as polyvinylcarbazole that is known to contain extrinsic traps of physical ori-
gin, i.e. incipient dimers. Another inherent problem of the Gill approach is its fail-
ure to account for the transition to dispersive transport at lower temperatures

6.3.1.3 The Hopping Approach
Owing to the weak intermolecular coupling, valence and conduction bands of mo-
lecular crystals are narrow, typically 0.1 eV or less [2]. As a consequence, the mean
free path of a charge carrier between subsequent phonon scattering events is of
the order of the lattice parameter itself, at least at room temperature. Given the
disorder present in noncrystalline organic solids such as molecularly doped poly-
mers, it is straightforward to assume that an elementary transport event in such
systems is the transfer of a charge carrier between adjacent transporting mole-
cules or segments of a main-chain polymer, henceforth called transport sites. In
chemical terms this is a redox process involving chemically identical yet physically
different moieties. The dependence of the charge carrier mobility on temperature
and electric field must reflect the dependence of that elementary step on T and F.
Its activation energy will, in general, be the sum of inter- and intramolecular con-
tributions. The former arises from the physical inequivalence of the hopping sites
due to local disorder and is an inherent property of any amorphous organic solid.
The latter is due to the change in molecular conformation upon removal or addi-
tion of an electron from/to the transport site. Transfer of a charge requires a con-
comitant activated transfer of the molecular distortion, i.e. transfer of a polaron.
The essential difference among transport models is related to the relative impor-
tance of both contributions. The hopping model assumes that the coupling of the
charge carrier to intra-or intermolecular modes is weak and the activation energy
of transport reflects the static energetic disorder of the hopping sites. The (small)
polaron model, on the other hand, considers the disorder energy being negligible
relative to the molecular deformation energy.

6.3.1.4 Monte Carlo Simulation
The easiest way to model charge transport in a random organic solid is via Monte
Carlo simulation [67]. This can be considered as an idealized experiment carried
out on a sample of arbitrarily adjustable degree of disorder and devoid of any acci-
dental complexity. It allows one to determine which level of sophistication is re-
quired to reproduce the properties of a real-world sample and, by comparison
with theory, to check the validity of approximations involved in a theoretical form-
alism that is based on the same physical principles. The essential input parameter
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is the width of the distribution of hopping states (DOS). It is usually assumed to
be of Gaussian shape:

g Eð Þ ¼ 1ffiffiffiffiffiffi
2p

p
r
exp � E2

2r2

� �
ð6:2Þ

Because in organic solids optical absorption generates neutral rather than charged
excitations, there is no direct experimental proof of this assumption. However, it
is know that inhomogeneously broadened absorptions profiles of molecules
embedded in a glassy matrix are of Gaussian shape. The reason is that the lattice
polarization energy of an excited molecule, i.e. the gas to solid shift energy,
depends on many internal coordinates, each varying randomly. Therefore, the cen-
tral limit theorem applies that predicts a Gaussian envelope function regardless
whether the interaction energy is of the dipole–dipole or, rather, of charge–dipole
type [68, 69].
The simplest ansatz for the hopping rate is that of Miller and Abrahams [70]:

mij ¼ m0 exp �2ca
rij
a

� �
exp � Ej � Ei

�� ��þ Ej � Ei

� �
2kT

	 

ð6:3Þ

where rij/a is the relative jump distance between hopping sites i and j, c the so-
called inverse wavefunction location radius, although strictly it is the coupling
matrix element between the sites, a the mean intersite distance and m0 the fre-
quency factor (attempt-to-jump frequency). It is a one-phonon approximation and
assumes spherically symmetric sites. To consider that in a disordered medium (i)
the intersite distance and, more importantly, (ii) coupling among the transport
molecules, that are usually non-spherical, are subject to local variation, the overlap
parameter 2ca = C can also be subjected to a distribution. This is referred to as
positional or off-diagonal disorder. Operationally, one can account for this type of
disorder by splitting the intersite coupling parameter Cij into two specific site con-
tributions, Ci and Cj, each taken from a Gaussian probability density of variance
rC. The variance of Cij is then R = 2�rC. This is an arguable procedure because it
implies a certain type of correlation because all jumps starting from a given site i
are affected by specifying Ci. The assumption of a Gaussian-type probability den-
sity for Cij appears to be more critical since, as Slowik and Chen [71] have shown,
the overlap parameter is a strong and complicated function of the mutual orienta-
tion of the interacting molecules. In the absence of any explicit knowledge about
the actual distribution of Cij a Gaussian appears nevertheless to be a zero-order
choice, in particular since the relative fluctuation R/2ca required to fit experimen-
tal data will turn out to hardly be in excess of 0.3. In any event, R should be con-
sidered as an operationally defined measure of the off-diagonal disorder that can-
not be directly translated into a microscopic structural property, in contrast to the
parameter r that characterizes energetic, i.e. diagonal, disorder.
Since the simulation work is well documented in the literature [67, 72] only the

main results will be summarized briefly.
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1. Upon starting in a random site within the DOS, a charge car-
rier tends to relax towards tail states featuring a logarithmic
decay law DE� lnt. Concomitantly, the diffusivity of the parti-
cle decreases with time. This gives rise to dispersive trans-
port of charge carriers.

2. Depending on the magnitude of the energetic disorder para-
meter, r̂r ¼ r=kT , quasi-equilibrium is established sooner or
later. The equilibrium occupational DOS is also a Gaussian
of width r, but off-set from the center of the intrinsic DOS
by an energy �r2=kT as predicted by analytic theory:

Eeq

� � ¼ lim
tfi¥

E tð Þh i ¼

Ð¥
�¥

dE E g Eð Þ exp �E=kTð Þ
Ð¥
�¥

dE g Eð Þ exp �E=kTð Þ
¼ � r2

kT
¼ �r̂rr ð6:4Þ

3. The relaxation of an ensemble of non-interacting charge car-
riers has a crucial effect on their motion at arbitrary tempera-
ture. Since the mean energy of charge carriers under quasi-
equilibrium decreases with decreasing temperature, the acti-
vation energy needed for a jump to a site close the transport
energy (see below) is no longer a temperature-independent
quantity as it is in an energetically discrete sample but
increases with decreasing T.

4. The superposition of an external electric field will tilt the
DOS. Therefore, the local activation energy will, on average,
be lowered and the charge carrier mobility will increase
except in case of positional disorder, when a carrier may be
forced to execute a detour involving an up-hill jump against
the field. At large electric field, when the gain in the electro-
static potential overcompensates energy disorder, the drift ve-
locity of a packet charge carriers must saturate because trans-
port becomes unidirectional and the asymmetric jump rate
implied by the Miller–Abrahams assumption prevents its
increase in a down-hill jump.
In the intermediate field range the T and F dependences of
the charge carrier mobility are predicted to be

l r̂r;Fð Þ ¼ l0 exp � 2
3
r̂r

� �2
" #

· exp C r̂r2 � R2ð ÞF1=2½ �; R ‡ 1:5
exp C r̂r2 � 2:25ð ÞF1=2½ �; R < 1:5


ð6:5Þ

where C is a numerical constant. For a = 0.6 nm, C =
2.9 � 10–4 cm1/2 V–1/2. It features a Poole–Frenkel-type of field
dependence of l and offers an understanding of the coeffi-
cient S in the Gill equation [Eq. (6.1)] in terms of a superposi-
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tion of energetic and positional disorder including the case
when S < 0.

5. Even under quasi-equilibrium conditions, the diffusive
spreading of an initially d-shaped sheet of charge carriers
drifting across a sample is anomalously large. This is an
inherent signature of the disorder induced broadening of the
waiting time distribution. It is accompanied with a field-
induced increase of the Einstein l/D ratio whose value in a
discrete system is e/kT [73].

6. At weak electric fields, hopping within an intrinsically broad-
ened DOS and multiple trapping in a system with a discrete
transport level and an energetically disperse distribution of
trapping levels are formally equivalent [74].

7. Moderately deep traps outside of the intrinsic DOS can be
modeled by renormalization of the DOS [75, 76].

6.3.1.5 The Effective Medium Approach
The first analytical treatment of hopping charge carrier transport in an amor-
phous solid with Gaussian DOS under the condition of an otherwise empty DOS
was carried out by Movaghar et al. [77] using the effective medium approximation
(EMA). In this approximation, the higher order correlation effects, appearing
when summing over all paths that a particle can take from site i to site j, lead to
an effective reduction of the site density after each jump. In undiluted systems it
describes the hopping process in an appropriate way except at low temperatures
when the system becomes frustrated because intermediate thermally activated
jumps that may be required for further relaxation are frozen [78, 79]. This limita-
tion applies to charge carriers that migrate via short-range exchange interaction to
singlet excitation that couple via longer ranged dipole–dipole interaction. It turned
out that the temperature dependence of the charge carrier transport under quasi-
equilibrium conditions is in quantitative agreement with Monte Carlo simulation
as is the temporal course of relaxation [77, 78]. A compelling direct spectroscopic
test of the correctness of the predictions of the EMA approach has recently been
reported [80] employing site-selective excitation of singlet excitons in p-conjugated
polyfluorene whose motion is the mirror image of charge-carrier hopping in an
inhomogenously broadened density-of-states distribution.

6.3.1.6 Effect of Site Correlation
A weak point of previous Monto Carlo simulations was the limited range of the
Poole–Frenkel-type field dependence of the charge carrier mobility. It has not
been observed until the field reaches (3–5) � 105 Vcm–1. This is in disagreement
with experiments that consistently bear out a lnl � F1/2 behavior already at fields
below 105 Vcm–1. The work of Gartstein and Conwell [81] demonstrated, however,
that this problem can be solved by introducing correlation between the energies of
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spatially close sites. Their simulation shows that this idea leads to an extended
range of validity of the Poole–Frenkel law. Such an assumption is physically rea-
sonable because the static fluctuations of the site energies are due to the interac-
tion of a charge carrier with permanent and induced dipoles. This must extend
the Poole–Frenkel regime of l(F) towards lower fields because the field depen-
dence arises from the drop of the electrostatic potential, eFl, across a relevant
length l of the hopping system relative to kT. With uncorrelated site energies l is
identical with the mean intersite distance. Correlation increases the length scale,
thereby decreasing the critical field.
Dunlap et al. [82] developed a 1D analytical treatment of hopping transport in

the presence of correlation. Later they extended that work to the 3D case [83]. This
extension is important because in a 3D system a charge carrier might circumvent
an obstacle more easily. Extensive simulations demonstrated, however, that the ba-
sic features of the correlated disorder model (CDM) are retained on extending the
treatment to 3D. CDM shares some features with the conventional Gaussian dis-
order model (GDM). However, it turns out that essential transport properties of
CDM are insensitive to the way in which detailed balance is included in the hop-
ping rate. The same Poole–Frenkel-type field dependence occurs with symmetric
(small-polaron-like) rates or asymmetric Miller–Abrahams rates. On the basis of
their simulation, Novikov et al. [83] proposed the following empirical relation for
l(F,T):

l F;Tð Þ ¼ l0 exp � 3
5
r̂rd

� �2

þC0 r̂r
3=2
d � C

� � eaF
rd

� �1=2
" #

ð6:6Þ

where C0 = 0.78 and C = 2. The latter describes positional disorder. rd is the DOS
width caused by randomly positioned permanent dipoles. However, extensive
experimental studies by Borsenberger and co-workers [72, 84] on charge transport
in polymers molecularly doped with hole-transporting molecules carrying various
polar substituents proved that, although a random distribution of dipoles does
contribute to the total magnitude of disorder manifested in charge transport, there
is a significant contribution of the van der Waals coupling among randomly posi-
tioned nonpolar transport sites. A measurement of l as a function of the dipole
moment is able to discriminate between the polar and the nonpolar contributions.
Observing a Poole–Frenkel-type field dependence of l down to moderate fields
confirms that the effect of site correlation is not confined to random dipolar fields.
This is plausible because the van der Waals interaction between nonspherical mol-
ecules is evidently an inter- rather an intra-site effect. Rakhmanova and Conwell
[85] treated this case by performing Monte Carlo simulations in which they mod-
eled correlation by introducing inhomogeneity in the manifold of apolar hopping
sites with two different r-values. The Poole–Frenkel-type field dependence was
recovered while the temperature dependence acquired an Arrhenius form.
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6.3.1.7 Polaron Transport
There has been a lively discussion of whether or not charge transport in random
organic solids is predominately controlled by disorder or by (small) polaron effects
[58, 86–88]. Without any doubt, a moving charge carrier is always accompanied by
a structural distortion. The question relates to the magnitude of the effect. Unfor-
tunately, there is no unambiguous spectroscopic probe of the magnitude of the
configurational change on adding or removing an electron to or from a molecule,
while neutral excitations are, in fact, amenable to spectroscopic probing. Upon
optical absorption there is always some readjustment of bond length, equivalent
to coupling to molecular vibration(s), because it changes the electron distribution.
This is evidenced by the vibrational satellites that accompany a purely electronic
0–0 transition in an absorption spectrum. A measure of the coupling strength is
the Huang–Rhys factor SHR, which determines the energy change between the
unrelaxed and the relaxed configuration of an excited chromophore [89]. In rigid
organic molecules, SHR is of the order of unity, implying a structural relaxation
energy Ep » 0.15 eV. In a molecule that has a torsional degree of freedom, Ep is
larger. An example is biphenyl, where the phenyl rings favor a twisted configura-
tion in the electronic ground state whereas in the excited state it tends to become
planar. An earlier site-selective fluorescence study of various polyarylenevinylenes,
that differ with regard to the moment of inertia of the intramolecular torsional
displacement, documented that effect and delineated the existence of light and heavy
polarons in p-conjugated polymers [90]. A subsequent time-resolved study confirmed
this notion and showed that coupling to a torsional mode in a polybiphenylvinylene-
type polymer slows energy transfer among the polymer chains [91].
Since neutral and charged excitations share common features with regard to

coupling of an electronic state to an intramolecular displacement, charge carriers
in organic solids have to be polaron-like [92]. This has been revealed by compara-
tive studies employing site-selective fluorescence spectroscopy on the one hand
and temperature-dependent hole transport on the other [93, 94]. They demonstrat-
ed that, depending on the degree of structural relaxation, the polaronic contribu-
tion to the activation energy in charge transport has to be taken into account but
the disorder contribution is always dominant. This is in agreement with quantum
calculations on oligomeric model compounds of polythiophene and PPV that bear
out a polaron binding energy of typically 0.1–0.2 eV [95, 96].
A model based solely on polaron effects fails to describe charge transport

because the required fit parameters turn out to be unphysical [97]. In the adiabatic
limit the activation energy D for polaronic transport is

D ¼ Ep

2
� J ð6:7Þ

where J is the electronic transfer integral [86, 88]. Therefore, if representative val-
ues of D range between 0.3 and 0.6 eV, one had to postulate Ep of 0.6–1.2 eV.
Except in the case of strong coupling to an on-chain torsional mode, such values
are unacceptably large and in disagreement with both quantum chemical calcula-
tions [95, 96] and theoretical analyses of charge transport in molecular crystals
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that predict Ep £ 0.15 eV only [92]. Any contribution of J to D is negligible anyhow.
Additional arguments against the predominance of polaron effects are (i) the
unrealistically large value of the charge carrier mobility if extrapolated to T fi ¥
invoking an Arrhenius law and (ii) the observation of dispersive transport at lower
temperatures because the relaxation energy of the molecular skeleton as a result
of adding to or removing a charge from a monomer/polymer is supposed to be a
discrete rather than a random quantity.

6.3.2
Stochastic Hopping Theory

If the carrier jump rate, mij is known as a function of distance and energy differ-
ence between hopping sites i and j, the hopping master equation can be readily
written for the occupational probability, fi, of any site of the system as

dfi
dt

¼
X
j„i

mjifj � fi
X
j„i

mij ð6:8Þ

Since exponentially decaying tails are typical for wavefunctions of localized car-
riers and energetically upward carrier jumps require Boltzmann-type thermal
excitation, the Miller–Abrahams jump rate, given by Eq. (6.3) offers a good univer-
sal approach to mij in organic materials. Under certain conditions Eq. (6.8) can be
solved analytically. An example is an ordered system of monoenergetic hopping
sites in which nearest-neighbor jumps are the dominant transport mode. Under
such conditions Eq. (6.8) is simply equivalent to the conventional continuity equa-
tion for the carrier density with the drift and diffusion terms and the mobility and
diffusion coefficient determined by the lattice constant a, the nearest-neighbor
jump rate m and the temperature as l = ema2/kT and D = ma2, where e is the elemen-
tary charge. Note that these l and D obey the Einstein relation.
In principle, this equation can also be solved, either analytically or numerically,

for every site of a reasonably large random hopping system if the location and en-
ergy of all sites are fixed and known. That solution should then yield full informa-
tion about charge carrier kinetics within the system. However, this solution would
tell us very little about charge transport in a real disordered material. The reason
is that, in order to calculate any macroscopic value in a random system, one has to
average the solution of Eq. (6.8) over all possible realizations of this system. Theo-
retically, this is the most difficult part of the problem and differences between an-
alytical theories of carrier hopping in disordered systems essentially originate
from different approaches to the averaging procedure.
Percolation-type theories [98] rest on the notions that (i) the Miller–Abrahams

carrier jump rate decreases exponentially with increasing distance between hop-
ping sites, which implies the major role of hopping between nearest-neighbor
sites, and (ii) in a positionally random system distances between nearest hopping
sites vary strongly. Therefore, one can suggest that the most difficult jumps be-
tween nearest neighbors separated by the longest distance rmax control the total
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hopping time and, concomitantly the hopping mobility, l ~ exp(–2crmax). The long-
est distance scales with the average inter-site distance a as rmax = ka, with k= 1.39
and k = 1.47 for 3D and 2D random hopping systems, respectively [98]. However,
extension of the percolation argument to hopping in energetically disordered
materials is not straightforward. The reason is that, at variance with a random sys-
tem of monoenergetic sites, in a system with energy disorder the jump rates mij and
mji strongly differ from each other unless the sites i and j occasionally have the
same energy [99]. As a result, the nearest-neighbor jumps are no longer dominant
and the mobility is determined by the temperature-controlled trade-off between
weaker activated jumps over larger distances and stronger activated jumps over
smaller distances [100].
This interplay is traditionally considered in terms of the variable-range hopping the-

ory [100]. This approach suggests that a carrier localized in a site of energy E will
most probablymake the fastest possible, i.e. jump to a site of energy E¢ over distance r
characterized by the minimum possible value of the hopping parameter u [99]:

u r;E;E ¢ð Þ ¼ 2cr þ g E ¢� Eð Þ
kT

ð6:9Þ

where g the unity step-function. The distance-dependent factor in Eq. (6.9) is com-
pletely symmetric, i.e. the distance between hopping sites similarly controls the
rate of forth and back jumps. Therefore, a site that is remote from all its neighbors
in a positionally random system of monoenergetic hopping sites cannot be con-
sidered as a trap for carriers because the trapping time would be equal to the
release time, i.e. it is equally difficult for a carrier to be released and trapped by
such an isolated localized state [47]. However, this is not the case for an energeti-
cally random system. While energetically upward jumps require thermal activa-
tion, downward jumps imply dissipation of the excess energy via phonon emis-
sion. The former takes a much longer time than the latter and, therefore, the rates
of forth and back jumps are, on average, very different. This asymmetry makes
the effect of energy disorder much more important as far as charge transport char-
acteristics are concerned. If the average jump rate <m> and distance <r> are some-
how calculated for all hopping sites of a system, one can straightforwardly calcu-
late macroscopic carrier transport characteristics such as the mobility and diffu-
sion coefficient. Moreover, based on the average hopping rate, derivation of hop-
ping transport equations for macroscopic charge carrier density becomes feasible.
In order to calculate the hopping mobility in an energetically disordered system,

one has first to average minimum possible values of the hopping parameter u for
sites of a given energy E, which should yield the average jump rate as a function
of energy, <mE>. This calculation can be based on the Poisson statistics as outlined
below. In a positionally random system of localized states, the average number of
target sites for a starting site of energy E, whose hopping parameters are not larg-
er than u, n(E,u), can be calculated as [99,101]

n E; uð Þ ¼ 4p
3

u
2c

� �3 ðE
�¥

dE ¢g E ¢ð Þ þ
ðEþkTu

E

dE ¢g E ¢ð Þ 1� E ¢� E
kTu

� �3
2
4

3
5 ð6:10Þ



6.3 Charge Carrier Hopping in Noncrystalline Organic Materials

By considering the number of hopping neighbors as a function of the hopping
parameter and applying Poisson statistics, one can calculate the probability den-
sity w(E,u) that the nearest hopping neighbor of a site of the energy E will be char-
acterized by the hopping parameter u. The result is

w E; uð Þ ¼ exp �n E; uð Þ½ � ¶n E; uð Þ
¶u

ð6:11Þ

By its definition the function w(E,u) is the distribution function of the hopping
parameter. Using it for the calculation of the average hopping parameter <u>(E)
yields

uh i Eð Þ ¼
ð¥
0

duu exp �n E; uð Þ½ � ¶n E; uð Þ
¶u

¼
ð¥
0

du exp �n E; uð Þ½ � ð6:12Þ

It is interesting that different possible hopping regimes can be seen already in the
structure of the n(E,u) function. The first integral in the right-hand side of
Eq. (6.10) accounts for deeper sites whereas the second one corresponds to possi-
ble jumps to shallower states. Based on relative contributions of these terms to
the total number of hopping neighbors, one can distinguish between DOS regions
where either downward or upward hopping dominates at a given temperature.
Depending on which portion of the DOS is mainly populated, two different trans-
port regimes are possible. Downward hopping is typical for an earlier stage of
energetic relaxation of photogenerated carriers, especially at low temperatures.
Upward hopping describes both the later stage of carrier equilibration controlled
by thermally activated hopping and equilibrium transport.

6.3.2.1 Carrier Equilibration via Downward Hopping
By its nature, equilibration of charge carriers is a non-equilibrium transient pro-
cess that cannot be described in terms of (time-dependent) carrier mobility and
diffusivity. One reason is that, in energetically disordered systems, the conven-
tional Fokker–Planck-type continuity equation is valid only if energy relaxation of
carriers is practically finished. This is obviously not the case for the regime of
downward hopping. Another reason is that average jump distance increases in
the course of energetic relaxation and so does the gain or loss of electrostatic ener-
gy in external electric field. Therefore, even a weak-to-moderate electric field will
sooner or later cause a large distortion of the DOS distribution, which is equiva-
lent to the strong-field effect in quasi-equilibrium transport.
One of the most important characteristics of the carrier equilibration process is

the rate of energy relaxation, i.e. the time-dependent energy distribution of the
state occupational probability f(E,t). It can be calculated by averaging the probabil-
ity density of Eq. (6.11) with the Poisson probability to still occupy at the time t a
site, whose nearest neighbor has the hopping parameter u, yielding

275



6 Charge Transport in Disordered Organic Semiconductors

f E; tð Þ ¼
ð¥
0

du
¶n E; uð Þ

¶u
exp �n E; uð Þ½ � exp �m0t exp �uð Þ½ � . exp �n E; ln m0tð Þð Þ½ � ð6:13Þ

In the regime of low-temperature downward hopping relaxation, Eq. (6.13)
reduces to [102,103]

f E; tð Þ ¼ exp � 4p
3

2cð Þ�3 ln m0tð Þ½ �3
ðE
�¥

dE ¢g E ¢ð Þ
2
4

3
5 ð6:14Þ

In order to calculate the density of occupied states, one has to multiply the DOS
distribution by the occupational probability and normalize the product to the total
carrier density. The results of this calculation for a Gaussian DOS function are
shown in Fig. 6.1. With increasing relaxation time, the energy distribution of car-
riers shifts to deeper states and narrows although the lower tail of the distribution
always follows the DOS function while the upper tail is governed by the probabil-
ity for a given hopping site to be still occupied at a given time. The maximum of
the carrier distribution, Em(t), is governed by the occupational probability given by
Eq. (6.14) and can be found from the following transcendental equation:

4p
3

2cð Þ�3 ln m0tð Þ½ �3
ðEm tð Þ

�¥

dE ¢g E ¢ð Þ ¼ 1 ð6:15Þ
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Figure 6.1 Low-temperature energy relaxation of carriers in a random
hopping system with a Gaussian DOS distribution. Whereas the lower
tail of the localized carrier energy distribution always follows the DOS
function, the width of the upper tail decreases with time.
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Evaluating the integral in the left-hand side of Eq. (6.15) for a Gaussian DOS func-
tion and solving the transcendental equation yields

Em tð Þ . r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln

N

12
ffiffiffiffiffiffi
2p

p
c3

ln m0tð Þ½ �3
 �s

ð6:16Þ

Since energy relaxation of charge carriers proceeds via carrier jumps, this process
also leads to some diffusive spreading of the charge carrier packet. According to
Poisson statistics, the hopping parameter u, characteristic of jumps at a time t, is
given by the condition m0t expð�uÞ ¼ 1, which yields the jump rate
m ¼ m0 exp �uð Þ ¼ 1=t. The jump distance, rj, can be estimated from the condition
rj tð Þ ¼ u tð Þ=2c ¼ ln m0tð Þ=2c. The increased rate of carrier packet dispersion, drd/
dt, can be estimated as drd=dt ¼ mr2j =3 ¼ ln m0tð Þ½ �2=12c2t. Integrating this equa-
tion yields [103]

rd tð Þ ¼ 1
36c2

ln m0tð Þ½ �3 ð6:17Þ

According to Eq. (6.17), the root-mean-square (r.m.s.) of the carrier packet,
ffiffiffiffiffi
rd

p
,

increases with time much more slowly than
ffiffi
t

p
that is typical for equilibrium dif-

fusion. The reason is that the average number of hopping neighbors accessible via
downward jumps strongly decreases with relaxation time and, concomitantly, hop-
ping slows very rapidly. On the basis of Eq. (6.17), the effective time-dependent
diffusion coefficient can be introduced via D tð Þ ¼ drd tð Þ=dt. A common way to
calculate the (time-dependent) weak-field carrier mobility would be the use of the
Einstein relation. However, the Einstein relation does not work under non-equilib-
rium conditions [104]. Moreover, it has been shown that, at variance with carrier-
packet spreading, the average weak-field carrier velocity in the downward hopping
regime depends upon the DOS distribution. In a system with an exponential DOS
the center of gravity of a carrier packet, <x>, shifts along the field as [103]

xh i tð Þ ¼ eF
36c2E0

ln m0tð Þ½ �3 ð6:18Þ

where E0 is the characteristic energy of the exponential DOS. Defining the mobil-
ity as l tð Þ ¼ 1=Fð Þd xh i tð Þ=dt yields l/D = e/E0 [104] instead of e/kT as predicted by
the Einstein equation. This result is not really surprising because the latter was
derived for equilibrium transport while the temperature cannot play any role in
the low-T downward hopping. It should be emphasized, however, that the validity
of this expression is restricted in time because sooner or later jumps become so
long that the gain in electrostatic energy on any jump substantially tilts the DOS,
which leads to nonlinear field effects.

6.3.2.2 Thermally Activated Variable-Range Hopping: Effective Transport Energy
At a finite temperature, downward hopping of a charge carrier must be termi-
nated at some time when the nearest hopping neighbor of this carrier will have a
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larger energy and, therefore, the next jump of this carrier will require thermal
activation. In order to analyze this transport regime we have to turn back to Eqs.
(6.10) and (6.12). After a jump to a shallower state, a carrier will have a much
wider choice of hopping sites for subsequent jumps. Therefore, energetically
upward jump will constituent a rate-limiting step of the thermally activated hop-
ping regime. By neglecting the contribution of deeper hopping neighbors in
Eq. (6.10) and making the following replacement of variables:

Etr ¼ E þ kTu ð6:19Þ

one can represent the average number of hopping neighbors of a site of energy E
as a function of the energy Etr:

n E;Etrð Þ ¼ p

6
ckTð Þ�3

ðEtr

E

dE ¢g E ¢ð Þ Etr � E ¢ð Þ3 ð6:20Þ

After an upward jump, the carrier can either jump further to other sites or return
back to the previously occupied state. In order to ensure further hopping, a carrier
must, on average, have probed more than one hopping neighbor. As suggested by
the percolation theory, further hopping is granted if more than one nearest hop-
ping neighbor of a given hopping site is taken into consideration such that
n E;Etrð Þ ¼ b, where b is the percolation parameter. The use of this condition in
Eq. (6.20) yields the following transcendental equation for the energy Etr:

ðEtr

E

dE ¢g E ¢ð Þ Etr � E ¢ð Þ3 ¼ 6b
p

ckTð Þ3 ð6:21Þ

If the DOS distribution decreases with energy faster than |E|–4 then (i) the value of
the integral in the left-hand side of Eq. (6.21) depends only weakly on the lower
bound of integration for sufficiently deep starting sites and (ii) a major contribu-
tion to the integral comes from states with energies around Etr and, therefore,
Eq. (6.21) can be reduced to [101]

ðEtr

�¥

dE g Eð Þ Etr � Eð Þ3 ¼ 6b
p

ckTð Þ3 ð6:22Þ

The physical meaning of the effective transport level follows from this equation. It
demonstrates that target sites for thermally assisted upward carrier jumps are
located around the energy Etr independent of the energy of starting sites. There-
fore, for any starting site the hopping parameter for the most probable jump of a
carrier, occupying this site, can be calculated from Eq. (6.19). Substituting the
result into the Miller–Abrahams equation for the thermally activated hopping
rate, one obtains
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m ¼ m0 exp �uð Þ ¼ m0 exp �Etr � E
kT

� �
ð6:23Þ

which is identical with the carrier release rate in the model of trap-controlled car-
rier transport with the energy Etr playing the role of the mobility edge. This analo-
gy was first discovered in Monte Carlo simulations of the variable-range hopping
[105] and was later demonstrated analytically [106].
The temperature dependence of the effective transport energy in a hopping sys-

tem with a Gaussian DOS distribution is illustrated in Fig. 6.2 parametric in the
DOS width. A remarkable feature of these results is that, at some temperature,
every curve crosses the zero energy level at which the DOS has a maximum. At
first glance this seems to be an artifact. Even at very high temperatures, carriers
can hardly jump to states above E = 0 where the density of states is relatively low
and decreases steeply with increasing energy. In order to resolve this puzzle, one
may consider the asymptotic behavior of Etr and higher temperatures and/or low
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Figure 6.2 Temperature dependence of the
effective transport energy in a disordered
hopping system with a Gaussian DOS distri-
bution. The data shown by the solid and

dashed lines are calculated from Eqs. (6.47)
and (6.22), respectively, for an inverse locali-
zation radius of 10 nm–1 and a total density
of hopping sites of 1022 cm–3.
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concentration of localized states. The latter condition corresponds to strongly
diluted hopping systems. Solving Eq. (6.22) at T fi¥ and/or N fi 0 yields

Etr ¼ kT
6bc3

pN

� �1
3

ð6:24Þ

This result is still puzzling: the transport energy linearly increases with tempera-
ture above the maximum of the DOS distribution. Substituting this equation into
Eq. (6.23) leads to the following high-temperature and low-concentration asymp-
totic expression for the hopping rate:

m ¼ m0 exp � 6bc3

pN

� �1
3

" #
exp

E
kT

� �
ð6:25Þ

which clarifies the situation. Equation (6.25) proves that, on the one hand, carriers
do jump to states around E = 0 through barriers with thickness ~Nt

–1/3 and, on the
other hand, Etr can be interpreted as a genuine level of most probable jumps only
while this energy is still well below the DOS maximum.
The similarity between the effective transport level in a disordered hopping sys-

tem and the mobility edge in an amorphous material with both extended and lo-
calized states for charge carriers allows the use of trap-controlled transport formal-
ism for the analysis of variable range hopping. In order to complete the analogy,
one has to calculate the carrier mobility at the effective transport level. If a carrier
currently occupies a state of energy around Etr, its next jump will most probably be
made to a deeper state. By estimating the average squared distance rj

2 of such a

jump as r2j ¼
ÐEtr

�¥
dEg Eð Þ

	 
�2
3

and the concomitant jump rate mj as

mj ¼ m0 exp �2
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>; ð6:26Þ

one obtains the following expression for the diffusion coefficient Dtr at the effec-
tive transport level:

Dtr ¼ mjr
2
j ¼ m0

ðEtr
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>; ð6:27Þ

At weak and moderate electric fields the carrier mobility ltr and diffusion coeffi-
cient Dtr are related by the Einstein equation which yields
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ltr ¼
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Equations (6.22), (6.23), (6.27) and (6.28) for the effective transport energy, ther-
mally-activated jump rate, carrier diffusivity and mobility at the transport level,
respectively, virtually reduce the variable-range hopping problem to much simpler
trap-controlled band transport problem. This simplification is possible only when
the hopping kinetics are fully controlled by thermally activated upward jumps, i.e.
when the regime of energetically downward hopping is terminated. This happens
when the most of carriers are already localized below the effective transport level,
i.e. when the energy level Em(t), determined by Eq. (6.15), crosses the effective
transport level.

6.3.2.3 Dispersive Hopping Transport
The onset of thermally activated hopping regime does not yet indicate that the pro-
cess of carrier thermalization within an inhomogeneously broadened DOS distri-
bution is completed. Although the hopping kinetics are controlled by carrier
jumps from deeper states to the effective transport level, the carrier energy distri-
bution continues to shift towards the deeper tail of the DOS. This transport re-
gime is known as non-equilibrium or dispersive transport [43]. Before an equilib-
rium energy distribution is established most carriers occupy so-called �currently
deep traps’, i.e. states from which their jumps are still unlikely at a time t [50,
107]. The density of such states, gd(E,t), obviously, depends upon time. In order to
find this function one should again exploit the Poisson distribution of probabil-
ities [108]. The average rate of carrier jumps from a state of energy E is given by
Eq. (6.23). If this state has been occupied at the time t = 0 the probability of this
state still being occupied by the same carrier at a time t, w(E,t) is given by

w E; tð Þ ¼ exp �m0t exp �Etr � E
kT

� �	 

ð6:29Þ

According to its definition, the density of currently deep states can be calculated
as a product of the DOS function and the probability that a state is a currently
deep trap at the time t, which yields

gd E; tð Þ ¼ g Eð Þ exp �m0t exp �Etr � E
kT

� �	 

ð6:30Þ

The occupational probability of currently deep states, fd(E,t), can be defined as the
density of carriers, localized in these states, qd(E,t), normalized to gd(E,t), as

fd E; tð Þ ¼ rd E; tð Þ
gd E; tð Þ ð6:31Þ
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Since no carrier can be released from currently deep traps, their occupancy is
changed only due to carrier jumps to these states from hopping sites that belong
to the effective transport level. Concomitantly, the equation for the occupational
probability takes the form

¶fd E; tð Þ
¶t

¼ mj

ðEtr

�¥

dEg Eð Þ
2
4

3
5

�1

ptr tð Þ ð6:32Þ

where ptr is the density of carriers occupying sites at the effective transport level.
Substituting Eq. (6.31) into Eq. (6.32) and integrating over time, one obtains

rd E; tð Þ ¼ mj

ðEtr

�¥

dEg Eð Þ
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3
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gd E; tð Þ
ðt
0

dt¢ptr t¢ð Þ ð6:33Þ

Under the dispersive transport regime, most carriers occupy currently deep traps
and, therefore, integrating both sides of Eq. (6.33) over energy yields the relation-
ship between total carrier density p and the density of carriers occupying states
around Etr [50, 108]:

p tð Þ ¼ 1
s tð Þ

ðt
0

dt¢ptr t¢ð Þ ð6:34Þ

where the function s(t) is defined as
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ð6:35Þ

Since all carrier jumps proceed via the effective transport level, the continuity
equation for the carrier density should be written as

¶p
¶t

þ ltr� Fptrð Þ � DtrDptr ¼ 0 ð6:36Þ

Combining Eqs. (6.34)–(6.36) and integrating over time yields the dispersive con-
tinuity equation of the form [50]

p r; tð Þ þ ltrs tð Þ� F rð Þp r; tð Þ½ � � Dtrs tð ÞDp r; tð Þ ¼ p r; 0ð Þ ð6:37Þ
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where p(r,0) is the carrier density at t = 0.
Remarkably, this transport equation does not contain time derivatives, implying

that time dependences of all transport characteristics are fully governed by the
function s(t), i.e. by the DOS distribution and temperature. In order to illustrate
basic features of this equation we consider non-equilibrium carrier hopping in
constant electric field neglecting the space-charge effects. Solving Eq. (6.37) with
the initial condition p(x,0) = r0d(x) yields an exponential rather than Gaussian
shape of the carrier packet:

p x; tð Þ ¼ ð6:38Þ

r0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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" #
x

 !
; x > 0

8>>>>>><
>>>>>>:

This solution has several distinctions as compared with normal equilibrium trans-
port. (i) The presence of an electric field does not change the packet shape, which
makes it difficult to distinguish between the drift and diffusion contributions to
the carrier dynamics. (ii) The maximum of charge carrier density is stuck at the
plane x = 0 where the carriers were initially generated. (iii) The field-assisted
spreading of the carrier packet always dominates at larger times and the r.m.s. of
the packet, xr.m.s., is equal to the packet mean <x>:

xh i tð Þ ¼ xr:m:s: tð Þ ¼ ltrFs tð Þ ð6:39Þ

Because of this anomalously large dispersion of the carrier packet, the non-equi-
librium transport regime is commonly referred to as dispersive transport. Since,
on average, carriers slow down in a constant electric field, the current, observed in
a time-of-flight (TOF) experiment, decreases monotonically with time even before
carriers are ejected across the back electrode which gives rise to the so-called
anomalous (or dispersive) TOF current transients [109]. Although it is notoriously
difficult to measure the carrier drift mobility from such data, it turned out that,
under certain conditions and assumptions, the DOS distribution can be identified
from the shape of the post-transit TOF current [110].

6.3.2.4 Equilibrium Hopping Transport
The dispersive transport regime terminates when the majority of carriers are equi-
librated and their energy distribution qeq is determined by the Fermi–Dirac func-
tion as

req Eð Þ� g Eð Þ
1þ exp

E � EF

kT

� � ð6:40Þ
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where EF is the Fermi energy. In disordered organic materials the total density of
localized states is normally orders of magnitude larger than the carrier density
unless the material is heavily doped. Therefore, only the very deep tail of the DOS
distribution can be completely filled by carriers. Furthermore, if the DOS is Gaus-
sian, the total density of fully occupied states below the Fermi level is much smaller
than the total carrier density such that most carriers are localized in states above
EF and, concomitantly, their energy distribution is described by the Boltzmann sta-
tistics, which yields

req Eð Þ�g Eð Þ exp � E
kT

� �
ð6:41Þ

Below, our consideration of equilibrium hopping will be based on the Boltzmann
statistics unless specified differently.
Employing the concept of effective transport energy, one can derive the follow-

ing continuity equation for equilibrium hopping transport [49]:

¶p x; tð Þ
¶t

þ leq

¶
¶x

F x; tð Þp x; tð Þ½ � � Deq þ Df

� � ¶2p x; tð Þ
¶x2

¼ 0 ð6:42Þ

where leq and Deq are equilibrium hopping mobility and diffusion coefficient,
respectively, and Df is the field-assisted diffusion coefficient [49, 111]. The first
two coefficients are the conventional hopping mobility and diffusivity controlled
by the distribution of localized states below the effective transport level. These
states virtually play the role of energetically distributed traps in the model of trap-
controlled band transport. The values of leq and Deq are determined by the follow-
ing equations:

leq Tð Þ ¼ ltr m0=mj
� � ðEtr

�¥
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For a Gaussian DOS distribution, Eq. 6.43 yields the dependences of the mobility
upon temperature and density of hopping sites that can be rather accurately repre-
sented in factorized form as

l ¼ loexp � bc

N1=3
t

� �
exp � cr

kT

� �2
	 


with the parameter b @ 1:05 being almost independent of the temperature and the
parameter c changing from 0.59 at Nt ¼ 1022 cm–3 to 0.68 at Nt ¼ 1018 cm–3 in
good quantitative agreement with the results of Monte Carlo simulations (c =
0.67) and predictions of the effective medium model (c = 0.64).
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The occurrence of field-assisted diffusion is a remarkable feature of charge
transport in disordered materials. This additional broadening of the carrier packet
originates from the stochastic nature of hopping in a random system of localized
states. Although variation of both the time and distance of every individual carrier
jump contributes to the field-assisted diffusion, the effect of the former variation
is much larger than that of the latter. Therefore, the field-assisted diffusion coeffi-
cient increases strongly with increasing energetic disorder and decreasing temper-
ature as

Df Tð Þ ¼ m0 ltrF=mj
� �2 ðEtr
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2
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3
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�3 ðEtr
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dEg Eð Þ exp 2E
kT

� �
ð6:45Þ

Interestingly, the coefficient Df is universally proportional to the squared electric
field independent of the DOS distribution in a particular material. It is also worth
noting that, at variance with conventional diffusion, the field-assisted spreading of
the carrier packet occurs only in the field direction and, since this effect is due to
local stochastic variations of the hopping drift velocity, it cannot lead to carrier
backflow against the external field.

6.3.2.5 The Effect of Backward Carrier Jumps
The approach outlined in the previous sections disregards repeated carrier jumps
between two accidentally close hopping neighbors both of which are isolated from
other localized states. Although such jumps can be responsible for a.c. conductiv-
ity, they do not contribute to the d.c. current. Therefore, after jumps to sites of the
energy around Etr some carriers will just return to initially occupied deep states
and such jumps should not be considered as jumps to the effective transport level.
In order to account for this effect one must calculate the probability of a backward
jump from a site of a given energy [101].
After an upward jump over the distance r, a carrier will, most probably, not

return to the starting site if there is another hopping neighbor of the target site
with a hopping parameter that is smaller than 2cr outside the sphere of radius r
centered at the starting site. The average number of such neighbors, nb(E,r),
increases with increasing E or r as
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Since the round-trip carrier jumps do not contribute to transport and relaxation,
only those hopping neighbors should be accounted for from which carrier jumps
back to initially occupied starting sites are improbable. This condition leads to the
following equation for the effective transport energy that accounts for backward
carrier jumps:

4p
ðEtr
�¥

dEg Eð Þ
ðEtr�Eð Þ=2ckT

0

drr2 1� exp �nb E; rð Þ½ �f g ¼ 1 ð6:47Þ

The effect of backward carrier jumps on the temperature dependence of the effec-
tive transport energy is illustrated by solid lines in Fig. 6.2 for a random hopping
system with Gaussian DOS distributions of different widths r. Dashed lines in
this figure show the temperature dependences of the effective transport energy
calculated from Eq. (6.22) without accounting for backward jumps. Evaluating the
high-temperature asymptote of Etr from Eq. (6.47) yields

Etr ¼
32
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kT
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ð6:48Þ

indicating that the backward carrier jumps cause the genuine transport energy to be
20%higher than that calculated disregarding the possibility of backward jumps.

6.3.2.6 Hopping Conductivity in Doped Organic Materials
The above consideration of hopping in disordered systems pertains to situations
in which a charge carrie moves within an empty density-of-states distribution.
In this section, we consider variable-range hopping at high carrier densities

when the tail states of the DOS are completely filled by carriers and transport is
controlled by carrier jumps from states around the Fermi level.
It will be assumed that the countercharges reside somewhere out of the hop-

ping system. An example is an organic thin-film transistor in which high carrier
density in the channel is balanced by countercharges accumulated in the gate.
Under such circumstances, the equilibrium energy distribution of carriers has

to be described by the Fermi–Dirac distribution as in Eq. (6.40). The Fermi energy
is related to the total carrier density, p, by the condition

p ¼
ð¥
�¥

dEreq Eð Þ ¼
ð¥
�¥

dEg Eð Þ
1þ exp E � EFð Þ=kT½ � ð6:49Þ

Consideration of variable-range carrier hopping at high carrier densities can again
be based on the effective transport energy concept. However, one should bear in
mind that Eq. (6.22) for Etr was derived for low carrier densities, i.e. disregarding
the trap-filling effect. This effect can easily be incorporated if the DOS function in
the integrand of Eq. (6.22) is replaced by the density of vacant sites g(E) – qeq(E).
The result is
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ðEtr
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6
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ckTð Þ3 ð6:50Þ

It is worth noting that, in materials with a Gaussian DOS distribution, the posi-
tion of the Fermi level is not always essential for the charge transport characteris-
tics because, under realistic conditions, the majority of charge carriers can occupy
weakly filled states above the Fermi level. Therefore, the equilibrium mobility can
be affected by filling of deep localized states only at sufficiently high carrier densi-
ties.
The effect of the filling on the effective transport energy in a hopping system

with a Gaussian DOS distribution is illustrated in Fig. 6.3. The value of Etr

remains practically unaffected by filling of deep states until the total carrier den-
sity reaches 1–10% of the total density of hopping sites. Although those high dop-
ing levels can be achieved electrochemically [112], they are hardly relevant to prac-
tical device applications. At lower carrier densities one can still use the zero carrier
density value of Etr given by Eq. (6.22).
Since the occurrence of the effective transport energy virtually reduces the prob-

lem of variable-range hopping to the trap-controlled transport model, the weak-
field equilibrium mobility l can be estimated as

l ¼ em0
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in which the Fermi energy EF is related to the total carrier density p by Eq. (6.49).
Equations (6.49)–(6.51) describe the mobility as a function of the charge carrier

concentration. The calculated dependences are shown by solid lines in Fig. 6.4 to-
gether with experimental data obtained on electrochemically doped PHT films of

287

Figure 6.3 Dependence of the effective transport energy in a
disordered hopping system with a Gaussian DOS distribution
on the equilibrium carrier concentration.
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54, 70, 81 and 97% of regioregularity [112]. It should be noted that electrochemical
doping induces both free charge carriers and immotile counteriones. The effect of
the latter on the DOS distribution and carrier mobility will be discussed below. In
regioregular PHT, the interchain carrier jumps along the stacking direction have
been suggested as a predominant conductivity mode. In terms of hopping trans-
port, this implies the occurrence of a double-peak Gaussian distribution [113]:

g Eð Þ ¼ N1ffiffiffiffiffiffi
2p

p
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exp � E2

2r2
1

� �
þ N2ffiffiffiffiffiffi

2p
p

r2

exp � E2

2r2
2

� �
ð6:52Þ

in which the first narrow peak describes ordered regions and the second corre-
sponds to an amorphous phase, i.e. r2 � r1. For materials with relatively high
degrees of regioregularity one should also assume that N1 >N2. At large relative
densities of charge carriers, i.e. at n > 0.01(N1 + N2), the agreement is very satisfac-
tory. It is also remarkable that the experimental results for systems with different
degrees of regioregularity can be fitted under the premise of an undistorted Gaus-
sian-shaped DOS distribution. However, one has to assume unusually large
widths of the DOS distribution in the disordered phase, r2 = 0.25–0.34 eV, al-
though the parent conjugated polymer features a low degree of disorder. This indi-
cates that the DOS distribution may deviate from Gaussian and its width must
increase strongly with increasing density of charge carriers such that variations of
the energy levels of the hole-transporting moieties, caused by different degrees of
regioregularity, are smeared out. This effect is illustrated in Fig. 6.5, which shows
the carrier-concentration dependence of the Gaussian DOS width that is required
for fitting the carrier-concentration dependence of the mobility in 54% regioregu-
larity PHT within the entire experimental range of carrier concentrations. The
apparent width increases by a factor of two from 0.15 eV at low carrier concentra-
tion to 0.35 eV at n/Nt » 0.03 and practically saturates at larger carrier densities.
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Figure 6.4 Dependence of the equilibrium hopping mobility
on the dopant concentration in a disordered organic semicon-
ductor. Experimental points are taken from Ref. [112].
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These results imply a very strong effect of the Coulomb interactions on the en-
ergy disorder in doped organic semiconductors. It was already recognized that the
dipole–dipole interaction between randomly located and oriented dipoles is one of
the major causes of energy disorder in organic materials [82]. Increasing regioreg-
ularity can suppress this type of disorder and, concomitantly, improve the mobility
at low carrier concentrations as one can see from Fig. 6.4. However, a higher den-
sity of randomly distributed ionized dopants generates a random Coulomb poten-
tial distribution, which effectively broadens the DOS distribution. This effect
occurs together with filling of deep traps. At relatively low carrier densities the
Coulomb DOS broadening dominates while most carriers still occupy sites above
the Fermi level. Under these conditions, the mobility decreases with increasing
carrier concentration. At higher carrier densities the Coulomb-induced DOS
broadening almost saturates while the energy distribution of localized carriers
becomes shallower, which leads to a higher average jump rate and steeply increas-
ing mobility with further increase in carrier density. The effect on the hopping
mobility of the Coulomb interaction between ionized dopants and charge carriers
will be considered in the following section.

6.3.2.7 Coulomb Effects on Hopping in a Doped Organic Material
Experimentally, it is known that an impurity can serve as, for instance, an electron
acceptor in an organic semiconductor even if the LUMO of the dopant is ~1 eV
above the HOMO of the host molecules. Intuitively, it is not clear how the charge
transfer can occur from a host molecule to a dopant under such circumstances. In
order to clarify the situation one should bear in mind that both HOMO and
LUMO energies are defined for isolated charges disregarding Coulomb interac-
tions and/or intrinsic fields. However, in amorphous organic materials, charge
transfer from a host molecule to a dopant should directly produce a strongly Cou-
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Figure 6.5 Variation of the apparent DOS width required for
the fit of the experimentally observed dopant concentration
dependence of the mobility shown in Fig. 6.4.
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lombically bound short geminate pair rather than a free carrier. The size of such a
pair is equal to the intermolecular distance, which is typically 0.6–1.0 nm. The
Coulomb binding energy of this pair is then 0.5–0.8 eV if the permittivity retains
its typical macroscopic value of 3 and 0.8–1.2 eV if the permittivity goes down to 2
at such short distances. If this energy gain is sufficient to compensate for the
charge-transfer energy, the geminate pair of charges rather than a neutral dopant
and a neutral host molecule will form the ground state in a doped material.
Even if a carrier has been transferred from a dopant to a host molecule, it can-

not immediately contribute to the d.c. conductivity owing to the Coulomb interac-
tion that still bounds it to the parent dopant ion. A carrier can be released from a
Coulomb trap in the course of a multi-jump Onsager-like process facilitated by
the external electric field. Exact analytical consideration of this process, including
correlations between energies and positions of hopping sites within Coulomb
potential wells, is hardly feasible and one has to formulate a simplified model that
still retains essential details of the carrier kinetics. We suggest a model based on
the following simplifications: (i) every collective Coulomb trap surrounding a lo-
calized counter ion is replaced by a single deep localized state nearest to the ion-
ized dopant and (ii) the energy of this site is a sum of the intrinsic disorder energy
and the electrostatic energy D counted from the top of the potential barrier which
is formed by the Coulomb and external fields as

D ¼
ffiffiffiffiffiffiffiffiffi
e3F
pe0e

s
� e2

4pe0ea
ð6:53Þ

Under these assumptions, the effective DOS distribution in a doped material
takes the form
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If not specified otherwise, in the following we assume that the material is macro-
scopically neutral, i.e. that the average density of carriers is equal to the concen-
tration of dopants. The field dependence of the mobility, calculated with the
DOS distribution given by Eq. (6.54) at a moderate concentration of dopants
Nd = 10 cm–3, is shown in Fig. 6.6 parametric in temperature. A Gaussian distribu-
tion of the width r = 100meV has been used as an intrinsic DOS distribution.
Although the curves follow the Poole–Frenkel-type logl � F1/2 dependence, at
weaker fields they tend towards saturation at stronger fields. Figure 6.7 illustrates
the temperature dependence of the mobility at different external fields. Although
both the doping-induced Coulomb traps and the intrinsic DOS distribution affect
this dependence, most carriers are localized in the former, which gives rise to an
almost perfect Arrhenius temperature dependence with the slope affected by the
external field. As shown in the inset in Fig. 6.7, an attempt to visualize these data
on a logl versus 1/T2 plot fails to yield straight lines, indicating that the mobility
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Figure 6.6 Field dependences of the charge carrier mobility in a
doped disordered organic semiconductor at different temperatures.

Figure 6.7 Temperature dependence of the mobility in a
doped disordered organic material. The inset shows the
same set of curves replotted in logl versus 1/T2 axes.
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is effectively controlled by carrier jumps from states around the Fermi level [114–
116]. One should expect that, at lower temperatures, the effective transport level
should approach the Fermi level and the temperature dependence of the mobility
has to almost level off featuring the Mott T�1

4 law.
Figure 6.8 illustrates the dopant concentration dependence of the mobility para-

metric in the width of the intrinsic Gaussian DOS distribution. These depen-
dences are strikingly different in materials with weak and strong energy disorder,
i.e. with small and large values of the DOS width. While doping a weakly disor-
dered system suppresses the mobility, the latter increases with doping level in
strongly disordered materials. It should be noted, however, that the mobility
always decreases with doping more weakly than 1/Nd and, therefore, the conduc-
tivity, which is proportional to the product of l and Nd, increases upon doping
even in materials with small DOS widths.
In order to understand why the mobility in weakly and strongly disordered

materials is so differently affected by doping, one should bear in mind that dop-
ants provide both charge carriers and deep Coulomb traps. If these traps are deep-
er than those states that control the mobility in the pristine material, the deep
Coulomb traps will still trap majority of doping-induced carriers and their mobil-
ity has to be smaller than the carrier mobility in the undoped material. The elec-
trostatic energy of a Coulomb trap can be estimated from Eq. (6.53) as 0.5 eV in a
field of 1MVcm–1 with a = 0.5 nm and e = 3. However, the effective depth of a
Coulomb trap is smaller because carriers can escape from this trap by jumps via
localized states with energies below the maximum of the DOS distribution [103,
105, 106, 115]. The activation energy of the mobility can be estimated from the
curves plotted in Fig. 6.7 and for the field of 1 MVcm–1 this energy is only 0.36 eV.
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Figure 6.8 Dependence of the carrier mobility on the concen-
tration of dopants in materials with different variations of the
intrinsic DOS distribution.
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In a pristine material with a Gaussian DOS the distribution of localized carriers
has a maximum at the energy Em of ri

2/kT below the maximum of the intrinsic
DOS function. In a strongly disordered material with ri = 120meV, the energy Em

is as large as 0.6 eV at room temperature. This energy is larger than the activation
energy of the Coulomb traps and carriers can easily leave the latter and fill the
deep tail of the intrinsic DOS at energies below and above Em. Concomitantly, the
Fermi level elevates which leads to increasing mobility upon doping. In other
words, disordered organic materials can be efficiently doped by introducing vir-
tually deep Coulomb traps because free equilibrated carriers fill states in the deep
tail of the intrinsic DOS distribution that are even deeper than the Coulomb traps.
It should also be noted that, at high doping levels, Coulomb potential wells of
neighboring dopants strongly overlap, which leads to smoothing of the potential
landscape. Under such circumstances, the effect of trap filling takes over and the
mobility steeply increases even in weakly intrinsically disordered materials [112,
114].
If the activation energy of the dopant-induced Coulomb traps is larger than Em,

most doping-induced carriers are still localized within Coulomb potential wells of
ionized dopants and in the deep tail states below Em. The dominant effect of dop-
ing is then creation of additional deep states in the DOS and, concomitantly, the
mobility decreases with increasing Nd. However, this decrease is weaker than 1/Nd

and the conductivity, determined by the product of the mobility and carrier den-
sity, still increases with increasing dopant concentration.
It is known from both experimental studies and theoretical considerations that

the mobility must strongly increase at high doping levels [105, 114, 116]. However,
this effect cannot be analyzed within the framework of the present model because
the latter is valid only at relatively low doping levels when the Coulomb potential
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Figure 6.9 Dependence of the carrier mobility on the concen-
tration of dopants at different external fields.
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wells of ionized dopants do not overlap. The increase of the mobility at high val-
ues of Nd is associated with filling of deep tail states by carriers. This is possible
only if adding new dopants do not create new deep Coulomb traps, which is the
case at very high dopant concentration when Coulomb potential wells already
strongly overlap and additional ionized dopants smoothen rather than roughen
the potential landscape [114].
Since the effective depth of Coulomb traps is controlled by the external field,

one should expect different dopant-concentration dependences of the mobility at
weak and strong electric fields. This effect is illustrated in Fig. 6.9. Indeed, at
weak external fields, Coulomb potential wells are deep and ionized dopants serve
as deep traps for carriers. Strong external fields reduce the barrier for carrier
release from Coulomb traps, making them shallower, and, thereby, increasing the
density of free carriers and the average carrier mobility. It is interesting that the
effect of the external field on the effective depth of a Coulomb trap does not
depend upon the field direction. Therefore, carriers in the channel of an organic
FET should not experience the Coulomb trapping by dopant ions due to a strong
vertical field and their mobility along the channel should increase with doping lev-
el even if the lateral field is weak.
It should be noted that the results discussed above were obtained under the

assumption that the density of charge carriers is equal to the density of dopants,
i.e. that the field-driven carrier ejection from a sample is fully compensated by
charge injection and vice versa. This condition can be violated if a blocking contact
is used, which is typical for the TOFmeasurements. Upon application of an exter-
nal electric field, all mobile carriers will sooner or later be extracted from the sam-
ple and only Coulomb traps surrounding counter ions will remain in the bulk. In
a heavily doped material this will result in the formation of a zone at the blocking
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Figure 6.10 Field dependences of the single-carrier (TOF)
carrier mobility in a doped disordered organic material at
different temperatures.
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contact that is depleted of mobile carriers. However, in an accidentally doped
(apparently pristine) material with a low density of dopant ions, the field can still
remain almost constant. In order to simulate the TOFmobility, measured in such
samples, one has to use the DOS distribution given by Eq. (6.54) and assume the
density of photogenerated carriers much smaller than the dopant concentration.
The use of this model yields the mobility that is orders of magnitude smaller than
at higher carrier densities and reveals a perfect Poole–Frenkel field dependence
within the entire field range, as illustrated in Fig. 6.10. This result offers a plausi-
ble explanation of the notorious difference [114, 116] between both the magni-
tudes and field dependences of the field-effect and space-charge limited current
mobility on the one hand and the mobility measured in TOF experiments on the
other.

6.3.3
Effective-Medium Approximation Theory of Hopping Charge-Carrier Transport

Effective medium approximation (EMA) theories attempt to identify self-consis-
tently an ordered system having the same macroscopic transport properties as the
actual disordered system under study. They have been applied to the study of elec-
tronic processes in different solids such as polycrystalline materials and disor-
dered materials. The basis of the continuum EMA theory was set in the 1930s in
order to describe conductivity in classical binary random mixtures and subse-
quently this approach has attracted a considerable attention [117]. The classical
mixture model assumes a random mixture of conducting and isolating materials
whose conductivity is described by classical charge transport theories. The funda-
mental idea of the EMA is to determine the electric field in a representative small
element of the material, which is embedded in an effective medium with still
unknown conductivity. By setting the averaged deviation from the true conductiv-
ity to be zero, the effective conductivity can be determined. Hence the effective
medium is considered as homogeneous and the field inside the medium is equal
to the average external field. Let us assume that re is the effective conductivity as
derived by the EMA for a random mixture consisting of spherical particles and
consider a sphere of conductivity ri with the electrical field Fi inside the sphere
embedded in an infinite medium of effective conductivity re under an applied uni-
form electric field F0. The effective value re must be determined by the condition
that the ensemble-averaged value dFi ¼ Fi � F0 vanishes dFii ¼ 0h Þð . The assump-
tion of the EMA and the ergodic hypothesis, which assumes that an ensemble
average can be replaced by a spatial average, yields an equation for the electric
field in the mixture, from which it follows that r� reð Þ= rþ 2reð Þh i ¼ 0, where
the angular brackets denote the spatial averaging.
The best verification of an analytical theory is a direct comparison with comput-

er simulation results as the simulation actually solves the model as it stands
whereas a real experiment can include processes not accounted for. It was found
that the EMA predicts successfully the effective conductivity in binary mixtures,
with the exception of the vicinity of percolation threshold where the approxima-
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tion method breaks down and one should rather use either a percolation-type the-
ory or a higher degree of approximations within the EMA method.
Later, the EMA method was used to describe hopping conductivity in disordered

inorganic and organic semiconductors with localized electronic states [77, 78,
118–120] and hereafter we shall focus on results relevant to amorphous organic
solids. In the simplest case, a disordered system is modeled by a cubic isotropic
lattice consisting of point-like localized sites randomly distributed in energy and
randomly displaced from their positions in the lattice sites. Hopping transitions
with the jump rate Wij are conventionally considered only between nearest-neigh-
bor hopping sites.
The jump rate Wij between hopping sites is usually described by the Miller–

Abrahams (MA) formalism for materials with a weak electron–phonon coupling
(single-phonon approximation) or by the Marcus jump rate equation when
polaron effects are important (multi-phonon approximation). As was discussed in
preceding sections, the energy of hopping sites in a disordered organic solid is
subject to random variation generally described by a Gaussian distribution with a
width r. The energy disorder leads to an asymmetric energy-dependent jump rate
Wij„Wji, whereas earlier developments in the EMA method mainly concerned a
symmetrical jump rate Wij ¼ Wji ¼ W . In the latter case, the randomization of X
is governed by the positional disorder and the effective jump rate We at F0fi0 is
determined by the well-known equation W �Weð Þ= W þ 2Weð Þh i ¼ 0, which, by
the way, resembles the above-mentioned equation for the effective conductivity re.
Here the angular brackets denote the positional configurational averaging. Calcu-
lation of We becomes considerably more complicated at strong electric fields. The
hopping conductivity in the presence of a strong electric field (field dependence of
We) was first studied by B�ttger and Bryksin [118], who developed a simple (sin-
gle-parameter) EMA theory that accounted for only the positional disorder and
were able to show a negative differential drift velocity, i.e. a region for which the
drift velocity decreased with increasing electric field. A more general, fully self-
consistent EMA theory was suggested by Parris and Bookout [121] and allowed
three independent parameters, but it failed to predict the negative differential drift
velocity, even though that computer simulation studies did reveal such an effect
in materials with positional disorder. It was therefore concluded that EMA the-
ories based on idea of embedding a single bond defect in an otherwise uniform
system are not able to reproduce the negative differential mobility in positionally
disordered systems.
Movaghar and co-workers [77, 78, 119, 120] developed an EMA theory based on

the MA equation for the jump rate to describe conductivity, energy- and time-de-
pendent diffusivity and energy relaxation of excitations by accounting for solely
the energetic disorder. The theoretical results were found to be in good agreement
with computer simulation data on the time dependence of the energy relaxation
of excitations over a broad temperature range except at very low temperatures
where the EMA theory overestimates the decay channels available for every jump.
In this case, as in the vicinity of the percolation threshold, one should use percola-
tion-type theories or higher approximations within the EMA method. It turned
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out that the conventional two-site cluster EMA is not sufficient for an adequate
description of the drift mobility, while accounting for contributions from the clus-
ters containing more than two sites (closed-loop contribution) to the effective drift
mobility le [77, 120] led to an equation for the temperature dependence of mobil-
ity similar to that obtained by computer simulation studies, le = l0exp[–(2r/
3kBT)

2].
Recently, the application of EMA method was extended further by Fishchuk et

al [122, 123] to describe various aspects of non-dispersive charge transport in dis-
ordered organic materials using the MA and the Marcus jump rates and the
results are discussed below. The theory is shown to be readily applicable to rele-
vant experiments.

6.3.3.1 The EMA Theory Formulations
As shown in the Section 6.2.2, one can use the hopping master equation to
describe the occupational density ri of a site i (ri � 1) in a hopping transport sys-
tem with localized states:

dri

dt
¼
X

j

Wjirj � ri

X
j

Wij ð6:55Þ

whereWij is a jump rate between sites i and j. Under thermodynamic equilibrium,
which occurs in the nondispersive charge carrier transport regime, we have
dri=dt ¼ 0.
Let us replace in this case the disordered medium by some effective ordered medi-

um (cubic lattice with spacing a), where allWij are replaced by the effective hopping
rate We and allri by uniform value r0. The effective value We must be determined
by the condition that the configuration-averaged value of dri ¼ ri � r0 vanishes
drih i ¼ 0ð Þ when any We in an effective medium is replaced by the random

Wij „Wji for any neighboring sites along one of cubic axes. Such calculations in
the two-site approximation yield [122, 123]

W12 �We

W12 þW21

2
þ 2We

* +
¼ 0;

W21 �We

W12 þW21

2
þ 2We

* +
¼ 0 ð6:56Þ

In the case when only positional disorder (different rij) is present but the energetic
disorder is neglected e1 ¼ e2ð Þ, so that W12 = W12 = W, Eq. (6.56) reduces to the
well-known form W �Weð Þ= W þ 2Weð Þh i ¼ 0. Then one needs to choose a cer-
tain form of W12 and W12. If the configuration averaging in both Eqs. (6.56) is
done correctly then one must obtain the same value of We from both equations.
As was shown in Ref. [122], one needs to average the energy of the starting state
and the target state over the asymptotic occupational density of states (ODOS) and
over the DOS, respectively, in both Eqs. (6.56).
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To generalize both Eqs. (6.56) to the case of arbitrary electric fields, one can use
[123] the procedure developed by Parris and Bookout [121], where the full self-con-
sistency was performed by EMA to calculate kinetic characteristics of a disordered
system for arbitrary electric fields. In our case, the full self-consistency under the
electric field, F, directed along the 0X-axis leads to the following set of equations
[123]:

Wþ
12 �Wþ

e

Q

� �
¼ 0;

W�
21 �W�

e

Q

� �
¼ 0;

W12 �We

W12 þW21

2
þ 1

M
� 1

� �
We

* +
¼ 0 ð6:57Þ

where

Q ¼ Weþ
Wþ

12 þW�
21

2
�Wþ

e þW�
e

2

� �
M1þ

Wþ
12 �W�

21

2
�Wþ

e �W�
e

2

� �
M2 ð6:58Þ

M ¼ 1

ð2pÞ3
ð
dXkð1� cos kyÞ

F1

F2

ð6:59Þ

M1 ¼
1

ð2pÞ3
ð
dXkð1� cos kxÞ

F1

F2

;M2 ¼
d

ð2pÞ3
ð
dXk sin

2kx
1
F2

ð6:60Þ

F1 ¼ gð1� cos kxÞ þ ð1� cos kyÞ þ ð1� cos kzÞ;F2 ¼ F2
1 þ d

2 sin 2kx ð6:61Þ

g ¼ Wþ
e þW�

e

2We

; d ¼ Wþ
e �W�

e

2We

ð6:62Þ

The set of three Eqs. (6.57) allow the calculation of three effective parameters,
Wþ

e , W
�
e and We, which describe the effective drift velocity along, opposite to and

normal to the electric field direction, respectively. For zero field F fi 0 one obtains
the set of Eqs. (6.56). However, calculation of the above effective parameters for
arbitrary fields by Eqs. (6.57) is a very complicated task. Therefore, we shall
restrict our considerations to the ranges of relatively weak and strong electric
fields where the effective values can be calculated.

6.3.3.2 Miller–Abrahams Formalism
As mentioned above, the Miller–Abrahams (MA) jump rate [70] has been used
extensively to interpret hopping transport in disordered organic solids. The key
point of the MA model is an expression to describe an intersite jump rate Wij for a
charge carrier between sites i and j in the single-phonon approximation. It
assumes a weak overlap of the electronic wavefunction between neighboring hop-
ping sites i and j with energy ei and ej at the intersite distance rij ¼ rij

�� ��, so that
ej � ei
�� ��� 2Iij, where Iij ¼ I0 expð�rij=bÞ is the integral of overlap and b is the
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localization radius of a charge carrier. The principal result of the original paper by
Miller and Abrahams [70] to determine jump rates in the case of uncorrelated site
energies and arbitrary spacing ej � ei can be written as

Wij ¼ W1

kBT
�h

ej � eij j
2kBT

sinh
ej � ei
�� ��
2kBT

� � e
� ej � ei

2kBT ð6:63Þ

where W1 ¼ AðkBT=�hÞ expð�2a=bÞ and A is a constant. In the case of moderate-
to-large degree of the energetic disorder, when ej � ei

�� ��� 2kBT , Eq. (6.63) reduces
to

Wij ¼ W2 exp � ej � ei
�� ��þ ðej � eiÞ

2kBT

	 

ð6:64Þ

whereW2 ¼ m0 exp �2a=bð Þ and m0 ¼ A ej � ei
�� ��=�h. Here ej � ei

�� �� is the average ener-
gy spacing of sites i and j. It should be mentioned that only Eq. (6.64) for the inter-
site jump rates has been commonly used in analytical theories and also in com-
puter simulations of charge carrier transport in disordered organic systems in the
framework of the MA formalism. Hereafter we shall refer all results obtained by
using Eq. (6.63) as approach I and results obtained from Eq. (6.64) as the (approx-
imate) approach II.

6.3.3.3 Temperature Dependence of the Drift Mobility
In this section, we consider the temperature dependence of charge carrier drift
mobility using the MA jump rate within the above-mentioned approaches I and II.
In the case of approach I, the jump rates W12 and W21 can be obtained from
Eq. (6.63). Then, assuming ðW12 þW21Þ=2W1 ‡ 1 and in the case of large degree
of the energetic disorder from the Eq. (6.56) one obtains

Xe ¼
exp � e2 � e1

2kBT

� �

cosh
e2 � e1j j
2kBT

� �
* +, tanh

e2 � e1j j
2kBT

� �
e2 � e1j j
2kBT

* +
ð6:65Þ

where Xe ¼ We=W1 and e1 and e2 are the energies of the starting and target state,
respectively. The ODOS and DOS distributions are assumed to be Gaussians with
variance r in forms

P e1ð Þ ¼ 1
.
r
ffiffiffiffiffiffi
2p

p� �
exp � 1

2
e1 � e0ð Þ=r½ �2

 �

and

P e2ð Þ ¼ 1
.
r
ffiffiffiffiffiffi
2p

p� �
exp � 1

2
e2=rð Þ2

 �
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where e0 ¼ �r2=kBT . After performing the configuration averaging in Eq. (6.65),
one obtains

Xe ¼
i0
i1

ð6:66Þ

where

i0 ¼
1
2p

ð¥
�¥

dt1

ð¥
�¥

dt2u0ðt1; t2Þ exp �ðt2 � t1Þ
x
2

h i
;

i1 ¼
1
2p

ð¥
�¥

dt1

ð¥
�¥

dt2
u0ðt1; t2Þ
u1ðt1; t2Þ

ð6:67Þ

Here

u0ðt1; t2Þ ¼
exp � 1

2
t1 þ xð Þ2þt22

� � �

cosh t2 � t1j j x
2

� � ; u1ðt1; t2Þ ¼
t2 � t1j j x

2

sinh t2 � t1j j x
2

� � ð6:68Þ

Assuming the validity of Einstein’s law relating the drift charge carrier mobility le

to the effective diffusivity De ¼ a2We for a disordered organic system, le ¼ ea2We=

kBT ¼ l1Xe and l1 ¼ Aðea2=�hÞ exp �2a=bð Þ is obtained, where l1 is a temperature-
independent parameter.
Let us consider approach II. In this case W12 and W21 can be obtained from

Eq. (6.64). Then, assuming 1
2 < W12 þW21ð Þ=2W2 < 1, from Eq. (6.56) one can

obtain a simplified expression for Ye:

Ye ¼
exp � e2 � e1

2kBT

� �

cosh
e2 � e1j j
2kBT

� �
* +, exp

e2 � e1j j
2kBT

� �

cosh
e2 � e1j j
2kBT

� �
* +

ð6:69Þ

where Ye ¼ We=W2. Performing the configuration averaging as in the approach I,
yields

Ye ¼
i0
i2

ð6:70Þ

where i0 is determined by Eq. (6.67) and i2 by

i2 ¼
1
2p

ð¥
�¥

dt1

ð¥
�¥

dt2
u0ðt1; t2Þ
u2ðt1; t2Þ

; u2ðt1; t2Þ ¼ exp � t2 � t1j j x
2

� �
ð6:71Þ

If we take into account that cosh t2 � t1j jx=2ð Þ exp � t2 � t1j jx=2ð Þ @ 1, we obtain
the approximate expression Ye ¼< W12 > =W2 [122]
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Ye ¼
1ffiffiffi
p

p
ð¥
�¥

dte�t2 1þ erf t� 1ffiffiffi
2

p x

� �	 

ð6:72Þ

where erf ðxÞ ¼ 2=
ffiffiffi
p

pð Þ Ð x0 dte�t2 is the error function. In this case the effective
drift mobility le=l0 ¼ Ye, where l0 ¼ ðea2m0=kBTÞ expð�2a=bÞ is a temperature-de-
pendent parameter. The results for Xe and Ye obtained in the framework of ap-
proaches I and II, respectively, are valid for small values of r=kBT only, i.e. when
the two-site cluster approximation is adequate.
In the case of large values of r=kBT , one can use a simple method to calculate le

within the framework of the present EMA theory suggested in Ref. [123]. It
assumes that charge carrier transport occurs only via thermal excitation of a car-
rier to the effective transport energy level [106, 113, 115] etr . The etr level within
the Gaussian-shaped DOS [cf. function P e2ð Þ] can be calculated from the equationÐ etr
�¥ Pðe2Þde2 ¼ pc, where pc is the site percolation threshold. For a three-dimen-
sional hopping system pc ¼ 0:312 and etr @ � r=2 are obtained. Adopting this
concept and using the Gaussian distribution for the starting ODOS states Pðe1Þ
and the function Pðe2Þ ¼ dðe2 � epÞ for target states, one obtains

Ye ¼
i0¢
i1†

ð6:73Þ

where

i0¢ ¼
1ffiffiffiffiffiffi
2p

p
ð¥
�¥

uðtÞ exp t x2
� �

cosh t x2
� �dt; i ¢ ¢1 ¼ 1ffiffiffiffiffiffi

2p
p

ð¥
�¥

uðtÞ exp tj j x2
� �

cosh t x2
� �dt ð6:74Þ

uðtÞ ¼ exp � 1
2

t� c þ xð Þ2
	 


; c ¼ � etr

r
¼ 1

2
ð6:75Þ

If for i0¢ and i1† one uses the simplification cosh tx=2ð Þ @ exp tj jx=2ð Þ, then Ye reads

Ye ¼
1
2

e�
1
2x

2þcx 1� erf
cffiffiffi
2

p
� �	 


þ 1� erf
x � cffiffiffi

2
p

� �	 
 �
ð6:76Þ

Using the expression for Ye under the condition x � 1, one obtains

le @
1
2
l0exp �

ffiffiffi
2

p

2
r

kBT

� �2
" #

ð6:77Þ

Figure 6.11 presents the temperature dependence of the effective mobility calcu-
lated within approach I [123] for a weak (curve 3) and strong energetic disorder
(curve 1), while the results of calculation within the approximated approach II are
given by curves 4 and 2. Curves 2, 3 and 4 in Fig. 6.11 were calculated with Eqs.

301



6 Charge Transport in Disordered Organic Semiconductors

(6.73), (6.66) and (6.70), respectively (for calculation of curve 1, see Ref. [123]). As
one can see, curve 3 gives the weakest temperature dependence and could be
approximated by the expression le @ l1 exp �ð4r=9kBTÞ2

� �
. In the case of large

energetic disorder, curve 1 can be approximated by le @ l1exp �ð3r=5kBTÞ2
� �

and
curve 2 by le @ l0 exp �ð2r=3kBTÞ2

� �
. Interestingly, a similar coefficient of 3/5 was

obtained recently for the temperature dependence of zero-field mobility using a
computer simulation of charge transport using a correlated disorder model [83]
[cf. Eq. (6.6)]. This implies that at low energetic disorder the exact MA expression
gives a notably weaker temperature dependence of the carrier mobility. Note that
the above curves intersect and the intersection points can be considered as a
demarcation between the regions of weak and strong disorder. The physical differ-
ence between approaches I and II is that the latter is restricted to the condition
when e1 � e2j j � 2kBT is valid, whereas the former is valid for the whole range of
energies e1 and e2 when performing the configuration averaging, i.e. the former
approach can properly account charge carrier jump rates for any energy spacing
of neighboring hopping sites.
Remarkably, employing approach I the present EMA theory was able to describe

the very weak temperature dependence of charge carrier mobility observed within
the temperature range 150 <T < 393K in a conjugated polymer (MeLPPP) with
exceptionally weak disorder [124] (see Section 6.5.1 for details). The experimental
results can be fitted reasonably well by Eq. (6.66) employing approach I and
assuming r = 0.0335 eV and l1 = 1.41 � 10–3 cm2V–1 s–1 as fitting parameters [123].
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Figure 6.11 Temperature dependence of the
effective charge carrier drift mobility ln(le/
l1)calculated in the framework of the exact
approach I (curves 1 and 3) and ln(le/l0) cal-
culated within the approximated approach II
(curves 2 and 4) for a broad range of r/kBT

values. Curves 1 and 2 were calculated by
taking into account of the existence of the
effective transport energy level in the case
of large r/kBT values. The intersection points
A and B define the transition from a weak to
strong energetic disorder.
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Note that a similar r value was also obtained by the Gaussian fit of the low-energy
portion of absorption spectrum of MeLPPP [124].

6.3.3.4 Electric Field Dependence of the Drift Mobility
For a range of relatively weak electric fields where M2 � M1 and 2We £ Wþ

e þW�
e

� Wþ
12 þW�

21 are valid, Eqs. (6.57) yield the effective values Wþ
e andW�

e :

Wþ
e ¼ Wþ

12

Wþ
12 þW�

21

� ��
1

Wþ
12 þW�

21

� �
;W�

e ¼ W�
21

Wþ
12 þW�

21

� ��
1

Wþ
12 þW�

21

� �
ð6:78Þ

For strong electric fields where Wþ
e � W�

e , we have g ¼ d ¼ Wþ
e =2We � 1 and

M1 ¼ M2 ¼ 1=2g. Then, the effective valuesWþ
e and W�

e are

Wþ
e ¼ 1

�
1

Wþ
12

� �
;W�

e ¼ W�
21

Wþ
12

� ��
1

Wþ
12

� �
ð6:79Þ

In the general case, the effective hopping drift mobility can be calculated without
resorting to the Einstein relation, but using the definition

le ¼ a
Wþ

e �W�
e

F
ð6:80Þ

The EMA calculation of charge transport under a relatively weak electric field in
a weakly energetically disordered organic system was performed in Ref. [123]
using approach I. Replacing e2 � e1 by e2 � e1 � eaFðe > 0Þ in Eq. (6.63), one
obtains expressions for W�

21 and Wþ
12. Then from Eq. (6.78) one can obtain the

values X–
e ¼ W–

e =W1. When performing a configurational averaging one should
take into account that in the expression for Xþ

e the values e1 and e2 are energies of
starting and target state (i.e. they are described by ODOS and DOS distributions,
respectively) and the reverse in the expression for X�

e . Appropriate configurational
averaging in Eq. (6.78) leads to

X–
e ¼ i–0

i–1
ð6:81Þ

where

i–0 ¼
1
2p

ð¥
�¥

dt1

ð¥
�¥

dt2u
–
0ðt1; t2Þe�ðt2�t1�f Þx2; i–1 ¼

1
2p

ð¥
�¥

dt1

ð¥
�¥

dt2
u–
0ðt1; t2Þ

u–
1ðt1; t2Þ

ð6:82Þ

and

u–
0ðt1; t2Þ ¼

exp � 1
2

t1 þ xð Þ2þt22
� � �

cosh t2 � t1 � fj j x
2

� � ; u–
1ðt1; t2Þ ¼

t2 � t1 � fj j x
2

sinh t2 � t1 � fj j x
2

� � ð6:83Þ
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where f ¼ eaF=r. In the asymptotic case of a strong electric fields, from Eq. (6.79)
one obtains Xþ

e and X�
e and it turns out that the effective charge carrier mobility is

field independent:

le ¼ l1 ð6:84Þ

It should be noted that in such asymptotic cases Eq. (6.84) can also be obtained
from Eq. (6.81). Thus Eq. (6.81) is able to describe the electric field dependence of
the mobility le over a broad field range in solids under the premise of weak ener-
getic disorder.
Figure 6.12 compares the results of the EMA theory with experimental charge

carrier mobility of poly(9,9-dioctylfluorene) (PFO) [125, 126] (circles) measured at
room temperature over a larger field range. Note that in the electric field range
employed we have 0.48 < f < 7.68, i.e. the cases of both weak and strong fields are
covered. When x fi 0 one obtains lefil1 over the whole range of electric field, i.e.
the drift charge carrier mobility is field independent. This is indeed observed for
molecular organic crystals except for very low temperatures [1], where coherent
effects become important.
Let us, for the sake of comparison, consider the field dependence of the charge

mobility in an organic system with large energetic disorder x ¼ r=kBT � 1ð Þ
within approach II. Replacing e2 � e1 by e2 � e1 � eaF in Eq. (6.64), one obtains
expressions for Wþ

12 and W�
21. First we consider the case of relatively weak fields.

304

Figure 6.12 Experimental field dependence
of the hole mobility measured in PFO mea-
sured at room temperature [125, 126]. Theo-
retical fit by Eqs. (6.33) and (6.34) with the

following parameters a = 3 nm,
r = 0.025 eV, T = 300K (x = 0.97) and
l1 = 4.4 � 10–4 cm2 V–1 s–1 is given by
solid line.
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Similarly to the procedure for obtaining Eq. (6.72), we use here approximate
expressions [122] Wþ

e ¼< Wþ
12 > and W�

e ¼< W�
21 > instead of Eqs. (6.78). Since

we consider the case of strong energetic disorder, we can take into consideration
that transport occurs only via the effective energy level etr . After appropriate con-
figuration averaging one obtains

Y–
e ¼ 1

2
e�

1
2ðx�c�f Þ2þ1

2ðc–f Þ2 1� erf
c–fffiffiffi
2

p
� �	 


þ 1� erf
x � c � fffiffiffi

2
p

� �	 
 �
ð6:85Þ

where Y–
e ¼ W–

e =W2. Using the Yþ
e and Y�

e values, one can calculate the effective
drift mobility. In case when 1=x � f � x (relatively weak electric fields), one
obtains

le ¼ l2exp �
ffiffiffi
2

p

2
r

kBT

� �2

þ r

kBT
eaF
r

� 1
2

eaF
r

� �2
" #

ð6:86Þ

where l2 ¼ l0=
ffiffiffiffiffiffi
2p

p
xf 2 is a power function of the electric field.

In the case of strong electric fields (f � x) and large energetic disorder, using
Eqs. (6.79) one obtains

le ¼ l0

kBT
eaF

ð6:87Þ

Note that in this asymptotic case Eq. (6.87) can also be obtained from Eqs. (6.85).
Hence Eqs. (42) obtained for Yþ

e and Y�
e describe the electric field dependence of

the mobility le over a broad field range in organic solids with moderate to large
energetic disorder.
As was mentioned in Section 6.2.1.6, the correlated disorder model (CDM) has

recently attracted much attention owing to its ability to explain the Poole–Frenkel
type of field dependence of mobility in the range of relatively weak electric fields.
One could account for the energetic correlation effects using the method
described in Ref. [123]. For that, eaF=r should be replaced by

ffiffiffiffiffiffiffiffi
x=2

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
eaF=r

p
in

Eq. (6.86) and the result reads

le ¼ l2exp �
ffiffiffi
2

p

2
r

kBT

� �2

þ
ffiffiffi
2

p

2
r

kBT

� �3
2

� r

kBT

� �1
2

" # ffiffiffiffiffiffiffiffi
eaF

r

r" #
ð6:88Þ

which can be compared with the empirical expression derived from computer
simulations [83, 127]:

le� exp � 0:60
r

kBT

� �2

þ0:78
r

kBT

� �3
2

�2

" # ffiffiffiffiffiffiffiffi
eaF
r

r" #
ð6:89Þ
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Good agreement between the result obtained by EMA calculation for a 3D
strongly disordered system [Eq. (6.88)] and the results of computer simulation giv-
en by the empirical Eq. (6.89) should be noted. It is a demonstration that the EMA
approach is able to recover the field dependence of the charge carrier mobility in a
quantitative fashion.

6.3.3.5 Hopping Transport in Organic Solids with Superimposed Disorder and
Polaron Effects
The strong electron–phonon coupling causes carrier self-trapping and creates a
quasi-particle, a polaron, which can move to an adjacent molecule only by carrying
along the associated molecular deformation. The importance of polaron effects
for charge transport in organic disordered materials is still under debate because
purely polaron models eventually fail to describe consistently charge transport
because of their principle limitation related to the magnitude of physical parame-
ters such as polaron activation energy Ea = Ep/2 and transfer integral J (see Section
6.5.4 for more details). However, it is believed that for some organic systems the
deformation energy might be comparable to the disorder energy and therefore the
description of charge transport in such materials should account for superposition
of disorder and polaron effects.
In the case of polaron hopping transport, the nonadiabatic small polaron hop-

ping rate given by Marcus theory [128, 129] could be used (hereafter Marcus jump
rate):

Wij ¼
J2

�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

4EakBT

r
exp � Ea

kBT

� �
exp � ej � ei

2kBT
� ej � ei
� �2
16EakBT

" #
ð6:90Þ

Recently, Fishchuk et al. [130] formulated an EMA theory to describe polaron
transport in a disordered organic system using the Marcus jump rate given by
Eq. (6.90). The effective polaron mobility can be obtained by substituting Eq. (6.90)
into Eqs. (6.78) and (6.80); the result in the presence of an electrical field is

le ¼ l3exp � Ea

kBT

� �
1
fx

Yþ
e

Zþ
e

� Y�
e

Z�
e

� �
ð6:91Þ

Here

l3 ¼
ea2

kBT
W3;W3 ¼

J2

�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

4EakBT

r
ð6:92Þ

Z–
e ¼

exp � 1
2

x � fð Þ2
	 


q
1
2

exp
1
2

x � 2f
2q

� �2

1þ erf
x � 2f

2
ffiffiffi
2

p
q

� �	 
(

þ exp
1
2

3x � 2f
2q

� �2

1� erf
3x � 2f

2
ffiffiffi
2

p
q

� �	 
)
ð6:93Þ
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where q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� xy=8

p
and y ¼ r=Ea. Equation (6.91) is valid when

r=Eað Þ r=kBTð Þ=8 < 1. In the limiting case of zero electric field Ffi0ð Þ, one
obtains from Eqs. (6.91) [130]

le ¼ l3

1
2q

exp � Ea

kBT
� 1
8q2

r

kBT

� �2
" #

ð6:94Þ

In the condition when r=Eað Þ r=kBTð Þ=8 � 1 (q @ 1), one can derive the apparent
effective Arrhenius activation energy of the polaron mobility as

Eeff ¼ �kB d lnle=d 1=Tð Þ½ � ¼ Ea þ
1
4

r2

kBT
ð6:95Þ

where Eeff is the sum of contributions from the energetic disorder and the polaron
formation (polaron activation energy). As one can see, this equation differs some-
what from the conventional expression Eeff ¼ Ea þ 8=9ð Þr2=kBT [67], which was
used for estimating the material parameters Ea and r from the temperature
dependence of the mobility (for more discussion, see below). Employment of
Eq. (6.95) for the analysis of experimental data gives a twice-larger parameter r
than that obtained using the above conventional expression.
Eqs. (6.91) can be used for calculating the electric field dependence of polaron

mobility in a broad range of arbitrary fields (as mentioned above, we shall limit
ourselves to the field range 1=x � f � x=2). It should be mentioned that this
field range is at least twice smaller than that considered above for the derivation
of Eq. (6.88). From Eq. (6.91), after taking into account the correlation effects, the
result can be approximated well by the following expression [130]}

le ¼ l4 exp � Ea

kBT
� 1
8q2

r

kBT

� �2

þ 1

2
ffiffiffi
2

p
q2

r

kBT

� �3
3

� r

kBT

� �1
2

" # ffiffiffiffiffiffiffiffi
eaF
r

r( )
ð6:96Þ

where l4 ¼ l3q
� ffiffiffiffiffiffi

2p
p

xf 2 is a power function of the electric field. It should be
noted that Eq. (6.96) agrees well with the empirical expression derived from com-
puter simulations [131]:

le ¼ l0 exp � Ea

kBT
� 0:31

r

kBT

� �2

þ0:78
r

kBT

� �3
2

�1:75

" # ffiffiffiffiffiffiffiffi
eaF
r

r( )
ð6:97Þ

The value l4 ¼ 2:45 · 10�3 cm2V–1 s–1 determined for the parameters taken from
Ref. [130] is close to the value of l0 ¼ 3:60 · 10�3 cm2V–1 s–1 calculated in Ref.
[131]. Further, Eq. (6.96) corresponds to the Poole–Frenkel type of dependence
lnl�

ffiffiffi
F

p
.

The present theory suggests an important test, which, in principle, could be
used for distinguishing between polaron and polaron-free transport [130]. It
appears that slopes of the electric field dependence of the mobility [Poole–Frenkel

307



6 Charge Transport in Disordered Organic Semiconductors

(PF) factors], defined as b ¢ ¼ ¶ ln le=l2ð Þ�¶ ffiffiffi
F

p
, varies almost linearly with T�3=2

in the case of polaron-free transport when the MA formalism is applicable and
b ¼ ¶ ln le=l4ð Þ�¶ ffiffiffi

F
p

deviates significantly from linearity with T�3=2 for the
polaron transport. Hence the presence of such a deviation should imply the pres-
ence of polarons in the system under study. Further, the present polaron model
can quantitatively explain the observed magnitudes of temperature- and field-de-
pendent polaron mobilities assuming reasonable values of polaron binding ener-
gies and transfer integrals. Importantly, the Poole–Frenkel-type field dependence
of mobility lnl�

ffiffiffi
F

p
occurs for both the bare charge carrier and the polaron trans-

port provided that energetic correlation effects have been taken into account. Also,
the super-Arrhenius type of temperature dependence of the drift mobility lnl�
1=T2 can be observed for polaron transport provided that the polaron activation
energy is relatively small. The results of the present EMA theory are found also to
be in good agreement with experimental results obtained for some r-conjugated
polysilanes where polaron formation was straightforwardly demonstrated (see
Section 6.5.4 for further discussion).

6.3.3.6 Low-Field Hopping Transport in Energetically and Positionally Disordered
Organic Solids
In the present section we considered the influence of superimposed energetic and
positional disorder on the field dependence of drift mobility in disordered organic
solids using jump rate expressions based either on Miller–Abrahams or Marcus
models [132]. It is assumed that the two-site transition rate is an exponential func-
tion of both an energetic barrier height and an intersite distance. In the following
we assume that energetic and positional disorders are independent and that the
effective transition rates determined by the random-energy and random-position
contributions can be factorized. As it will be showed below, such an assumption
allows considerable simplification of the analytical calculations and good agree-
ment of the obtained results with the charge transport computer simulation data
over a broad field range justifies that the above assumption is acceptable. Under
these premises, the two-site transition rates Zþ

12 Z�
21

� �
and the effective transition

rates Zþ
e Z�

e

� �
along (opposite to) the electrical field direction can be written as

Zþ
12 ¼ W12Q

þ
12;Z

�
21 ¼ W21Q

�
21 ð6:98Þ

Zþ
e ¼ WeQ

þ
e ;Z

�
e ¼ WeQ

�
e ð6:99Þ

where W12 W21ð Þ and We are energetic disorder components of the two-site and
effective transition rates, respectively, in zero electric field. The values Qþ

12 Q�
21

� �
and Qþ

e Q�
e

� �
are positional disorder components of the two-site and effective tran-

sition rates, respectively, along (opposite to) the electrical field direction.
EMA theory can be used to calculate We by either of two equivalent equations

(6.56). The Qþ
e Q�

e

� �
values can also be calculated in the framework of the EMA

method [123]:
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1. At relatively weak electric fields when g ¼
ðQþ

e þQ�
e Þ
�
2Qe > 1 and d ¼ ðQþ

e � Q�
e Þ
�
2Qe < 1, the fol-

lowing set of equations can be derived:

Qþ
e ¼ Qþ

12

Qþ
12 þQ�

21

� ��
1

Qþ
12 þQ�

21

� �
;

Q�
e ¼ Q�

21

Qþ
12 þQ�

21

� ��
1

Qþ
12 þQ�

21

� �
;

Q �Qe

Q þ 2Qe

� �
¼ 0 ð6:100Þ

Equations (6.100) are similar to Eqs. (6.78). Angular brackets
in Eqs. (6.100) denote positional configuration averaging.
The last of Eqs. (6.100) corresponds to zero electric field
when Qþ

12fiQ�
21fiQ . As follows from the sum rule [121], the

charge carrier drift in this case is essentially a three-dimen-
sional (isotropic) motion.

2. At high electric fields when g @ d @ Qþ
e

�
2Qe � 1, one

obtains

Qþ
e ¼ 1

�
1
Qþ

12

� �
;Q�

e ¼ Q�
21

Qþ
12

� ��
1
Qþ

12

� �
ð6:101Þ

In this case, the sum rule suggests a quasi-one-dimensional
(directed) character of charge carrier drift. When accounting
for energetic and positional disorder, the general expression
(6.80) for the drift mobility transforms to

le ¼ le0

Qþ
e �Q�

e

k
ð6:102Þ

where le0 ¼ ea2We=kBT is the zero-field effective drift mobil-
ity determined solely by the energetic disorder (its calcula-
tion was described above) and k ¼ eaF=kBT .

Further theoretical treatment requires choosing an explicit expression for the
two-site transition rates Zþ

12 Z�
21

� �
in addition to functions describing energetic and

positional disorder. To take into account the positional disorder, we use the
approach suggested by Gartstein and Conwell [81, 133], i.e. instead of W2 and W3

we choose that W2 exp nð Þ in the MA model and W3 exp nð Þ in the Marcus model.
Here n describes positional disorder in pairs of sites and it changes uniformly
within the range �n0 £ n £ n0. Hence for the probability density P nð Þ we imply P
nð Þ ¼ 1

2 n0 if abs nð Þ £ n0 and P nð Þ ¼ 0 if abs nð Þ > n0.
Calculations of drift mobility led to the following results [132]:
1. In the Miller–Abrahams model for the range of relatively

weak electric fields using Eqs. (6.100) and (6.102) one
obtains
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le ¼ le0Qe

Mþ �M�

Nk

lnA
n0 � 1

2 lnA
ð6:103Þ

where

Mþ ¼ exp � x2�kj j�x2�k

2

� �
; M� ¼ exp �kð Þ;

N ¼ exp � x2�kj j�x2

2

� �
cosh k

2

� � ð6:104Þ

A ¼ N exp n0ð Þ þ 2Qe

N exp �n0ð Þ þ 2Qe

; Qe ¼
1
2

exp n0ð Þ � exp � 1
3 n0

� �
exp 2

3 n0
� �� 1

ð6:105Þ

At relatively high electric fields using Eqs. (6.100) and
(6.101) one obtains

le ¼ le0

Mþ

k

n0

sinh n0ð Þ ð6:106Þ

As above, we can account for the energetic correlation effects
by substitution of the parameter k by x

ffiffiffiffiffiffiffiffi
x=2

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
eaF=r

p
in

Eq. (6.103). Then, for instance, for a disordered system
devoid of positional disorder n0fi0ð Þ, one obtains

le� exp
1ffiffiffi
2

p r

kBT

� �3
2
ffiffiffiffiffiffiffiffi
eaF
r

r" #
ð6:107Þ

2. In the Marcus model for the range of relatively weak electric
fields, one obtains

le ¼ le0Qe

Xþ
e � X�

e

k
ð6:108Þ

where

X–
e ¼ M–

N–

lnA–

n0 � 1
2 lnA

–
; A– ¼ N– exp n0ð Þ þ 2Qe

N– exp �n0ð Þ þ 2Qe

ð6:109Þ

M– ¼ exp –
k

2
1þ 4x2dð Þ � dx2

	 

;

N– ¼ exp –2x2dk� dx2ð Þ cosh k

2

� �
; d ¼ kBT

16Ea

ð6:110Þ
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Using Eq. (6.101) for the range of strong electric fields. one
obtains

le ¼ le0

Mþ

k

n0

sinh n0ð Þ ð6:111Þ

We can also account for the energetic correlation effects in
Eq. (6.108). For a disordered system devoid of positional dis-
order n0fi0ð Þ, Eq. (6.108) gives

le� exp
1

2
ffiffiffi
2

p r

kBT

� �3
2
ffiffiffiffiffiffiffiffi
eaF
r

r" #
ð6:112Þ

The results obtained suggest the validity of the Poole–Frenkel law lnle�
ffiffiffi
F

p
in an

experimentally important electric field range, but with a twice-smaller coefficient
that in Eq. (6.107).
Figure 6.13 shows the field dependences of drift mobility for an organic mate-

rial with strong energetic disorder and different degrees of the positional disorder,
which were calculated assuming the MA jump rate by Eq. (6.103) for a broad
range of electric fields (curves 1, 2 and 3) and by Eq. (6.106) for high electric fields
(curves 1¢, 2¢ and 3¢) (note that curves 1 and 1¢ overlap). These results suggest that
a three-dimensional (3D) disordered system can be treated as an essentially one-
dimensional (1D) system at sufficiently high electric fields (curves 1, 2 and 3 in
Fig. 6.13 approach curves 1¢, 2¢ and 3¢, respectively, in the high-field region).
Employment of the Marcus jump rate for calculation of the field dependences

of the mobility for a system with strong energetic disorder and different degrees
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Figure 6.13 Field dependences of mobility,
ln le=le0ð Þ versus ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eaF=kBT
p

, for a disor-
dered organic material with strong energetic
disorder and different degrees of the posi-
tional disorder as calculated by Eq. (6.103)

assuming Miller–Abrahams jump rates for a
broad range of electric fields (curves 1, 2 and
3) and by Eq. (6.106) for high electric fields
only (curves 1¢, 2¢ and 3¢).
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of positional disorder is demonstrated in Fig. 6.14. The field dependences were
calculated with Eq. (6.108) (Marcus model) for a broad range of electric fields
(curves 1, 2 and 3) and Eq. (6.111) for high electric fields only (curves 1¢, 2¢ and
3¢). As in the previous case of the MA jump rate, Fig. 6.14 suggests that at suffi-
ciently high electric fields a 3D disordered system can be treated as a 1D system.
Note that in previous computer simulations due to B�ssler and co-workers

[134], the positional disorder was described by a Gaussian with variance R. Com-
paring the effective mobility for the limiting case of Ffi0 with computer simula-
tion data [134], one can obtain a relation between these parameters of positional
disorder as n0 ¼ 3=2ð ÞR2.
The results of the calculations are found to be in good agreement with relevant

experimental results. Figure 6.15 presents the field dependence of charge carrier
drift mobility measured in a r-conjugated polymer poly(di-n-butylsilylene)
(DNBSi) (symbols) [135] where hole mobility is first observed to decrease, then
clearly to go through a minimum and then to increase as the field is progressively
increased. Hence there is a certain intermediate electric field at which the field
dependence of drift mobility shows a minimum. This effect clearly cannot be
explained by a transition from diffusion- to drift-controlled transport since, for
instance, at T = 294K and a film thickness of 8 lm the critical electric field would
be Fcr = 95Vcm–1, which is outside the experimental field range used. The theoret-
ical calculation performed without accounting for the energetic correlation effects
by Eq. (6.108) assuming a Marcus jump rate (solid curves) agree reasonably
well with experimental data (Fig. 6.15) when one assumes r = 0.05 eV, Ea =
0.05 eV, a = 10 nm, n0 ¼ 10 and le0 ¼ l0 exp �Ea=kBT � x2=8q2ð Þ, where l0 =
0.19 � 10–3 cm2V–1 s–1, q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� xy=8
p

and y ¼ r=Ea. Note that parameter a here
also implies an effective hopping distance and it differs from the intermolecular
distance, which is typically 0.6–1 nm. Hence the Marcus model allows one to
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Figure 6.14 Field dependences of mobility,
ln le=le0ð Þ versus ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eaF=kBT
p

, calculated
using Eq. (6.108) assuming Marcus jump
rate for a system with strong energetic dis-

order and different degree of the positional
disorder over a broad range of electric fields
(curves 1, 2 and 3) and by Eq. (6.111) for
high electric fields only (curves 1¢, 2¢ and 3¢).
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reproduce successfully the temperature dependence of mobility at reasonable
material parameters. Another example of fitting experimental results on the field
dependence of mobility measured at different temperatures in 1,1-bis(di-4-tolyl-
aminophenyl)cyclohexane (TAPC) doped in polycarbonate (PC) [134] by the pres-
ent theory assuming the MA jump rate is discussed in Section 6.5.2.
The key result of this treatment is that the negative field dependence of drift

mobility in the low-field range is an inherent property of hopping transport in dis-
ordered solids rather than an artifact. Hence it can be theoretically reproduced
using either Miller–Abrahams or Marcus models for characteristic parameters of
the investigated material and under specified measurement conditions. Further,
as was recently demonstrated [136], the influence of the diffusion-controlled trans-
port at low fields on measured TOF mobility suggested in Refs. [73, 136] is irrele-
vant for the phenomena observed. The physical reason for the appearance of the
negative field dependence of charge mobility in hopping transport systems is the
same as predicted earlier by percolation transport theories. According to these, in
a hopping system with large positional disorder the fastest percolation passes
whose direction is not aligned with the direction of the external electric field are
transformed at higher fields in such a way as to diminish jumps against the field.
Therefore, the carrier is forced to make the difficult jumps, resulting in decreasing
mobility with increasing electric field. In other words, the modified percolation
passes at higher field have larger resistivity resulting in negative differential hop-
ping conductivity observed in inorganic semiconductors [137, 138]. A similar
explanation was suggested by computer simulation studies [67].
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Figure 6.15 Experimental field dependence of charge carrier
drift mobility measured in poly(di-n-butylsilylene) (DNBSi)
(symbols) [135] for different temperatures. The theoretical cal-
culation performed using Eq. (6.108) assuming the Marcus
model for the same temperatures are given by solid curves.
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6.3.3.7 Charge Carrier Transport in Disordered Organic Materials in the Presence
Of Traps
Traditionally, the Hoesterey–Letson formalism [139] is used to describe charge car-
rier transport in trap-containing materials and it provides a reasonable zero
approximation to describe trapping. The key predictions of the formalism are the
following: (i) the mobility scales with relative trap concentration as c�1 and (ii) the
concentration at which the mobility is decreased by a factor of two is c1/2 =
expð�Et=kBTÞ. These predictions, however, are not always in agreement with
experimental data [75, 76]. This is not unexpected as the formalism was originally
developed for systems devoid of disorder and it is based on a discrete trap depth,
an assumption which is probably unrealistic for disordered organic solids. There-
fore, a theoretical approach which can adequately account for the effects of disor-
der needs to be developed.
In the present section, a self-consistent EMA theory is considered to describe

charge transport in the presence of trapping [140]. The disordered medium is
replaced by an effective ordered medium (cubic lattice of sites with constant spac-
ing a). Each lattice site can be either a trap or intrinsic transport (hopping) site
with a relative concentration c or 1 – c, respectively. We take into account only the
site energetic disorder and assume a Gaussian DOS distribution of intrinsic trans-
port sites. Trap states are also distributed in energy according to a Gaussian func-
tion, but they are offset to lower energies with respect to the center of the intrinsic
DOS by –Et (Et > 0). Hence the cumulative DOS in this case is a superposition
of two Gaussians. The case c = 0 implies a trap-free disordered system, whereas
c = 1 means that charge carrier transport occurs only via the traps.
First let us calculate the parameter Wþ

e ¼ Wþ
12

� �
in the presence of an electrical

field, where Wþ
12 has the Miller–Abrahams form (approach II). The normalized

cumulative DOS distribution function for a trap-containing disordered system
was chosen as follows:

Pðe2Þ ¼
1� c

r0

ffiffiffiffiffiffi
2p

p exp � 1
2

e2

r0

� �2
" #

þ c

r1

ffiffiffiffiffiffi
2p

p exp � 1
2

e2 þ Et

r1

� �2
" #

ð6:113Þ

Here, it is assumed that the energy distributions of the density of transport and
trap states are described by Gaussian functions of width r0 and r1, respectively. To
obtain an expression for Pðe1Þ in the form of an ODOS, one should normalize the
product of Pðe1Þ [presented in a form similar to Eq. (6.113)] and exp �e1=kBTð Þ to
unity. When calculating W�

e , one should take into account that the energies e2 and
e1 in the expression for W�

21

� �
correspond to ODOS and DOS distribution func-

tion, respectively. Then we can use Eq. (6.80) for the effective mobility le.
In the case of a large degree of energetic disorder (r0=kBT � 1;r1=kBT � 1)

using the concept of the effective transport (percolation) energy level and in the
limiting case where ffi0 Ffi0ð Þ and deep traps, we obtain
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le ¼ le 0ð Þ 1þ c2exp xyð Þ½ �
1þ c exp xyþ 1

2 x
2 g2 � 1ð Þ� �� � ð6:114Þ

where le 0ð Þ ¼ le c ¼ 0ð Þ ¼ l5x exp �x2=2ð Þ, g ¼ r1=r0, l5 ¼ ea2m0=r0ð Þ exp �2a=bð Þ
and y ¼ Et=r0 � 1.
Let us find a trap concentration c1/2 at which the charge mobility drops by a fac-

tor of 2, le

�
le 0ð Þ ¼ 1

2, under the condition c � 1. It is easy to see that

c1
2
@ exp � Et

kBT
� 1
2

r0

kBT

� �2

g2 � 1ð Þ
" #

ð6:115Þ

Then, at c �c1/2, one has

le ¼ le 0ð Þ 1þ c2 exp xyð Þ
c

exp �xy� 1
2
x2 g2 � 1ð Þ

	 

ð6:116Þ

From Eq. (6.116), one can obtain the critical trap concentration ccr at which the
effective charge carrier mobility reaches the minimum value lm

e :

ccr ¼ exp � 1
2

Et

kBT

� �
ð6:117Þ

lm
e ¼ le 0ð Þ2ccr exp � 1

2
x2 g2 � 1ð Þ

	 

ð6:118Þ

Let us rewrite Eq. (6.116) in the form

le ¼ le 0ð Þc 1þ c=ccrð Þ2
c=ccrð Þ2 exp � 1

2
x2 g2 � 1ð Þ

	 

ð6:119Þ

For trap concentrations in the range c1/2 � c � ccr , from Eq. (6.119) and the
expression for le 0ð Þ we obtain

le ¼ l2c
�1 r0

kBT

� �
exp � Et

kBT
� 1
2

g
r0

kBT

� �2
" #

ð6:120Þ

Further, for trap concentrations in the range ccr � c £ 1, Eq. (6.119) leads to

le ¼ l2c
r0

kBT

� �
exp � 1

2
g

r0

kBT

� �2
" #

ð6:121Þ

Hence, at ccr , one expects a transition from trap-controlled to the trap-to-trap hop-
ping transport, i.e. ccr is the transition point between trap-controlled and trap-to-

315



6 Charge Transport in Disordered Organic Semiconductors

trap hopping transport which are described by Eqs. (6.120) and (6.121), respec-
tively.
Theoretical treatment of mobility over a broad temperature range reveals a criti-

cal temperature Tcr at which the transition from trap-controlled to trap-to-trap
hopping transport regime occurs. The expression for Tcr at a concentration c can
be obtained from Eq. (6.117) as Tcr ¼ �Et=2kB lnc. The temperature dependence
of charge carrier mobility calculated with Eq. (6.114) for different values of g is
presented in Fig. 6.16. The asymptotic behavior of the mobility in the temperature
range T > Tcr (trap-controlled transport regime) and in the range T < Tcr (trap-to-
trap transport regime) can be described by Eqs. (6.120) and (6.121), respectively.
By using Eq. (6.114), one can estimate Et and r1 from the experimental data on
the temperature dependence of charge mobility. On the other hand, it can be seen
from Eq. (6.115) that, for T < Tcr, the activation energy of charge mobility con-
tains only the contribution from the width of the energy trap distribution
r1 ¼ gr0, because transport proceeds at such temperatures via traps. From Fig.
6.16a, one can see that the temperature dependence of charge mobility in the
trap-containing disordered system depends considerably on g. For instance, at
g < 1, i.e. when the width of the energy distribution of traps r1 is smaller than
the width of the energy distribution of intrinsic hopping sites r0, the decrease in
mobility with decrease in temperature in the range T < Tcr (curve 2 in Fig. 6.16a)
becomes less pronounced in comparison with that for a trap-free system (curve 1).
This can lead to a situation where the charge mobility in a trap-containing system
at a certain temperature might even exceed that in the trap-free material. For pur-
poses of comparison, curve 5 in Fig. 6.16a shows the temperature dependence of
charge mobility calculated from the Hoesterey–Letson formalism [139] neglecting
the energetic disorder. In this case, for trap concentrations c �c1/2, one has

ln le=l2ð Þ ¼ � lnc � Et=r0ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0=kBTð Þ2

q
. Here, the activation energy of the mobil-

ity Ea is equal to the trap depth Ea ¼ Et. On the other hand, the present EMA the-
ory, which accounts for the disorder effects, predicts the apparent activation ener-
gy of charge mobility to exceed Ea ¼ Et þ g2r2

0

�
kBT over the trap concentration

range c1/2� c � ccr T > Tcrð Þ. For trap concentrations ccr � c £ 1 T < Tcrð Þ, one
obtains Ea ¼ g2r2

0

�
kBT . This is illustrated in Fig. 6.16b, where curves 3 and 5 in

Fig. 6.16a are replotted in the Arrhenius coordinates (curves 3¢ and 5¢, respec-
tively). The present theory has been applied to fit experimental results on charge
carrier mobility measured in different trap-contained disordered organic materials
(see Section 6.5.3) including also the temperature dependence of hole mobility
measured in the conjugated polymer poly(phenylenevinylene ether) [141].
The important implication of this study is that the effect of deep traps in a dis-

ordered organic photoconductor cannot be described in terms of the conventional
Hoesterey–Letson model which predicts an Arrhenius-type temperature depen-
dence of the charge carrier mobility where the activation energy is simply the trap
depth Et. The calculations support a notion that effect of traps can be quantita-
tively accounted for by introduction of the effective disorder parameter, reff , and
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Figure 6.16 (a) The calculated by Eq. (6.114)
temperature dependence of charge mobility
in the trap-free (curve 1) and trap-containing
disordered systems for different parameters
g ¼ r1=r0 = 0.5 (curve 2), 1 (curve 3) and
1.25 (curve 4) plotted in ln le=l2ð Þ versus

ðr0=kBTÞ2 representation. The lðTÞ depen-
dence calculated with the Hoesterey–Letson
formalism is given for comparison (curve 5).
(b) The same curves 3 and 5 but replotted in
ln le=l2ð Þ versus r0=kBT representation
(curves 3¢ and 5¢, respectively)
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an expression for reff being a function of the trap depth and trap concentration
[140]:

reff
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� �2

¼ 1þ 2
kBT
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1þ c exp
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þ 1
2
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� �2
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8>>>><
>>>>:

9>>>>=
>>>>;

ð6:122Þ

Note that the Eq. (6.122) is valid for whole concentration range (0 £ c £ 1) whereas
the previously suggested expression based on the Hoesterey–Letson formalism
[75, 76]:

reff

r0

� �2

¼ 1þ 2
kBT
r0

� �2

lnc þ Et

kBT

	 

ð6:123Þ

is restricted to the concentration range c1/2 � c � ccr .
Hence the EMA theory is able to account quantitatively for a variety of basic fea-

tures of charge carrier transport in disordered organic materials containing traps.
It turns out that both relaxation of the ensemble of majority charge carriers within
the combined intrinsic and extrinsic density of state distribution and the occur-
rence of trap-to-trap migration alter the lðTÞ dependence significantly, notably at
lower temperature when the apparent activation energy can become <Et. Ulti-
mately, lðTÞ is controlled by the width of the distribution of trap levels. If it is
narrower than that of the intrinsic DOS, the lðTÞ dependence flattens and even-
tually the mobility in the trap containing system can even exceed that of the
undoped system.

6.4
Experimental Techniques

6.4.1
Charge Carrier Generation

6.4.1.1 Generation Versus Transport Limited Photocurrents

A photocurrent is proportional to the product of the charge carrier concentration,
their mobility and the electric field. In the absence of any other loss of carriers
except their discharge at the electrodes, the stationary concentration is the num-
ber of carriers generated per unit time multiplied by the time needed to traverse
the sample, i.e. the transit time ttr, that is inversely proportional to the product of
mobility and electric field. In this case the transport velocity cancels and the sta-
tionary photocurrent
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j ¼ egI ð6:124Þ

is a measure of the number of absorbed photons I and the efficiency g of photo-
ionization regardless of how fast or slowly the carriers reach the electrode(s). Any
field dependence of the photocurrent is, therefore, controlled by the field depen-
dence of the primary photodissociation event. If excitation occurs by a light pulse
that is short relative to the carrier transit time the photocurrent measured for t< ttr
is determined by the product of the number of carriers generated and their trans-
port velocity while

ð¥
0

dt j tð Þ ¼ eg
ð¥
0

dt I tð Þ ð6:125Þ

In this case both g and the carrier mobility l can be determined independently.
The above concept fails at high light intensities when the number of charge car-

riers generated approaches or even exceeds the capacitor charge sitting at the elec-
trodes. In the case of unipolar charge production, for instance by efficient injec-
tion, the current becomes space charge limited (see Section 6.4.2.2), i.e. transport
limited. Upon photoexcitation in the bulk of the sample the generated space
charge is bipolar and bimolecular electron–hole recombination can occur before
carriers reach the exit contacts. The following simple calculation provides a clue at
which carrier concentration and, concomitantly, which current density this pro-
cess is becoming important. The rate of recombination between electrons and
holes at concentrations n– and n+ is

dnþ
dt

¼ dn�
dt

¼ �Rnþn� ð6:126Þ

where R is the bimolecular recombination rate constant. The condition that the
recombination dominates over discharge is that Rn+/– must exceed the reciprocal
carrier transit time of the faster moving charge, usually the hole, i.e.

Rnþ >
lþF

d
ð6:127Þ

By using Langevin’s relation:

R
l
¼ e

e0e
ð6:128Þ

and assuming

j . jþ ¼ enþlþF ð6:129Þ

then Eq. (6.127) translates into the condition
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j >
e0elþF

2

d
ð6:130Þ

which is reminiscent of Child’s law (see Section 6.4.2.2). In other words, recombi-
nation becomes rate limiting whenever the total current exceeds the hypothetical
space charge-limited current of majority carriers. In a light-emitting diode one
wants this condition to be fulfilled under premise of balanced injection [142].
A cautionary note is appropriate regarding optical charge carrier generation in

samples with coplanar electrodes as compared with sandwich-type diode struc-
tures. In the former case current flow is confined to a thin layer comparable to the
skin depth of absorption whereas the electrode gap is usually comparatively large.
Therefore, the critical photocurrent normalized to the cross-section of current
flow can be orders of magnitude lower than in a sandwich cell. In this case the
decay of a transient photocurrent generated by a short light pulse would not probe
carrier extraction from the dielectric but rather its bimolecular recombination.
Another complication is related to the recognition that electrons photoinjected
from the sample surface can contribute significantly to the total current and can
obscure the genuine photogeneration yield [143].

6.4.1.2 Delayed Charge Carrier Generation
In organic solids, photogeneration is a two-step process involving a precursor state
such as a geminately bound electron–hole pair [1]. In molecular crystals, geminate
recombination of those pairs is very fast and it may require THz probing to deline-
ate the pair lifetime. In disordered organic solids, e.g. molecularly doped or conju-
gated polymers, geminate pairs can be metastable and their ultimate dissociation
can be time delayed. Since full separation requires escapes from the Coulombic
potential and, concomitantly, is assisted by an electric field, delayed field collection
is the method of choice to monitor this process. One excites the sample at zero
electric field and measures the number of the charges collected after a defined
delay time, taking care to compensate for the RC response of the sample, however.
An early example of such an experiment is the work of Mort et al. [144] on polyvi-
nylcarbazole. The technique has meanwhile been developed by Popovic [145, 146].
It has recently been extended to a conjugated polymer by the Rothberg group [26]
by disentangling field-dependent primary generation of geminate pairs and their
subsequent separation.

6.4.1.3 Optically Detected Charge Carrier Generation
Because a charged molecule is an electronically different moiety, it has its own
absorption spectrum. Optically generated charges are, therefore, amenable to tran-
sient absorption via the relative change of transmission upon photoexcitation.
Meanwhile such studies are becoming almost routine, employing typically 150-fs
long light pulses from a frequency-doubled Ti–sapphire laser for primary excita-
tion and a white-light continuum for subsequent probing. The typical response
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time of such a system is of the order of 1 ps [27, 147]. It is worth noting, however,
that one would detect both free and coulombically bound charges because the
Coulombic electric field acting on a pair of charges will hardly affect their absorp-
tion spectrum. By the way, free charge carriers moving in an external electric field
are also amenable to optical probing [148].
A comment on the interpretation of the transient absorption appears to be

appropriate. In earlier work on conjugated polymers it became common practice
to describe their excited states in terms of the semiconductor band model. This
implies that a photon raises an electron from the valence to the conduction band
of the polymer [2, 149]. The generated pair couples quickly to phonons, thus creat-
ing polarons and bipolarons. In this picture, the transient absorption spectrum of,
say, a positive polaron is the energy transition between the valence band and the
localized state occupied by a photogenerated positive polaron. Meanwhile there is
consensus that the molecular model is more appropriate [150]. In this model the
transient absorption is the Franck–Condon-type absorption spectrum of a radical
cation or a radical anion after the backbone of the neutral chain has relaxed to the
its new equilibrium configuration in response of the changed electron distribu-
tion [151]. A textbook example is the action spectrum of optical detrapping of a
positive charge trapped at a tetracene molecule doped into an anthracene lattice
[152]. It turns out to be identical with the known absorption spectrum of the tetra-
cene radical cation in solution. In conjugated polymers, absorption spectra of pos-
itive and negative polarons, i.e. radical cations and anions, overlap [153] and com-
prise an IR band near 0.6 eV and a higher band somewhere between 1.8 and
2.0 eV, i.e. well below the S1–S0 0–0 transition of the neutral polymer [151]. They
are electronic Franck–Condon transitions including a 0–0 transition coupled to
vibronic satellites not probing, however, the energy gained when a chromophore
relaxes into its new configuration upon charging.

6.4.2
Experimental techniques to measure charge transport

6.4.2.1 The Time-of-Flight Technique

The classical method to study charge transport is the time-of-flight (TOF) tech-
nique, originally introduced by Kepler [154] and LeBlanc [155]. The sample is
sandwiched between two parallel electrodes, one of which has to be semitranspar-
ent. The bias determines the polarity of the charge carriers. A short light pulse
generates a d-shaped sheet of charge carriers that traverses the sample and gives
rise to a current that remains constant until the carrier packet reaches the exit
electrode and sharply drops thereafter provided that the dielectric relaxation time
e0e=rc , where rc is the conductivity, is much greater than the carrier transit time.
An inflection point of the transient photocurrent indicates arrival of the carriers at
the exit contact at time ttr = d/lF and allows one to infer their mobility. A current
plateau for t< ttr indicates that (i) charge carrier generation is completed by t � ttr,
(ii) no carriers are lost during their motion and (iii) their velocity is independent
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of time. Under such circumstances, only diffusion broadens the spatial carrier
profile and causes a relative spread Dttr of the transit times:

Dttr ¼ ttr

ffiffiffiffiffiffiffiffi
2kT
eV

r
ð6:131Þ

where V is the applied voltage. For V = 500V and T = 290K, Dttr/ttr = 10–2. Equation
(6.131) is based on the validity of the Einstein relation D/l = kT/e between the car-
rier mobility and their diffusion constant D.
Usually experimental TOF signals feature broader tails even if the reciprocal RC

time of the circuit is much less than the transit time. There are several possible
contributions to this phenomenon:

1. Optical excitation generates a sheet of carriers with finite
spatial width, notably if it occurs intrinsically, i.e. within an
escape depth comparable to the penetration depth a

–1 of the
incident light. To avoid this effect, the sample thickness had
to be much greater than a

–1, i.e. several micrometers. This is
incompatible with sample fabrication via spin-coating. One
possibility to overcome this limitation is to inject charge car-
riers from a thin optically excited sensitizing layer such as a
selenium layer or a dye layer [72], the conditions being that
(i) the absorption edge of the sensitizer is red shifted relative
to that of the sample, (ii) the HOMO of the sensitizer had to
be below that of the sample for hole injection whereas for
electron injection the LUMO had to be above that of the sam-
ple and (iii) injection had to be much faster than the subse-
quent carrier transport. A recent example of sensitized hole
injection is the work of Markham et al. [12] on a 520-nm
thick layer of a spin-coated film of a bisfluorene dendrimer.

2. The TOFmethod requires non-interacting charge carriers
because any space charge inside the sample can distort the
TOF signal. To limit space charge effects it has become prac-
tice to limit the number of migrating carriers to 5% of the
capacitor charge, i.e. ~1010 charge carriers cm–2 in an electric
field of 105 Vcm–1, equivalent to a concentration of 1013 cm–3

in a 10-lm thick sample.
3. In principle, the above formalism applies to systems contain-

ing moderately deep traps too, provided that the traps are
monoenergetic, implying that carrier trapping and release
processes are kinetically of first order with well-specified
rates. An example is hole transport in an anthracene crystal
doped with tetracene [139]. However, there is often trapping
by shallow physical defects that are not monoenergetic. This
gives rise to a dispersion of carrier release times and, conco-
mitantly, broadens a TOF signal. This phenomenon becomes
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ubiquitous in random systems and, in the extreme case, can
lead to dispersive transport (see Section 6.3.2). In this case
one has to resort to double logarithmic plots of TOF signals
in order to distinguish between capturing of carriers by deep
traps prior to their arrival at the exit contact and a decreasing
carrier velocity because carriers encounter progressively
deeper states within the manifold of shallow traps.

The TOF method has been extended by introducing temporarily intermittent
charge transport. The idea is to remove the electric field for a fixed time interval
while the carriers are still inside the bulk of the sample in order to allow carriers attain
quasi equilibrium before leaving the sample [72, 156]. Although not widely known,
this method could be applied profitably to the study of dispersive transport
because one can monitor the relaxation of carriers towards quasi equilibrium.

6.4.2.2 Space Charge-Limited Current Flow
If a semiconductor is contacted with an electrode that, by virtue of a low-energy
barrier at the interface, is able to supply an unlimited number of one of the types
of charge carriers, the current is limited by its own space charge. This reduces the
electric field at the injecting electrode to zero. This is approximately realized when
the number of carriers per unit area inside the sample equals the capacitor charge
e0eV/ed. This charge traverses the sample of thickness d during the transit time
ttr = d2/lV. The maximum unipolar space charge-limited current should, therefore,
be equal to jSCL»e0elV 2=d3. This simplistic calculation ignores the inhomogeneous
distribution of the electric field in the bulk of the sample. The correct value of the
stationary space charge limited current (SCLC), derived by employing Poisson’s
equation and the continuity equation, is

jSCL ¼
9
8
e0elV 2

d3
ð6:132Þ

which is known as Child’s law [157, 158]. In the presence of traps, l has to be
replaced by the effective mobility leff, calculated from the sum of the carrier transit
time in the absence of trapping and the time a carrier spends in traps. In the case
of monoenergetic traps,

leff ¼ l 1þ c exp
Et

kT

� �	 
�1

ð6:133Þ

where Et is the trap depth and c the fraction of molecules that act as traps [139].
The situation becomes more complicated if the traps are distributed in energy. For
an exponential distribution of traps,

g Eð Þ ¼ H
kTc

exp � E
kTc

� �
ð6:134Þ
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where H is the total number of traps per unit volume and per unit energy range
and kTc is a measure of the width of the trap distribution,

jSCL�
Flþ1

dl
ð6:135Þ

with l = Tc/T [157]. The stronger field dependence as compared with Child’s law is
a signature of the rising quasi-Fermi level and, concomitantly, the lowering of the
activation energy for thermally assisted trap release. If the number of trapped
charged carriers approaches the number of traps the regime of trap-filled trans-
port is entered at a characteristic field FTFL ¼ 2eH=3e0e.
It is obvious that the measurement of a steady-state SCL current affords the pos-

sibility of determining the carrier mobility. This technique has been applied suc-
cessfully to films of p-conjugated polymers [159] and molecular glasses [160] as
examples of organic solids without deep traps. The SCLC formalism has also been
applied to trap-containing p-conjugated systems [161]. In general, however, one
has to examine relevant experimental results carefully in order to avoid any misin-
terpretation of the data. Specifically, one has to ascertain that an observed of a
superlinear current–field relation is, indeed, due to SCL current flow rather than
to field-assisted carrier injection. An unambiguous indication would be the thick-
ness dependence of the current at a given electric field. In practice, however, the
experimentally accessible thickness range is fairly limited, particularly if the sam-
ple morphology can change with increasing the sample thickness. A timely exam-
ple of the intricacies one confronts when applying the SCLC technique is the
work of de Boer et al. [162] on tetracene single crystals.
Another problem possibly encountered in cw-SCL current flow relates to the

effect of deep traps at low concentration whose capture time exceeds the carrier
transit time but which might become important under steady-state conditions. An
elegant way to circumvent this ambiguity is to measure a transient SCL current
upon applying a step voltage to the injecting electrode. In this case the current
increases with time because the moving front of the carrier packet experiences
an increasing electric field due to the field redistribution caused by the space
charge drifting across the sample. It gives rise to a cusp in the current at a time
tcusp = 0.78ttr [163]. For t> tcusp the current can either settle at a constant value or
decay slowly because of deep trapping. The technique of transient SCL current is
applicable to thin samples because injection occurs at the very interface between
dielectric and electrode. However, decreasing the sample thickness is accompa-
nied by an increase of the RC time of the circuit and one has to compensate for
this effect. Needless to say, the current cusp monitoring the arrival of the carrier
front would be eroded if transport were dispersive. The studies of Abkowitz and
Pai [164] and, later, Poplavskyy et al. [160] are examples of the successful applica-
tion of the SCLC technique to systems that are devoid of deep traps and feature
non-dispersive hopping transport.
A variant of the transient SCLC method is the xerographic discharge technique.

By this method the free surface of a sample is charged by a corona discharge.
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Exposing it to a short light flash injects a sheet of charge carriers into the bulk of
the sample. As the charge drifts across the sample the surface potential decreases.
From its time dependence both the mobility and the efficiency of charge genera-
tion can be inferred [165, 166].

6.4.2.3 Determination of the Charge Carrier Mobility Based Upon Carrier Extraction
by Linearly Increasing Voltage (CELIV)
Measurement of the charge carrier mobility via the TOF method requires that the
dielectric relaxation time, srel= e0e=rc, exceeds the carrier transit time. On applying
an electric field of 105 Vcm–1 to a 1-lm thick sample and assuming that the resid-
ual dark conductivity is determined by rc = enl, this leads to a critical dark charge
carrier concentration n < 3 � 1015 cm–3. It is worth noting that this condition is
equivalent to the condition that the residual ohmic current originating from
impurity ionization is less than the hypothetical unipolar space charge-limited
current (see Section 6.4.2.2). For the above set of parameters and assuming l =
10–6 cm2 V–1 s–1, jSCL = 3 lAcm–1. In molecular crystals, molecularly doped polymers
and nominally undoped conjugated polymers, this condition is easily fulfilled.
In those systems the experimentally observed dark currents hardly ever exceed
10–8 A cm–2 provided that (i) the electrodes are only weakly injecting and (ii) delib-
erate or unintentional doping by strong electron donors or acceptors is absent.
Examples of doped organics are conjugated polymers with low ionization poten-
tial, such as polythiophene, unintentionally doped by oxygen or by oxidation prod-
ucts [167].
The CELIV method, introduced by JuÐka and co-workers [168, 169], is a tech-

nique to measure (i) charge carrier mobilities in systems with shorter dielectric
relaxation times and (ii) the residual, if spurious, bulk conductivity. The idea is to
apply two sequential voltage pulses of triangular shape under reverse bias to a
sandwich-type diode with at least one non-injecting electrode. The instantaneous
rise of the current on applying the first voltage pulse is due to the (geometric) ca-
pacitance of the sample. The initial slope of the following current pulse is a mea-
sure of the bulk conductivity:

rc ¼ e0e
d j=j 0ð Þ½ �

dt

����
t¼0

ð6:136Þ

while the time tmax at which the current features a maximum is a measure of the
carrier mobility:

l ¼ 2d2

3At2max 1þ 0:36Dj=j 0ð Þ½ � ð6:137Þ

where V(t) = At is the time-dependent voltage pulse and Dj = j(tmax) – j(0). The deri-
vation of Eq. (6.137) involves the integration of the Poisson and continuity equa-
tions taking into account that the spatial distribution of the electric field inside
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the sample changes with time. The second voltage pulse is used to monitor recov-
ery of equilibrium after the first voltage pulse.
When interpreting mobility data derived from a CELIV experiment, one should

recognize, however, that CELIV and TOF methods are different in principle. In
the former case the applied electric field acts on charge carriers that are already
present under equilibrium conditions whereas TOF probes carriers that are photo-
excited and – at least in disordered systems – suffer energetic relaxation while
migrating towards the exit contact.

6.4.2.4 Charge Carrier Motion in a Field-Effect Transistor (FET)
In an organic FET [170, 171], the current flowing between source and drain elec-
trodes in a coplanar arrangement is modulated by a perpendicularly applied gate
voltage, Vg, across an insulating layer, usually SiO2 or Al2O3. The gate voltage
induces a unipolar charge near the interface of the semiconductor and insulator
that has been injected from either anodic or cathodic drain electrode, depending
on the polarity of Vg. That charge is moving under the action of the drain voltage
Vd and is eventually replenished from the electrode. Because the number of car-
riers is known, their mobility can be extracted from the measured drain current
Id. In the linear regime,

l ¼ L
WCðVg � VTÞ

Id
Vd

ð6:138Þ

where W and L are the length of the electrodes and their separation, respectively,
C is the capacitance and VT the threshold voltage. There is a problem because the
spatial distribution of the voltage drop across the transistor is controlled by both
Vd and Vg and is not constant because the drain potential varies along the conduct-
ing channel. A finite contact resistance would also affect the transfer characteris-
tics. Working in the linear regime minimizes this problem [172]. However, there
are generic problems encountered when comparing mobility values derived from
FET and TOF experiments. In a FET the charge carriers are localized in a very
thin, if not monomolecular, layer of the semiconductor next to the insulator.
Because of the energetic disorder of the hopping sites in a random organic mate-
rial, tail states of the DOS are already filled by the capacitor charges. If the DOS is
not affected by the presence of the surface of the insulator this will decrease the
activation energy for transport and, concomitantly, increase l [114, 173, 174]. At
the same time, the presence of that interfacial charge will roughen the energy
landscape because of the more or less randomly positioned Coulombic centers
[114]. This should lead to an opposing decrease of l. Apart from state filling
effects. the shape of the DOS near the interface can be different from that in the
bulk because of the likely presence of a dipole layer at the surface of the insulator
that tends to broaden the DOS.
Another factor is the morphology of the dielectric layer next to the interface.

This is particularly important for polymeric systems in which the polymer chains
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tend to deposit parallel to the surface. There is a current endeavor to reduce the
disorder by parallel chain alignment in order to increase the FETmobility because
large-scale application of polymeric FETs requires higher mobilities [175]. In any
event the value of the charge carrier mobility derived from FET characteristics is
an operationally determined quantity that does not need to be identical with the
value derived from a TOF experiment.

6.4.2.5 The Microwave Technique
Conventional time-resolved mobility experiments usually monitor charge motion
across the entire sample. In random media this implies hopping transport medi-
ated by capture and release of carriers at tail states of the DOS while the early
time transport, i.e. prior to trapping, is not amenable. A method to cover the time
window between carrier generation and onset of trapping is the flash photolysis
time-resolved microwave conductivity technique (FR-TRMC) developed by the
Warman–de Haas group in Delft [176–178]. The idea is to create charge carriers
inside a bulk sample by a several nanoseconds long pulse of 3-MeV electrons from
a van der Graaf accelerator and to probe the induced conductivity, i.e. the imagi-
nary part of the dielectric function, via the attenuation of the microwave power
when the microwave radiation propagates through the medium. The frequency of
the microwave field is on the order of 30GHz, the power output is typically
100mW and the microwave field is of the order of 100Vcm–1. This implies that
the probing electric field is much lower than in a usual TOF experiment and the
average net displacement of the carriers is very small whereas the diffusion length
of a carrier can be significant. Note that on the time-scale of 10 ps, equivalent to a
quarter-wave of 25-GHz radiation, the diffusion length ldiff = (2Dt)1/2 of a charge
carrier with a mobility of 1 cm2 V–1 s–1, i.e. a diffusion constant of 2.5 � 10–2 cm2 s–1,
is 7 nm. The radiation-induced conductivity is Drc ¼ en lþ þ l�

� �
, where n is the

number of carriers generated. In order to evaluate the combined electron and hole
mobilities requires knowledge of n. Since ionization efficiencies of high-energy
electrons are fairly insensitive to the chemical structure of organic molecules, this
information has been inferred from radiation studies on liquid alkanes for which
charge carrier mobilities are known from TOF experiments, thus allowing a criti-
cal assessment of the compatibility of both techniques. One should keep in mind,
though, that the FR-TRMC technique probes the motion of charges after a time
set by the duration of the electron pulse. Any ultra-fast response would not be
recovered.

6.4.2.6 Charge Carrier Motion Probed by Terahertz Pulse Pulses
The most recent advancement in ultra-fast monitoring of charge carrier motion in
an organic solid is THz pulse spectroscopy [179]. It pushes the time window of
carrier probing into the picosecond range. Instead of exciting charge carriers by a
nanosecond electron pulse as is done in FR-TRMC (see Section 6.4.2.5), 100-fs
pulses from an amplified Ti–sapphire laser are applied. The same laser is used to
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generate THz pulses with a center frequency of 1 THz. Measuring the change in
transmission upon charge carrier generation as a function of the delay time
probes the transient change of the sample conductivity and, provided that the effi-
ciency of carrier generation is known, yields the mobility within a temporal win-
dow of 1–40 ps. Related experiments were done on crystals of functionalized pen-
tacene and, quite recently, on a II-conjugated polymer [180].

6.5
Experimental Results

6.5.1
Analysis of Charge Transport in a Random Organic Solid with Energetic Disorder

One of the generic differences between inorganic and organic glasses is the form
of the DOS distribution. In the former, e.g. in chalcogenide glasses, there is a
band of extended states and an exponential distribution of localized band-tail
states separated by a so-called mobility edge. In the latter, all states are localized
and form a Gaussian-type DOS (see Section 6.3.1). In inorganic glasses, transport
of charge carriers proceeds via multiple trapping and it is entirely dispersive
because the Boltzmann-type equilibrium distribution of carriers is impossible for
an exponential DOS. In organic glasses, transport of randomly generated charge
carriers is dispersive at short times and becomes non-dispersive when they have
relaxed towards quasi-equilibrium. In that transport mode the temperature depen-
dence features an exp[–(T0/T)

2] law, where kT0 = (2/3)r. An example is the temper-
ature dependence of the hole mobility in 1,1-bis[(di-4-tolylamino)phenyl]cyclohex-
ane (TAPC) glass plotted in the conventional Arrhenius-type lnl versus T–1 form
and on a lnl versus T–2 scale (Fig. 6.17) [181]. There is a systematic deviation from
straight-line behavior in the former case that is eliminated in the lnl versus T–2

representation. It is obvious, though, that good data quality is required in order to
discriminate between the two plots. An additional criterion is provided by extrapo-
lating l towards T fi ¥. The maximum value for l0 should be the mobility in the
material in the crystalline phase, i.e. typically 0.1–1 cm2V–1 s–1. Higher values
obtained by plotting l(T) on an Arrhenius scale and extrapolating to T fi ¥ are,
therefore, unphysical.
The key parameter that determines the transport properties of a random organic

solid is the width of the DOS, r, that is inferred from the temperature dependence
of the mobility. It not only determines the magnitude of l at a given temperature
but also the temperature, Tc, at which transport becomes dispersive. Since the car-
rier equilibration time increases with decreasing temperature much faster than
the transit time [77], a transition from non-dispersive to dispersive transport will
be observed in a TOF experiment as the temperature decreases. Its signatures are
(i) the loss of an inflection point in a TOF transient if plotted on a linear current
versus time plot and (ii) a negative slope in a lnl versus T–2 plot because carriers
that do not have occupational DOS relaxed completely to equilibrium need, on
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average, more thermal excitation for transport at longer times. A textbook example
of this phenomenon is the transition from non-dispersive to dispersive hole trans-
port in a glass of p-diethylaminobenzaldehyde diphenylhydrazone (DEH) (Fig.
6.18) [182] at a critical temperature where d lnl=dT�2 changes (Fig. 6.19). It is
remarkable that both the shape of the transient TOF signal and its displacement
on the time axis are determined by only the r-value inferred from the l(T) depen-
dence at temperatures above Tc. The transition from non-dispersive to dispersive
transport also depends on the sample thickness because in a thinner sample the
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Figure 6.17 The logarithm of the low-field mobility versus T–2 (a) and vs T–1 (b).
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carriers have less time to attain quasi-equilibrium before recombining at the coun-
terelectrode. It is obvious that mobility inferred from a logl versus logt plot is an
operationally determined quantity only and depends on experimental parameters
such as sample thickness and electric field.
A recent example of the straightforward application of the disorder model is the

work of Poplavskyy and Nelson [160] on amorphous films of a fluorenearylamine
derivative with a spiro linkage between two fluorene units. This kind of com-
pound is interesting because the spiro linkage prevents the formation of incipient
sandwich-like dimers of planar p-bonded molecules that can act often as traps for
both singlet excitations and charge carriers. By the same token the insertion of a
spiro linkage suppresses crystallization. The materials under study were solvent-
cast films of methoxyspirofluorenearylamine (spiro-MeOTAD), whose ionization
potential is 5.2 eV. In order to check whether or not the transport properties
depend on film thickness, the hole mobility was measured either on up to 4-lm
thick films using the TOF method or on films as thin as 135 nm employing the
transient SCLC technique (see Section 6.4.2.2). In the latter case holes were
injected from a dispersion of poly(3,4-ethylenedioxythiophene) and poly(styrene-
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Figure 6.18 (a) Experimental transients,
parametric in temperature at 6 � 105 Vcm–1.
(b) Comparison between experimental (full
curves) and simulated (dashed) transients.
The field was 6 �105 Vcm–1. The

simulations are for nz = 8000, except that
r/kT = 5.2 has been extrapolated from the
data for nz£ 4000. The experimental transient
for r/kT = 4.45 is coincident with the simula-
tion for r/kT = 4.4.
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sulfonic acid) (PEDOT/PSS) anode that turns out to form an ohmic contact in the
dark. The TOF signals showed perfect horizontal plateaus. In the SCLC case a
cusp was observed that monitored the arrival of the front of mobile charges. Addi-
tionally, the steady-state SCLC current was measured and the mobility was deter-
mined via Child’s law.
It was gratifying that, within a factor of two, all methods yielded a consistent

l(F) dependence (Fig. 6.20), implying that l was independent of thickness (Fig.
6.21). This proves that the morphology of the film does not change within the
thickness range between a few hundred nanometers and several micrometers. It
is remarkable that the values of the mobility probed by steady-state SCL conductiv-
ity and by transient techniques were the same. This testifies to the absence of
deep extrinsic traps outside the intrinsic DOS. From the l(F,T) data, the width of
the DOS was determined as 0.101 eV, the positional disorder parameter R was
2.3–2.7 and l0 was 0.047 cm

2V–1 s–1.
It turned out that the substituents on the peripheral phenylene groups have an

influence on the above parameters. Replacements of the methoxy groups by either
hydrogen or methyl groups decreases r to a value of 0.08 eV and l0 to 0.01–
0.016 cm2V–1 s–1 [183]. Bach et al. [183] related the higher value of l0 in the meth-
oxy-substituted molecule to the increase in the effective overlap of the wavefunc-
tions of neighboring molecules. Such an effect was earlier observed in methoxy-
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Figure 6.19 Hole mobilities in DEH evaluated from the
relationship l ¼ d=E tTh i. Here tTh i was determined from
the intersection of the asymptotes in either double linear
or the double logarithmic representation.
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TPD with respect to TPD [N,N¢-diphenyl-N,N¢¢-bis(3-methylphenyl)-1,1¢-biphenyl-
4,4¢-diamine] itself. This was qualitatively explained by the electron-donating
effect of the OCH3 side-group that leads to a higher negative charge density at the
HOMO, which results in a higher effective spatial extension of this orbital.
However, there is an alternative explanation for the above phenomenon, which

is related to positional disorder. If there is a distribution of electronic coupling
matrix elements among the hopping sites, additional hopping paths can be
opened on the premise that a carrier choosing the fastest route will win. There-
fore, the prefactor mobility increases with R as exp(R2/2) [184]. An increase in l0

by a factor of 3 would imply an increase in R by a factor of 1.5. On average, this is
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Figure 6.20 Hole mobilities in spiro-MeOTAD measured by
three different methods at room temperature.

Figure 6.21 Dependence of transient mobilities (TOF and DI
methods) on the sample thickness at two different electric
fields at room temperature. TOF data (d = 54mm) are shown
for two different transit times: t0 (open symbols) and t1/2
(filled symbols).
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consistent with the experimental results. Obviously, caution is in order when try-
ing to extract too much information from a limited amount of experimental data.
The width of the DOS is a measure of the variation of the polarization energy of

a charged molecule inside the matrix. Below the glass transition the system can
be considered as being frozen [185]. Therefore, that energy is the energy of inter-
action between a charge and static as well as induced dipoles that are oriented ran-
domly. Concomitantly, r is composed of a dipolar and van der Waals terms as

r ¼ r2
vdw þ r2

dip

� �1=2

[73, 186]. Even in an apolar matrix there can be a dipolar con-

tribution to r if the molecule carries bond dipoles that cancel vectorially in the
absence of extrinsic charges, because the interaction energy between a charge and
the ensemble of bond dipoles is finite even if that molecule is randomly oriented.
The original disorder formalism has been applied to conjugated polymers. Inho-

mogeneously broadened absorption spectra prove unambiguously that they
belong to the class of random organic solids, but it remains to be checked whether
or not the distribution of hopping sites can be described by a Gaussian function
because there are on-chain and off-chain contributions. In the oligomer approach
[187] the chain is an ensemble of segments each consisting of several repeat units
whose length, usually called the effective conjugation length Leff, is limited by
topological faults that interrupt or, at least, weaken the conjugation of the p-elec-
trons in the case of a p-type conjugated polymer and that of the r-bonds in a poly-
silene. Invoking the simplest particle-in-the-box formalism translates a statistical
variation of Leff into a distribution of single carrier HOMO and LUMO as well as
exciton states by extrapolating the presumed linear relation between excitation en-
ergy of an oligomer versus reciprocal chain length. However, a recent theoretical
approach based on the density-matrix renormalization group indicates that this
linear extrapolation is unjustified and a quadratic law is more appropriate for ex-
trapolation to the infinite chain limit [188]. In addition to intra-chain disorder
there is off-chain disorder, i.e. the variation of the electronic polarization energy of
a chain segment caused a random inter-chain packing effect. Anyhow, the HOMO
and LUMO energy states of chain segments inside a bulk polymer film will
depend on a large number of internal coordinates each varying randomly. There-
fore, the central limit theorem should apply, implying that the statistical variation
obeys a Gaussian envelope function. This is supported by the Gaussian low ener-
gy tail of the S1 ‹ S0 0–0 exciton transition and by the observation that the exciton
dynamics can be described in terms of spectral diffusion with an excitonic DOS of
Gaussian shape [189].
An example of the successful employment of the unmodified disorder model is

the interpretation of the data obtained on a spin-cast ca 1-lm thick film of a phe-
nylamino-PPV derivative (PAPPV) [124]. In a TOF experiment, the charge carriers
were generated by dissociation at the ITO/polymer interface of singlet states creat-
ed by an 8-ns laser pulse. Figures 6.22 and 6.23 show the absorption and fluores-
cence spectra of the film and two representative TOF signals recorded at higher
(311K) and lower (153K) temperature, respectively. They testify to transit time
dispersion occurring at lower T. The hole mobility was determined via the inter-
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section of the pre- and post-transit time asymptotes of the current plotted either
on a linear or a double logarithmic scale. The temperature dependence of the mo-
bility was plotted on a ln l versus T–2 scale for two different values of the electric
field. Above 153K, l(T) follows a ln l ~(T0/T)

2 law with T0 = 396K, i.e. r = 52meV
for the lower field (Fig. 6.24). Extrapolating l(T) to T fi ¥ yields l0 =
10–2 cm2 V–1 s–1. Onset of transit time dispersion is accompanied by a decrease in
the absolute value of d lnl=dT�2, which is a signature of carriers not having
attained quasi-equilibrium. It is gratifying that the transition occurs within 10K
of the critical temperature predicted by simulation. The field dependence of l is
also in accordance with the disorder model featuring a lnl ~bF1/2 law with b

increasing as Tdecreases.
The situation is different for the methyl-substituted ladder-type polyphenylene

(MeLPPP) [124]. Based on absorption and the well vibronically resolved fluores-
cence spectra of a neat film (Fig. 6.25), this is the least disordered conjugated poly-
mer. Fitting the low-energy tail of the S1 ‹ S0 0–0 transition yields 270 cm–1 for
the disorder parameter of the excitonic transition [124]. However, on annealing
the sample at 150 �C for several hours a broad low-energy feature is seen in the
emission spectrum, indicating that exciton traps of either structural or photo-
chemical origin are created. In the unannealed sample the TOF signals are almost
molecular crystal-like, proving that, indeed, disorder effects are weak. Interest-
ingly, the field dependence of the hole mobility does not feature a lnl ~ F1/2

(Fig. 6.26) behavior, and the temperature dependence does not bear out a lnl ~ T–2

law. The latter dependence is only recovered for the annealed sample yielding a r
value of 50meV (Fig. 6.27). In the unannealed sample the temperature depen-
dence of l is fairly weak. If plotted on an Arrhenius scale one could arrive at an
activation energy of ~22meV. Remarkably, extrapolating l(T) to T fi ¥ yields l0 »
3 � 10–3 cm2 V–1 s–1. It appears that in the neat sample the l(F,T) dependence can-
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Figure 6.22 Absorption and fluorescence spectra of PAPPV.
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Figure 6.23 TOF signals of PAPPV in the nondispersive (a)
and dispersive (b) transport regimes.

Figure 6.24 Temperature dependence of the mobility l of
PAPPV. Log l is plotted against T�2. The arrow marks the
transition from nondispersive to dispersive transport.
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Figure 6.25 Room temperature absorption and fluorescence
spectra of MeLPPP films. The inset shows the fluorescence
spectrum of the annealed MeLPPP film.

Figure 6.26 Electric field dependence of the hole mobility of
MeLPPP sample 1 at different temperatures. Data plotted on
a logl versus F1/2 scale. For clarity, the data at 333, 243 and
183 K are not shown.
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not be explained in terms of the conventional disorder model. More recently, theo-
retical work by Fishchuk et al. [123] indicated that the simplified version of the
Miller–Abrahams-type jump rate is no longer adequate at weak disorder because
it ignores phonon emission. When employing the exact Miller–Abrahams rate the
l(F,T) data can indeed be fitted invoking a disorder parameter of 33 meV
(Fig. 6.27, solid line in the lower plot).
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Figure 6.27 Logarithm of the mobility versus
T�2 for MeLPPP sample 2 (a) and Arrhenius
plot of the hole mobility of MeLPPP sample 1
parametric in electric field (b). The solid line
in (b) is theoretical fit by Eq. (6.66) within

the framework of approach I (see
Section 6.2.3.3). The parameters used
for the calculation are r = 0.0355 eV and
l1 = 1.4 � 10–3 cm2 V–1 s–1.
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There are two important implications of the results obtained for MeLPPP. The
comparison between the l(T) dependences in neat and annealed samples proves
that this temperature dependence is indeed controlled by structural disorder and
is not due to polaron formation because the latter would be rather a generic fea-
ture of an individual polymer chain. The second implication is that even in a very
weakly disordered material l(T) does not extrapolate at Tfi¥ to a value character-
istic of a molecular crystal. Obviously, neither energetic disorder nor any polaron
contribution to the carrier jump rate is sufficient to explain why the mobility is
much lower than in a molecular crystal. A possible explanation is related to the
oscillatory motion of a charge carrier within each conjugated segment of a poly-
mer chain that comprises typically 10 repeat units or more. Since the chains are
never perfectly aligned, inter-chain hopping should occur preferentially at cross-
ing points only where electronic coupling is optimal. This would imply that delo-
calizing charge carriers in a well-ordered polymer chain is counterproductive for
inter-chain hopping that limits transport in a bulk film unless chains can be
aligned on a mesoscopic scale via side group ordering [175].
Another class of conjugated polymers with comparatively high mobility is the

polyfluorenes (PFOs). On a 3-lm thick film of 9,9-dioctyl-substituted PFO, TOF
transients feature well-developed plateaus. At 300K the hole mobility was
(3–4) � 10–4 cm2 V–1 s–1 virtually independent of electric field [125]. This is a signa-
ture of both a high degree of purity and moderate if low disorder. An interesting
aspect of that particular material is its ability to form a liquid crystalline (nematic)
phase. A PFO film was deposited on a substrate with a 30-nm thick polyimide
film, rubbed with a nylon cloth to generate surface alignment of the layer. After
heating in vacuum to 200 �C and rapid quenching, the film acquired a glassy mor-
phology with no indication of crystallite formation that might cause dielectric
breakdown along grain boundaries. It turned out that in the ordered phase the
hole mobility was 8.5 � 10–3 cm2 V–1 s–1, i.e. chain alignment raises the mobility by
a factor of 30, indicating that nematic alignment was preserved. This is further
clear evidence for the crucial importance of disorder [126].
In an attempt to combine the good charge-transporting properties of triaryla-

mine-based glass with the processability of a soluble polymer, Redecker et al. [190]
synthesized five dioctylfluorene–triarylamine conjugated polymers. All of them
feature hole mobilities ranging between 3 � 10–4 and 3 � 10–3 cm2 V–1 s–1 at a field of
2.5 � 105 Vcm–1 and 295K. These values of the mobility are larger than the value
accepted for TPD dispersed in a polycarbonate binder at the same concentration
and even exceeds that of an undiluted glassy film of TPD. This indicates that the
fluorene moiety has significance beyond that of a simple chemical linkage be-
tween triarylamine transport sites. Obviously, conjugated fluorene moieties parti-
cipate in the transport process, most probably facilitating intra-chain transport
among the triarylamine units that have a lower oxidation potential than that of
the PFO.
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6.5.2
The Effect of Positional Disorder

In Sections 6.3.2 and 6.3.3, the effect of positional disorder on charge transport
was dealt with from a theoretical perspective. Its experimental signature is the
negative field dependence of the mobility at moderate electric fields and the obser-
vation of a mobility minimum at a certain electric field. Starting from the work of
Peled and Schein [65], where the decrease in the hole mobility with increasing
electric field in a pyrazoline-doped polycarbonate was first reported, some molecu-
larly doped [72, 134] and conjugated [135, 191] polymers have been shown to fea-
ture a negative field dependence, notably at elevated temperatures. A well-docu-
mented example is the field-dependent hole mobility measured at variable temper-
atures in TAPC doped into polycarbonate (Fig. 6.28). As mentioned in Section
6.3.1, positional disorder arises from fluctuations of the intersite coupling due to
variation of either intersite distances or the overlap between the corresponding
electronic orbitals. Under the condition that thermally activated jumps are the
rate-limiting step, the motion of a charge carrier in a rough energy landscape is
controlled by activated jumps towards sites close to the statistically defined trans-
port energy [106, 113]. At weak to moderate electric fields transport is in accor-
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Figure 6.28 Experimental field dependences
of mobility in 1,1-bis(di-4-tolylaminophenyl)-
cyclohexane (TAPC) doped in polycarbonate
measured at different temperatures (sym-
bols). The theoretical calculations performed
by Eq. (6.103) from Ref. [132] assuming the

Miller–Abrahams model (see Section 6.3.3.6)
for the same temperatures are given by solid
curves. The following parameters were used
for calculation: r = 0.095 eV, n0 = 7.5,
l0 = 3 nm and l0 = 3.2 � 10–3 cm2 V–1 s–1.
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dance with the Einstein relation between drift and diffusion. As the field
increases, the activation energy is lowered by the drop of the electrostatic potential
between the hopping sites. Therefore, the mobility should increase while the dif-
fusive character of mobility is still retained. This is no longer the case when, on
average, the drop of the electrostatic potential gained upon every jump is compar-
able to or even exceeds the energy difference between hopping sites for an along-
field jump. In that case, the dwell time of a carrier on a site approaches the recip-
rocal rate for that jump because jumps against the field direction are gradually
eliminated. Accordingly, the transport velocity must saturate with field. This
implies a hyperbolic decrease in the carrier mobility because it is controlled by
energetically downward jumps that are not accelerated with increasing field.
The situation is more complex if positional disorder becomes important. In that

case a carrier can avoid an energetically unfavorable site by executing a detour
around that site. This resembles motion in a percolating cluster and leads to an
increase in the overall carrier mobility at moderate fields. However, the interplay
between drift and diffusion is field dependent, as it is in the case of pure energetic
disorder, because the excess motional freedom that a carrier gains by following
the detour path is gradually eliminated at higher fields. Importantly, however, the
critical field for that effect is dictated by the decrease in the electrostatic potential
across the percolating cluster, i.e. the degree of positional disorder, rather than by
the intersite distance. This leads to an S-like logl versus bF1/2 dependence. At very
low fields, l is constant and tends to decrease as the field increases. Eventually, b
reverses sign when the additional carrier loops are blocked and the effect of ener-
getic disorder takes over. At the highest electric fields, l decreases again owing to
the drift velocity saturation.
The above qualitative reasoning was based upon a hopping concept involving

Miller–Abrahams-type jump rates. However, the phenomenological transport
characteristics can similarly be rationalized in terms of Marcus-type jump rates
(see Section 6.3.3.6). The recent theoretical work by Fishchuk et al. [132] employ-
ing the effective medium approach shows that the shape of the l(F) dependence
is independent of the choice of the particular hopping rate. Furthermore, the
decrease in l at very low electric fields can, in principle, be recovered by invoking
the Marcus jump regime. However, a detailed analysis of mobility data for a sys-
tem where structural site relaxation is important indicates that unrealistically
large values of the reorganization energy are required in order to explain the
decrease in the hole mobility at very high electric fields, while a hopping approach
yields reasonable fit parameters.
In Fig. 6.28, experimental data on the l(F,T) in the TAPC/PC system are com-

pared with theoretical EMA results. Except at low fields, the agreement is good.
Not only does this confirm the validity of that theory, it also proves that the nega-
tive field dependence together with the observation of a minimum of l(F) is a gen-
uine feature of random organic solids in which both energetic and positional dis-
order are important and the structural correlation length exceeds the nearest-
neighbor jump distance. This conclusion is particularly important because it has
been argued that this phenomenon is accidental in the sense that at low electric
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fields transport is solely diffusive and carrier drift in electric field does not contrib-
ute to the displacement of charge carriers [73, 136]. There is recent independent
proof against that claim. It is based on the comparison between mobility data
recovered via either the TOF or the CELIV techniques (see Section 6.4.2.3).
Remember that in a TOF experiment there is a thin sheet of carriers, generated
next to an illuminated electrode, that drifts across the sample and broadens by dif-
fusion. In the CELIV technique, one monitors carriers generated homogeneously
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Figure 6.29 Temperature and electric field dependences of
the mobility determined by both TOF and CELIV experimental
techniques.

Figure 6.30 Slope of the electric field dependence of mobility
versus temperature determined by the CELIV technique and
TOF technique. Results for two samples are shown.
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throughout the sample by moderate doping. Therefore, there can be no further
significant diffusion spread of the ensemble of carriers. Mozer et al. [192] studied
both hole transport in an undoped film of poly(3-alkylthiophene) employing the
TOF technique and in the same sample via CELIV after oxygen doping that raised
the conductivity. It turned out that both sets of data were mutually consistent al-
though the fields applied in these experiments were different (Fig. 6.29). As one
can see from Fig. 6.30, extrapolated slopes, dln(l/l0)/dF

1/2, as functions of temper-
ature are, within experimental error, identical except at the lowest temperatures at
which the TOF signal became dispersive. These experiments confirm that the
negative field dependence of l(F) at weak/moderate fields and the concomitant
mobility minimum at intermediate fields is a generic feature of organic hopping
system in which the spatial correlation length exceeds the inter-site distance con-
siderably.

6.5.3
Trapping Effects

In molecular solids, charge carrier hopping is a ubiquitous phenomenon. Unfor-
tunately, it is notoriously difficult to identify and quantify how traps affect elec-
tronic transport. In molecular crystals, the situation is easier to tackle because
near room temperature transport occurs via temperature-independent hopping
among isoenergetic adjacent molecules. This leads to the Hoesterey–Letson equa-
tion that predicts how a relative concentration c of traps, whose energy levels are
off-set from the mean transport energy, i.e. the valence or conduction band states,
by the trap energy Et, affects the carrier mobility:

l T ; cð Þ ¼ l0 1þ c exp
Et

kT

� �	 
�1

ð6:139Þ

where l0 is the intrinsic mobility. The trap depth Et is set by the difference be-
tween the HOMO (LUMO) levels of host and guest for holes (electrons) [193].
This is a characteristic feature of organic solids in which the identity of the molec-
ular constituent is preserved because intermolecular interactions are weak. The
determination of trap distributions in both oligomeric and polymeric systems by
applying the technique of thermally stimulated currents confirms the notion that
these systems behave electronically no different from more conventional organic
solids [75, 194]. However, in a random organic solid the situation is more complex
because both the intrinsic hopping states and the traps feature inhomogeneously
broadened DOS distributions that overlap. Since the temperature dependence of
transport is set by the energy difference between occupied and transport states,
each being dependent on the DOS itself, it can no longer be simply determined by
a Boltzmann factor with the activation energy being the difference of the HOMO/
LUMO levels of host and guest. It is plausible that, qualitatively, the functional
dependences of l on field and temperature are retained if the energy difference Et

between the centers of the intrinsic and extrinsic DOS is moderate, say 2–3 times
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the width of the intrinsic DOS because then the tail of the joint DOS is again a
Gaussian whose effective width reff depends on c and Et. Detailed hole transport
measurements on molecular glasses of tri-p-tolylamine (TTA) doped with various
concentrations of derivatives of TTA, in which either one, two or three CH3 groups
in the para position of the phenyl groups were replaced by OCH3 groups, which
raised the HOMO levels, confirmed this notion [75, 76]. In this case, the expected
trap energies can be inferred from cyclovoltammetric measurements. It turns out
that a first-order amendment of the Gaussian disorder model is sufficient to
explain the experimental data.
The frustrating aspect of the above formalism is that from the l(F,T) data alone

one is unable to draw conclusions on the presence or absence of moderately shal-
low traps unless the experiments are extended towards lower temperatures. That
kind of experiment can, indeed, delineate trapping but their analysis requires
more sophisticated theoretical modeling in terms of either the effective medium
approach (Section 6.3.3) or a stochastic hopping approach using the concept of
the effective transport energy. A successful fit to the concentration dependence of
the hole mobility in the above TTA glasses in terms of the EMA approach by Fish-
chuk et al. [140] demonstrates quantitative agreement between theory and experi-
ment (Fig. 6.31) (see Section 6.3.3.7 for more details). Another example of applica-
tion of that formalism is presented in Fig. 6.32, showing the hole mobility in a
PPV–ether system in which phenylvinyl moieties are coupled with ether linkages.
The clue to unraveling the hopping effect is provided by the change in the slope of
the lnl versus T–2 temperature dependence. Data analysis yielded the parameters
r0 = 0.084 eV, rt = 0.066 eV, Et = 0.25 eV, c = 0.0115 and l0 = 1.4 � 10–2 cm2 V–1 s–1,
where r0 and rt are variances of the intrinsic and trap DOS, respectively. Figure
6.16 further illustrates the theoretical temperature dependence of the mobility in
a hopping system with low concentration (c = 10–5) of moderately deep traps (Et/r0

= 5) at moderate electric field, parametric in the ratio of the widths of the intrinsic
and trap DOSs plotted on lnl versus T–2 and lnl versus T–1 scales. It turns out
that in the lnl versus T–2 plot the T-dependences becomes weaker and approach
the dependence predicted by the simple Hoesterey–Letson model provided that
r0/rt = 1. This, too, is expected because at low T the rate-limiting step is the activa-
tion of a charge carrier from a trap DOS towards the intrinsic DOS and this is
determined by the offset of HOMO/LUMO levels of host and guest. It is remark-
able, though, that this dependence becomes even weaker if r0/rt< 1 as in Fig. 6.16,
in which the case r0/rt = 0.5 is shown. There are two reasons of this effect. (i) If
the trap DOS is narrower than the intrinsic DOS, hopping can proceed directly via
trapping states at an appropriate concentration of the latter. As a result, the l(T)
dependence flattens and eventually the mobility in the trap-containing system can
even exceed that of the trap-free system. (ii) If the occupational DOS is swept
across the distribution of traps levels the relaxation towards the tail states is
diminished and, concomitantly, the decreas of the mobility upon lowering the
temperature is also diminished. A cautionary note is in order if in such a system
the temperature dependence of l is measured within a narrow temperature range.
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Figure 6.31 Concentration dependence of
the hole mobility in TTA-doped polystyrene-
containing traps of different depth. Traps are
due to DTA (Et = 0.08 eV), DAT (Et = 0.15 eV)

and TTA (Et = 0.22 eV). Measurements are
shown by symbols and calculations by solid
lines. Material parameters are shown in the
inset.

Figure 6.32 Temperature dependence of the zero-field hole
mobility (symbols) measured in PPV–ether [Ref. 141] and that
calculated by the EMA theory (solid line) [140].
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In that case, one might recover only the flatter portion of the l(T) curve. Its extrap-
olation towards Tfi ¥would yield an accidentally low value of l0.
Another peculiarity of trap-containing organic solids is the concentration depen-

dence of the mobility at higher concentrations of traps. It turns out that beyond a
relative molar concentration of 0.05–0.1, l features a minimum and rises again at
higher concentrations. The reason is again the commencement of direct trap-to-
trap transport that overcompensates thermally activated release of carriers to the
intrinsic transport states. This effect becomes the more important as the trap en-
ergy Et increases. The effect resembles percolation above the critical percolation
threshold although the critical concentration at which l(c) increases is lower than
the classic percolation theory would predict. The reason is that percolation theory
is based on a hard-core interaction potential among the transport sites whereas in
organic systems the transfer matrix elements among the molecules vary exponen-
tially in distance. Therefore, the critical percolation limit is eroded [195]. Experi-
mentally, the effect is well documented in the literature. Examples are the studies
by Pai et al. [196] on polyvinylcarbazole doped with TPD and by Borsenberger et
al. [197] on di-p-tolylphenylamine (DPT)-doped polystyrene containing different
concentrations of p-diethylaminobenzaldehyde diphenylhydrazone (DEH) that
forms a hole trap with a nominal trap depth of 0.32 eV (Fig. 6.33).
The latter concept is readily extended to bipolar transport in donor–acceptor sys-

tems such as polyvinylcarbazole (PVC) and trinitrofluorenone (TNF) [66]. As the
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Figure 6.33 Concentration dependence of the hole mobility
measured in DPT-doped polystyrene containing different
concentration of traps due to DEH (symbols) and calculated
by the EMA theory (solid line).
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concentration of TNF increases, the hole mobility decreases because of the dilu-
tion of the hole-transporting sites. At the same time, the electron mobility
increases. More recently, Pacios et al. [198] studied bipolar transport in polyfluo-
rene–[6,6]-phenyl-C61-butyric acid methyl ester (PCBM) blend films. Figure 6.34
shows TOF signals measured for the pure polymer (sample denoted A) and differ-
ent blends plotted on a double logarithmic scale. The upper curves are for holes
and the lower curves for electrons. The hole signals show at least a shoulder in
the j(t) plots indicating that the ensemble of holes is approaching quasi-equilibri-
um. In the electron case this is only true for the PCBM blends with composition
20:1 and 3:1 whereas in a highly diluted and highly concentrated electron trans-
porting subsystem transport is fully dispersive. It is remarkable that in the pure
polyfluorene phase both hole and electron mobilities are similar, indicating that
transport is intrinsic and determined by the structural disorder. As the strong elec-
tron acceptor PCBM is introduced it acts as an electron trap at low concentration
whereas at higher concentrations motion among the PCBM moieties prevails. In
this context see also the work by Choulis et al. [199].
It is a general observation that in most of the hole-transporting compounds

electron transport is not detectable in TOF studies and vice versa. The reason is
the mutual position of the HOMO and LUMO levels of inadvertent traps relative
to those of the host material. In order to transport holes (electrons) unaffected by
(deep) trapping, a material should have a high-lying HOMO (low-lying LUMO),
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Figure 6.34 Transient TOF currents mea-
sured for the pure polymer and the three
different blends. Signals are plotted on a lin-
ear scale (temporal scale bars are indicated,
current magnitude is on an arbitrary scale).
The upper curves are for holes (positive bias
applied to the ITO anode) and the lower

curves for electrons (negative bias applied to
the ITO anode). The curve labels (e.g. A1,
A2) are used for identification purposes in
the text. Electron and hole mobility (cm2 V–1

s–1) and film thicknesses are also quoted for
easier comparison.
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i.e. low oxidation potential (low reduction potential) so that accidental impurities
act as antitraps. Oxygen and oxidation products have in general low reduction
potentials and, concomitantly, act as electron traps. The obvious strategy for
increasing the electron mobility in a material is, therefore, to lower its reduction
potential in order to overcompensate any possible impurity. An example is the
work of Redecker et al. [200] on starburst phenylquinoxalines. By the same token
injection of electrons from a cathode is facilitated. Unfortunately, when trying to
lower both oxidation and reduction potentials of the active molecule(s) of an opto-
electronic device, one has to pay a price because a diminished HOMO–LUMO
gap decreases the energy of, for instance, photons emitted by an OLED.

6.5.4
Polaron Effects

As mentioned in Section 6.3, any change in the electronic state of a molecular site
in a random organic solid, e.g. by generating a neutral exciton and/or a charge
carrier, must give rise to a conformational readjustment upon which the molecu-
lar skeleton is locked into a new quasi-equilibrium structure. Unfortunately, there
is no experimental tool to measure the concomitant relaxation energy, i.e. the
polaron binding energy, directly. At the beginning of the work on p-conjugated
polymers, it was believed that the transient absorption spectrum upon optical exci-
tation does yield that information. This rested on the supposed validity of the
semiconductor band model implying that optical absorption creates a pair of
charge carriers coupled to phonons. Within the framework of this concept, the dif-
ference between the band gap absorption and the bathochromically shifted transi-
ent absorption spectrum is the polaron binding energy [201].
Meanwhile, it is known that in a molecular system the transient absorption

after optical excitation is due to a (charged) radical anion/cation or a (neutral) sin-
glet/triplet excitation [38, 147, 202, 203]. They are Franck–Condon-type transitions
starting from the already optically excited states and do not reflect any conforma-
tional change occurring when the chromophore is converted from the ground
state to the first excited or charged state. However, there is an indirect spectro-
scopic probe of that conformational change. These are the vibronic absorption
and luminescence spectra of the chromophore. The relative intensities of the
vibronic lines, quantified by the Huang–Rhys-factor, is a measure of the displace-
ment of the minima of the molecular potential in the ground and excited states,
noting, however, that the only entity that is amenable to that spectroscopic prob-
ing is the neutral exciton because there is no direct photoionization. In order to
assess the formation of charged polarons, one has to rely on the simulation of the
conformational change occurring when an electron–hole pair comprising an exci-
ton or a single charge carrier is generated. In p-conjugated polymers, in which the
electron–hole separation in the neutral singlet exciton is comparable to or even
larger than the length of the repeat unit, this simulation is almost quantitative.
This is borne out by the comparison between the excitonic relaxation energy,
inferred from the Huang–Rhys factor, on the one hand and the result of the quan-
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tum chemical calculation of the energies of radical anions/cations on the other. In
more or less rigid systems, the latter is of the order of 0.2–0.3 eV and is identified
as the conformational binding energies of a pair of charges [203]. Note, however,
that a more recent calculation of the structural relaxation energy of oligo(phenyl-
enevinylene)s upon removing an electron yielded significantly smaller values,
ranging from 0.106 eV for the monomer to 0.022 eV for the oligomer consisting of
12 repeat units [204].
It is obvious that those energies must increase when a chromophore can couple

to a torsional degree of freedom. A characteristic example is the biphenyl group as
an element in the repeat unit of a conjugated polymer. In the ground state both
rings form a dihedral angle of ca. 40� whereas in the excited state the system is
coplanar as evidenced by the erosion of the S1 « S0 0–0 transition, a concomitant
loss of the vibronic resolution and a significant Stokes shift between the absorp-
tion and fluorescence maxima. This effect is diminished when the moments of
inertia of the phenyl rings is increased by attachment of pendant groups. Figure
6.35 shows a set of site-selectively measured fluorescence spectra of a series of
poly(arylenevinylene)s [90]. They prove that the excited singlet state is accompa-
nied by a chain deformation, which originates from coupling to a torsional mode.
The fact that the configuration of a chromophore differs in the ground and excited
states implies a reduction of the matrix element for excitation transfer, i.e. an exci-
ton or a charge carrier becomes heavier. As a consequence, the time-scale of trans-
fer of a singlet excitation is shifted towards longer times when in a PPV derivative
the central phenylene group is replaced by a biphenylene group [91].
In order to assess the importance of a polaron effect on charge carrier motion,

one has to resort to a careful measurement of the temperature dependence of the
carrier mobility in conjunction with a theoretical analysis. Basically, the disorder
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Figure 6.35 Quasi-resonant fluorescence spectra of a series of
conjugated polymers. The abscissa scale is relative to the laser
energy.
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contribution to transport should scale with l ~ exp[–(T0/T)
2] whereas the polaron

contribution should be simply activated. In a first-order approach [205], this strat-
egy was used to disentangle both contributions in a film of polymethylphenylsily-
lene (PMPS) [206]. In such a material the polaron contribution to transport might
be significant because the polymer chain is single bonded and raising an electron
from a r to an unbonded r* orbital should cause a major conformational change.
Analyzing the l(F,T) data in the limit of F fi 0 in terms of

l Tð Þ ¼ l0 exp � 3
2

r

kT

� �2

�Ep

2

" #
ð6:140Þ

yielded r = 0.070 eV, the polaron binding energy Ep= 0.16 eV and l0 = 0.1 cm2V–1 s–1.
The above simple approach has recently been put on firmer theoretical grounds
by Arkhipov et al. using a stochastic approach [205]. Applying the more sophisti-
cated EMA formalism by Fishchuk et al. [130] yields r = 0.086 eV and Ea = Ep/2 =
0.145 eV. This shows that the simplistic approach captures the gist of the phenom-
enon but the EMA formalism yields additional information on the matrix element
J for the inter-chain hopping and the hopping distance, J = 8meV and a = 1.2 nm,
respectively. The quality of the fitting procedure is illustrated in Figs. 6.36 and
6.37. Similar experiments were performed on a polysilylene in which the pendant
phenyl group was replaced with a biphenyl group. As expected, the torsional free-
dom of the latter causes an increase in the polaron binding energy (Ep = 0.44 eV)
and also the degree of disorder (r = 0.096 eV).
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Figure 6.36 Temperature dependences of the drift mobility le

in PMPSi calculated with the use of Eq. (23) from Ref. [130]
for several electric fields (solid lines). Experimental data from
Ref. [206] are given by symbols.
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6.5.5
Chemical and Morphological Aspects of Charge Transport

In the course of the endeavor to optimize the performance of optoelectronic
devices, there has been an intense search into the development of materials with
improved charge transport properties. In this section only some relevant strategies
are outlined and no attempt is made to cover the field. An example is the relation-
ship between the molecular structure of members of the biphenylamine family
and their hole-transporting properties in the glassy phase [207]. These materials
are of commercial interest because of their low oxidation potential, which facili-
tates hole injection from anodes such as ITO. For the same reason, fewer inadver-
tent impurities are likely to have trapping levels above the manifold of the intrin-
sic hole-transporting states.
In Shirota’s group [208] in Osaka, a large series of compounds were synthesized

paying particular attention to moderate glass transition temperatures and, conco-
mitantly, good film-forming properties. Among them were the ortho-, meta- and
para-substituted tritolylamines (TTAs) and biphenyldiamines (BPDs). Their mo-
lecular structures are shown in Fig. 6.38. The hole mobilities measured at 295K
and at a field of 1 � 105 Vcm–1 are summarized in Table 6.1. It is obvious that the l
values depend greatly on the position of the phenyl group in the biphenyl moiety.
In the ortho- and para-isomers of TTA and BPD the mobility is larger than in the
meta-isomers by more than one order of magnitude. The analysis of the electric
field and temperature dependences of the mobility in terms of the conventional
disorder model showed that the controlling parameter is the energetic disorder
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Figure 6.37 Field dependences of the drift mobility le in
PMPSi calculated by Eq. (23) from Ref. [130] for several
temperatures. All parameters used in the calculations were
the same as in Fig. 6.36. Symbols show the experimental
data and lines the calculated dependences.
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Figure 6.38 Molecular structures of ortho-, meta- and
para-substituted tritolylamines (TTAs) and biphenyldiamines (BPDs).
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parameter r. That value increases in the series o-TTA (0.059 eV) < p-TTA
(0.071 eV) <m-TTA (0.093 eV) and o-BPD (0.071 eV) < p-BPD (0.075 eV) <m-BPD
(0.105 eV). Arguably, this is related to torsional displacement along the C–C and
C–N bonds that influence the molecular structure, the geometric change being
correlated with the energetic disorder. Because of the restricted internal rotation
in the biphenyl moiety in the ortho-isomer, on the one hand, and the smaller
number of conformers resulting from bond rotation for the symmetrical para-iso-
mer, on the other, the variation of the molecular geometry is smaller for the ortho-
and para-isomers as compared with the meta-isomer.
The above effect is related to the smoothness of the torsional potential of the

phenyl groups. More torsional motion, if frozen, increases disorder, but specific
inter-site packing effects are not involved. This is no longer the case for the alk-
oxy-substituted polyphenylenevinylenes [209] (Fig. 6.39). Experimental values for
the hole mobility as a function of electric field and temperature feature lnl � F1/2

and lnl � T–2 laws (Fig. 6.40) with the parameters listed in Table 6.2. It is obvious
that the decrease in conjugation on replacing as little as 11% of the phenylenevi-
nylene by non-conjugated ethylidene group, i.e. conjugation defect, lowers the
mobility drastically. The effect originates from the increasing, on average, distance
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Table 6.1 Hole mobilities measured in the ortho-, meta-, and para-
substituted tritolylamines (TTAs) and biphenyldiamines (BPDs).

Material lh/cm
2 V–1 s–1

m-MTDATA 3.0 � 10–5 a

o-MTDAB 3.0 � 10–3 b

p-DPA-TDAB 1.40 � 10–4 b

MTBDAB 2.5 � 10–5 b

m-MTDAPB 1.6 � 10–5 b

o-TTA 7.9 � 10–4 a

m-TTA 2.3 � 10–5 a

p-TTA 8.8 � 10–4 a

o-BPD 6.5 � 10–4 a

m-BPD 5.3 � 10–5 a

p-BPD 1.0 � 10–3 a

BMA-3T 2.8 � 10–5 a

BMA-4T 1.0 � 10–5 a

Measured at an electric field of
a1.0 � 105 V cm–1 and
b2.0 � 105 V cm–1 at 293 K.
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a between the p-bonded hopping sites, which was inferred by analyzing the data
within the framework of the correlated disorder model (see Section 6.3.1.6). Dif-
ferent values of mobility in interrupted PPV chains (systems A, C and D) have to
be accounted for by structural changes imposed by the side-groups. The presence
of the two bulky OC10H21 side-chains (OC10C10-PPV) results in a large increase in
the absolute value and a decrease in the activation energy of l as compared with
OC1C10-PPV; see Fig. 6.40. The lower activation of l shows that the energetic dis-
order in OC10C10-PPV is significantly less than in OC1C10-PPV. This difference can
be understood in view of the possible couplings between monomer units of the
two polymers. The asymmetric substitution of the OC1C10 monomer during syn-
thesis allows three possible dimer configurations in OC1C10-PPV, whereas in the
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Table 6.2 Material parameters derived from field and
temperature dependences of the mobility in the alkoxy-
substituted poly-phenylenevinylenes.

Sample lx [m
2/Vs] r [meV] C [(m/V)1/2] a [nm] L [nm]

A 5.1 � 10–9 112 4.0 � 10–5 1.2 0.3

B 4.0 � 10–10 121 4.3 � 10–5 1.7 0.3

C 1.6 � 10–7 93 3.8 � 10–5 1.1 0.5

D 1.5 � 10–7 99 4.0 � 10–5 1.2 0.5

Figure 6.39 Chemical structures of the poly-
mers studied: (a) Fully conjugated OC1C10-
PPV; (b) partially conjugated OC1C10-PPV
with n:m = 9:1; (c) dialkoxy-PPV with two

C10H21 side-groups (OC10C10-PPV); (d) fully
conjugated PPV copolymer synthesized from
OC10C10-PV and OC1C5-PV units in the ratio
n:m = 3:1.
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case of the OC10C10 polymer every coupling of two monomers results in the same
dimer (OC10C10-PPV is a regioregular and stereoregular polymer). In comparison
with OC10C10-PPV, the increased configurational freedom of the OC1C10 polymer
will give rise to a larger energetic spread between the electronic levels of individu-
al chain segments. A second effect of the regularity of OC10C10-PPV is the
decreased conformational freedom of individual chains, which probably also
decreases energetic disorder. Furthermore, it can be expected that a high degree of
regularity enhances the ordering in the solid state.
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Figure 6.40 Temperature dependence of the zero-field mobi-
lity of the four PPV derivatives studied. The data are fitted
with the lnl0�T�2 law for hopping transport in a Gaussian
DOS. The parameters derived for the different compounds
are listed in Table 6.2.

Figure 6.41 Charge carrier mobility of P3HT
FETs with different microstructures. Depen-
dence of the room temperature mobility on
the regioregularity for spin-coated (down-
ward triangles) and solution-cast (upward
triangles) top-contact P3HT FETs (channel
length L= 75 lm, channel widthW =
1.5mm). Measurements were per

formed in vacuum (p< 1 �10–6mbar) to pre-
vent charge trapping by adsorbed atmo-
spheric impurities. The mobility of top-con-
tact FETs with Au source–drain contacts
evaporated after deposition of the polymer is
higher, typically by a factor of two, than that
of bottom-contact devices.
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The exceptional propensity for self-alignment of alkyl side-groups in conjugated
polymers offers a challenging opportunity to improve charge transfer. To this end,
Sirringhaus et al. [175] studied hole transport in a FET in which the active layer is
a 70–100-nm spin-coated film of regioregular poly-3-hexylthiophene. Regioregu-
larity denotes the percentage of stereoregular head-to-tail attachments of the hexyl
side-chains to the 3-position of the thiophene and induces self-organization. It
results in a lamellar structure with the two-dimensional conjugated sheets formed
by inter-chain stacking. Grazing incidence X-ray diffraction revealed that in a sam-
ple with high regioregularity (>91%) and low molecular weight the preferential
orientation of ordered domains is with the (100)-axis normal to the film and the
(010)-axis in the plane of the film, whereas in samples with low regioregularity
(81%) the ordering is reversed.
The ability to induce different orientations allows one to establish a direct corre-

lation between the direction of the p–p stacking and the in-plane mobility in the
FET – see Fig. 6.41. At 295K, the highest mobilities of 0.05–0.1 cm2V–1 s–1 were
observed for the sample with the highest regioregularity and the largest size of
crystallites with in-plane orientation of the (010)-axis. For spin-coated samples
with low regioregularity, in which the (010)-axis is normal to the film, the mobility
is only 2 � 10–4 cm2V–1 s–1. The large FET mobility anisotropy, caused by different
preferential orientations of the ordered microcrystalline domains, is clear evidence
that the transport is no longer dominated by the remaining amorphous regions of
the polymer film but is starting to reflect the charge transport in ordered polymer
domains. The residual disorder in the film manifests itself in a thermally activated
mobility at lower temperatures similar to trap-controlled transport in a molecular
crystal. Unfortunately, the experiment does not allow the mobility to be extracted
in a hypothetical P3HT crystal. IR spectroscopy indicates that the increased intra-
chain coupling in the ordered domains gives rise to some charge delocalization
among adjacent chains, i.e. transport acquires 2D features with a reduced degree
of polaronic relaxation [210]. Examples of mobility enhancement by self-ordering
include studies on hole transport in polyfluorenes in the nematic phase (see Sec-
tion 6.5.1) and on oligosilanes [211].
Another recent assessment of the effect of sample morphology, i.e. structural

disorder, on hole transport was made by Inigo and co-workers [212, 213]. They
compared TOF studies with photoluminescence as well as small-angle X-ray scat-
tering (SAXS) measurement on 3.7-lm thick MEH-PPV films prepared by solu-
tion casting from either toluene (TL) or chlorobenzene (CB) solution. The temper-
ature-dependent TOF experiment covered the range 235–325K. Both sets of
l(F,T) data can be analyzed successfully in terms of the unmodified disorder
model yielding r-values for the variance of the DOS distribution of 92 – 2 and 63
– 1meV for the CB- and TL-cast films, respectively. Despite the large difference in
the r-values, the hole mobility at 295K and F = 1.6 � 105 Vcm–1 is ~3 � 10–6 cm2V–1 s–1

in the TL case and ~1 � 10–6 cm2V–1 s–1 in the CB case, i.e. l(TL)/l(CB) is only 3. The
reason is that in the CB case the large degree of positional disorder compensates for
the effect of larger energetic disorder as inferred from the stronger l(F) dependence.
Whereas the fluorescence spectra of both samples are almost indistinguishable, the
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two-dimensional SAXS patterns obtained with X-rays parallel and perpendicular to
the film surface bear out different morphologies. The CB-cast film has smaller
ordered domains and more order/disorder interfaces than the TL-cast film along the
vertical direction. This translates into a larger distance fluctuation between hop-
ping sites in the CB-cast film and, concomitantly, a larger positional disorder.

6.5.6
On-Chain Transport Probed by Microwave Conductivity

The microwave technique affords the possibility of measuring charge transport on
a nanometer scale at electric fields as low as 100Vcm–1. If experiments are done
on polymers in dilute solution where aggregation is negligible and on oriented
bulk systems, it provides a handle on on-chain versus off-chain transport. An
example is hole transport in aligned polyfluorene films [214, 215]. The alignment
can be achieved by spin-coating the polymer on to a rubbed polyimide layer fol-
lowed by annealing at a temperature slightly above the solid-to-mesophase transi-
tion. Using this approach, films have been produced with anisotropies of >15 in
optical absorption and i>20 in electroluminescence. It was also found that in FETs
alignment increases the mobility along the polymer axis and the in-plane anisotro-
py of transport was close to the optical dichroic ratio [216]. By performing micro-
wave experiments on the same kind of sample, the Delft group [217] confirmed
the above conclusion. The on-chain mobility turned out to be 0.15 cm2V–1 s–1 with
an on-chain to off-chain ratio of 7. The latter value is a lower limit for the intrinsic
anisotropy for charge transport because any contribution to the photoconductivity
originating in the isotropic regions of the sample would make a larger fractional
contribution to transport in the direction of chain alignment.
For non-aligned bulk polymers of the alkoxyphenylenevinylene family the mo-

bilities derived from measurements of radiation-induced microwave conductivity
are at least one order of magnitude lower and depend on morphology. For unsym-
metrical dialkoxy-substituted compounds high-temperature annealing has a sub-
stantial positive effect on the hole mobility. Its values range from 2.5 � 10–3 cm2V–1 s–1

for MEH-PPV to 3.6 � 10–2 cm2 V–1 s–1 for the dioctadecoxy derivative with an intri-
guingly weak temperature dependence between –50 and +150 �C. Saturation of
vinylene residues that interrupt conjugation decreases the mobility [218]. It is
remarkable that in the bulk phase of MEH-PPV l is one order of magnitude lower
than in a liquid solution (Fig. 6.42), indicating that this is a general phenomenon.
This is obviously a signature of disorder being static in a bulk film but dynamic in
solution where rapid conformational sampling can occur.
The maximum mobility values observed in p-conjugated polymers are those in

crystalline polydiacetylene [219]. There was an early TOF study on a thin single
crystal of poly(toluenesulfonate–diacetylene) cut in a way such that the polymer
axis was at an angle of ~70� relative to the crystal faces. It yielded a mobility of
(supposedly) electrons of 4.8 – 1.5 cm2V–1 s–1 [220]. After a lively and controversial
discussion, that order of magnitude has been confirmed by microwave experi-
ments [219, 221]. The latter experiments discarded earlier claims [222] that the on-
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chain mobility is order of magnitude higher. In PR-TRMC experiments, done on a
single crystal of poly(toluenesulfonate–diacetylene), turning the crystal through
360� with respect to the electric field vector confirmed earlier results indicating
that the mobility is highly anisotropic [223]. The anisotropy is ‡102 and strongly
affected by the method of monomer crystal growth and the polymerization routes,
indicating that the crystallographic quality of a sample is important, but noting,
however, that the inter-chain transport is not much different in samples with dif-
ferent morphology. Incidentally, it appears that the inter-chain mobility is compar-
able to that of a film of ladder-type polyphenylene (MeLPPP) if extrapolated to
T fi ¥. On the other hand, one may conjecture that the on-chain mobility of con-
jugated polymers can be raised to a value comparable to that of polydiacetylene,
i.e. several cm2V–1 s–1, provided that the intra-chain disorder can be reduced by
either chemical or physical means [218].
Based on theoretical studies and measurements of the Franz–Keldysh effect in

single polydiacetylene crystals [224], it has been concluded that the effective mass
of charge carriers in a p-conjugated chain is around 0.05 free electron mass [24].
This would imply a mobility comparable to that in an inorganic semiconductor
such as silicon in which l = 103 cm2 V–1 s–1. The reason why the experimentally
determined mobility is much lower, i.e. comparable to that in conventional molec-
ular crystals at room temperature, is that an optically excited charge carrier is rap-
idly dressed with a phonon cloud and moves in the form of a small polaron. Cou-
pling of singlet excitons to phonons in noncrystalline p- and r-conjugated poly-
mers has, indeed, been confirmed by site-selective fluorescence spectroscopy in
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Figure 6.42 Dose-normalized changes in the
microwave conductivity on pulse-radiolysis
of dilute, oxygen-saturated benzene solu-
tions of the p-bond conjugated-carbon poly-
mers. In all cases the monomer unit concen-
tration was close to 1mM. The transients
were obtained using single 5- or 10-ns pulses

and were monitored from 10 ns to 1ms
using a transient digitizer with a pseudo-
logarithmic time base. The smooth full line
drawn through the data for MEH-PPV is an
example of calculated fits from which the
hole mobility was determined.
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matrix-isolated chains at low temperatures. Whereas in oligomers of planarized p-
phenylenes zero phonon lines have been observed, they are absent in the poly-
mers [225]. Instead, the S1 ‹ S0 0–0 transitions features a linewidth of a few meV,
indicating coupling to low-energy chain phonons [188, 225].
Dynamic disorder must be even more important in solutions than single crys-

tals. The fact that in an aligned bulk PFO film l is a factor of 5 less than in solu-
tion and decreases by an additional one or even two orders of magnitude on going
from an ordered to a random phase is a stringent test that static disorder limits
the mobility. Since in PR-TRMC experiments transport is probed on a length scale
at which neither hopping via impurities is occurring nor can grain boundaries be-
tween domains play a role, that value of the mobility is a genuine feature of a
chemically pure but conformationally defective polymer.
Recently, interesting results on polaron transport in dilute fluid solution of

poly(thienylenevinylene) have been reported by Prins et al. [226]. It turns out
that the hole and electrone mobilities are almost identical, l+ = 0.38 cm2/Vs and
l
– = 0.23 cm2/Vs. This proves that the ubiguitously observed asymmetry of the

mobilities is only caused by trappping of one sort of carriers.
It is a remarkable and important consistency test for the disorder model that

both the off-chain mobility in aligned PFO samples and the mobility in a random
polymer, i.e. ~10–2 cm2V–1 s–1, agree with the values inferred from TOF experiments
on macroscopic distances when extrapolating to T fi ¥. It confirms that l0 is a
measure of inter-chain hopping at an earlier stage of transport, i.e. before relaxa-
tion towards the tail states of the DOS. Note that if one were to extrapolate l(T) to
T fi ¥ based on an Arrhenius-type temperature dependence, one would end up
with a prefactor mobility that is two or three orders of magnitude larger.

6.6
Conclusions

Disorder effects are essential for understanding basic charge transport processes
in random organic materials ranging from diluted molecularly doped systems to
dense small-molecule materials and further to conjugated polymers, each group
incorporating a broad variety of chemically and morphologically different materi-
als. Although microscopic electronic structure is obviously different in these
groups of materials, it turns out that the variable-range hopping concept provides
a universal theoretical basis for the description of electrical conductivity in nearly
all disordered organic solids. The reason is that (i) intermolecular interactions are
too weak and polarization effects too strong for the formation of extended elec-
tronic states, (ii) the structure of electronic wavefunctions inside molecules or
conjugated segments does not play a crucial role in the charge transfer between
molecules or conjugated segments and (iii) the tails of wavefunctions outside mol-
ecules/conjugated segments can be fairly well universally approximated by expo-
nential functions. Depending on the relative importance of the energetic disorder
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and polarization effects, either the Miller–Abrahams or Marcus expression for the
carrier hopping rate should be used.
This notion is fully supported by similar Poole–Frenkel-like field and 1/T 2 tem-

perature dependences of the carrier mobility universally observed in different
groups of disordered organic solids. Furthermore, a clear correlation between
energetic and positional disorder, on the one hand, and the magnitude and field
and temperature dependence of the mobility, on the other, has been found in
nearly all experimentally studied systems. This result indicates a superior role in
the charge transport of morphology and intermolecular coupling as compared
with intramolecular electronic structure. Since all electronic states in disordered
organic solids are localized, nanoscale fluctuations of electrostatic potential may
strongly affect charge transport characteristics. These fluctuations can be caused
by both dipole (or quadrupole) moments of randomly located/oriented molecules
and charged defects or impurities. The former possibility implies a strong effect
on charge transport of the material polarity whereas the latter indicates an impor-
tant role of accidental or intentional doping by electron donors or acceptors. It
should be noted that random potential fluctuations, i.e. correlation between ener-
gies and positions of localized states, have been shown to yield a Poole–Frenkel-
like field dependence of the mobility measured in TOF experiments.
In general, two types of interactions contribute to energetic disorder, namely (i)

van der Waals interaction via varying distances between and mutual orientations
of nearest molecular moieties and (ii) long-range potential fluctuations. Apart
from polaronic effects, the presence of charge carriers can hardly have a strong
effect on the material morphology that suggests the van der Waals-type disorder
being independent of charge carrier density. However, the random electrostatic
potential landscape can be entirely changed in the presence of a sufficiently large
density of excess charge carriers in the bulk. This �landscape-smoothing’ effect
may be responsible for the lack of the field dependence of the mobility calculated
from I–V curves measured under SCLC conditions.
Experimentally, it has long been known that the mobility measured in a disor-

dered organic material at low carrier densities, typical for TOF and SCLC mea-
surements, is much smaller than that obtained at high carrier densities, i.e. the
field-effect mobility. A straightforward explanation of this effect is the role of deep
traps that can control the TOF and SCLC mobility but are completely filled in the
channel of a FET. However, the threshold carrier densities are normally much
higher than the possible concentrations of deep traps. This suggests filling of
intrinsic deep sites and a concomitant upward shift of the Fermi level within the
intrinsic DOS distribution. Remarkably, doping of a disordered organic solid is
not simply equivalent to increasing carrier density. The Coulomb interaction be-
tween ionized dopants and charge carriers enhances the energetic disorder and
strongly broadens the DOS in the doped material.
In this review, we outlined two theoretical approaches to variable-range hop-

ping. The stochastic approach is based on the effective transport level concept and
allows the hopping problem to be reduced to a set of equations describing band
transport controlled by a broad distribution of localized states. This approach can
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be easily extended to the analysis of space charge effects, carrier recombination,
charge injection, etc., and, therefore, it is useful for modeling of various organic
devices. The effective medium approximation based on appropriate averaging of
either the Miller–Abrahams or Marcus hopping rate can account for both ener-
getic and positional disorder in organic materials, the presence of polaron effects
and extrinsic traps. It allows one to obtain the Poole–Frenkel-type field depen-
dence of the charge carrier mobility from moderate to large electric fields and can
reproduce the negative field dependence of drift mobility at low-fields for certain
material parameters. The EMA approach is particularly relevant for the study of
hopping transport in organic materials with reduced energetic disorder.
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7
Probing Organic Semiconductors with Terahertz Pulses
Frank A. Hegmann, Oksana Ostroverkhova and David G. Cooke

7.1
Introduction

There is growing interest in using organic semiconductors for applications in elec-
tronics and photonics [1–8]. In particular, organic semiconductor thin films offer
several advantages over traditional silicon technology, including low-cost process-
ing, the potential for large-area flexible devices, high-efficiency light emission and
widely tunable properties through functionalization of the molecules in the mate-
rial.
Field-effect organic thin-film transistors (OTFTs) based on conjugated polymers

or oligomers typically have mobilities much less than 0.1 cm2V–1 s–1 owing to the
high degree of disorder in the polymer films [3, 9], but higher mobilities have
been reported for small oligomers [10, 11]. Most of the work on OTFTs, however,
has concentrated on vacuum-deposited, polycrystalline pentacene thin films
which, owing to the higher degree of order in the films and better p-orbital overlap
between molecules, have higher room temperature mobilities on the order of
1 cm2V–1 s–1 and have been used in a variety of device structures [3, 12–17]. Since
higher carrier mobilities result in faster switching times for transistor circuits,
pentacene film morphology and its influence on carrier mobility and other proper-
ties have been extensively studied [17–23]. The polycrystalline morphology of the
pentacene thin films typically results in a thermally activated carrier mobility
where the mobility decreases as the temperature is lowered [12, 19, 20], but an
almost temperature-independent carrier mobility has also been observed [12].
In order to gain a better understanding of the intrinsic properties of organic

semiconductors, many groups have performed field-effect (OFET), time-of-flight
(TOF) or space-charge-limited current (SCLC) measurements on high-purity sin-
gle-crystal samples of naphthalene [24–28], anthracene [29], tetracene [30–35],
pentacene [35–38], rubrene [32, 35, 39–43], perylene [25–28] and other organic mo-
lecular crystals [25–28, 44, 45]. Room temperature mobilities as high as 20 cm2V–1 s–1

for rubrene [42] and 35 cm2V–1 s–1 for pentacene [38] have been reported recently.
Furthermore, in many of the studies the mobility was observed to increase as the
temperature decreased over some temperature range, indicative of band-like
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transport observed in many inorganic semiconductors [24–32, 38, 42]. For exam-
ple, ultrapure naphthalene shows an increase in mobility from about 1 cm2V–1 s–1

at room temperature to more than 100 cm2V–1 s–1 below 30K with l � T –n, where
n= 2.90 for holes and 1.40 for electrons [24]. (The expected behavior for scattering
of electrons from acoustic phonons is l ~ T –1.5. In silicon, for example, other scat-
tering mechanisms give l ~ T –2.42 near 300K [46].) However, the nature of band-
like transport for charge carriers in organic molecular crystals, which was first ob-
served experimentally more than 25 years ago [47], is still not understood and has
been the focus of many recent theoretical investigations [48–58]. The electronic
properties, band structure and exciton energies in oligoacenes have also been
extensively studied theoretically over the past few years [59–66]. Understanding
the nature of charge carrier transport in organic semiconductors such as the oli-
goacenes is not only of fundamental interest but would also be useful for the opti-
mization of these materials in applications.
One of the most successful photonics applications of thin-film organic semicon-

ductors has been light-emitting devices for flexible display technology based on
conjugated polymers such as poly(p-phenylenevinylene) (PPV) [67–71]. More
recently, light emission from tetracene thin-film FETs has been observed [72–74].
Other applications include polymer lasers [8, 75–77], efficient organic photovol-
taics [6, 78–82] and sensitive, high-speed organic photodetectors [80, 83–87]. How-
ever, despite much progress in organic photonics, the nature of photocarrier gen-
eration and subsequent photocarrier transport in organic semiconductors is not
completely understood and remains controversial even today [88–97]. The genera-
tion of mobile charge carriers in photoexcited organic materials occurs over fem-
tosecond to picosecond time-scales, and so ultrafast pump–probe experiments are
essential for improving our understanding of fundamental optoelectronic pro-
cesses in organic semiconductors. Ultrafast photoexcitation dynamics and charge
carrier generation have been studied with femtosecond laser sources using optical
pump–optical probe techniques in conjugated polymers [88–114], polycrystalline
pentacene [115] and thiophene [116] thin films, and thiophene [116–118] and per-
ylene [119, 120] single crystals.
Many experiments on conjugated polymers support the molecular exciton

model where the primary photoexcitations are strongly bound excitons which can
dissociate into mobile charge carriers by various mechanisms over picosecond
and sub-picosecond time-scales [88, 89]. The primary photoexcitations in organic
molecular crystals are also believed to be tightly bound excitons (or Frenkel exci-
tons) [48, 49, 117]. For example, the photogeneration of free charge carriers by
electric-field-induced dissociation of primary excitons [98, 99, 107, 108] may occur
over 10–100-ps time-scales. On the other hand, hot exciton dissociation can pro-
duce free charge carriers over faster time-scales within 100 fs [100, 101, 106]. Sin-
glet exciton fission into pairs of triplet excitons with a characteristic time constant
of about 80 fs has also been explored in pentacene thin films [115]. In general, the
molecular exciton model predicts higher rates of exciton dissociation into charge
carriers at higher temperatures, higher electric fields and at higher pump photon
energies above the onset for charge generation, which depends on the size of the
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exciton binding energy [48, 49, 88]. (Note that the hot exciton model also predicts
a temperature independent charge carrier generation rate if the excess photon en-
ergy is much larger than the thermal energy in the system [100, 101, 106].) The
exact values for the exciton binding energies in organic semiconductors, however,
are not completely known [66, 92]. In Si and GaAs, the exciton binding energies
are around 15 and 5meV, respectively. In naphthalene, the singlet exciton binding
energy may be as high as 1 eV with a HOMO–LUMO gap (or bandgap) of about
5 eV [66]. In pentacene, the singlet exciton binding energy is lower than that in
naphthalene and is in the range of 0.1–0.5 eV, with a bandgap of 2.2 eV [61, 66]. In
many conjugated polymer organic semiconductors, 0.5 eV is a typical singlet exci-
ton binding energy [121] with bandgaps on the order of 2 eV, but binding energies
around 60meV for PPV have also been reported [121, 122]. A high exciton binding
energy makes it difficult for dissociation to occur and so charge photogeneration
efficiencies (or quantum efficiencies) g << 1 have been reported. A low exciton
binding energy, therefore, generally results in more efficient dissociation of pri-
mary excitons into separated charge carriers.
In the semiconductor band model, the primary photoexcitations are mobile

charge carriers that are created with high efficiency directly from the light absorp-
tion process [90–92], as is the case in inorganic semiconductors such as Si and
GaAs. In this model, the generation of charge carriers does not occur through
some secondary process involving dissociation of excitons. Primary photoexcita-
tion of charge carriers (or polarons) with quantum yields as high as 10% (g » 0.1)
within 100-fs time-scales and in zero electric field have been observed in MEH-
PPV films using ultrafast pump–probe techniques [90–92]. Photogeneration of
charged polarons with efficiencies near 20% and within 100-fs time-scales has
also been observed in polythiophene films [104]. A charge photogeneration effi-
ciency that is roughly independent of the pump wavelength for photon energies
larger than the absorption onset has also been reported, which is contrary to some
of the predictions of the molecular exciton model [90–92, 123].
Even though ultrafast pump–probe experiments that use probe photon energies

in the mid-infrared to visible range (0.1–3 eV) may be sensitive to the presence of
charge carriers in organic semiconductors with a time resolution <0.1 ps, they can-
not sense if those carriers are mobile or provide direct insight into the nature of
the photocarrier transport. Photoconductivity measurements, on the other hand,
are sensitive to the presence of mobile charge carriers and can provide fundamen-
tal insight into the nature of photoexcitations and charge carrier transport in
organic semiconductors. Steady-state (DC or low-frequency) photoconductivity
measurements have revealed wavelength-independent [123] and temperature-in-
dependent [124] charge generation efficiencies in PPV films consistent with the
semiconductor band model, but other studies have agreed with the molecular
exciton (Onsager) model showing that the quantum yield increases with tempera-
ture, electric field and photon energy [125]. Steady-state photoconductivity in
anthracene single crystals has been studied extensively [48, 49, 126–128], where
the onset for optical absorption is at 3.2 eV but the onset for photoconductivity
occurs at about 3.9 eV owing to the large exciton binding energy [126, 128]. DC
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photoconductivity measurements in tetracene [129, 130], pentacene [129–131],
functionalized pentacene [132, 133] and rubrene [134] single crystals, and poly-
crystalline pentacene thin films [135] have also been performed. In recent mea-
surements on single-crystal pentacene samples, the photocurrent yield was ob-
served to increase from 0.1% close to the HOMO–LUMO gap at 2.2 eV (560 nm)
to about 50% at 2.9 eV (430 nm) [131]. Amorphous-like band tails were also ob-
served below 2.2 eV in these high-purity pentacene single crystals, but their origin
is currently unknown [131].
Transient photoconductivity measurements that use fast oscilloscopes con-

nected to samples via voltage-biased electrodes allow carrier mobilities to be mea-
sured using time-of-flight techniques [28] and can provide information on photo-
carrier trapping and recombination times. Transient photoconductivity in PPV
and PDA films has also been measured with 50-ps time resolution using Auston
switch transmission line geometries [136, 137]. A fast voltage transient with an
initial exponential decay time of 100 ps and a temperature-independent amplitude
from 300K down to 15K was observed, followed by a slow component with a
decay time >600 ps and an amplitude that was reduced at lower temperatures.
The fast component was attributed to photogenerated polarons and the slow com-
ponent to bipolaron formation. Transient photoconductivity experiments with
sub-nanosecond or nanosecond time resolution have also been performed in
anthracene [138–140], pentacene [141] and sexithiophene [142] single crystals and
C60 films [143]. However, it may not always be so easy to pattern contacts onto
samples and the metal–organic interface at the contact may complicate interpreta-
tion of the transient photoconductivity results. Contactless transient photoconduc-
tivity measurements with nanosecond time resolution have recently been achieved
using time-resolved microwave conductivity (TRMC) techniques [144–146], which
have been used to measure the mobility of photogenerated carriers in polymer thin
films and along the conjugated backbone of isolated polymer chains in solution.
Considering the ultrafast time-scales discussed above for charge carrier photo-

generation, a non-contact technique for probing transient photoconductivity in
organic semiconductors with sub-picosecond time resolution would be desirable.
Such a technique does exist and is referred to as time-resolved terahertz spectros-
copy (TRTS), which is the main focus of this chapter. TRTS is a relatively new
ultrafast pump–probe technique that uses terahertz pulses to directly probe the
conductivity induced by a pump pulse in a material. Recently, time-resolved tera-
hertz spectroscopy has been used to probe transient photoconductivity in penta-
cene and functionalized pentacene thin films and single crystals as well as other
organic molecular crystals [147–153], and has revealed photogeneration of mobile
charge carriers over sub-picosecond time-scales and band-like carrier transport in
both single-crystal and polycrystalline thin film samples. TRTS measurements of
transient photoconductivity in PPV films and isolated PPV polymer chains in so-
lution have also been performed recently [154, 155]. The purpose of this chapter is
to describe the technique of time-resolved terahertz pulse spectroscopy and show
how it can be used to probe the nature of photoexcitations and carrier transport in
organic semiconductors.
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7.2
What is a Terahertz Pulse?

Within the context of time-resolved terahertz spectroscopy (TRTS), a terahertz
(THz) pulse can be described as a free-space-propagating, approximately single-
cycle electromagnetic transient with a pulse duration on the order of 1 ps. The
electric field versus time of a typical terahertz pulse measured in the laboratory is
shown in Fig. 7.1. The Fourier amplitude spectrum of such a pulse, therefore, is
centered around 1THz and has a bandwidth on the order of 1 THz, as shown in
the inset of Fig. 7.1, hence the name “terahertz pulse”. The broad spectrum of the
THz pulse allows spectroscopy to be performed on materials typically within the
range of terahertz frequencies from 0.2 to 3 THz. A frequency of 1 THz corre-
sponds to a wavelength of 300 lm, which is in the far-infrared region of the spec-
trum. Table 7.1 provides a list of useful conversions between commonly used
spectroscopic units from the microwave to visible regions. A photon with a fre-
quency of 1 THz has an energy of 4.1meV, which is less than the characteristic
thermal energy of kBT = 25meV at room temperature (see Table 7.2) and much
smaller than typical bandgap energies of 1–3 eV in organic and inorganic semi-
conductors. Typical optical phonon energies in materials are in the mid-infrared
range above 5 THz, but many other optically active vibrational modes appear
below 5THz, especially in organic materials (see Section 7.4). Terahertz pulses,
therefore, generally probe low-energy excitations in materials with characteristic
energies below 15meV. In particular, free-carrier (intra-band) absorption makes
THz pulses ideal probes of conduction in materials, as discussed in more detail in
Section 7.5.

Figure 7.1 Example of a terahertz (THz) pulse in the time
domain. The corresponding Fourier transform is shown in the
inset with a center frequency of 1 THz and a bandwidth of
about 1 THz.
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Table 7.1 Conversion table for the terahertz frequency region
expressed in other units. f, frequency; m, wavenumber; hf, photon
energy; k, wavelength. The box encloses the range typically
studied in most terahertz pulse experiments.

f (THz) m (cm–1) hf (meV) k (lm) EM spectrum

0.01 0.33 0.041 30000 Microwave (cm)

0.1 3.3 0.41 3000 Microwave (mm)

0.2 6.7 0.83 1500

0.5 17 2.1 600

1.0 33 4.1 300

1.5 50 6.2 200 Far-infrared

2.0 67 8.3 150 (THz region)

2.5 83 10.3 120

3.0 100 12.4 100

5.0 167 20.7 60

10 333 41.4 30

30 1000 124 10 Mid-infrared

100 3333 414 3

300 10000 1240 1 Near-infrared

600 20000 2480 0.5 Visible

Table 7.2 Conversion from thermal energies to terahertz
frequencies. T, Temperature; kB, Boltzmann’s constant;
f, frequency.

T (K) kBT (meV) f (THz)

10 0.86 0.21

48 4.14 1.00

100 8.62 2.08

144 12.4 3.00

295 25.4 6.15
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Terahertz time-domain spectroscopy or THz-TDS (see Sections 7.4 and 7.6),
takes advantage of the ability to detect coherently the amplitude and phase of THz
pulses in the time domain for determining the real and imaginary components of
the frequency-dependent complex conductivity of materials without having to
resort to Kramers–Kronig analysis used in more traditional Fourier transform
infrared (FTIR) spectroscopic techniques [156–158]. THz-TDS, therefore, is essen-
tially a new and improved spectroscopic tool for the far-infrared region of the spec-
trum. Time-resolved terahertz spectroscopy (TRTS), discussed in Sections 7.7 and
7.8, is a pump–probe technique that takes advantage of the short pulse duration
of THz pulses to probe transient conductivity in photoexcited materials with sub-
picosecond time resolution [159]. The use of THz pulses in security or imaging
applications will not be discussed here, but some very good reviews of THz pulse
techniques, experiments and applications can be found in Refs. [156–159].

7.3
Generating and Detecting Terahertz Pulses

The two most common techniques for generating THz pulses are the current-
surge mechanism in a photoconductive switch [156–163] and optical rectification
in a non-linear crystal [156–159, 164, 165], as illustrated in Fig. 7.2a and b, respec-
tively. In the photoconductive switch source shown in Fig. 7.2a, the region be-
tween two voltage-biased electrodes on a semi-insulating (SI). GaAs substrate, for
example, is illuminated with a laser pulse from a femtosecond laser source
(k< kG = 870nm for the bandgap in GaAs). The laser pulse generates a transient
photocurrent with current density J = rE in the semiconductor wafer between the
electrodes and the resulting acceleration of the photogenerated charge carriers
produces a THz pulse that is emitted out the other side of the substrate with an
electric field in the far-field given by ETHz � dJ/dt. The gap between the electrodes
can be as small as 20lm with a voltage bias of 20V for photoconductive antennas
or 2mm–2 cm for large-aperture sources with voltage biases up to 20 kV. The
smaller gap photoconductive antennas typically use a silicon lens on the back of
the wafer to help couple out and collimate the THz pulses and are illuminated
using mode-locked femtosecond laser sources producing 800-nm, 100-fs pulses at
repetition rates around 80MHz. Typical average THz beam powers are around
10 nW, but the peak THz pulse power is ~100 lW with ~0.1 fJ per THz pulse
(~50 000 THz photons) [161]. The resulting electric field is of the order of ETHz »
3Vcm–1 at a 1-mm focus, but higher electric fields up to 85Vcm–1 have recently
been achieved [166]. Large-aperture photoconductive sources illuminated by
1-kHz repetition rate Ti:sapphire amplifier systems have achieved THz pulse ener-
gies up to 0.8lJ and ETHz » 350 kVcm–1 at the focus [167, 168].
For the optical rectification source shown in Fig. 7.2b, a femtosecond laser pulse

passes through a second-order (non-centrosymmetric) non-linear optical crystal
such as ZnTe and produces a rectified polarization transient P inside the crystal
that follows the envelope of the laser pulse. This polarization transient generates a
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THz pulse that radiates out the other side of the ZnTe wafer with ETHz � d2P/dt2 in
the far field. This is in essence similar to the current surge mechanism discussed
above since J � dP/dt. Optical rectification is the zeroth-order term in the non-lin-
ear polarization response of a material with no inversion symmetry to the electric
field of an intense laser pulse and its magnitude is proportional to the second-
order susceptibility v(2) of the material. Optical rectification can also be thought of
as difference frequency mixing between the higher and lower frequency compo-
nents of the incoming femtosecond laser pulse. For example, a 60-fs, 800-nm laser
pulse with a bandwidth of 15 nm could potentially produce a THz pulse by optical
rectification in a non-linear crystal with a bandwidth of about 7 THz. However,
the THz pulse bandwidths that are observed are limited not only by the frequency
response of the detection setup but also phase matching conditions for optical rec-
tification at the source, which depend on the interaction length of the laser pulse
and THz pulse through the crystal. There may also be absorption of the higher
frequency components of the THz pulse due to phonons in the source crystal
above 5 THz (i.e. 5.4 THz in ZnTe) [165]. ZnTe happens to have good phase
matching for THz pulse generation by optical rectification of 800-nm laser pulses,
and crystal thicknesses around 0.5-mm are commonly used. Other crystals such
as GaAs, CdTe and InP have also been studied [164] and broader bandwidths can
be achieved by sending shorter laser pulses through thinner crystals. In one
experiment, THz pulses generated by optical rectification of 10-fs, 780-nm laser
pulses in a 20-lm thick GaSe crystal had frequency components beyond 120 THz
(k » 2.5lm) [169], which is almost in the near-infrared region of the spectrum
(see Table 7.1).
Efficient THz pulse generation by optical rectification in organic single crystals

of 4-N-methylstilbazolium tosylate (DAST) has been extensively studied [170–172]
and THz pulse emission from poled polymers has also been observed [173].
MBANP organic crystals were found to be better than ZnTe in generating THz
pulses by optical rectification at 800 nm, and on-resonance excitation with 400-nm
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Figure 7.2 Typical methods used for generat-
ing THz pulses. (a) Current surge mechanism
from an optically activated photoconductive
switch element, such as voltage-biased semi-

insulating (SI) GaAs. (b) Optical rectification
in a non-linear optical crystal which lacks
inversion symmetry. ZnTe is often used for
this type of THz pulse source.
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pulses also generated THz pulses which provided a means for studying charge-
transfer dynamics in these materials [174]. In fact, THz pulses emitted from
either photoconductive or optical rectification sources can provide information on
dynamics inside the source material itself. Ultrafast carrier dynamics in low-tem-
perature-grown (LT). GaAs has been studied by examining the THz pulse that is
emitted from a photoconductive switch made from LT-GaAs [175]. THz pulse
emission due to photoexcited intramolecular charge transfer between donor and
acceptor sites in polar molecules aligned by an external electric field in solution
has also been investigated [176, 177]. More recently, THz generation from photo-
conductive switches made from PPV [178], MEH-PPV [179] and pentacene [149]
films has been observed. Since ETHz � dJ/dt, then the fact that THz pulses are
even observed from these voltage-biased samples shows that charge carrier gen-
eration must occur over sub-picosecond time-scales, as observed for SI-GaAs
photoconductive sources. In biased MEH-PPV films, the THz pulse emission
revealed that the time for charge carrier generation was <200 fs, but that it
occurred with an efficiency of only 1% through hot exciton dissociation [179].
The electric field of the THz pulse as a function of time can be measured using

ultrafast gated-detection techniques [156, 157]. In photoconductive sampling
[160–163], as shown in Fig. 7.3a, the THz pulse is focused to a region between
two electrodes on a semiconductor substrate with its polarization oriented across
the two electrodes. The semiconductor material is made to have a very short, sub-
picosecond carrier recombination or trapping time, which is possible using LT-
GaAs or radiation-damaged silicon on sapphire (RD-SOS). If the gap between the
electrodes is illuminated with a laser pulse from the same femtosecond laser
source that generated the THz pulse in the first place, then the semiconductor
material will be made momentarily conducting, or “gated”, for a time <1 ps as de-
termined by the carrier trapping time in the material. If the THz pulse arrives at
the same time as the gating pulse, then the electric field of the THz pulse will
drive current through the circuit in a direction that depends on the polarity of the
THz pulse at that time at the gated detector. Since this is a repetitive sampling
system, an average DC current will be driven through the circuit which is repre-
sentative of the amplitude and polarity of the THz pulse electric field at that time
delay between the THz pulse and the gating pulse. Changing the delay of the gat-
ing pulse with respect to the arrival of the THz pulse at the detector will allow the
temporal profile of the THz pulse to be mapped out. The recovery time of the
gated semiconductor material back to the insulating state (i.e. the time it takes to
“close the gate” again) will limit the ultimate bandwidth of the system, but band-
widths up to 5 THz can be achieved using photoconductive sampling techniques
[163]. Despite the low average power in the THz beam generated by some photo-
conductive switch sources, as discussed above, the gated detection technique
results in an excellent signal-to-noise ratio better than 104:1 in the measured elec-
tric field of the THz waveform [156, 157]. This is because the detector is actually
only “on” for a very short period of time and, when it is on, it is always sampling
the same part of the THz waveform.
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Figure 7.3 Two techniques used for detecting THz pulses are
(a) photoconductive sampling and (b) free-space electro-
optic sampling. In both techniques, a time-delayed “gating”
pulse is used to sample the electric field of the THz pulse.

A second commonly used gated-detection technique known as free-space elec-
tro-optic sampling (FSEOS) or simply electro-optic EO detection, is described in
Fig. 7.3b [156, 157, 165, 169, 180–186]. In this detection technique, the electric
field of the THz pulse induces a birefringence in the ZnTe detector crystal by the
Pockels effect. A sampling laser pulse travels collinearly with the THz pulse and
samples the optical birefringence induced by the THz pulse in the ZnTe crystal.
The polarization state of the sampling pulse is analyzed by a balanced photodetec-
tor system that provides a difference signal proportional to the THz pulse electric
field [181, 183, 184]. The EO detection technique is non-resonant and therefore
very fast, and it is the only way to coherently detect THz pulses with frequency
components higher than 5 THz [169, 182]. EO sampling is also much easier to
implement in a THz pulse setup than photoconductive sampling techniques that
require lithography and a silicon lens for improved coupling. ZnTe is the most
popular choice as an EO detection element for 800-nm laser sources [157, 186],
but EO detection in other materials such as GaSe [169], CdTe, GaP, InP, GaAs
[186] and DAST [187] has also been explored and comparisons with photoconduc-
tive sampling techniques have been made [188]. The detection bandwidth is
reduced as the thickness of the EO crystal is increased owing to phase matching
issues between the THz pulse and the sampling pulse, but a ZnTe detector
0.5mm thick can give detection bandwidths out to 4 THz. Systems that use a 1-
kHz amplified Ti:sapphire laser source typically use a 0.5-mm thick ZnTe crystal
for the THz pulse source (optical rectification) and a 0.5–1-mm thick ZnTe crystal
as an EO detector element.
There has been an enormous amount of effort in the terahertz community

improving and finding new THz pulse sources [157, 189–191], as well developing
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new techniques for manipulating or detecting THz pulses [157, 192, 193]. Some
recent developments in terahertz pulse techniques include THz pulse propagation
along long metal-wire waveguides up to 1m in length with low attenuation and
very low group velocity dispersion [194, 195], THz transmission through subwave-
length apertures [196], and terahertz near-field imaging of surfaces with nanome-
ter-scale resolution (150 nm) using sharp metal tips [197–199].

7.4
Terahertz Time-Domain Spectroscopy (THz-TDS)

The broad bandwidth of THz pulses allows them to be used for far-infrared spec-
troscopy of materials typically in the range 0.2–3 THz with the best sensitivity
near 1 THz, but 0.1–5THz is also possible in standard systems and up to 120 THz
in more advanced systems [169]. Above 5 THz, however, more traditional FTIR
spectroscopic techniques tend to have a better signal-to-noise ratio but do not offer
the advantages of coherent detection achieved in THz-TDS [156, 157, 200].
A schematic of a THz-TDS setup is shown in Fig. 7.4. A laser pulse from a fem-

tosecond laser source is divided into two beams by a beamsplitter. One beam is
used to generate the THz pulse at the THz source and the other beam is used to
sample (or gate) the electric field of the THz pulse at the THz detector. The THz
pulse travels in free space between the source and detector and is collimated and
focused onto a sample by front-surface (gold-coated) off-axis parabolic mirrors.
The sampling laser pulse has an appropriate optical delay imposed on it so that it
arrives at the detector at the same time as the THz pulse, and since the laser pulse
used for gated detection is derived from the same laser pulse used to generate the
THz pulse in the first place, then there is no timing jitter associated with the THz
detection process. An optical delay stage on the sampling pulse beam is used to
map out the time-dependent electric field of the THz pulse arriving at the detector
by repeatedly sampling the same point on the THz waveform until the delay stage
is moved to a new position and a new point on the THz waveform. Lock-in detec-
tion is typically used by chopping the THz source beam. In general, the setup is
purged with dry nitrogen in order to avoid absorption of the THz pulse due to
water vapor in the air, but even without purging, pathlengths longer than 1m are
still easily crossed by the THz pulse in a normal laboratory environment. Since
the wavelength at 1 THz is 300 lm, then the spot size at the focus at the sample is
~1 mm in diameter (FWHM) depending on the F-number of the optics and qual-
ity of alignment of the off-axis parabolic mirrors. Lower frequency components
(longer wavelengths) of the THz pulse will have a larger spot size at the focus, but
most of the THz pulse can pass though a 2-mm aperture. The THz pulse spot
size in THz-TDS requires that the face of the sample be larger than 3 � 3mm, but
smaller samples can be accommodated by placing apertures in front of the sample
at the focus with some loss of the lower frequency components due to frequency-
dependent spatial filtering of the THz pulse.
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Figure 7.4 Schematic of THz pulse setup used for THz time-
domain spectroscopy (THz-TDS).

To perform THz-TDS on a sample, the time-domain waveforms of the THz
pulse with the sample in place at the focus [sample waveform, ES(t)] and the sam-
ple removed [reference pulse, E0(t)] are measured. This is illustrated in Fig. 7.5a in
a THz-TDS experiment by Walther et al. [201] on 9-cis-retinal embedded in poly-
ethylene disks, where the sample (dashed line) and reference (solid line) time-
domain THz waveforms are shown in the upper part of Fig. 7.5b. Note that the
sample THz waveform is delayed in time by about 1.5 ps with respect to the refer-
ence THz waveform and slightly reduced in amplitude. The extra delay time (or
phase delay) experienced by the THz pulse through the sample provides an esti-
mate of the index of refraction of the sample and the drop in amplitude is due to
the absorption coefficient of the sample in addition to reflection losses. The Fouri-
er amplitude spectra of the corresponding time-domain waveforms are shown in
the lower part of Fig. 7.5b. The Fourier transforms of the sample and reference
waveforms each contain phase and amplitude information for each Fourier com-
ponent that can be used to calculate, respectively, the refractive index nS and
absorption coefficient a of the sample as a function of frequency x. Dividing the
sample Fourier transform ES(x) by the reference Fourier transform E0(x), we
have

ESðxÞ
E0ðxÞ

¼ ESðxÞj jeifSðxÞ

E0ðxÞj jeif0ðxÞ
¼ tj jeiU� �

e�
a
2dei

x
c dðnS�1Þ ð7:1Þ

where x = 2pf, fS and f0 are the phases of the sample and reference Fourier com-
ponents, respectively, d is the sample thickness, c is the speed of light and the pre-
factor tj jeiU takes into account reflection losses from both faces of the sample.
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Note that oscillations in the Fourier spectra due to �talon effects can be removed
simply by windowing the time-domain waveforms to eliminate multiple THz
pulse reflections in the sample (for large d). The refractive index and absorption
coefficient are then given as

nS ¼
c

xd
fSðxÞ � f0ðxÞ �U½ � þ 1

a ¼ � 2
d
ln

ESðxÞj j
tj j E0ðxÞj j

� �
ð7:2Þ

Figure 7.5c shows nS and a for the 9-cis-retinal sample extracted from the THz-
TDS data in Fig. 7.5b at 298 and 10K. Cooling the sample sharpens the features
in the spectra, such as the absorption peaks near 43 and 54 cm–1, which were at-
tributed to collective torsional vibrations of the molecules. Comparing the spectra
obtained for two other retinal isomers revealed some variation in the torsional
mode frequency that depended on the conformation of the molecule [201].
Another study looked at torsional modes in polycrystalline oligo(p-phenylenes)

and found that THz-TDS is a sensitive probe of phase transitions at lower temper-
atures in these materials [202]. THz-TDS has become a very useful technique for
detecting low-energy IR-active vibrational modes in large molecules that can shift
depending on the conformation of the molecule as well as the molecular environ-
ment. Looking for “fingerprints” of specific molecules within the THz region of
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Figure 7.5 (a) Example of a THz-TDS setup
with an optical cryostat that can be moved
from side-to-side for obtaining sample (S)
and reference (R) THz pulse waveforms.
(b) Time-domain THz pulse signals and cor-
responding frequency-domain spectra for the
reference THz pulse (solid line) and the THz
pulse transmitted through a sample contain-

ing 9-cis-retinal (dashed line). (c) The molar
absorptivity, aM, and the refractive index, n,
extracted from the THz data for the sample at
298 K (open circles) and 10 K (filled circles).
The frequency scale in (c) is from 0.4 to
2.4 THz. Reproduced from Ref. [201], with per-
mission. See Ref. [201] for more details on the
solid line fit to the data in (c).
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the spectrum, therefore, has become an extremely active area of research. Besides
studies on conjugated molecules [201, 202], THz-TDS has been used to examine
vibrational modes in polymer films [203, 204] and organic crystals [205, 206], bio-
molecules such as DNA and RNA [207–214], pharmaceutical materials [215] and
even explosives [216, 217].
Once nS and a are known in a material, then the optical properties of that mate-

rial can be expressed using other optical parameters such as the complex dielectric
constant êe(x) or complex conductivity r̂r(x) through the following relations [218–
220]:

n̂n ¼ nS þ ik

a ¼ 2kx
c

êe ¼ e1 þ ie2 ¼ n̂n2 ¼ 1þ ir̂r
e0x

ð7:3Þ

r̂r ¼ r1 þ ir2

e1 ¼ n2
S � k2

e2 ¼ 2nSk

r1 ¼ e2e0x

r2 ¼ � e1 � 1ð Þe0x

where e0 is the permittivity of free space and j is the extinction coefficient. Note
that the complex conductivity r̂r can also be used to describe vibrational modes in
materials in addition to the conductivity of free charges, which is described
further in Section 7.5, but the choice of whether to express optical properties of a
material in terms of n̂n, êe or r̂r usually depends on the particular field of study or
how the model being used for comparison has been written historically. In other
words, THz-TDS results are not always expressed in terms of nS(x) and a(x), and
often r1(x) and r2(x) are used.
Over the past 20 years, THz-TDS has been used to investigate the far-infrared

optical properties of a wide variety of material systems. There has been much
THz-TDS research investigating dielectric relaxation in liquids, which can be
interpreted in terms of the Debye model, since the characteristic rates at which
molecules interact with each other in liquids are in the terahertz range [221–227].
There have also been THz-TDS studies of nanometer-sized water pools [228].
As discussed in the next section, THz-TDS is ideal for probing the contribution

of mobile charge carriers to the complex conductivity of a material. Numerous
THz-TDS studies have examined the nature of charge carrier transport in doped
Si [161, 162, 229–231] and GaAs [162, 232, 233], mapped carrier concentrations
and mobilities in a GaAs wafer [234], measured the superconducting energy gap
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in superconductors such as Nb [235] and MgB2 [236] thin films, investigated the
temperature dependence of the quasiparticle scattering rate below the supercon-
ducting transition temperature (TC) in high-TC superconductors [237–239], ob-
served Josephson plasma resonances along the c-axis in thallium-based high-TC

superconductors [240–242], tested Fermi liquid theory in ferromagnetic metals
[243] and explored hopping conduction in nanoporous doped crystals [244]. More
recently, THz-TDS has been used to probe the nature of carrier transport in con-
ducting organic materials such as polypyrrole [245], poly-3-methylthiophene [246,
247], doped MEH-PPV [248] and single-walled carbon nanotubes [249, 250], which
is discussed further in Section 7.6. The next section describes some of the models
that are used to describe conductivity in materials.

7.5
Conductivity Models

As discussed above, THz-TDS measurements can be used to determine the com-
plex conductivity of a material in the far-infrared region of the spectrum. This sec-
tion discusses some of the theoretical models for the complex conductivity of
materials that can be used to interpret the data for r1 and r2 obtained from THz-
TDS experiments. There are many such models, which apply to both mobile and
bound charges in materials. Analysis of the frequency dependence of r1 and r2

can be used to distinguish between the various models and help identify the na-
ture of the observed conductivity. Many of the characteristic features of these mod-
els for typical materials are in the terahertz region of the spectrum, which makes
THz-TDS ideal for probing the nature of conductivity in materials.
The most commonly used model for describing the conductivity of mobile

charge carriers in materials is the Drude model [219, 220, 251, 252]. In the steady-
state (DC) or at low frequencies, the Drude model assumes that charge carriers
such as electrons or holes are free to move in an electric field with drift velocity
vD = lE, where l is the carrier mobility and E is the electric field. The carrier mo-
bility is given by

l ¼ es
m

ð7:4Þ

where e is the electric charge, m is the mass of the carrier and s is the Drude
relaxation time associated with scattering of the charge carriers. Since the current
density is J = rDCE = nevD, where n is the carrier concentration (carrier density)
and rDC is the steady-state conductivity of the material, then

rDC ¼ nel ¼ ne2s
m

¼ e0x
2
Ps ð7:5Þ
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where xP is the plasma frequency for the charge carrier density in the material
(xP

2 = ne2/e0m). In the Drude model, s is assumed to be a constant value indepen-
dent of the carrier energy at a given temperature. This is equivalent to saying that
s is independent of the frequency x = 2pf of the applied electric field. If the exter-
nal electric field is removed from a current-carrying conductor, then the current
decays exponentially with a time constant given by the Drude relaxation time.
Scattering of charge carriers, as determined by the Drude relaxation time, intro-
duces a damping term to the equations of motion for the charge carriers. The fre-
quency dependence of the conductivity in the Drude model is therefore

r̂r ¼ r1 þ ir2 ¼
rDC

1� ixs

r1 ¼
rDC

1þ ðxsÞ2

r2 ¼
rDCxs

1þ ðxsÞ2

ð7:6Þ

Note that at x = 0 (DC), we have r1 = rDC and r2 = 0, such that the complex con-
ductivity is purely real. For short relaxation times such that xs << 1, then r2 » 0
and r1 » rDC.
The Drude conductivity in the terahertz frequency range and normalized to rDC

is shown in Fig. 7.6 for several relaxation times from 500 down to 10 fs. Note that
from Eq. (7.6), r2/r1 = xs, so the “crossover” frequency where r1 = r2 is given by
fC = 1/2ps. As shown in Table 7.3, typical Drude relaxation times in metals [251]
such as copper and gold are about 30 fs at room temperature and as high as 210 fs
at 77 K, which puts the crossover frequency fC at 5.3 and 0.76 THz, respectively.
Electrons in the conduction band of n-type Si [229] and GaAs [232] have Drude
relaxation times higher than 160 fs, which gives fC < 1 THz. Charge carriers in
graphite [253] and photoexcited sapphire (Al2O3) [254] also have fC below 1.7 THz.
Since the curvatures of r1 and r2 near fC in the Drude model are very distinctive
and depend solely on the value of s, and since fC typically lies within the frequency
range covered by terahertz pulses from 0.2 to 3 THz (see Section 7.2), then THz-
TDS is ideal for probing conductivity in many metals and semiconductors. Even if
the carriers have relaxation times as small as 10 fs, the frequency dependence of
r1 and r2 (Fig. 7.6f) has enough variation below 3THz that Drude parameters can
be extracted from a comparison of the Drude model with the THz-TDS data. This
would be the case for materials such as Ba0.8K0.4BiO3, a superconducting com-
pound with TC = 31K [255], and conducting polypyrrole [245]. However, there are
many other materials such as conducting polymeric sulfur nitride [(SN)x] [48] and
even elemental lead (Pb) [251] that have Drude relaxation times <2 fs at room tem-
perature. In this case, where xs << 1 at 1 THz, we have r2 » 0 and r1 roughly inde-
pendent of frequency and equal to rDC over the frequency range <3THz, which
makes it difficult to fit a Drude model to the THz-TDS data in order to extract a
relaxation time from the curvature of the plots. How the transmission of a THz
pulse depends on the complex conductivity of a material will be discussed later in
Section 7.7.
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It was mentioned in Section 7.1 that ultrapure naphthalene single crystals have
mobilities close to 1 cm2V–1 s–1 at room temperature and >100 cm2V–1 s–1 below 30K
[24] and that polycrystalline pentacene films have mobilities around 1 cm2V–1 s–1.
As shown in Table 7.3 using Eq. (7.4), a mobility of 1 cm2V–1 s–1 for carriers with
an effective mass m equal to the free electron mass me would give a Drude relaxa-
tion time of 0.57 fs, which is very short but not too far removed from the Drude
relaxation times for Pb and (SN)x at room temperature. For a mobility of
100 cm2V–1 s–1, however, the Drude relaxation time would increase to 57 fs, placing
fC at 2.8 THz and within the THz pulse bandwidth. It should be pointed out that
the same 57 fs relaxation time can be obtained using a carrier mobility of
10 cm2V–1 s–1 and a carrier effective mass of m= 10me. Therefore, in general, fitting
the Drude model to the measured conductivity requires three parameters: the car-
rier density n, the effective mass m and the relaxation time s. Sometimes m is
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Figure 7.6 Drude conductivity in the THz fre-
quency region for Drude relaxation times s of
(a) 500, (b) 200, (c) 100, (d) 50, (e) 20 and (f)
10 fs. The real (r1) and imaginary (r2) compo-

nents of the Drude conductivity are normal-
ized to the DC (f = 0) value of rDC = ne2s/m.
The crossover frequency where r1 = r2 is
given by fC = 1/2ps.
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Table 7.3 Examples of Drude relaxation times s in selected
materials. The last three entries are calculated Drude relaxation
times for carriers with mobility l and effective mass m,
whereme is the free electron mass. The crossover frequency
where r1 = r2 is given by fC = 1/2ps.

Material
(or carrier mobility)

Conditions Drude
relaxation
time, s (fs)

fC = 1/2ps
(r1 = r2)
(THz)

Reference

Au 273K 30 5.3 251

Au 77K 120 1.3 251

Cu 273K 27 5.9 251

Cu 77K 210 0.76 251

Pb 273K 1.4 114 251

Pb 77K 5.7 28 251

n-Si 295K; 4 � 1014 cm–3;
~2000 cm2V–1 s–1

295 0.54 229

n-GaAs 295K; 7.8 � 1015 cm–3;
~4300 cm2V–1 s–1

165 0.96 232

Graphite 295K 200 0.8 253

Al2O3 (single-crystal
sapphire)

295K (le » 600 cm2V–1 s–1) 95 1.7 254

Ba0.8K0.4BiO3 (TC = 31K) 295K 15 11 255

Polypyrrole (conducting) 295K (r = 215X–1 cm–1) 12.6 13 245

(SN)x (single crystal) 295K; along backbone ~1–2.6 ~160–60 48

s = ml/e l = 1 cm2V–1 s–1; m = me 0.57 280 (1.1 lm)

s = ml/e l = 100 cm2V–1 s–1; m = me 57 2.8

s = ml/e l = 10 cm2V–1 s–1; m = 10me 57 2.8

known, as is the case for many semiconductors such as GaAs and so only two
parameters are needed for the Drude fit (n and s). This can be straightforward if
r1 and r2 vary sufficiently over the frequency range of the THz pulse such that
s can be determined from the curvature of the data or by using the expression
s = r2/r1x. If this is not true, as is the case for xs << 1 such that r1 is roughly
constant (= rDC) and r2 » 0, then n, m and s cannot be determined independently
by fits of the Drude model to the THz-TDS data.
Conductivity in amaterialmay also arise from the polarization of bound charges by

an external electric field with frequency x according to the Lorentz oscillator
model [218–220, 252]. The conductivity for a Lorentz oscillator is given by
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r1 ¼
e0x

2
PLx

2ð1=sLÞ
ðx2

L � x2Þ2 þ ðx=sLÞ2

r2 ¼ � e0x
2
PLxðx2

L � x2Þ
ðx2

L � x2Þ2 þ ðx=sLÞ2
ð7:7Þ

where xL is the center frequency of the oscillator, sL is the lifetime of the oscillator
and xPL is indicative of the strength of the oscillator. [Note that Eq. (7.6) for the
Drude conductivity is obtained from Eq. (7.7) for the Lorentz model by setting
xL = 0, sL = s and xPL = xP. In other words, the Drude model is the same as a
Lorentz model with the center resonance frequency moved to xL = 0.] Whereas r2

is always positive for free carriers in the Drude model, r2 for bound charges in the
Lorentz oscillator model is negative for x <xL. This is illustrated in Fig. 7.7 for Lor-
entz oscillators with center frequencies fL at 2 THz (8.3meV) and 15 THz
(62meV) and with lifetimes of 0.5 ps (1.3meV). Lorentz oscillators are typically
used to model vibrational modes in materials, as discussed in Section 7.4 for
THz-TDS studies on biomolecules. Note that if the center frequency of the Lor-
entz oscillator is at frequencies much higher than those accessible by the band-
width of the THz pulse, then the THz pulse will see a complex conductivity that is
almost purely imaginary with r1 » 0 and a negative r2 that scales linearly with fre-
quency, as shown in Fig. 7.7d. That is, in the limit x << xL and x << 1/sL, we have

r2»� e0x
2
PL

x2
L

x ð7:8Þ

and so the low-frequency dielectric constant associated with the Lorentz oscillator
using Eq. (7.3) is e1 » 1 + (xPL/xL)

2, which is larger than 1 and frequency indepen-
dent. In this case, the dielectric constant can also be defined as

êe ¼ e1 þ ie2 ¼ e¥ þ ir̂r
e0x

ð7:9Þ

where e¥ is the background dielectric constant that contains contributions to e1
from Lorentz oscillators at higher frequency and r̂r is due to any additional con-
ductivity introduced into the material, for example, by doping or photoexcitation.
Lorentz oscillators that are not at higher frequencies (i.e. they do not satisfy x << xL

and x << 1/sL, where x spans the frequency range of the THz pulse) or oscillators
that are introduced into the material (which might be due to excitons), must still
be included in the expression for r̂r in Eq. (7.9). The total conductivity of the mate-
rial can then be expressed as a summation of the Drude and Lorentz components
as rTotal = rDrude + rLorentz, which is referred to as the “Drude–Lorentz” model.
The Lorentz oscillator model can also be used to describe the dielectric polariza-

tion of excitons at frequencies less than that associated with the binding energy of
the exciton. The Drude model for mobile charge carriers and the Lorentz model
for bound charge carriers are very distinct from each other, which can be used to

385



7 Probing Organic Semiconductors with Terahertz Pulses

identify the nature of primary photoexcitations in organic semiconductors, as
discussed in Section 7.1. The exciton binding energy in GaAs is around 5meV
(fL = 1.2 THz), which is well within the bandwidth of THz pulses and so contribu-
tions to the conductivity due to the presence of excitons in GaAs can easily be
identified using THz-TDS. However, a Lorentz oscillator describes resonance in a
system with two discrete levels, which may be the case for an internal transition
of the exciton from a 1s to 2p state, but cannot describe dissociation of the exciton
for photon energies greater than the binding energy. In other words, the THz
photons with energies greater than the binding energy excite the bound exciton
states to a continuum of states above the energy gap of the material, which means
that r1 will continue to be significant for x >xL. In one terahertz pulse (TRTS)
experiment looking at photoexcited carriers in GaAs quantum wells at low tem-
peratures, the time over which excitons formed from the photoexcited electron–
hole gas was observed to be on the 100-ps time-scale [256]. This was done by look-
ing at the time evolution of the frequency-dependent conductivity from a Drude-
like free-carrier response at early times to a Lorentz-oscillator-like response due to
excitons at later times [256]. In organic semiconductors such as pentacene and
PPV, the exciton binding energies are in the range 0.06–1 eV, as discussed in Sec-
tion 7.1. The Lorentz oscillator associated with an exciton with a binding energy
of 60meV has a center frequency of fL = 15THz, which is illustrated in Fig. 7.7b
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Figure 7.7 Conductivity of Lorentz oscillators
with center frequencies fL at (a) 2 THz and
(b) 15 THz. Both oscillators have the same
damping term of 1/sL = 1.3meV, where

sL = 0.5 ps is the lifetime of the oscillator.
Expanded views of the low frequency regions
below 3 THz are shown in (c) and (d) for the
2- and 15-THz oscillators, respectively.
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over frequencies up to 20THz and in Fig. 7.7d in the THz pulse bandwidth range
up to 3 THz. If the conductivity data from a THz-TDS experiment were similar to
those shown in Fig. 7.7(d), then it would not be possible to extract the binding
energy of the exciton using the low-frequency limit of the Lorentz oscillator model
given in Eq. (7.8) unless xPL was known exactly.
One might argue that a negative r2 at low frequencies is sufficient for showing

that the observed conductivity in a material is due to the presence of polarizable
excitons in the system, regardless of the fact that the excitons may have binding
energies above 15 THz. However, a negative r2 does not necessarily imply an exci-
tonic contribution in the system. There are other conductivity models that can pre-
dict negative values of r2 at low frequencies, as discussed below, and these models
should be considered when fitting THz-TDS data.
Figure 7.8 shows examples of three different models that deviate from the

Drude model. The conductivity in the generalized Drude model [229, 257, 258] is
given by

r̂r ¼ rDC�
1� ixsð Þ1�a

�b
ð7:10Þ

where a and b are positive constants. Setting a = 0 and b = 1 gives the Drude
model in Eq. (7.6), as shown in Fig. 7.8a. Setting a = 0 but allowing b to vary gives
the Cole-Davidson model, as shown in Fig. 7.8b with b= 0.5. The Cole–Cole model
sets b = 1 and varies a, as shown in Fig. 7.8c for a = 0.5. In the Drude model, it is
assumed that the relaxation time s is independent of frequency. This assumption,
in general, is not correct and the generalized Drude model effectively allows a dis-
tribution of scattering times for better fits to the conductivity data. Careful THz-
TDS measurements on doped silicon at room temperature revealed a complex
conductivity that deviated slightly from the Drude model and had a better fit to a
Cole–Davidson model, as shown in Fig. 7.9 for n- and p-type wafers, with b= 0.91
(n = 2.3 � 1016 cm–3) and 0.86, respectively [229]. This was the first time a Cole–
Davidson model was used to describe the conductivity of charge carriers in a crys-
talline semiconductor, suggesting that fractal-like conductivity can also be found
in seemingly ordered materials. Higher resistivity n-type wafers exhibited slightly
lower values for b down to 0.84 for n = 4.0 � 1014 cm–3. Highly doped wafers
(n > 1017 cm–3) were more Drude-like with the best fit being close to b = 1, which
was opposite to what was seen in photoexcited GaAs wafers where b was typically
larger than 0.8 but converged to 1 at low carrier concentrations [257]. A Cole-Cole
model with a » 0.5 was used to characterize the conductivity of photoexcited car-
riers in low-temperature grown GaAs (LT-GaAs) [258]. Like the Drude model, the
generalized Drude model cannot produce a negative r2.
Another modification of the Drude model has been developed recently by Smith

[259, 260] and is referred to as the Drude–Smith model. The conductivity in the
Drude-Smith model is given by
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r̂r ¼ rDC

1� ixs
1þ

X
n

cn
1� ixsð Þn

" #
ð7:11Þ

which is the Drude model multiplied by a correction term (in square brackets)
that takes into account possible backscattering of charge carriers. The coefficients
cn represent how much of the carriers original velocity remains after n collisions,
but taking only the first term (n= 1) gives

r̂r ¼ rDC

1� ixs
1þ c

1� ixs

h i

r1 ¼
rDC

1þ xsð Þ2� �2 1þ xsð Þ2þc 1� xsð Þ2� �� � ð7:12Þ

r2 ¼
rDC xs

1þ xsð Þ2� �2 1þ xsð Þ2þ2c
� �
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Figure 7.8 Frequency dependence of the con-
ductivity according to various models that
deviate from the Drude model (see text for
details). For both the generalized Drude
model (a–c) and the Drude–Smith model
(d–f), s = 100 fs. The generalized Drude
model reduces to the Drude model for a = 0
and b = 1, as shown in (a). The Drude–Smith

model reduces to the Drude model for c = 0,
as shown in (d). The dotted lines in (e) and
(f) are the same Drude response from (d)
and are plotted for comparison. The dotted
lines in (g–i) represent Drude responses for
the scattering times indicated and are plotted
for comparison to the localization-modified
Drude model.
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where –1 £ c £ 0. The Drude–Smith model reduces to the Drude model for c = 0, as
shown in Fig. 7.8d. As c becomes more negative, the low frequency part of r1 is
suppressed, as shown for c = –0.5 in Fig. 7.8e. The new zero-frequency conductiv-
ity is given by r(x = 0) = rDC(1 + c). Setting c = –1, as shown in Fig. 7.8f, results in
a complete suppression of r1 at low frequencies such that r1(0) = 0 and makes r2

go negative at low frequencies. A value of c = –1 in the Drude–Smith model repre-
sents complete backscattering of carriers, which would correspond to carrier local-
ization. The Drude–Smith model with a value of c = –0.99994 was used recently to
describe the conductivity observed from TRTS measurements of photoexcited car-
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Figure 7.9 THz-TDS measurements of the
complex conductivity of n-type (solid circles)
and p-type (open circles) silicon. The lines are
fits to the data by various theoretical models.
The data do not exactly follow a Drude-type
behavior. The best fit to the data is with the

Cole–Davidson model (which is the same as
the generalized Drude model with a = 0)
where b = 0.91 for n-type and b = 0.86 for
p-type. Reproduced from Ref. [229], with per-
mission.
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riers in InP nanoparticle arrays [261]. TRTS measurements of transient photocon-
ductivity in dye-sensitized nanocrystalline TiO2 also used the Drude–Smith model
with c = –0.93 to fit the conductivity data observed 3 ps after photoexcitation of the
sample [262].
The last conductivity model discussed here is the localization-modified Drude

model [246, 247, 263, 264] given by

r1 ¼
rDC

1þ xsð Þ2 1� C

kFlð Þ2 1� l
Lx

� �" #
ð7:13Þ

where kF is the Fermi wavevector, l is the mean free path of the carriers, C is a
constant of order 1 and Lx is the distance over which the carriers can diffuse with-
in a period of the incident radiation. The localization-modified Drude model has
been used extensively to describe disorder-induced metal–insulator transitions in
conducting polymers [263, 264]. The kFl term is a measure of how many lattice
spacings a carrier travels before being scattered, since for a free electron Fermi
gas in a metal kF » 1/a, where a is the lattice constant. If kFl >> 1, then there is
coherent transport over many lattice spacings and the material is metallic. If
kFl < 1, then the carriers are localized around the atomic sites and the material is
an insulator. The metal–insulator transition in the material occurs when kFl » 1,
which is also known as the Ioffe–Regel criterion. The mean free path can also be
expressed as l = vFs, where vF is the Fermi velocity and s is the Drude relaxation
time, and also in terms of a carrier diffusion coefficient D = l2/3s. We now have
Lx= (D/x)1/2, so that Eq. (7.13) can be rewritten as

r1 ¼
rDC

1þ ðxsÞ2 1� B
s2

þ 3xð Þ12 B
s
2
3

� �
ð7:14Þ

where B = C/(kFvF)
2 is a constant. Equation (7.14) is plotted in Fig. 7.8g, h and i for

relaxation times s of 300, 100 and 75 fs, respectively, with the corresponding
Drude response (dotted lines) for the same relaxation times. [Note that r2 in the
localization-modified Drude model is obtained through Kramers–Kronig analysis
using the expression for r1 in Eq. (7.14) [246].] The suppression of r1 at low fre-
quencies due to localization is evident, in addition to a r2 that is negative at low
frequencies for short scattering times. This is similar to the Drude–Smith model,
but the scaling of r1 as a function of frequency is different. At low frequencies
(xs < 1), r1 ~ x

2 in the Drude–Smith model for c = –1, whereas r1 ~ x
1/2 in the

localization-modified Drude model [263].
Lastly, the measured conductivity for a composite material made from a mixture

of conducting and insulating components can be modeled using effective medi-
um theories [265], as long as the component length scales are much smaller than
the wavelength of the probing radiation. Extracting the conductivity of the con-
ducting component alone from these models can be difficult, however. Effective
medium theory has been used to understand TRTS measurements of transient
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photoconductivity in CdSe nanoparticles dispersed in toluene [266] and carbon
nanotube films [267]. THz-TDS measurements of the dielectric constant of porous
silicon [268] and carbon nanotube films [249, 250, 269], which is discussed further
in the next section, have also used effective medium theory to model the mea-
sured conductivity.

7.6
THz-TDS Measurements of Conducting Polymers and Carbon Nanotubes

Conducting polymers acquire their conductivity from the addition of dopants to
an originally insulating organic semiconductor material [270–272]. The conductiv-
ities in some conducting polymers can be fairly high (~104 S cm–1), approaching
values around 2% that of copper, and their discovery was recognized by the 2000
Nobel Prize in Chemistry [273]. Despite the large amount of work in this field
over the past 25 years, however, the nature of the metallic state in conducting poly-
mers is still not understood [273–279]. In particular, the metal–insulator transition
has been extensively studied, which can be investigated by adjusting the doping
levels in the polymer system [263, 264, 280–284]. Indeed, probing the low-fre-
quency response in the far-infrared region of the spectrum has helped to identify
the nature of carrier transport in the metallic regime for conducting polymers in
terms of localized or Drude-like behavior, and both conventional FTIR [263, 264,
276, 280, 282, 283] and THz-TDS [245–248] techniques have been used.
Many of the studies have focused on PF6-doped polypyrrole, but the interpreta-

tion of the nature of the metallic state has not been consistent and has been
described in terms of a localization-modified Drude model [263, 264] or a more
Drude-like response [245, 276]. Figures 7.10a and b show the real and imaginary
components of the conductivity, respectively, obtained by THz-TDS on PF6-doped
polypyrrole film with a room temperature DC conductivity of 215 S cm–1 [245,
247]. The measured conductivity follows a Drude response (solid lines) with a
Drude relaxation time s = 12.6 fs, a carrier density n= 1 � 1020 cm–3 and a mobility
l = 13 cm2V–1 s–1. As can be seen by the dot-dashed line in Fig. 7.10a, the localiza-
tion-modified Drude model does not fit the data for r1.
On the other hand, THz-TDS experiments on conducting poly-3-methylthio-

phene films with rDC = 7.5 S cm–1 at room temperature show a reasonable fit
of the conductivity data to a localization-modified Drude model, as shown in
Figs. 7.10c and d [246, 247]. Note the suppression of r1 at low frequencies in
Fig. 7.10c and the negative r2 in Fig. 7.10d, which is very different from a simple
Drude response. The fits give a relaxation time s = 8 fs, a carrier density of n =
1.3 � 1019 cm–3 and a mobility l = 8.2 cm2 V–1 s–1. A value of kFl » 0.8 can be esti-
mated from the data given in Ref. [246] for conducting poly-3-methylthiophene,
which is close to the metal–insulator transition. For the experiments that showed
a localization-modified Drude response for the metallic state of doped polypyrrole,
a value of kFl » 1.3 was reported in films with rDC » 350 S cm–1 [264]. However, as
mentioned above, a Drude response was seen in conducting polypyrrole with
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roughly the same [276] or slightly lower [245] room temperature conductivity, so
whether or not the metallic state for polypyrrole is Drude-like is not clear. Interest-
ingly, recent THz-TDS measurements of the conductivity in FeCl3-doped MEH-
PPV films with rDC » 0.1 S cm–1 did not show a Drude or localization-modified
Drude response but could be modeled simply by using a single Lorentz oscillator
centered at 4 THz (16.5meV) and with a large damping term of 1/2psL = 4 THz
(sL » 40 fs) [248]. It is believed that intra-chain localization of carriers in these
doped MEH-PPV films is very strong, putting these films on the insulating side of
the metal–insulator transition [248].
THz-TDS measurements of aligned films of conducting single-walled carbon

nanotubes (SWNTs) have also been performed recently [249, 250]. A schematic of
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Figure 7.10 Real (a) and imaginary (b) com-
ponents of the complex conductivity of a con-
ducting polypyrrole film as measured by THz-
TDS. In (b), the extracted r2 (ri) is very sensi-
tive to the choice of background dielectric
constant, as shown by the solid circles for
e¥ = 70 and the open circles for e¥ = 40. The
solid line is a Drude fit to the data with xP/2p
= 70 THz, s = 12.6 fs (fC = 12.6 THz) and
e¥ = 70. The dashed line represents a Drude
response using parameters close to those

obtained in Ref. 263 with xP/2p = 334 THz,
s = 0.55 fs (fC = 288 THz) and e¥ = 40. The dot-
dash line is from a localization modified
Drude model. Reproduced from Ref. [245],
with permission. The complex conductivity of
a conducting poly-3-methylthiophene film as
measured by THz-TDS is shown in (c) and
(d). The solid line represents a fit to the data
using a localization-modified Drude model
with s = 8 fs. Reproduced from Ref. [246], with
permission.
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the experiment is shown in Fig. 7.11a, where the polarization of the THz pulse is
used to probe the conductivity parallel and perpendicular to the alignment direc-
tion of the carbon nanotubes. The film was modeled as an effective medium of
carbon nanotubes in air, as described in Fig. 7.11b. A Maxwell–Garnett effective
medium model is used to fit the data, as shown in Fig. 7.12, where the contribu-
tion from the SWNTs with a filling factor of 0.9 is modeled using a Drude–Lor-
entz response [250]. The relatively weak anisotropy observed in the response is
believed to be due to enhanced electromagnetic coupling between the carbon
nanotubes in the perpendicular direction. A Drude relaxation time of 136 fs is
obtained for the SWNTs in the parallel direction. The Lorentz oscillator center fre-
quency is 2.40 THz with a damping term of 4.56 THz, which corresponds to a
phonon mode along the c-axis of the nanotube [250].

7.7
Time-Resolved Terahertz Spectroscopy (TRTS)

As discussed above, THz-TDS experiments use the broad bandwidth of THz
pulses to perform spectroscopy of materials in the far-infrared region of the spec-
trum. However, the short duration of THz pulses also makes it possible to per-
form time-resolved studies of transient conductivity in materials with sub-picosec-
ond time resolution [156, 159]. This unique ultrafast pump–probe technique,
which was first introduced in the mid-1980s [285] but has rapidly grown as a
powerful research tool over the past 5 years [159], is commonly referred to as time-
resolved terahertz spectroscopy or TRTS, to differentiate it from THz-TDS where
the sample is not photoexcited with a pump pulse. TRTS, therefore, essentially
probes transient photoconductivity in materials with sub-picosecond (~0.4 ps)
time resolution.
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Figure 7.11 (a) Schematic of the THz-TDS
experiment for measuring the anisotropic
conductivity of aligned single-walled carbon
nanotubes (SWNTs). (b) Representation of
aligned SWNT film on the silicon window as

an effective medium (eeff) of carbon nano-
tubes (eSWNT) embedded in an air medium
(e = 1). Reproduced from Ref. [250], with per-
mission.
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Figure 7.12 THz-TDS measurements of the
(a) power absorption, (b) refractive index,
(c) real part of the conductivity and (d) ima-
ginary part of the conductivity for aligned
SWNTs parallel (solid circles) and perpendi-
cular (open circles) to the alignment direc-
tion. The conductivity anisotropy is about 1.4.
The solid and dashed lines are fits to the par-
allel and perpendicular directions, respec-

tively, using a Maxwell–Garnett effective med-
ium theory, with the SWNTcomponent follow-
ing a Drude–Lorentz model and with a filling
factor of 0.9. In the parallel direction, fC for
the Drude component is 1/2ps = 1.17 THz
and the Lorentz oscillator component has
fL = 2.40 THz and 1/2psL = 4.56 THz. Repro-
duced from Ref. [250], with permission.
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TRTS experiments have been used to explore transient carrier dynamics in bulk
inorganic semiconductors such as GaAs [257, 285–289], ZnTe and CdTe [290], and
also insulators such as sapphire [254] and TiO2 [262, 291, 292]. Picosecond carrier
relaxation times have been studied in LT-GaAs [258, 293], radiation-damaged sili-
con-on-sapphire (RD-SOS) [294–296], amorphous Si [296], microcrystalline Si
[297] and proton-bombarded InP [298]. Non-contact measurements of transient
photoconductivity have also been performed in semiconductor nanostructures
such as GaAs quantum wells [256, 299], self-assembled InGaAs [300–302] and
ErAs [303] quantum dots, and InP [261], CdSe [266] and Si [267] nanoparticles.
TRTS has been very useful for probing non-equilibrium superconductivity in
high-TC compounds [304–306] and MgB2 [307], and also transient carrier
dynamics in colossal magnetoresistance materials [308]. Solvation dynamics and
transport properties in liquids have also been extensively explored with TRTS
[309–313]. TRTS measurements of transient photoconductivity in organic semi-
conductors were first reported in functionalized pentacene single crystals in 2002
[147], followed by more studies on pentacene single crystals [153], pentacene and
functionalized pentacene thin films [148–152], and other organic molecular crys-
tals [152]. Recently, TRTS experiments have investigated transient conductivity in
MEH-PPV thin films [154, 155] and solutions [155], and also carbon nanotube
films [267]. The theoretical foundations behind the TRTS technique have also
been thoroughly discussed [257, 310, 314–317].
A schematic of a TRTS setup is shown in Fig. 7.13. It is very similar to the THz-

TDS setup shown in Fig. 7.4, except that a third beam is split off from the laser
source to act as a pump pulse for photoexcitation of the sample. Delay stage B is
used to control the relative delay time between the THz probe pulse and the optical

Figure 7.13 Schematic of THz pulse setup used for time-resolved THz spectroscopy (TRTS).
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pump pulse arriving at the sample and delay stage A is used to scan over the
transmitted THz wave form. Figure 7.14a describes the optical pump–THz probe
technique where a pump pulse photoexcites a sample which is later probed by a
THz pulse. The transient photoconductivity induced in the sample decreases the
amplitude of the transmitted THz pulse, as shown in Fig. 7.14b. Increasing the
pump fluence further attenuates the transmitted THz pulse and at high fluences
(and in samples with high carrier mobilities) the transmission of the THz pulse
can be completely blocked. The change in amplitude and phase of the transmitted
THz pulse compared to the THz wave form transmitted through the unexcited
sample can be used to extract the complex conductivity induced by the pump
pulse in the sample.
The TRTS measurement technique is described further in Fig. 7.15. In

Fig. 7.15a, a normally insulating (or semiconducting) material with refractive
index N is excited by a pump pulse within an optical penetration depth d of the
sample surface. The THz pulse arrives at the sample after a delay time Dt with
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Figure 7.14 (a) Schematic of a TRTS experi-
ment using optical pump pulses and THz
probe pulses. (b) The transmission of the
THz pulse is typically reduced upon genera-
tion of conductivity in the sample by the
pump pulse. In highly conductive samples

and at high pump fluence, the transmission
of the THz pulse through the sample can be
reduced to zero. T0 is the peak transmission
of the THz pulse through the unexcited sam-
ple.
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respect to the pump pulse (delay stage B in Fig. 7.13 controls the delay time Dt). A
delay time of Dt = 0 corresponds to the pump pulse and the main peak of the THz
pulse arriving at the same time at the sample, with positive delay times corre-
sponding to the THz pulse arriving at the sample after the pump pulse. The THz
pulse wave form, E0(t), transmitted through the unexcited sample at negative
delay times (or with the pump beam blocked), is shown in Fig. 7.15b (delay stage
A in Fig. 7.13 scans the time t for the THz wave form). Figure 7.15c shows the
THz pulse wave form, ES(t), transmitted through the photoexcited sample at posi-
tive delay times. By chopping the pump beam in Fig. 7.13, the modulation in the
transmitted THz pulse wave form DE(t) = ES(t) – E0(t) due to photoexcitation of
the sample by the pump pulse can be measured through lock-in detection tech-
niques. An indication of transient absorption of the THz pulse in the sample can
be seen by plotting –DE(t), as shown in Fig. 7.15d.

Figure 7.15 Schematic of typical measurements made in
TRTS experiments (see text for more details).

If we assume that the thickness of the optically excited region in the sample is
much smaller than the wavelength of the THz radiation (i.e. d << k or nSxd/c << 1)
and that d is much less than the overall sample thickness, then we can use the
thin-film approximation for the amplitude transmission of electromagnetic radia-
tion through a thin conducting film with conductivity r̂r on a semi-infinite insulat-
ing substrate with a refractive index N of [156, 235–239, 295]
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TSðxÞ ¼
ESðxÞ
EiðxÞ

¼ 2
1þ N þ Z0r̂rðxÞd

ð7:14aÞ

where Z0 is the impedance of free space (Z0 = 377X), ES(x) is the Fourier trans-
form of ES(t) and Ei(x) is the incident THz field on the sample [Eq. (7.14a) applies
for normal incidence with the incident THz pulse traveling in vacuum or air]. The
transmission through the unexcited sample with r̂r= 0 is therefore

T0ðxÞ ¼
E0ðxÞ
EiðxÞ

¼ 2
1þ N

ð7:15Þ

so that

TSðxÞ
T0ðxÞ

¼ ESðxÞ
E0ðxÞ

¼ 1þ N
1þ N þ Z0r̂rðxÞd

ð7:16Þ

where any reflections of the THz pulse from the second sample–air interface can-
cel out. The negative differential transmission as a function of frequency is then

�DEðxÞ
E0ðxÞ

¼ Z0r̂rðxÞd
1þ N þ Z0r̂rðxÞd

ð7:17Þ

A fairly simple way to extract the real and imaginary components of the conductiv-
ity r̂r of the photoexcited layer in the sample at a given delay time is to invert Eq.
(7.16) as follows:

E0ðxÞ
ESðxÞ

¼ E0ðxÞ
E0ðxÞ þ DEðxÞ ¼ 1þ Z0r1ðxÞd

1þ N

� �
þ i

Z0r2ðxÞd
1þ N

� �
ð7:18Þ

The real and imaginary components of the Fourier transforms of the THz wave
forms, therefore, can be used to directly find r1 and r2 in the photoexcited layer of
the sample.
If the scan window for the THz wave form has a temporal width tW and a time-

step increment tS between each data point in the wave form, then the correspond-
ing Fourier spectrum (FFT) has a frequency resolution of Df = 1/tW and a
maximum frequency of fMax = 1/(2tS). Time-step increments of 50 fs will give
fMax = 10 THz, which is large enough for typical THz pulses with bandwidths up to
4 THz. A THz scan window width of 10 ps will give a frequency resolution of 100
GHz (Df = 0.1 THz), which is also reasonable. Increasing the window size, of
course, will improve the frequency resolution in the Fourier spectrum, but having
a long scan window for the THz wave forms is problematic if the transient photo-
conductivity in the sample is varying significantly over that time window [304]. In
other words, what happens if the front end of the THz pulse “sees” a different
conductivity than the tail end? This issue has been addressed in the literature
using numerical (finite-difference time domain) or analytical techniques to deter-
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mine the complex conductivity in a photoexcited sample even if the conductivity
changes over the time-scale of the THz pulse [155, 257, 258, 310, 314–317]. Experi-
mentally, this can be accomplished by adding a third delay stage to the TRTS
setup in Fig. 7.13 for the THz source beam. The THz wave form is obtained by
scanning this stage while keeping a fixed delay time between the pump pulse and
the THz sampling pulse. Each point on the THz wave form, therefore, passes
through the sample at the same delay time after the initial photoexcitation of the
sample by the pump pulse [310]. After completing each scan, the delay time be-
tween the pump and sampling pulses is changed so that the conductivity of the
sample as a function of delay time can be determined (also known as a 2-D scan).
Acquiring complete THz wave form scans for a series of delay times after excita-

tion of the sample by the pump pulse can be very time consuming. A simpler and
faster mode of operation in TRTS experiments which provides valuable insight
into carrier relaxation dynamics (but not the frequency-dependent conductivity) is
to sample only the modulation in the peak of the transmitted THz pulse. This
optical pump–THz probe technique, which is used extensively in TRTS measure-
ments, is similar to traditional optical pump–optical probe experiments that moni-
tor the modulation in the transmitted probe pulse intensity as a function of delay
time. Optical pump–THz probe experiments are done by keeping delay stage A of
the TRTS setup in Fig. 7.13 for the THz sampling beam fixed on the peak electric
field component of the THz pulse transmitted through the sample, which is
labeled T0 in Fig. 7.15b. (Note that T0 in Fig. 7.15b is actually T0Ei, but Ei will can-
cel out in the equations given below.) Chopping the pump beam at positive delay
times produces a modulation in the transmitted peak amplitude of the THz pulse,
as indicated by |DT| in Fig. 7.15c. Delay stage B is then scanned, which changes
the relative delay time of the pump pulse with respect to the fixed THz probe
pulse. A plot of –DT versus delay time Dt can be obtained, as shown in Fig. 7.15e,
which is representative of the transient photoconductivity in the photoexcited
sample. The time resolution of this technique is around 0.3–0.5 ps, which is lim-
ited by the sampling response time of the THz detection system. This technique
assumes that the phase shift in ES(t) is small compared with E0(t), so that |DT| is
mainly due to amplitude modulation of the peak of the THz pulse rather than any
temporal shifts of the THz waveform that would mimic amplitude modulation.
The phase shift in the THz pulse will be small if the complex conductivity is
predominantly real. For Drude conductivity, this is satisfied if xs < 1, such that
r̂r » rDC = nel [see Eqs. (7.5) and (7.6)]. The time evolution of this conductivity is
denoted by rDC(Dt) = r(Dt) = r and following Eq. (7.17) we now have for the nega-
tive differential transmission through the photoexcited sample

�DT
T0

¼ Z0rd
1þ N þ Z0rd

¼ 1� 1þ N
1þ N þ Z0rd

ð7:19Þ

The time dependence of the negative differential transmission, therefore, is deter-
mined by the transient photoconductivity induced in the sample. –DT/T0 ranges
from ~0 for very small conductivities to a maximum value of 1 for very high con-
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ductivities, in which case the transmission of the THz pulse is completely blocked
by the photoexcited sample. The time-dependent conductivity of the sample is
then [295]

r ¼ 1þ N
Z0d

� �
�DT

T0

� �
1

1� ð�DT=T0Þ
� �

ð7:20Þ

which for small modulations in the transmitted THz pulse becomes

r »
1þ N
Z0d

� �
�DT

T0

� �
for

DT
T0

				
				 � 1 ð7:21Þ

Therefore

r �� DT
T0

ð7:21aÞ

We see from Eq. (7.21) that the transient photoconductivity induced in the sample
is directly proportional to the negative differential transmission of the THz pulse
through the sample for small modulations (i.e. |DT|/T0 < 20%).
In general, r(Dt) = n(Dt)el(Dt), but often themobility is known and is independent

of time [i.e. l(Dt) = l] so that the time-dependent carrier concentration in a sample
after excitation by a pump pulse can be written from Eq. (7.20) as [294–296, 303]

nðDtÞ ¼ 1þ N
Z0del

� �
�DT

T0

� �
1

1� ð�DT=T0Þ
� �

ð7:22Þ

If the mobility is not known, then Eq. (7.20) or (7.21) can only provide the product
of the carrier concentration and the carrier mobility (nl) from the measured –DT/T0.
Furthermore, the charge generation efficiency, g, may be less than 100% so that n
fi gn. At zero time delay, the maximum conductivity induced in the sample by
the pump pulse is then

rMaxðDt ¼ 0Þ ¼ nel ¼ gnMaxel ¼ g
FPump

hfPumpd
el ð7:23Þ

where FPump is the pump beam fluence illuminating the sample, fPump is the fre-
quency of the pump light, h is Planck’s constant and nMax is the maximum possi-
ble carrier concentration that could be generated by the pump pulse with g = 1.
Assuming small modulations and combining Eqs. (7.21) and (7.23), the maxi-
mum value of |DT|/T0 near Dt = 0 can be used to determine the product of the
charge carrier mobility and charge photogeneration efficiency from the equation
[147–153]
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gl »
hfPumpð1þ NÞ

Z0eFPump

DT
T0

				
				
Max

ð7:24Þ

If g » 1, as in most inorganic semiconductors, Eq. (7.24) can then be used to deter-
mine the carrier mobility directly from the measurement of the differential trans-
mission of the THz pulse at Dt = 0. If g< 1, as is believed to be the case for many
organic semiconductors (as discussed in Section 7.1), then Eq. (7.24) can be used
to find a lower limit for the carrier mobility by letting g = 1. Since the right-hand
side of Eq. (7.24) is a constant value determined from experiment, then the prod-
uct gl must also be constant. Having g< 1 in Eq. (7.24) will result in a larger esti-
mate for the carrier mobility l [147, 148, 153].
It is also worth noting that Eq. (7.24) assumes that all the pump fluence is absorbed

in the sample but does not require any knowledge of the actual optical penetration
depth (as long as it satisfies the thin-film approximation). This is because the trans-
mission of the THz probe pulse is sensitive to the product nd in the sample, which is
the number of carriers per unit area photoexcited by the pump pulse. If the sam-
ple is very thin, however, then Eq. (7.24) can be modified to account for transmis-
sion of the pump pulse through the sample as [148, 149, 151]

gl »
hfPumpð1þ NÞ

Z0e 1� expð�adÞ½ �FPump

DT
T0

				
				
Max

ð7:25Þ

where d is now the sample thickness and a = 1/d, where d is the optical penetra-
tion depth of the pump pulse in the sample. Recently, lower limits for the mobili-
ties of photogenerated charge carriers in pentacene and functionalized pentacene
thin films were reported using Eq. (7.25) [148, 149], which will be discussed
further in Section 7.8.
An example of a TRTS experiment using 400-nm pump pulses on an SI-GaAs

wafer at 10 K is described in Fig. 7.16. Figure 7.16a illustrates how the peak of the
transmitted THz probe pulse is suppressed after excitation by the pump pulse.
The negative differential transmission –DT/T0 represents the transient absorption
of the THz probe pulse passing through the sample, as shown in Fig. 7.16b. The
solid line is a biexponential fit to the decay of the transient signal due to carrier
recombination with s1 = 100 ps and s2 = 340 ps. The inset of Fig. 7.16b zooms in
on the rise time of the transient photoconductivity induced by the 400-nm pump
pulse in the GaAs wafer. The rise time of the transient signal is around 4 ps,
which is due to intervalley scattering from the low-mobility satellite valleys in
GaAs to the high-mobility C valley at the zone center [257, 285, 290]. Pumping
GaAs with 800-nm pulses gives a rise time less than 0.5 ps limited by the time
resolution of the setup. The inset in Fig. 7.16b also shows the temporal position
on the decay curve where a THz scan was taken for sampling the conductivity
(delay time Dt = 20 ps). The THz scans for the unexcited sample, E0(t), the excited
sample, ES(t) and the negative of the difference, –DE(t), are shown in Fig. 7.16c
with corresponding Fourier spectra in Fig. 7.16d. The frequency dependence for
r1 and r2, which was found by inserting the complex Fourier transforms of the
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wave forms shown in Fig. 7.16c into Eq. (7.18), is shown in Fig. 7.16e for low
pump fluence by the open squares and open circles, respectively. The solid lines
are a Drude model fit to the data for both r1 and r2 using just two parameters: the
Drude relaxation time s and the DC conductivity rDC. The Drude model agrees
well with the measured r1 and r2, with s = 545 fs. The corresponding mobility is
14310 cm2V–1 s–1. At higher pump fluences, as shown in Fig. 7.16f, more carrier scat-
tering is expected as seen by the reduction in relaxation time to 326 fs with a corre-
sponding decrease in the carriermobility to 8570 cm2V–1 s–1. A further decrease in car-
rier mobility to 6930 cm2V–1 s–1 can be seen at even higher fluences in Fig. 7.16g with
a good fit to the Drude model. At 250K, but at the same pump fluence as Fig.
7.16g, the Drude relaxation time decreases to about 200 fs (l = 5250 cm2V–1 s–1).
The Drude response observed in the transient photoconductivity of GaAs shown

in the TRTS example in Fig. 7.16 is also seen in other TRTS studies of photoex-
cited GaAs wafers [287] and is close to the generalized Drude model response (see
Section 7.5) also reported for photoexcited GaAs [257]. A Drude response is typi-
cally observed in the transient photoconductivity of many other materials studied
by TRTS such as GaAs quantum wells [256], GaAs with embedded ErAs nanois-
lands [303], bulk single crystals of ZnTe [290], CdTe [290], Al2O3 (sapphire) [254]
and TiO2 (rutile) [292], high-TC superconductor thin films [305], liquid n-hexane
and cyclohexane [312], and pentacene single crystals [153] and thin films [148]. As
discussed in Section 7.5, deviations from Drude-like behavior in the transient
photoconductive response are also observed in TRTS experiments, such as the
generalized Drude model for GaAs [257] and LT-GaAs [258], the Drude–Smith
model for InP nanoparticles [261] and nanocrystalline TiO2 [262], and dispersive
behavior for photoexcited charge carriers in MEH-PPV films [154, 155]. Besides
showing frequency-dependent conductivities, these TRTS experiments often look
at carrier dynamics by showing the time dependence of the differential transmis-
sion –DT/T0 of the peak of the THz pulse through the photoexcited sample, as
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Figure 7.16 Example of TRTS experiment on
a 0.5-mm thick wafer of SI-GaAs mounted on
a 1.5-mm diameter aperture at 10 K in an opti-
cal cryostat and excited by 400-nm, 100-fs
pump pulses. The penetration depth of GaAs
at 400 nm is d = 15 nm and the effective mass
of the electrons is 0.067me. (a) Schematic of
the transient absorption of the THz pulse
with amplitude T0 at negative time delays in
terms of the negative differential transmis-
sion –DT/T0, which is proportional to the tran-
sient photoconductivity in the sample.
(b) Transient photoconductivity at 10 K and a
pump fluence of 2 lJ cm–2. The solid line is a
bi-exponential fit to the decay with s1 = 100 ps
and s2 = 340 ps. The inset shows the rise time

of the signal, which is limited by carrier scat-
tering from the GaAs satellite valleys, and the
temporal location of the THz pulse for the
conductivity analysis shown in (c) to (h).
(c) THz pulse transmitted through the unex-
cited (solid line) and excited (dashed line)
sample 20 ps after the arrival of the pump
pulse. The corresponding Fourier transforms
are shown in (d). The inset in (d) shows the
ratio of the excited to unexcited transforms.
The extracted conductivities for fluences of
0.25, 1 and 2lJ cm–2 are shown in (e), (f) and
(g), respectively. (h) Conductivity at 250K and
2lJ cm–2. The best-fit Drude relaxation times
s and corresponding electron mobilities l are
also given.
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shown in Fig. 7.16b. There are also many other TRTS studies that have focused
solely on this latter method to explore ultrafast carrier dynamics in materials such
as GaAs [285, 286], LT-GaAs [293], RD-SOS [294–296], amorphous Si [296], micro-
crystalline Si [297], proton-bombarded InP [298], self-assembled InGaAs quantum
dots [300–302] and functionalized pentacene single crystals [147]. In some cases,
THz wave forms were acquired at various delay times to demonstrate the absence
of temporal shifts in the peak of the THz pulse [147, 294, 295]. In general, how-
ever, extracting the complex conductivity from the THz wave forms, as shown in
Fig. 7.16e–h, is required in order to better understand the nature of transient
photoconductivity in materials.
Lastly, carrier mobilities in organic semiconductors such as pentacene are typi-

cally much smaller than those in inorganic semiconductors, and so the transient
THz differential transmission signals are expected to be much less in organic
semiconductors compared with what is seen in higher mobility materials such as
GaAs. This is evident from Eq. (7.21), where the negative differential transmission
of the THz pulse is proportional to the transient conductivity, which is larger for
higher carrier mobilities. Nevertheless, TRTS experiments on pentacene and
functionalized pentacene thin films, which are discussed further in the next sec-
tion, have been able to make (non-contact) measurements of carrier mobilities as
low as 0.01 cm2V–1 s–1 [148, 149, 151].

7.8
TRTS Measurements of Transient Photoconductivity in Organic Semiconductors

The first optical pump–terahertz probe measurements of transient photoconduc-
tivity in an organic semiconductor were reported by Hegmann et al. [147] in func-
tionalized pentacene single crystals. The molecular structure of the functionalized
pentacene (FPc) derivative is shown in Fig. 7.17a and is described in more detail
by Anthony and co-workers [318, 319]. Whereas the stacking in pristine pentacene
(Pc) crystals follows a “herringbone” structure [61], the TIPS (triisopropylsilylethy-
nyl) side-groups in FPc force a more “brick-wall-like” packing structure with
enhanced p-overlap between the faces of the pentacene units [318, 319], as shown
in Fig. 7.17b. The stacking in the a–b plane of the crystal can be seen in the crys-
tallographic view down the c-axis in Fig. 7.17c. The view down the a-axis in Fig.
7.17d shows the large separation between the a–b planes along the c-axis due to
the TIPS side-groups. The a–b plane of the crystal, therefore, has a much higher
conductivity than that along the c-axis [318]. The TIPS side-groups also increase
the solubility of the molecules, making it easier to grow large single crystals from
solution [318, 319]. An example of an FPc crystal grown from a saturated THF
solution at 4 �C is shown in Fig. 7.18a [147]. The a–b plane forms the large face of
the crystal with the c-axis along the thickness. Typical crystal dimensions were
around 2 � 4mm on the face with a thickness around 0.5mm. The large crystal
size made it possible to mount the FPc crystals on a 1-mm diameter aperture in
an optical cryostat for TRTS experiments, as shown in Fig. 7.18b. The single-crys-
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tal samples were excited with 800-nm, 100-fs pump pulses from an amplified
Ti:sapphire laser source operating at a repetition rate of 1 kHz. Typical pump flu-
ences were around 2.5mJ cm–2, with photoexcited carrier densities up to 1018 cm–3.
The THz probe pulses were focused through the 1-mm aperture and were able to
pass through the unexcited sample with very little attenuation. The electric field
of the THz pulses was within the a–b plane of the FPc crystal, and so the THz
pulses probed the transient photoconductivity within the a–b plane. The cryostat
windows were made of fused silica, which attenuated the higher frequency com-
ponents of the THz pulse and the 1-mm diameter aperture attenuated the lower
frequency components owing to the larger focal spot size at low frequencies. An
example of a THz pulse from this experiment that was measured after having
passed through the cryostat windows and the FPc single crystal sample mounted
on the 1-mm aperture is shown in Fig. 7.1 [147].
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Figure 7.17 (a) Molecular structure of TIPS
functionalized pentacene (FPc). The TIPS
(triisopropylsilyl) side-groups force stacking
of the molecules into a brick-like pattern in
the a–b plane, as shown schematically in (b)
and in the crystallographic view (c) looking

down the c-axis. (d) Crystallographic view
down the a-axis of the FPc crystal. The crystal
structures shown in (c) and (d) are courtesy
of J. E. Anthony and S. R. Parkin at the Univer-
sity of Kentucky.
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Figure 7.18 (a) Photograph of a TIPS FPc single crystal grown
from solution. The squares are 1 � 1mm. (b) Schematic of a
TIPS FPc sample mounted on a 1-mm diameter aperture in
an optical cryostat for TRTS experiments.

Before presenting the results of these experiments, it is important first to dis-
cuss the optical and electronic properties of TIPS FPc. The first optical absorption
peak of TIPS FPc in solution is at ~645 nm (1.92 eV) [132, 149–151]. When FPc is
made into a solid thin film, the first absorption peak occurs close to 700 nm
(1.77 eV) with an onset for absorption around 750 nm (1.65 eV) [148–151]. For a
thick FPc single crystal, the optical absorption edge occurs at 800 nm (1.55 eV)
[147, 148, 150] and so 800-nm pump pulses could be absorbed in thick single-crys-
tal samples (but not FPc thin films). Steady-state photoconductivity measure-
ments with an onset around 800 nm were also reported for TIPS FPc single crys-
tals [132]. Interestingly, temperature-dependent resistivity measurements give a
bandgap as small as 0.6 eV (kG = 2.1lm) for TIPS FPc [318], and electronic band
structure calculations by Haddon et al. [59] estimate the bandgap at about 0.45 eV
(kG = 2.8lm) along the b-axis. However, the optical absorption for k> 850 nm in
FPc single crystals is small compared with the absorption for k < 800 nm. Other
calculations estimate the energy gap for TIPS FPc to be 1.89 eV (656 nm) [64]. For
comparison (as discussed in Section 7.1), the calculated bandgap for pentacene
single crystals is about 2.2 eV (kG = 564 nm) [61], but the first optical absorption
peak in Pc thin films is at 670 nm (1.85 eV) with an onset near 700 nm (1.77 eV)
[148, 149], which is due to singlet exciton absorption [48, 49, 61]. Recent steady-
state photoconductivity measurements on Pc single crystals have observed a
photocurrent yield of about 3% close to the first optical absorption peak at 1.85 eV,
which was attributed to singlet-to-triplet exciton decay followed by interactions of
triplet excitons with trapped carriers, but the exact origin of the photocurrent yield
below 2.2 eV is not completely understood [131].
Returning to the TRTS experiments on FPc single crystals [147], the modulation

in the transmission of the peak of the THz pulse is then measured as a function
of delay time between the THz probe pulse and the optical pump pulse. According
to Eq. (7.21), the transient photoconductivity in the sample is proportional to the
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negative differential transmission –DT/T0 of the main peak of the THz pulse. Fig-
ure 7.19 shows the transient photoconductivity induced by 800-nm, 100-fs pump
pulses in an FPc single crystal as a function of temperature down to 10K [147].
There was no significant temporal shift in the peak of the THz wave form upon
excitation of the sample by the pump pulse. The transient signals have a fast ini-
tial decay over the first 2–3 ps and then decay more slowly at longer times. The
exact origin of the decay dynamics is not understood. One reason might be fast
carrier relaxation due to carrier trapping in defect states in these solution-grown
samples, but preliminary TRTS measurements on high-purity pentacene and tet-
racene single crystals have shown similar fast decay times [152]. The slow decay
over longer time-scales shows a power-law behavior (see Figs. 7.25 and 7.26),
which is reminiscent of dispersive transport [147, 148, 150]. One of the main fea-
tures of the TRTS results in Fig. 7.19, however, is that the magnitude of the tran-
sient photoconductivity signals increases as the temperature decreases. According
to Eq. (7.24), the carrier mobility is proportional to the peak value of the negative
differential transmission, and so this behavior is interpreted as evidence for band-
like transport in these organic crystals where the mobility increases as the tempera-
ture decreases, as discussed in Section 7.1. Using Eq. (7.24), the lower limit for the
carrier mobility (assuming g = 1) is 1.6 and 0.2 cm2V–1 s–1 at 10 K and room tem-
perature, respectively [147]. If the charge photogeneration efficiency is only 10%
(g = 0.1), as reported in MEH-PPV films [90–92] or in Pc single crystals above
2.5 eV [131], then the corresponding mobilities according to Eq. (7.24) would be
16 and 2 cm2V–1 s–1 at 10 K and room temperature, respectively. For comparison,
room temperature FETmeasurements on evaporated FPc thin films exhibited mo-
bilities up to 0.4 cm2V–1 s–1 [320], and recent FET measurements on solution-
deposited FPc films showed mobilities as high as 0.17 cm2V–1 s–1 [321]. The TRTS
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Figure 7.19 TRTS measurements of transient
photoconductivity in functionalized penta-
cene (TIPS FPc) single crystals as a function
of temperature. 800-nm, 100-fs pump pulses

were used to excite the TIPS crystal. The fast,
0.5-ps rise time of the transient response
(inset) is limited by the time resolution of the
THz pulse setup. Adapted from Ref. [147].
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results, therefore, are consistent with the FET measurements for carrier mobility
in FPc. Furthermore, the rise time of the photoconductive signal is about 0.5 ps,
as shown in the inset of Fig. 7.19, which is limited by the time resolution of the
TRTS setup. The formation of mobile charge carriers in FPc, therefore, is expected
to occur over time-scales shorter than 0.5 ps.
Similar TRTS studies have been performed by Ostroverkhova et al. [148, 149,

151] on polycrystalline, vacuum-deposited Pc and FPc thin films, as shown in Fig.
7.20. In this case, 580-nm (2.1-eV), 100-fs pulses from an optical parametric
amplifier (OPA) were used to excite the films, which ensured that most of the
pump pulse energy was absorbed within the films. As can be seen in Fig. 7.20a,
the magnitude of the room temperature transient signals from the thin-film sam-
ples was typically much less than that observed from FPc single crystals, but both
thin-film and single-crystal samples exhibited the same fast decay over the first
few picoseconds. At first, single exponential decays were reported for the Pc and
FPc thin-film samples [148], but more recent results have shown power-law decays
in the FPc thin-film samples similar to what is seen in FPc single crystals [149].
Transient behavior in the thin film samples that more closely matches that of the
single crystals is indicative of better film quality [149]. Using Eq. (7.25) and the
peak values of the FPc crystal, Pc film and FPc film transient signals in Fig. 7.20a,
the room temperature carrier mobility and charge photogeneration efficiency
products are lg » 0.19, 0.02 and 0.025 cm2V–1 s–1, respectively [148]. In general, Pc
films were found to have room temperature lg products in the range 0.02–
0.04 cm2V–1 s–1, whereas FPc films were in the range of 0.01 to 0.06 cm2V–1 s–1,
depending on the film morphology [149].
Figure 7.20b shows reference [E0(t)] and modulated [–DE(t)] THz wave forms near

Dt = 0 for a Pc thin film excited with 580-nm pump pulses at a fluence of about
1mJ cm–2 [148]. The corresponding complex conductivity was extracted using Eq.
(7.18) and is shown in Fig. 7.20c. The real part of the conductivity (r1) is roughly fre-
quency independent over the range from 0.5 to 2.5THz and the imaginary compo-
nent (r2) is almost zero. This is indicative of a Drude-like response for a highly resis-
tive metal withxs << 1, as shown in Fig. 7.6f. The fact that r2 is not negative and that
r1 >> r2 rules out the possibility that some Lorentz oscillator (i.e. exciton) is responsi-
ble for the observed transient photoconductivity in the sample [148] (see Section 7.5).
The temperature dependence of the lg product from TRTS experiments on a

variety of organic semiconductor single crystals and thin films is shown in Fig.
7.21 [147, 148, 152]. In all cases, band-like transport is observed where the mobil-
ity increases as the temperature decreases. The data shown in Fig. 7.21 also repre-
sent the first measurement of band-like transport in Pc and FPc thin films [148].
The solid line in Fig. 7.21 is a power-law fit to the thin-film data of the form
lg � T –n, where n » 0.32. This is certainly not as large an exponent as n = 2.90
obtained for high-purity naphthalene single crystals [24], but it is consistent with
other TRTS results on Pc single crystals by Thorsmølle et al. [153], where band-
like transport with n = 0.27 was observed (see also Fig. 7.23). However, Ostrover-
khova et al. [148, 152] observe band-like behavior in Pc and FPc single crystals
that seems to follow an exponential temperature dependence given by
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lg = 2.3exp(–T/T*) cm2 V–1 s–1, where T* = 115K (9.9meV) (dashed line in Fig.
7.21). The nature of this exponential behavior in the band-like transport is not
understood, especially since most theoretical models predict power-law behavior,
as discussed in Section 7.1 [49, 51, 56]. There are, however, some theoretical mod-
els in the nearly small molecular polaron picture that predict exponential behavior
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Figure 7.20 (a) TRTS measurements of tran-
sient photoconductivity in pentacene (Pc)
and functionalized pentacene (FPc) thin films
and a FPc single crystal at room temperature
using 580-nm, 100-fs pump pulses at a flu-
ence F » 1mJ cm–2 (note the scale change for
thin films versus single crystals). The THz

wave form transmitted through the unexcited
sample (thick line) and the change in trans-
mission –DE upon excitation of the Pc thin
film sample close to Dt = 0 (thin line) is
shown in (b). (c) Extracted values for the com-
plex conductivity of the Pc thin film sample at
room temperature. Adapted from Ref. [148].
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in the temperature dependence of the effective mass of molecular polarons at low
temperatures of the form m(T) » m(0)exp(T/T0) [49, 51].
According to Fig. 7.21, the room temperature products lg for rubrene (Rub)

and Pc single crystals are at best 0.05 and 0.3 cm2V–1 s–1, respectively. However,
FETmeasurements made on similar rubrene crystals have reported room temper-
ature mobilities as high as 20 cm2V–1 s–1 [42] and SCLC measurements on similar
Pc single crystals have shown mobilities up to 35 cm2V–1 s–1 at room temperature
[38]. The TRTS results for the product lg would therefore suggest that the charge
photogeneration efficiency is g » 0.003 for rubrene and g » 0.008 for Pc, but more
work is needed to understand these results.
Finally, the room temperature productlg as a function of wavelength for FPc single

crystals and Pc and FPc thin films is shown in Fig. 7.22. Approximately wavelength-
independent behavior is observed for all the samples over a broad range of wave-
lengths right up to the onset of optical absorption in each sample [148], which is
inconsistent with the molecular exciton model. Even though wavelength-indepen-
dent photogeneration efficiency has been observed in MEH-PPV films [90–92, 123],
most experiments on organic semiconductors report wavelength-dependent behavior
with a threshold for charge generation above the onset of optical absorption deter-
mined by the exciton binding energy [48, 49, 88] (see also Section 7.1).
TRTS measurements on Pc single crystals by Thorsmølle et al. [153] are shown

in Fig. 7.23. In these experiments, 400-nm, 50-fs pump pulses with fluences up to
0.8mJ cm–2 from an amplified Ti:sapphire laser source were used to produce car-
rier densities up to 1.1 � 1018 cm–3 in the Pc single crystal samples. Fast, sub-pico-
second rise times and decay times are observed in the TRTS transients taken at
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Figure 7.21 Temperature (T) dependence of
the product of charge carrier mobility l and
photogeneration efficiency g in functionalized
pentacene (FPc), pentacene (Pc), rubrene
(Rub) and tetracene (Tc) single crystals and
Pc and FPc thin films. The product lg was
extracted from the peak value of the transient
photoconductivity in the TRTS experiments.
The solid line is a power law fit, lg ~ T –n, to

the thin-film data with n = 0.32. The dashed
line is a single exponential fit to the FPc and
Pc single crystal data of lg = 2.3exp(–T/T*)
cm2 V–1 s–1, where T* = 115 K (9.9meV). The
dotted line is a guide to the eye for the single-
crystal Rub and Tc data, with the high-tem-
perature portion plotted as lg ~ T –1. Adapted
from Ref. [152].
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Figure 7.22 Wavelength dependence of the product of charge
carrier mobility l and photogeneration efficiency g in Pc thin
films, FPc thin films and FPc single crystals. The solid lines
are guides to the eye for a wavelength independent photore-
sponse. Adapted from Ref. [148].

20K, as shown in Fig. 7.23a. The THz wave form scans in Fig. 7.23b reveal
Drude-like behavior in Fig. 7.23c with a nearly frequency-independent r1 and an
approximately zero r2, as observed by Ostroverkhova et al. [148] in polycrystalline
Pc thin films. Figure 7.23d shows band-like transport in the temperature depen-
dence of the carrier mobility that follows a power-law behavior l ~ T –n, where
n » 0.27, which is close to n » 0.32 observed by Ostroverkhova et al. [148] in poly-
crystalline Pc thin films but not in Pc single crystals [152] (Fig. 7.21). The lower
limit for the carrier mobility at 30K was found to be about 0.4 cm2 V–1 s–1, which is
smaller than the product lg of about 1.5 cm2V–1 s–1 obtained in Pc single crystals
at 30K by Ostroverkhova et al. [152], as shown in Fig. 7.21. Thorsmølle et al. con-
cluded that the transient photoconductivity observed in Pc single crystals was due
to primary photoexcitations of mobile charge carriers.
One question that arises is how band-like transport can be observed by TRTS in

polycrystalline Pc (and FPc) thin films that typically show thermally-activated or
(at best) temperature-independent mobility under DC conditions [12, 19, 20]. The
answer lies in the fact that TRTS measurements are non-contact and ultrafast,
which enables the intrinsic properties within the grains of polycrystalline films to
be measured over short time-scales before the carriers have a chance to relax
through recombination or trapping at defect sites. The relaxation dynamics that
follow over longer time-scales can also be probed by TRTS and provide useful
information on carrier dynamics and transport in the system. Steady-state (DC)
conductivity measurements with contacted samples, as shown in Fig. 7.24a, force
current to travel through the grain boundaries between crystallites in the film.
The grain boundaries are full of defect sites which tend to trap carriers and limit
the current flow. As the temperature decreases, thermal excitation out of the traps
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becomes less likely and the conductivity of the film decreases. The nature of the
contacts themselves can be problematic, and so DC conductivity measurements
may end up probing the extrinsic properties of the film. On the other hand, TRTS
measurements can probe the intrinsic conductivity within the individual crystal-
lites, as depicted in Fig. 7.24b, where the high-frequency electric field of the THz
probe pulse essentially “shakes” carriers back and forth within the crystallite
rather than forcing them across the grain boundaries.
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Figure 7.23 (a) TRTS measurements of tran-
sient photoconductivity in pentacene (Pc) sin-
gle crystals excited by 400-nm, 50-fs pump
pulses at a temperature of 20 K and various
fluences. The decay times from single-expo-
nential fits to the transients are shown in the
inset as a function of pump fluence. (b) The
electric field of the THz pulse, E(t), trans-
mitted through the unexcited Pc sample and
the change, –DE(t), in transmission due to
excitation by the pump pulse at 4 K. The inset
shows the Fourier transform of the THz

pulse. (c) Temperature dependence of the
amplitude and decay times of the transient
photoconductivity signals. The frequency
dependence of the real part of the conductiv-
ity induced in the sample is also shown as a
function of temperature. The change in the
imaginary component of the conductivity was
close to zero. (d) Transient carrier mobility as
a function of temperature assuming g = 100%.
The solid line is a fit to the data to l ~ T –n,
where n = 0.27. Reproduced from Ref. [153],
with permission.
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Figure 7.24 Comparison between (a) steady-state (DC) and
(b) THz measurements of the conductivity of polycrystalline
organic semiconductor thin films.

The non-contact nature of TRTS experiments and the resolution-limited rise
time of the TRTS transients observed in both single-crystal and thin-film samples
implies that charge formation can occur in zero external electric field over time-
scales less than 0.4–0.5 ps (see inset of Fig. 7.19 and Refs. [147] and [148]). This
means that electric-field-induced exciton dissociation mechanisms with charge
formation times from 10–100 ps [98, 99, 107, 108] (see Section 7.1) cannot apply.
(The magnitude of the THz pulse electric field at the sample was <103 Vcm–1,
which is far too small to induce any significant dissociation of excitons.) The fact
that the magnitude of the transient photoconductive response increases as the
temperature decreases, as shown in Figs. 7.19, 7.21 and 7.23d disagrees with ther-
mally induced exciton dissociation mechanisms that predict the opposite behavior.
Hot exciton models predict a temperature-independent charge generation effi-
ciency if the excess energy is larger than the thermal energy at higher tempera-
tures, but such behavior is not seen here. Furthermore, the wavelength indepen-
dence of the transient photoconductive response shown in Fig. 7.22 disagrees
with hot exciton models that predict higher exciton dissociation rates at higher
photon energies. The Drude-like response with a frequency-independent r1 and a
nearly zero r2 seen at early times in Pc thin films [148] (Fig. 7.20c) and single crys-
tals [153] (Fig. 7.23c) rules out the possibility that the transient photoconductivity
signal is due to some kind of excitonic contribution. All these results suggest that
mobile charge carriers are one of the primary photoexcitations in organic molecu-
lar crystals such as pentacene and functionalized pentacene and do not necessari-
ly form as a result of some exciton dissociation process associated with the molec-
ular exciton model (see Section 7.1).
Of course, more work is needed to understand the TRTS results. One outstand-

ing issue is the nature of the power-law decay of the form Dt–b observed in the
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transient photoconductivity of FPc single crystals [147–149, 151] and thin films
[148, 149, 151] at all temperatures. An example of this decay with the same power-
law exponent of b = 0.54 over two orders of magnitude in time is shown in Fig.
7.25 for 400-nm pump pulses photoexciting an FPc single crystal at 80K [150].
Another example of transient photoconductivity in an FPc single crystal pumped
with 400-nm pulses at 50K is shown in Fig. 7.26. A power-law decay with b = 0.7
is clearly seen in the inset of Fig. 7.26. The power-law exponent becomes slightly
larger at lower temperatures, starting at b = 0.47 near room temperature and
reaching b = 0.7 at 50K before falling back slightly at 10K [147]. The power-law
decay has been attributed to dispersive carrier transport with a roughly tempera-
ture-independent exponent, similar to what has been observed in polyvinylcarb-
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Figure 7.25 (a) Long-time scan of transient
photoconductivity in a TIPS FPc single crystal
excited by 400-nm pump pulses at 80 K.
(b) Closer look at early time-scales. The
dashed line shows a simple power-law decay

of –DT ~ t–0.54. (c) Log–log plot of the same
data showing a power-law decay over two
orders of magnitude in time. Adapted from
Ref. [150].
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azole [322], polyacetylene [323] and C60 thin films [45], owing to non-activated tun-
neling between isoenergetic sites [51, 324].
To examine this further, a THz pulse scan is taken 6 ps after photoexcitation by

the pump pulse, as shown by the THz wave form in Fig. 7.26, which is well into
the power-law decay region where the transient photoconductivity does not
change significantly over the duration of the THz pulse. The frequency-dependent
conductivities r1 and r2 extracted from the THz wave forms at this delay time are
given in Fig. 7.27a. The dashed lines are guides to the eye showing an almost line-
ar dependence extrapolating to zero for both a positive-valued r1 and a negative-
valued r2, which is obviously non-Drude-like. We now try to fit this data using
some of the models presented in Section 7.5. Since dispersive carrier motion in
disordered materials is related to carrier localization effects and considering the
low-frequency behavior of the data, the first choice is the Drude–Smith model
which is given in Eq. (7.12) and plotted in Fig. 7.8d–f for c-parameters from 0 (Drude
model) to –1 (complete carrier localization). From the pump laser fluence, the
absorbed excitation density is 1.2 � 1019 cm–3, and if we assume g = 1 we then have a
maximumphotoexcited charge carrier density of 1.4 � 1018 cm–3 at a delay time of 6 ps
(assuming n � –DT), which leaves s,m and c as fitting parameters. The best attempt
of a Drude–Smith fit to the data is shown in Fig. 7.27b with s= 31 fs, m= 3.7me and
c = –0.94, which is very close to localized behavior. (The frequency range up to 8THz
is plotted to show what the model does at higher frequencies.) Even though the fit
may be acceptable for r1, it does not seem to simultaneously fit the r2 data. If the
power-law decay in the transient photoconductivity is due to polarization of excitons,
then it might be possible to fit the data to a Lorentz oscillator which also gives a posi-
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Figure 7.26 TRTS measurement of transient
photoconductivity in a TIPS FPc single crystal
at 50 K. The sample was excited with 400-nm
pumppulses at a fluence of about 0.6mJ cm–2.
The sample was about 200lmthick,much
larger than the optical penetration depth at
400 nmof~1lm. The corresponding initial
photoexcited carrier density, assuming g = 1,

would be 1.2 � 1019 cm–3. The THz waveform
indicates where the conductivity of the sam-
ple was measured at a 6 ps delay time after
the peak of the transient response. If the tran-
sient decay corresponds to a reduction in car-
rier density, then at 6 ps delay time n » 1.4 �
1018 cm–3. The inset shows a power-law decay
of the transient photoconductivity of t–0.7.
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tive r1 and negative r2 at low frequencies. Figure 7.27c and d show fits of the data to
Lorentz oscillators with center frequencies (and damping times) of 24.2THz (10 fs)
and 6.1THz (4 fs), respectively. The only way to make the Lorentz model come close
to fitting the data is to use rather unrealistic damping times of a few femtoseconds
in order to increase r1 compared with r2 which, if these were excitons, would be
very short-lived. Other models can also be examined, including combinations of
models, but Figs 7.26 and 7.27 have been included in this chapter to serve as an
example of how difficult the modeling process can become with significant devia-
tions from Drude-like behavior.
Deviations from Drude-like behavior have recently been observed in TRTS

experiments by Hendry et al. [154, 155] studying transient photoconductivity in
MEH-PPV films and solutions. As described in Fig. 7.28a, these experiments used
400-nm, 150-fs pump pulses to excite ~20-lm thick MEH-PPV polymer films on
quartz substrates at 30K. The absorbed excitation density was about 8 � 1020 cm–3,
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Figure 7.27 (a) TRTS measurement of the
real (r1, solid squares) and imaginary (r2,
open circles) components of the complex
conductivity of a TIPS FPc single crystal 6 ps
after photoexcitation with 400-nm pump
pulses at 50 K (see Fig. 7.26). The dashed
lines are guides to the eye showing an almost
linear frequency dependence for both compo-
nents. (b) Attempt to fit r1 of the experimen-
tal (exp) data with a Drude–Smith (DS)

model with c = –0.94, s = 31 fs, m = 3.7me and
a photoexcited carrier density of n = 1.40 �
1018 cm–3. (c) Comparison of the data with a
Lorentz oscillator (LO1) with fL = 24.2 THz
(100meV) and sL = 10 fs (1/2psL = 15.9 THz or
66meV). (d) Attempt to fit r1 of the data with
a Lorentz oscillator (LO2) with fL = 6.1 THz
(25.2meV) and sL = 4 fs (1/2psL = 40 THz or
165meV).
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but only a small fraction of this absorbed excitation density was turned into
mobile charge carriers [154, 155]. A fast initial decay with a time constant of 0.9 ps
is seen in Fig. 7.28b, and a slower decay with a time constant around 200 ps is
shown in Fig. 7.28c. (The rise time of the transient signal is 0.3 ps, limited by the
time resolution of the setup.) The frequency-dependent conductivity measured
0.5 ps after photoexcitation is shown in Fig. 7.29a and does not exhibit a Drude-
like response. The solid and dashed lines in Fig. 7.29a are fits to the data for r1

and r2, respectively, according to a dispersive free charge transport model
described by Grozema et al. [144], in which torsional disorder along the polymer
backbones introduces carrier localization. The model seems to describe complete-
ly the conductivity data at this early time assuming the free carrier density is 3.2 �
1015 cm–3, which is ~105 times less than the initial photoexcited density (g » 10–5).
The model, however, overestimates the mobility along the polymer chains by not
taking into account other disorder-inducing effects such as conjugation breaks
along the chains, and so the upper limit for the charge photogeneration efficiency
becomes g » 10–2. At later times, as shown in Fig. 7.29b for a delay time of 10 ps
after the initial photoexcitation, the conductivity is almost purely imaginary and
can be described by dielectric polarization of excitons, as described by Eq. (7.8) in
Section 7.5 and the dashed line fit to r2 in Fig. 7.29b. Adding PCBM as an electron
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Figure 7.28 (a) TRTS measurements of tran-
sient conductivity in MEH-PPV thin films
excited with 400-nm, 150-fs pump pulses at a
temperature of 30 K. The films were ~20 lm
thick on quartz substrates. (b) A fast initial
exponential decay with a time constant of

0.9 ps is observed, followed by a much slower
exponential decay (c) with a time constant of
about 200 ps. The absorbed pump density is
~8 � 1020 cm–3 within an optical penetration
depth of ~100 nm. Reproduced from Ref.
[154], with permission.
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scavenger in the MEH-PPV films resulted in a conductivity at a delay time of
10 ps that looked very similar in form to that obtained at 0.5 ps for the pristine
MEH-PPV films, which confirmed that the conductivity data at 0.5 ps were due to
cooled charge carriers. The initial photogeneration of charge carriers with an
upper limit for the photogeneration efficiency of g = 10–2 was attributed to hot-
exciton dissociation since the transient signals for free charge carriers were twice
as large at pump wavelengths of 266 nm compared with 400 nm. The origin of the
fast conductivity decay is not exactly known, but it may be due to charge carrier
recombination or trapping at defect sites along the chain. Most of the initial
photoexcited density (~99%) is in the form of excitons which take a few picosec-
onds to migrate along the chains to find the lowest energy (and therefore most
polarizable) sites. In another TRTS study by Hendry et al. [155], the charge photo-
generation efficiency for MEH-PPV in solution (g » 10–5) was 100 times less than
in solid films (g » 10–3). This was attributed to enhanced hot-exciton dissociation
in solid films due to the proximity of neighboring chains.
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Figure 7.29 (a) TRTS measurement of the
complex conductivity of an MEH-PPV film
0.5 ps after photoexcitation with 400-nm,
150-fs pump pulses at 30 K (see Fig. 7.28).
The lines are fits to the data according to a
dispersive free charge transport model. Com-
parison of the model with the data suggests
that the free charge density is about
3.2 � 1015 cm–3 for an absorbed pump density

of ~8 � 1020 cm–3, corresponding to low quan-
tum efficiencies for free carriers. (b) Complex
conductivity measured 10 ps after the initial
excitation. The dashed line is a fit to r2 of the
data using a Lorentz oscillator model due to
excitons with a binding energy of 0.8 eV
(19.4 THz). Reproduced from Ref. [154], with
permission.
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7.9
Conclusion

Understanding the nature of photoexcitations and carrier transport in organic
semiconductors is not only of fundamental interest but is also vital for the devel-
opment of applications in organic electronics and photonics. Mechanisms for
charge carrier photogeneration and transport are some of the central issues being
studied. Terahertz pulses are sensitive to the conductivity in a material and tera-
hertz time-domain spectroscopy (THz-TDS) has been used to study the nature of
conduction in conducting polymers and carbon nanotubes. Time-resolved tera-
hertz spectroscopy (TRTS) is an ultrafast, non-contact technique that can be used
to probe both the real and imaginary components of the transient photoconductiv-
ity in materials with sub-picosecond time resolution. TRTS has been used to study
transient photoconductivity in organic molecular crystals, such as pentacene and
functionalized pentacene single crystals and thin films, and semiconducting poly-
mers. TRTS is a powerful research tool for probing organic semiconductors.
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M. Khazan, S. Schnull, I. Wilke, J. Appl.
Phys. 90, 1303 (2001).

176 M. C. Beard, G. M. Turner,
C. A. Schmuttenmaer, J. Am. Chem.
Soc. 122, 11541 (2000).

177 M. C. Beard, G. M. Turner,
C. A. Schmuttenmaer, J. Phys. Chem. A
106, 878 (2002).

178 C. Soci, D. Moses, Synth. Met. 139, 815
(2003).

179 E. Hendry, M. Koeberg, J. M. Schins,
L. D. A. Siebbeles, M. Bonn, Phys. Rev.
B 70, 033202 (2004).

180 Q. Wu, M. Litz, X.-C. Zhang, Appl. Phys.
Lett. 68, 2924 (1996).

181 Z. G. Lu, P. Campbell, X. C. Zhang,
Appl. Phys. Lett. 71, 593 (1997).

182 Q. Wu, X.-C. Zhang, Appl. Phys. Lett. 71,
1285 (1997).

183 G. Gallot, D. Grischkowsky, J. Opt. Soc.
Am. B 16, 1204 (1999).

184 P. C. M. Planken, H.-K. Nienhuys,
H. J. Bakker, T. Wenckebach, J. Opt. Soc.
Am. B 18, 313 (2001).

185 N. C. J. van der Valk, T. Wenckebach,
P. C. M. Planken, J. Opt. Soc. Am. B 21,
622 (2004).

186 M. Nagai, K. Tanaka, H. Ohtake,
T. Bessho, T. Sugiura, T. Hirosumi,
M. Yoshida, Appl. Phys. Lett. 85, 3974
(2004).

187 P. Y. Han, M. Tani, F. Pan, X.-C. Zhang,
Opt. Lett. 25, 675 (2000).

188 S.-G. Park, M. R. Melloch, A. M. Weiner,
Appl. Phys. Lett. 73, 3184 (1998).

189 J. N. Heyman, P. Neocleous, D. Hebert,
P. A. Crowell, T. M�ller, K. Unterrainer,
Phys. Rev. B 64, 085202 (2001).

190 J. F. Holzman, A. Y. Elezzabi, Appl.
Phys. Lett. 83, 2967 (2003).

191 M. Reid, I. Cravetchi, R. Fedosejevs,
I. M. Tiginyanu, L. Sirbu, R. W. Boyd,
Phys. Rev. B 71, 081306(R) (2005).

192 J. Ahn, A. V. Efimov, R. D. Averitt,
A. J. Taylor, Opt. Express 11, 2486 (2003).

193 M. Walther, G. S. Chambers, Z. Liu,
M. R. Freeman, F. A. Hegmann, J. Opt.
Soc. Am. B, in press.

194 K. Wang, D. M. Mittleman, Nature 432,
376 (2004).

195 T.-I. Jeon, J. Zhang, D. Grischkowsky,
Appl. Phys. Lett. 86, 161904 (2005).



References 425

196 D. Qu, D. Grischkowsky, W. Zhang,
Opt. Lett. 29, 896 (2004).

197 H.-T. Chen, R. Kersting, G. C. Cho,
Appl. Phys. Lett. 83, 3009 (2003).

198 K. Wang, D. Mittleman, N. C. J. van der
Valk, P. C. M. Planken, Appl. Phys. Lett.
85, 2715 (2004).

199 P. C. M. Planken, N. C. J. van der Valk,
Opt. Lett. 29, 2306 (2004).

200 P. Y. Han, M. Tani, M. Usami, S. Kono,
R. Kersting, X.-C. Zhang, J. Appl. Phys.
89, 2357 (2001).

201 M. Walther, B. Fischer, M. Schall,
H. Helm, P. Uhd Jepsen, Chem. Phys.
Lett. 332, 389 (2000).

202 M.B. Johnston, L.M.Herz, A. L. T. Khan,
A. Kohler, A. G. Davies, E. H. Linfield,
Chem. Phys. Lett. 377, 256 (2003).

203 S. Krishnamurthy, M. T. Reiten,
S. A. Harmon, R. A. Cheville, Appl.
Phys. Lett. 79, 875 (2001).

204 N. Nagai, R. Fukasawa, Chem. Phys. Lett.
388, 479 (2004).

205 M. Walther, K. Jensby, S. Keiding,
H. Takahashi, H. Ito, Opt. Lett. 25, 911
(2000).

206 J. Han, H. Xu, Z. Zhu, X. Yu, W. Li,
Chem. Phys. Lett. 392, 348 (2004).

207 M. Brucherseifer, M. Nagel, P. Haring
Bolivar, H. Kurz, A. Bosserhoff,
R. B�ttner, Appl. Phys. Lett. 77, 4049
(2000).

208 A. G.Markelz, A. Roitberg, E. J. Heilweil,
Chem. Phys. Lett. 320, 42 (2000).

209 B. M. Fischer, M. Walther,
P. Uhd Jepsen, Phys. Med. Biol. 47, 3807
(2002).

210 T. R. Globus, D. L. Woolard,
T. Khromova, T. W. Crowe,
M. Bykhovskaia, B. L. Gelmont,
J. Hesler, A. C. Samuels, J. Biol. Phys.
29, 89 (2003).

211 P. Y. Han, G. C. Cho, X.-C. Zhang, Appl.
Phys. Lett. 25, 242 (2000).

212 A. Markelz, S. Whitmire, J. Hillebrecht,
R. Birge, Phys. Med. Biol. 47, 3797
(2002).

213 M. Walther, B. M. Fischer,
P. Uhd Jepsen, Chem. Phys. 288, 261
(2003).

214 Y. C. Shen, P. C. Upadhya, E. H. Linfield,
A. G. Davies, Appl. Phys. Lett. 82, 2350
(2003).

215 C. J. Strachen, T. Rades, D. A. Newnham,
K. C. Gordon, M. Pepper, P. F. Taday,
Chem. Phys. Lett. 390, 20 (2004).

216 F. Huang, B. Schulkin, H. Altan,
J. F. Federici, D. Gary, R. Barat,
D. Zimdars, M. Chen, D. B. Tanner,
Appl. Phys. Lett. 85, 5535 (2004).

217 D. J. Funk, F. Calgaro, R. D. Averitt,
M. L. T. Asaki, A. J. Taylor, Appl.
Spectrosc. 58, 428 (2004); J. Barber,
D. E. Hooks, D. J. Funk, R. D. Averitt,
A. J. Taylor, D. Babikov, J. Phys. Chem. A
109, 3501 (2005).

218 For a classic text on optical properties,
see F. Wooten, Optical Properties of Sol-
ids, Academic Press, San Diego, CA,
1972.

219 For a more recent, extensive text on
optical properties, see M. Dressel,
G. Gr�ner, Electrodynamics of Solids:
Optical Properties of Electrons in Matter,
Cambridge University Press, Cam-
bridge, 2002.

220 For an excellent introductory text, see
M. Fox, Optical Properties of Solids,
Oxford University Press, Oxford, 2001.

221 B. N. Flanders, R. A. Cheville,
D. Grischkowsky, N. F. Scherer, J. Phys.
Chem. 100, 11824 (1996).

222 C. Rønne, P.-O. 	strand, S. Keiding,
Phys. Rev. Lett. 82, 2888 (1999).

223 J. T. Kindt, C. A. Schmuttenmaer,
J. Phys. Chem. 100, 10373 (1996).

224 D. S. Venables, C. A. Schmuttenmaer,
J. Chem. Phys. 108, 4935 (1998).

225 M. L. T. Asaki, A. Redondo,
T. A. Zawodzinski, A. J. Taylor, J. Chem.
Phys. 116, 10377 (2002).

226 B. L. Yu, F. Zeng, Q. Xing, R. R. Alfano,
Appl. Phys. Lett. 82, 4633 (2003).

227 B. L. Yu, Y. Yang, F. Zeng, X. Xin,
R. R. Alfano, Appl. Phys. Lett. 86, 061912
(2005).

228 J. E. Boyd, A. Briskman, V. L. Colvin,
D. M. Mittleman, Phys. Rev. Lett. 87,
147401 (2001).

229 T.-I. Jeon, D. Grischkowsky, Phys. Rev.
Lett. 78, 1106 (1997).

230 S. Nashima, O. Morikawa, K. Takata,
M. Hangyo, J. Appl. Phys. 90, 837 (2001).

231 J. Dai, J. Zhang, W. Zhang,
D. Grischkowsky, J. Opt. Soc. Am. B 21,
1379 (2004).



7 Probing Organic Semiconductors with Terahertz Pulses426

232 N. Katzenellenbogen, D. Grischkowsky,
Appl. Phys. Lett. 61, 840 (1992).

233 P. G. Huggard, J. A. Cluff, G. P. Moore,
C. J. Shaw, S. R. Andrews, S. R. Keiding,
E. H. Linfield, D. A. Ritchie, J. Appl.
Phys. 87, 2382 (2000).

234 D. M. Mittleman, J. Cunningham,
M. C. Nuss, M. Geva, Appl. Phys. Lett.
71, 16 (1997).

235 M. C. Nuss, K. W. Goossen, J. P. Gordon,
P. M. Mankiewich, M. L. O’Malley,
M. Bhushan, J. Appl. Phys. 70, 2238
(1991).

236 R. A. Kaindl, M. A. Carnahan,
J. Orenstein, D. S. Chemla,
H. M. Christen, H.-Y. Zhai,
M. Paranthaman, D. H. Lowndes, Phys.
Rev. Lett. 88, 027003 (2002).

237 S. D. Brorson, R. Buhleier, I. E. Trofinov,
J. O. White, Ch. Ludwig, F. F. Balakirev,
H.-U. Habermeier, J. Kuhl, J. Opt. Soc.
Am. B 13, 1979 (1996).

238 F. Gao, L. Carr, C. D. Porter,
D. B. Tanner, G. P. Williams,
C. J. Hirschmugl, B. Dutta, X. D. Wu,
S. Etemad, Phys. Rev. B 54, 700 (1996).

239 J. Corson, R. Mallozzi, J. Orenstein,
J. N. Eckstein, I. Bozovic, Nature 398,
221 (1999).

240 V. K. Thorsmølle, R. D. Averitt,
M. P. Haley, L. N. Bulaevskii, C. Helm,
A. J. Taylor, Opt. Lett. 26, 1292 (2001).

241 V. K. Thorsmølle, R. D. Averitt,
M. P. Haley, M. F. Hundley,
A. E. Koshelev, L. N. Bulaevskii,
A. J. Taylor, Phys. Rev. B 66, 012519
(2002).

242 V. K. Thorsmølle, R. D. Averitt,
M. P. Haley, L. N. Bulaevskii, C. Helm,
A. J. Taylor, Physica B 312–313, 84
(2002).

243 J. S. Dodge, C. P. Weber, J. Corson,
J. Orenstein, Z. Schlesinger, J. W. Reiner,
M. R. Beasley, Phys. Rev. Lett. 85, 4932
(2000).

244 H. Harimochi, J. Kitagawa, M. Ishizaka,
Y. Kadoya, M. Yamanishi, S. Matsuishi,
H. Hosono, Phys. Rev. B 70, 193104
(2004).

245 T.-I. Jeon, D. Grischkowsky,
A. K. Mukherjee, R. Menon, Appl. Phys.
Lett. 77, 2452 (2000).

246 T.-I. Jeon, D. Grischkowsky,
A. K. Mukherjee, R. Menon, Appl. Phys.

Lett. 79, 4142 (2001); Erratum: Appl.
Phys. Lett. 81, 2902 (2002).

247 T.-I. Jeon, D. Grischkowsky,
A. K. Mukherjee, R. Menon, Synth. Met.
135, 451 (2003).

248 T.-I. Jeon, K.-J. Kim, A. K. Mukherjee,
R. Menon, Synth. Met. 150, 53 (2005).

249 T.-I. Jeon, K.-J. Kim, C. Kang, S.-J. Oh,
J.-H. Son, K. H. An, D. J. Bae, Y. H. Lee,
Appl. Phys. Lett. 80, 3403 (2002).

250 T.-I. Jeon, K.-J. Kim, C. Kang,
I. H. Maeng, J.-H. Son, K. H. An,
J. Y. Lee, Y. H. Lee, J. Appl. Phys. 95,
5736 (2004).

251 N. W. Ashcroft, N. D. Mermin, Solid
State Physics, Saunders College, Phila-
delphia, 1976.

252 G. Burns, Solid State Physics, Academic
Press, Boston, 1985.

253 H. R. Philipp, Phys. Rev. B 16, 2896
(1977).

254 J. Shan, F. Wang, E. Knoesel, M. Bonn,
T. Heinz, Phys. Rev. Lett. 90, 247401
(2003).

255 A. V. Puchkov, T. Timusk, W. D. Mosley,
R. N. Shelton, Phys. Rev. B 50, 4144
(1994).

256 R. A. Kaindl, M. A. Carnahan,
D. H�gele, R. L�venich, D. S. Chemla,
Nature 423, 734 (2003).

257 M. C. Beard, G. M. Turner,
C. A. Schmuttenmaer, Phys. Rev. B 62,
15764 (2000).

258 M.C. Beard, G.M. Turner,
C.A. Schmuttenmaer, J. Appl. Phys. 90,
5915 (2001).

259 N. V. Smith, Phys. Rev. B 64, 155106
(2001).

260 N. V. Smith, Phys. Rev. B 68, 132406
(2003).

261 M. C. Beard, G. M. Turner, J. E. Murphy,
O. I. Micic, M. C. Hanna, A. J. Nozik,
C. S. Schmuttenmaer, Nano Lett. 3,
1695 (2003).

262 G. M. Turner, M. C. Beard,
C. A. Schmuttenmaer, J. Phys. Chem. B
106, 11716 (2002)

263 K. Lee, R. Menon, C. O. Yoon,
A. J. Heeger, Phys. Rev. B 52, 4779
(1995).

264 K. Lee, A. J. Heeger, Phys. Rev. B 68,
035201 (2003).



References 427

265 T. C. Choy, Effective Medium Theory:
Principles and Applications, Clarendon
Press, Oxford, 1999.

266 M. C. Beard, G. M. Turner,
C. A. Schmuttenmaer, Nano Lett. 2, 983
(2002).

267 H. Altan, F. Huang, J. F. Federici,
A. Lan, H. Grebel, J. Appl. Phys. 96,
6685 (2004).

268 S. Labb�-Lavigne, S. Barret, F. Garet,
L. Duvillaret, J.-L. Coutaz, J. Appl. Phys.
83, 6007 (1998).

269 J. Han, Z. Zhu, Z. Wang, W. Zhang,
L. Yu, L. Sun, T. Wang, F. He, L. Liao,
Phys. Lett. A 310, 457 (2003).

270 A. B. Kaiser, Rep. Prog. Phys. 64, 1
(2001).

271 R. Farchioni, G. Grosso (Editors),
Organic Electronic Materials: Conjugated
Polymers and Low Molecular Weight
Organic Solids, Springer, Berlin, 2001.

272 P. Chandrasekhar, Conducting Polymers,
Fundamentals and Applications: a Practi-
cal Approach, Kluwer, Dordrecht, 1999.

273 A. J. Heeger, Rev. Mod. Phys. 73, 681
(2001); see also C. K. Chiang,
C. R. Fincher, Jr., Y. W. Park,
A. J. Heeger, H. Shirakawa, E. J. Louis,
S. C. Gua, A. G. MacDairmid, Phys. Rev.
Lett. 39, 1098 (1977).

274 J. L. Br�das, G. B. Street, Acc. Chem.
Res. 18, 309 (1985).

275 A. J. Heeger, S. Kivelson, J. R. Schrieffer,
W.-P. Su, Rev. Mod. Phys. 60, 781 (1988).

276 R. S. Kohlman, J. Joo, Y. Z. Wang,
J. P. Pouget, H. Kaneko, T. Ishiguro,
A. J. Epstein, Phys. Rev. Lett. 74, 773
(1995).

277 B. Chapman, R. G. Buckley, N. T. Kemp,
A. B. Kaiser, D. Beaglehole, H. J. Trodahl,
Phys. Rev. B 60, 13479 (1999).

278 J. Joo, S. M. Long, J. P. Pouget, E. J. Oh,
A. G. MacDiarmid, A. J. Epstein, Phys.
Rev. B 57, 9567 (1998).

279 V. N. Prigodin, A. N. Samukhin,
A. J. Epstein, Synth. Met. 141, 155
(2004).

280 R. S. Kohlman, J. Joo, Y. G. Min,
A. G. MacDiarmid, A. J. Epstein, Phys.
Rev. Lett. 77, 2766 (1996).

281 A. J. Heeger, J. Supercond. 14, 261
(2001).

282 G. Tzamalis, N. A. Zaidi, C. C. Homes,
A. P. Monkman, Phys. Rev. B 66, 085202
(2002).

283 I. G. Romijin, H. J. Hupkes,
H. C. F. Martens, H. B. Brom,
A. K. Mukherjee, R. Menon, Phys. Rev.
Lett. 90, 176602 (2003).

284 H. C. F. Martens, H. B. Brom, Phys. Rev.
B 70, 241201(R) (2004).

285 M. C. Nuss, D. H. Auston, F. Capasso,
Phys. Rev. Lett. 58, 2355 (1987).

286 B. I. Greene, J. F. Federici, D. R. Dykaar,
A. F. J. Levi, L. Pfeiffer, Opt. Lett. 16, 48
(1991); P. N. Saeta, J. F. Federici,
B. I. Greene, D. R. Dykaar, Appl. Phys.
Lett. 60, 1477 (1992).

287 M. Schall, P. U. Jepsen, Opt. Lett. 25, 13
(2000)

288 R. Huber, F. Tauser, A. Brodschelm,
M. Bichler, G. Abstreiter,
A. Leitenstorfer, Nature 414, 286 (2001).

289 F. Kadlec, H. Němec, P. Kužel, Phys.
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8
Strong Exciton Polaritons in Anisotropic Crystals: Macroscopic
Polarization and Exciton Properties
Gerhard Weiser

8.1
Introduction

Linear optical spectroscopy is a convenient and successful tool to derive the elec-
tronic structure of matter. The interaction of electrons with light is commonly
considered as weak perturbation where the interaction H1 ¼~llfg �~EE of radiation
field and transition dipole ~llfg ¼ f e~rrj jgh i induces transitions between the ground
state gj i and excited state fj i of the system. The transition probability and absorp-
tion constant obey Fermi’s golden rule, being linear in the intensity of light, the
density of states and the square of the transition dipole moment lfg. Absorption
peaks are attributed to the gap between the ground and excited states and the line-
width provides information on energy dissipation and structural inhomogeneity.
The transition dipole reflects a change of the charge distribution and accounting
for the different potential of ground and excited state leads to the concept of exci-
tons. Two different descriptions emerged for delocalized and localized states. The
Wannier model uses a local positive charge, the hole, to represent the electron
removed from a homogeneous charge distribution in the ground state [1]. The local
Coulomb potential introduces a hydrogen-like series of bound states below the gap to
the free electron continuum and shifts oscillator strength from unbound states to
bound states and to the lower range of unbound states [2]. The concept of Wannier
excitons works well in high-mobility semiconductors where large spatial overlap of
bonding and antibonding states createswide energy bands. It is inappropriate formo-
lecular solids where orbitals of differentmolecules overlapmuch less.With negligible
hybridization of molecular orbitals electrons remain localized to the constituent mol-
ecules and the excited state is a Frenkel exciton with electron and hole residing on the
same molecule [3]. The calculation of its properties turns out to be a veritable many-
body problem in p-conjugatedmolecules since the p-electrons are resonant in energy
and share a common but relatively small volume.
Although the electrons and holes are localized to a single molecule, Frenkel

excitons interact in solids via their dipole moments. The dipole field of the mole-
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Figure 8.1 Molar absorption of 1,5-bis(dimethylamino)penta-
methinium perchlorate (BDP) in aqueous solution and reflec-
tance spectra of a single crystal at room temperature [5] and
at low temperature [6]. The shaded spectrum is a BDP spec-
trum in isobutanol–isopentane glass.

cules in a unit cell splits the molecular exciton into a multiplet. Polarization and
strength of these Davydov components derive from superposition of the molecu-
lar dipoles and depend on the aggregation of the molecules while level splitting
measures the strength of dipole–dipole interaction [4]. The superposition of mo-
lecular dipoles works well for excitons of weak or moderate oscillator strength but
fails for strong transitions of p-conjugated bonds. Owing to their confinement to
the small volume of conjugated bonds the p-electrons are strongly correlated and
respond to light collectively, similar as the free-electron plasma in metals. A single
exciton inherits much of the oscillator strength of p-p* transitions and solution
spectra show a strong absorption band, which often is separated from other
absorption bands.
In the solid state the exciton dipoles add up to a macroscopic polarization,

which, increasing with the density of molecules, has a significant effect on the
optical spectra. The earliest example reported is the reflectivity of the cationic dye
BDP [1,5-bis(dimethylamino)pentamethinium perchlorate] [5,6], shown in Fig.
8.1. A more than 1 eV wide band of high reflectivity, dubbed “metallic”, is ob-
served in polarized light that does not narrow at low temperature and is absent for
orthogonal polarization of light. The spectrum of the single crystal is much
broader than the absorption spectra of molecules dissolved in water or in isobuta-
nol–isopentane glass at 77K, which, except for the smaller linewidth at low tem-
peratures, are similar. Such a striking difference in the spectral width in crystals
and in solution was unexpected and in obvious contrast to the presumed insensi-
tivity of molecular states to condensation. Attempts to explain the wide band of
high reflectivity as the dielectric response of a free electron gas failed, but model-

8 Strong Exciton Polaritons in Anisotropic Crystals430



ing the spectrum as response of a strong exciton was as unsatisfactory. Linewidth
broadening washed out the sharp edges of the reflectance band and reduced its
height rapidly. Increasing use of reflectance spectroscopy revealed that such spec-
tra are common for single crystals of conjugated molecules with strong excitons
and some examples have been extensively studied: cationic dyes [7, 8], neutral
molecules such as TCNQ [9, 10], and in the case of perylene different crystal struc-
tures resulted in distinctly different spectra [11]. Kramers–Kronig analysis found
the “metallic” reflectivity to be related to a strong and fairly narrow absorption
band at its low-energy edge. However, different faces of the same crystal had very
different reflectance spectra, sometimes even different color and Kramers–Kronig
transformation produced absorption bands of different shape and peak position.
All these striking properties arise from the macroscopic polarization, which is

an inherent part of excitons in solids, missed if the interaction of excitons and
light is treated as perturbation. The optical spectra of solids derive from polari-
tons, composite particles of excitons and photons, and their difference from exci-
tons cannot be neglected in the case of strong excitons. Soon after the polariton
emerged as a valuable concept extensive reviews appeared on exciton polaritons in
semiconductors [12], phonon polaritons [13, 14] and on the closely related surface
polaritons [15], but none of these included the striking optical properties of single
crystals of p-conjugated molecules.
Section 8.2 reviews the relation of excited electrons to harmonic oscillators, that

of excitons and polaritons and to the dielectric response theory. Section 8.3
employs dielectric response theory to derive the fundamental properties of polari-
tons and to reveal the fundamental difference encountered in the evaluation of
spectra of isotropic and anisotropic solids. Section 8.4 compares experimental
data with polariton theory. Spectra of naphthalene are shown as an example of
non-classical absorption, demonstrating the role of scattering in optical absorp-
tion. The dielectric theory is then applied to extract the properties of excitons from
polariton spectra of increasing complexity. It will be shown that polaritons are
also responsible for the loss of fine structure in the spectra of nanocrystalline
films of p-conjugated molecules. Electroabsorption spectra of polaritons in oligo-
thiophenes show that nonlinear spectroscopy recovers part of the spectral fine
structure, which is not apparent in absorption spectra. Section 8.5 summarizes
the deviations that are caused in spectra by polariton effects.
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8.2
Interaction of Light and Matter: Excitons and Polaritons

8.2.1
Quantum Mechanics of Electrons Interacting with Light

8.2.1.1 Excited Electrons and Harmonic Oscillators

Absorption is an obvious result of the interaction of light and matter but the
prime response of electrons is a coherent polarization ~PP induced by the electric
field of light:

¶2~PP
¶t2

þ x2
0
~PP ¼ b~EEðtÞ ð8:1Þ

The equation of motion describes a harmonic polarization of eigenfrequency x0

which is driven by an electric field via a coupling constant b. Quantum mechanics
describes harmonic oscillators, molecular vibrations and electromagnetic waves,
by bosons of energy "x but electrons are fermions whose resonance frequency is
determined by the energy gap between the ground and excited states. It has been
shown by Fano that a weakly excited system of fermions may be described by
bosons representing a harmonic classical oscillators [16].
The starting point is a homogeneous material with oscillators of eigenfrequen-

cies x1, x2, ..., xn, localized in the unit cell, as for instance eigenstates of non-inter-
acting molecules. The Hamiltonian (without the irrelevant zero-point energy) of
non-interacting oscillators is the sum of the energy of all oscillators, given by the
frequencies xn and quantum numbers Nnj:

HB ¼
X
n;j

Nnj�hxn ¼
X
n;j

bþnjbnj�hxn; bnb
þ
n ¢ � bþn ¢bn ¼ dn ¢n ð8:2Þ

The index j denotes the cell and the quantum number Nnj is represented by anni-
hilation and creation operators bn, bn

+ commuting like bosons. The number opera-
tor of bosons has an unlimited number of eigenvalues Nnj = 1, 2, ..., but the classi-
cal harmonic oscillator has no higher harmonics. Since even for classical oscilla-
tors higher harmonics can be neglected for small amplitudes only, a weakly
excited oscillator is equivalent to a vanishing probability of eigenvalues Nnj > 1.
The Hamiltonian of electrons of energy "xn looks similar but annihilation and

creation operators an, an
+ commute differently.

HF ¼
X
n;j

Nnj�hxn ¼
X
n;j

aþnjanj�hxn; anja
þ
nj þ aþnjanj ¼ 1 ð8:3Þ

Electron states are either empty or singly occupied resulting in two eigenvaluesNnj= 0
or 1, as the weakly excited system of harmonic oscillators and fermion operators anj
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are represented by 2 � 2 matrices. In contrast, matrices representing bosons with
unlimited occupancy of states have a corresponding number of rows and columns.
On the other hand, in a weakly excited system the matrices ð1� bþnjbnjÞbnj agree
with fermion matrices anj since elements related to quantum numbers Nnj> 1 are
zero. Replacing the operator anj by ð1� bþnjbnjÞbnj and anj

+ by bþnjð1� bþnjbnjÞ the fer-
mion Hamiltonian is expressed by boson operators:

HF ¼
X
n;j

aþnjanj�hxn ¼
X
n;j

bþnjð1� bþnjbnjÞð1� bþnjbnjÞbnj�hxn ¼
X
n;j

bþnjbnj�hxn ð8:4Þ

The equivalence to the classical oscillator is obtained only after dropping the term
bþnjbnj in both parentheses. This step, eliminating also terms of higher order, is jus-
tified for weak excitation where few oscillators are excited in a large number of
cells. Under weak excitation the system of fermions is thus equivalent to classical
oscillators. It is recalled that in dilute and weakly excited systems both Bose and
Fermi distributions reduce to the classical Boltzmann distribution.
The Hamiltonian in Eq. (8.4) in general will include cross terms such as bþnjbnl,

which, corresponding to excitation transfer into another cell, result in delocalized
excited states. The operator Br of delocalized excitations is expanded into linear
combinations of local operators bnj and the sum over the cell index j accounts for
delocalization:

Br ¼
X
n;j

cr;njbnj þ dr;njb
þ
nj

� �
ð8:5Þ

The operators Br and their energy "xr describe the Hamiltonian of delocalized
states representing for long-wavelength or wavevector kfi 0 excitons:

H ¼
X
r

Bþ
rj Brj�hxr ð8:6Þ

Migration of a local excitation of non-interacting molecules requires interaction in
the excited states. Optically excited states have transition dipoles and dipolar inter-
action to transition dipoles in neighboring cells spreads the excitation even if
there is no other interaction of the electrons. Operators representing delocalized
states, labeled by their wavevector k, are generated from local operators by proper
choice of the expansion coefficients in Eq. (8.5), as for instance

cr;nj ¼
1ffiffiffiffi
N

p expð�ikrjÞ; dr;ni ¼ 0 ð8:7Þ

where N is the number of cells, accounting for normalization and rj denotes the
position of cell j.
The operator Br as delocalized eigenstate of a homogeneous system can be

viewed as the normal mode of a system of coupled local oscillators. Normal modes
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of wavevector k and frequency xn are described by field amplitudes Qnk and conju-
gated moments Pnk:

Qnk ¼
ffiffiffiffiffiffiffiffi
�h

2xn

s
Bnk � Bþ

n�k

� �
; Pnk ¼ i

ffiffiffiffiffiffiffiffi
�hxn

2

r
Bþ

nk þ Bn�k

� � ð8:8Þ

Using these amplitudes the Hamiltonian acquires a more classical appearance:

H ¼
X
n

�hxn

X
k

�1
2

PnkPn�k þ x2
nQnkQn�k

� � ð8:9Þ

The operators derived from the coefficients in Eq. (8.7) represent propagating
waves and are appropriate if spatial damping is to be considered [16]. Their combi-
nation Qnk �Qn�k and iðQnk þ Qn�kÞ is Hermitian and representing stationary
states is suitable to study temporal damping of an excited state.
Fano’s equivalence of excited electrons and classical oscillators yields the same

exciton polarization as a derivation that starts out from a free electron gas in
homogeneous semiconductors [17]. Optical excitations correspond to density fluc-
tuations, represented by fermion operators ak and the equation of motion of the
Fourier components q= k – k¢ of Coulomb-coupled local fluctuation leads to a hier-
archy of multi-operator terms. Expansion to four-operator terms and factorizing
the dominant contributions by two-operator terms corresponds to weak excitation
and results in linear polarization involving two Coulomb coupled states kj i and
k¢j i which for k= k¢ represent excitons of wavevector q = 0.

8.2.1.2 From Excitons to Polaritons
Excitons in isotropic solids have either even or odd symmetry and being normal
modes of long wavelength are transverse or longitudinally polarized. Transverse
waves are even with respect to reflection on a plane perpendicular to the wavevec-
tor k while longitudinal waves change sign under that operation (Fig. 8.2). As in
the case of phonons, different forces apply to transverse and longitudinal modes
resulting in different energies of transverse and longitudinal excitons [18]. Quite
early it was also suggested that exciting an exciton in anisotropic solids requires
an energy that depends on the propagation of light [19]. An exciton is usually per-
ceived as a purely electronic state excited by light. However, the exciton cannot be
separated from its dipole moment, which permits not only coupling to light but
also represents the polarization, defined by the volume density of transition
dipoles. In an enlightening paper, Hopfield pointed out that perturbation theory
is inappropriate to derive the optical response of solids [20]. An optically excited
state must be derived as an eigenstate of a Hamiltonian, which consists of the
electronic excitation Hexc, represented by excitons, the radiation field Hrad, repre-
sented by photons, and their interaction Hint. None of these terms can be treated
as perturbation in describing the optical spectra of solids. Since such a coherent
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state of light and delocalized excitons is closely related to coherent coupling of an
atom to the radiation field, it is useful to consider first the resulting Rabi splitting
of atomic levels.

Figure 8.2 Transverse and longitudinal polarized waves of
wavelength k in an isotropic medium. The amplitude of
longitudinal modes changes sign under reflection on a plane
perpendicular to the wavevector k.

Consider two levels at energy "x2 and "x1 that are coupled by the transition
dipole l12 and the time-dependent field E cos(xt). The wavefunction of the coupled
state is described as linear combination of the eigenstates f1ðrÞ and f2ðrÞ:

Wðr; tÞ ¼ a1ðtÞexpð�ix1tÞf1ðrÞ þ a2ðtÞexpð�ix2tÞf2ðrÞ ð8:10Þ

and the term l12E(t), coupling light and exciton of frequency x and x0 = x2 – x1,
respectively, results in a time dependence of the amplitudes a1 and a2:

da1
dt

¼ il12

E
2�h

exp iðx� x0Þt½ � þ exp iðxþ x0Þt½ �f ga2
da2
dt

¼ il12

E
2�h

exp iðx� x0Þt½ � þ exp iðxþ x0Þt½ �f ga1
ð8:11Þ

Being interested in the resonant case, the rapidly oscillating term of frequency
x + x0 is discarded, keeping the slowly varying part of frequency x – x0. Replac-
ing the derivative da1/dt in the second derivative of a2 reveals the harmonic varia-
tion of the expansion coefficient a2 and an equivalent result is obtained for a1:

d2a2
dt2

¼ � l12E
2�h

����
����
2

a2 ð8:12Þ

The contributions of the ground and excited states to the excited state change peri-
odically with frequency xR/2 and the atom oscillates with the Rabi frequency xR

between both states:

a2ðtÞ ¼ a2ð0Þexp
–ixR

2

� �
xR ¼ l12 � Ej j

�h
ð8:13Þ
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The phase factor of the wavefunction W(r,t) shows that under resonant conditions,
x = x0, both levels split by the Rabi frequency xR and the spectrum x0 develops
sidebands separated by xR from the central line at x0:

Wðr; tÞ ¼ a1ð0Þexp �i x1–
xR

2

� �
t

h i
f1ðrÞ þ a2ð0Þexp �i x2–

xR

2

� �
t

h i
f2ðrÞ ð8:14Þ

Under non-resonant conditions, x = x0 – g, detuning modifies the level splitting
and introduces an additional phase factor exp(– igt) resulting in opposite shifts of
ground and excited states. The shift resembling the Stark effect in a static field is
called the optical Stark effect [17]:

E1 ¼ �h x1 �
g–

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ x2

R

p
2

 !
; E2 ¼ �h x2 þ

g–
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ x2

R

p
2

 !
ð8:15Þ

An excited atom decays with lifetime s by spontaneous emission of a photon with-
in the bandwidth of the spectral line. Rabi oscillation and Rabi splitting are thus
observed only if xR exceeds the spectral linewidth, otherwise the energy of the
excited atom is dissipated before it is coupled back to the radiation field. The Rabi
frequency, being proportional to the transition dipole l12 and the radiation field E,
increases with the square root of the photon density and is observed either in
intense light or in a cavity. In a cavity photons of the resonator mode at x outnum-
ber by far those from spontaneous emission and with negligible dissipation the
energy of a resonant atom oscillates between the resonator mode and the atom.
Stationary states of resonator mode and excited state are obtained by a linear com-
bination of photon and excited atom and in the case of resonance, x = x0, the
degenerate levels of exciton and resonator split according to the coupling strength,
which defines the Rabi frequency.
The Hamiltonian of coherently coupled excitons and light must account for

excitons including their dipole moment, photons and their interaction:

H ¼ Hexc þHrad þHint

¼
X
k

EðkÞ Bþ
k Bk þ

1
2

� �
þ
X
k

�hxðkÞ Aþ
k Ak þ

1
2

� �
þHint

ð8:16Þ

Excitons of energy E(k), including the corresponding dipole moment, are repre-
sented by boson operators Bk and should be regarded as field quanta of the polar-
ization. They differ from the bare electron–hole pair, solutions of the stationary
Schr�dinger equation, by the dipole moment [21]. The operators Ak represent the
photons of the radiation field and the interaction term couples photons and exci-
tons to the coherent eigenstate. In anisotropic solids an additional index appears,
denoting the polarization of exciton and photon.
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The field quanta of the coherently coupled polarization and radiation are the
polaritons, composite particles of excitons and photons. Energy brought into the
system as photons or excitons will be redistributed since neither one is an eigen-
state of the coupled system. Conservation laws of homogeneous media require
that a photon of energy "x(k) creates an exciton of the same energy and momen-
tum while annihilation of an exciton creates that photon again. The latter is valid
within the linear approximation of non-interacting excitons. Therefore, as a local
excitation propagates, energy oscillates between the photon and the exciton until
the polariton reaches the surface and is reflected or vanishes by emitting a photon.
It is emphasized that exciton and photon cannot separate as the polariton wave-
packet propagates. The interaction part Hint binding exciton and photon to a polar-
iton is essential and can be written as [20, 22]

Hint ¼
�h
2

X
k

Fk Aþ
k Bk � AkB

þ
k

� � ð8:17Þ

The coupling constant Fk of photon and exciton depends on the transition dipole
moment, the volume density of oscillators N and the detuning of frequencies of
photon and exciton, xk and Xk, respectively. It is convenient to express the cou-
pling constant by quantities that are easily obtained from experiments:

Fk ¼ xp

ffiffiffiffiffiffiffiffiffi
xk

Xk

fk

r
; fk ¼

2m
�he2

Xk lkj j2; xp ¼
ffiffiffiffiffiffiffiffi
e2N
me0

s
ð8:18Þ

The square root of the oscillator strength fk replaces the transition dipole lk and
the plasma xp accounts for the permittivity of vacuum e0 and the density N of
oscillators. Compared with the atom in a cavity, photon and excited state
exchanged their role since in a weakly excited solid a large number of oscillators
couples to a few photons.
The time dependence follows the same scheme as shown for an atom and the

polariton wavefunction is written as a linear combination of exciton and photon of
energy "Xk and "xk, respectively:

WðtÞ ¼
X
k

ckexpð�ixktÞAþ
k þ dkexpð�iXktÞBþ

k Þ
	 
 ð8:19Þ

The corresponding amplitudes ck and dk derive again from the equation of motion:

d
dt
WðtÞ ¼ �iHWðtÞ ð8:20Þ

and the interaction term determines the time dependence of the exciton and
photon amplitudes of the polariton:
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d
dt
ck ¼ �iFkdkexpð�igktÞ; gk ¼ Xk � xk

d
dt
dk ¼ �iFkckexpðigktÞ � ckdkð Þ

ð8:21Þ

Under resonance conditions the photon and exciton amplitudes oscillate with the
Rabi frequency, determined by the plasma frequency and the oscillator strength of
the exciton:

x2
R ¼ x2

pf ð8:22Þ

The time derivative of the exciton amplitude includes a phenomenological relaxa-
tion rate ck to account for inelastic scattering, assuming that only excitons couple
to other states of the system. As the excitons dissipate energy less is coupled back
to the radiation field and observed as absorption of light.
The theory of Rabi coupling with only one component involved in energy dissi-

pation yields an effective scattering rate c of the polariton, which depends not
only on the scattering rate ck of the exciton but also on the Rabi frequency [22, 23]:

c ¼ ckx
2
R

Xk � xkð Þ2þc2k þ x2
R

ð8:23Þ

The dependence on the Rabi frequency accounts for the competition of coupling
the exciton coherently to the radiation field or to dissipate its energy into an inco-
herent population of excited states. Most rapid scattering occurs under resonance
condition (Xk= xk) and two distinctly different cases emerge:

1. Weak coupling of exciton and photon (xR << ck): The exciton
is scattered before its energy is coupled back to the radiation
field and the energy W(t) of the polariton decays as

WðtÞ ¼ Wð0Þexpð�2ctÞ ¼ Wð0Þexp �x2
pf

ck
t

� �
ð8:24Þ

Consistent with Fermi’s golden rule, the absorption of light
increases with the oscillator strength f of the exciton and the
density of states, which is proportional to x2

p.
2. Strong coupling of exciton and photon (xR >> ck): the energy

of the polariton oscillates between photon and exciton and
decays as

WðtÞ ¼ Wð0Þexpð�2ctÞ ¼ Wð0Þexpð�2cktÞ ð8:25Þ

Scattering of the polariton and thus the absorption rate of
light are independent of the oscillator strength and deter-
mined by the scattering rate of excitons.
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The absorption rate of light describes the temporal decay dW/dt of the energy of
the stationary radiation field while the absorption constant a describes spatial
damping (–dW/dx) of the energy of a propagating wave. The loss increases expo-
nentially with the transit time and the absorbance of light therefore increases
exponentially with the thickness of the sample, defining the absorption constant.
However, in the strong coupling case (xR >> ck) the absorption constant does not
depend on the oscillator strength but is determined by the exciton scattering rate until
this rate is sufficiently fast to reach the weak coupling case (xR << ck). For increasing
scattering rate polaritons should therefore show a transition from a reduced, non-
classical absorption constant to one that follows Fermi’s golden rule.
Hopfield assumed that polaritons are peculiar to excitons since excitation into con-

tinuum states creates a large number of virtual electron–hole pairs with the momen-
tum of a photon that interfere destructively [20]. Such a principal difference between
bound and unbound pairs disappears if bare electron–hole pairs and the electromag-
netic field, now including polarization, are treated as coupled wave equations [24].
However, owing to the short lifetime of unbound pairs, polariton effects are observed
only at energies below the exciton continuum, a small range in the case of Wan-
nier excitons but large for strong Frenkel excitons in organic solids.

8.2.2
Dielectric Theory

8.2.2.1 Maxwell’s Equations, Fields and Energy Flux

Dielectric theory considers that polaritons are normal modes of electromagnetic
fields in matter where photons, the normal modes of vacuum, cannot persist.
Since polaritons differ from photons by the polarization of matter [25], electrody-
namics offers an alternative access to most properties of polaritons that is easily
extended to anisotropic solids. Dielectric theory was used to confirm the first
experimental evidence of polaritons by explaining an apparent violation of selec-
tion rules in hexagonal ZnO. Two narrow absorption lines appeared in the forbid-
den polarization of light E//c when by tilting the crystal the wavevector of light
had a small component parallel to the optical axis c [26]. These lines arise from
excitons allowed for E^c only, which couple to E//c owing to a small longitudinal
component of the propagating wave. Consistent with the dielectric theory, the
lines increased with the tilt angle and the transition energy was close to the long-
itudinal exciton of the allowed transition for E^c.
Maxwell’s equations connect space and time derivatives of four vector fields, the

electric field E, the displacement current D and the magnetic field H and induc-
tion B and relate them to space charge q and the current density j:

� ·H � d
dt
D ¼ j ð8:26Þ

� ·E þ d
dt
B ¼ 0 ð8:27Þ
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� � D ¼ r ð8:28Þ

� � B ¼ 0 ð8:29Þ

Material equations describe the linear response of matter to electric and magnetic
forces and define the dielectric response function e, the magnetic permeability l

and the d.c. conductivity r; e0 and l0 account for the permittivity and permeability
of vacuum.

D ¼ ee0E ð8:30Þ

B ¼ ll0H ð8:31Þ

j ¼ rE ð8:32Þ

Henceforth only neutral solids (q = 0) with negligible concentration of free car-
riers (r = 0) are considered, which reduces Maxwell’s equations to homogeneous
differential equations. We will further consider magnetically isotropic or non-
magnetic solids.
The time dependence of the local energy density of electric and magnetic fields,

We + Wm, is derived from the sum of the scalar product of Eqs. (8.26) and (8.27)
with E and B, respectively, and a vector identity links the time derivative of the
energy density to the divergence of the Poynting vector S = E � H, providing the
continuity equation of the energy flux [27]:

1
2
d
dt

E � DþH � Bð Þ ¼ E � � ·Hð Þ �H � � ·Eð Þ ¼ �� � E ·Hð Þ ð8:33Þ

d
dt

We þWmð Þ þ � � S ¼ 0 ð8:34Þ

Solutions of Maxwell’s equation in homogeneous media are plane waves and the
electric field is defined by an amplitude E0, wavevector k and frequency x:

E ¼ E0expi ~kk �~rr � xt
� �

¼ E0exp i
nx
c
~rr � ŝs

� �
exp �ixtð Þ ð8:35Þ

The refractive index n ¼ ffiffiffiffiffi
el

p
accounts for the modified phase velocity c/n in mat-

ter and the unit vector ŝs is parallel to the wavevector and normal to the wavefront.
The Poynting vector defines the unit vector v̂v of the energy propagation:

ŝs ¼
~kk

~kk
��� ��� ¼

c
nx

~kk ; v̂v ¼
~SS

~SS
��� ��� ¼

~EE · ~HH

~EE · ~HH
��� ��� ð8:36Þ

440



8.2 Interaction of Light and Matter: Excitons and Polaritons

The orientation of the fields with respect to the wavevector is obtained by inserting
plane waves into Maxwell’s equations:

Dþ 1
x

k ·Hð Þ ¼ 0 and k � D ¼ 0

B� 1
x

k ·Eð Þ ¼ 0 and k � B ¼ 0
ð8:37Þ

D and B are always orthogonal to the wavevector k but not the electric field E. The
frequently applied condition � � E ¼ 0 results in transverse electric fields E^k but
is valid only for isotropic media. Magnetic isotropy keeps also H transverse.
The energy current density is defined by the Poynting vector S = E �H and devi-

ates in anisotropic material from the wavevector as shown in Fig. 8.3. Parallel
fields B and H define a common plane for the electric field E, the displacement
current D and the unit vectors of phase and energy velocity, ŝs and v̂v, which are
rotated by the angle u between electric field and displacement current. The trans-
verse component E^ of the electric field is found by the projection on to the dis-
placement current:

~DD ¼ n2eo

l

~EE � ~DD
~DD
�� �� ¼ � n2eo

l
ŝs · ŝs ·~EE
� �

¼ n2eo

l
~EE � ŝs � ŝs �~EE

� �h i
¼ ee0~EE ð8:38Þ

Figure 8.3 Orientation of the fields of an electromagnetic
wave in a non-magnetic medium with respect to unit vectors s
and v of wavevector k and Poynting vector S.

The dielectric tensor e rotates the field and the refractive index therefore varies
with the relative orientation of the electric field and the displacement current:

n2 ¼ c2k2

x2
¼ l

e0

D2

~EE � ~DD ð8:39Þ

The energy density W is obtained by integrating the continuity equation of the en-
ergy flux [Eq. (8.34)] and can be expressed by the projection of the Poynting vector
on to the phase velocity:

W ¼ n
c
ŝs �~SS ð8:40Þ
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8.2.2.2 The Dielectric Tensor and Optical Properties
The dielectric tensor rotates the displacement current with respect to the electric
field:

DiðxÞ ¼ e0
X3
j¼1

eijðxÞEjðxÞ ð8:41Þ

and the linear relation results in an energy density that is quadratic in the field
strength and in ellipsoids representing surfaces of constant energy:

W
e0

¼ e11E
2
1 þ e22E

2
2 þ e33E

2
1 þ 2 e12E1E2 þ e23E2E3 þ e31E3E1ð Þ ð8:42Þ

A real dielectric tensor eij can be diagonalized, which is equivalent to using the
principal axes of the ellipsoid as coordinates (x, y, z). The energy density is then
expressed by the diagonal elements of the dielectric tensor and the field ampli-
tudes:

W ¼ e0 exE
2
x þ eyE

2
y þ ezE

2
z

� �
¼ 1

e0

D2
x

ex
þ D2

y

ey
þ D2

z

ez

� �
ð8:43Þ

Eliminating the magnetic fields in the Maxwells equations leads to a relation of
displacement current, electric field and wavevector of a propagating wave:

l0l
~DD ¼ � 1

x2
~kk · ð~kk ·~EEÞ ¼ 1

x2
½k2~EE � ð~kk �~EEÞ~kk� ð8:44Þ

Replacing the displacement current [Eq. (8.41)] provides a set of equations for the
components Ej of the electric field, which shows that the polarization of the propa-
gating wave depends on the orientation of the wave vector and the dielectric con-
stants:

X3
i¼1

x2

c2k2
eijðxÞ � dij þ sisj

� �
EjðxÞ ¼ 0 ð8:45Þ

The velocity of light enters via the identity e0l0 = c–2. Transformation to the princi-
pal axes and the definition of the refractive index in Eq. (8.39) simplifies the evalu-
ation of the polarization:

Ej ¼
n2sj ~EE � ŝs
� �

n2 � lej
; j ¼ x; y; z ð8:46Þ

The scalar product ŝs �~EE finally leads to the Fresnel equation, the fundamental
equation of crystal optics, which describes ellipsoids of constant phase:
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s2x
n2 � lex

þ s2y
n2 � ley

þ s2z
n2 � lez

¼ 1
n2

¼ x2

c2k2
ð8:47Þ

This equation is also obtained from Eq. (8.45) by the condition for non-vanishing
electric field:

det
x2

c2k2
eijðx;~kkÞ � dij þ sisj

����
���� ¼ 0 ð8:48Þ

The Fresnel equation is quadratic in k2 and yields two waves x(–k) of orthogonal
polarization, which are the normal modes of electromagnetic fields. Coupling
photon and exciton to a polariton thus correspond to combining radiation field
and the polarization to the displacement current and the dielectric susceptibility v
therefore represents the exciton part of the polariton:

~DD ¼ e0~EE þ~PP; ~PP ¼ ve0~EE ð8:49Þ

Solving the Fresnel equation requires knowledge of the dielectric constant, which
will be compared with better observable quantities, such as absorption constant,
reflectivity and refractive index. Temporal damping of the electric field [Eq. (8.35)]
corresponds to an imaginary part of frequency x but spatial damping should be
described by an imaginary part of the refractive index ~nn ¼ nþ ik, resulting in an
imaginary part of the wavevector k and exponential decay of the field and the
intensity I:

~EE ¼ ~EE0exp �k
x

c
ŝs �~rr

� �
exp i n

x

c
ŝs �~rr � xt

� �h i
I ¼ ~EE

��� ���2¼ I0exp �arð Þ ¼ I0exp �2
kx
c

ŝs �~rr
� � ð8:50Þ

The absorption constant a is therefore directly related to the imaginary part of the
refractive index:

a ¼ 2
x

c
k ð8:51Þ

The complex refractive index implies a complex dielectric constant representing
the dielectric response function for a given wavevector:

el ¼ ReðeÞ þ iImðeÞ½ �l ¼ ~nn2 ¼ nþ ikð Þ2¼ n2 � k2ð Þ þ i 2nkð Þ ð8:52Þ

Polaritons must be excited on the surface of the solid by incident photons. The
continuity of the electric field component parallel to the surface and of the normal
component of the displacement current imposes boundary conditions that are
matched by partial reflection of an incident photon or polariton current:
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Er ¼ rE0 Et ¼ tE0 ð8:53Þ

The reflection and transmission coefficients r and t can also be obtained from the
continuity of the time and spatial derivative of photon and polariton amplitudes at
the interface. For normal incidence of light the boundary conditions lead to

r ¼ 1� n
1þ n

¼
ffiffiffiffi
R

p
expðihÞ; t ¼ 2

1þ n
ð8:54Þ

where R is reflectivity of the surface and h accounts for the phase shift of the
reflected field.

8.2.2.3 Local Oscillators and Macroscopic Polarization
The macroscopic polarization of a single crystal is the dipole l induced in the unit
cell by the local electric field of frequency x, which is the sum of dipole moments
induced in the molecules via their polarizability b. The polarizability of molecule
in the ground state gj i is a rather complicated tensor since it involves virtual tran-
sitions to all excited states fj i. Virtual transitions are described by the transition
dipole matrix elements lfg ¼ f erj

�� ��g �
and an energy denominator, which

accounts for detuning of the photon from the transition energy Ef – Eg.

bij ¼
X
f

g erij jfh i f erj
�� ��g �

Ef � Eg � �hx
þ g erj

�� ��f �
f erij jgh i

Ef � Eg þ �hx

� �
; rj ¼ x; y; z ð8:55Þ

The induced dipole depends on the orientation of the local field with respect to
the transition dipoles lfg and points into a different direction than the field unless
the molecule or the unit cell is isotropic.
Owing to the energy denominator near resonance of a strong and spectrally iso-

lated transition the corresponding transition dipole dominates the polarizability.
The consequences of such a dominant transition are obvious in the example in
Fig. 8.4, presenting a sexithiophene molecule with large transition dipole lfg paral-
lel to the molecular axis. This transition dominates the polarizability in the visible
spectral range and the induced dipole l points along the molecular axis for any
orientation of the incident electric field E, and the magnitude is given by the scalar
product of transition dipole and field:

~ll ¼
X

j

bijEj @
f ~llfg �~EE
��� ���gD E��� ���2

�h2 ðxf � xgÞ2 � x2
� � ð8:56Þ

The induced dipole is a Lorentz oscillator as in classical physics and the molecular
dipoles add up to the polarization of the cell. Equivalent to considering individual
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Figure 8.4 Orientation of the electric field E and the
displacement current D in a solid consisting of aligned
molecules. The transition dipole moment l along the
molecular axis introduces anisotropy and defines a
principal axis of the dielectric tensor.

molecules is summing up the molecular transition dipoles to a polarizability of
the unit cell.
The local electric field that induces polarization is not that of the radiation field

but is altered by the field arising from the induced dipoles. For normal incidence
of light, dipoles induced on the surface oscillate in phase and layers below main-
tain that property so that the wavevector of the polariton is normal to the surface.
Plane-wise summation is therefore a convenient method of summation, converg-
ing rapidly so that after very few planes the sample acquires the optical properties
of a semi-infinite solid [28, 29]. The dynamic modification of the local field is part
of the propagating field but there is also a non-vanishing static part of the polar-
ization (x = 0) evident from the Lorentz oscillator in Eq. (8.56). That static field
interacts with the dipole moments of the unit cell, resulting in some shift with
respect to the transition energy of free molecules. If unit cells contain molecules
of different orientation the static field splits the molecular exciton into a multiplet
of Davydov components, each representing a superposition of molecular transi-
tions compatible with the symmetry of the cell [4].
The solvent shift of molecules in solution results from polarization of the sol-

vent and the local field at the site of diluted molecules can be estimated from iso-
tropic Lorentz screening since the contribution of diluted molecules is negligible.
In solids all polarization is created by exciton dipoles but the magnitude depends
on the local field. The situation is particularly difficult in anisotropic solids. Let all
molecules in Fig. 8.4 be parallel in an otherwise isotropic solid of dielectric con-
stant e1. The polarization is parallel to the dominant transition dipole l and it is
favorable to use that direction as optical axis X3 of a uniaxial dielectric tensor.
Below the resonance frequency the dielectric constant e3 is larger than e1 owing to
the contribution of the molecular dipoles. The displacement current D is orthogo-
nal to the wavevector k but the coplanar electric field has a longitudinal compo-
nent, e0Ej = Dj/ej, which increases as the resonance frequency of the exciton is
approached [Eq. (8.56)]. The electric field therefore rotates owing to an increasing
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8 Strong Exciton Polaritons in Anisotropic Crystals

e3 and at the resonance frequency of the exciton the field is orthogonal to the tran-
sition dipole due to the diverging value e3, leaving the polarization undefined.
The problem vanishes by going back to Maxwell’s equation where the longitudi-

nal electric field emerges as direct consequence of Coulomb’s law in the absence
of space charge:

� � ~DD ¼ e0� �~EE þ � �~PP ¼ 0 fi � �~EE ¼ �� �~PP
e0

ð8:57Þ

Any longitudinal component of the polarization creates a longitudinal electric
field to maintain a transverse displacement current. The longitudinal electric field
thus depends on the angle W between the transition dipole l and the wavevector k
but it is always opposite to the polarization, generated by the induced dipole. Since
the dipole is part of the optically excited state, coupling the transition dipole to the
longitudinal field results in a blue shift of the optical resonance, representing a
polariton of k » 0. Excitons–polaritons are therefore shifted to higher energy com-
pared with that of bare excitons by an amount that increases with the longitudinal
polarization. Since such a shift is absent in isotropic solids where all fields are
transverse, the directional shift of the resonance of an exciton–polariton by a mac-
roscopic longitudinal polarization is the most striking effect observed in the spec-
tra of anisotropic solids.

8.3
Fundamental Properties of Polaritons: Dispersion X(k)

8.3.1
Polaritons in Isotropic Solids

8.3.1.1 Localized Electronic States

All principal axes of the dielectric tensor are equivalent in isotropic solids and a
single dielectric constant enters the Fresnel equation:

eðxÞ � c2k2

x2
¼ n2ðxÞ � c2k2

x2
¼ 0 ð8:58Þ

The polarization P(x), the product of induced dipole moment lcell and density of
the unit cells, is expressed by Lorentzians, each representing an exciton with tran-
sition dipole lj:

~PP ¼ N~llcell ¼ N
X

j

xj

�h

lj

��� ���2
x2

j � x2
~EE ¼ ve0~EE ð8:59Þ
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Substituting the density of unit cells by the plasma frequency [Eq. (8.18)] yields a
dielectric constant defined as sum of contributions of excitons to the susceptibility
v = e – 1:

eðxÞ ¼ 1þ x2
p

X
j

mxj

e2�h

lj

��� ���2
x2

j � x2
¼ 1þ

X
j

vjx
2
j

x2
j � x2

ð8:60Þ

The right-hand side defines the strength of exciton by the contribution vj of the
exciton to the static dielectric constant e(0), which is closely related to the oscillator
strength fj of the exciton, the transition dipole lj and the plasma frequency xp:

fj ¼
2m
�he2

xj ~llj

��� ���2; vj ¼
N
e0

~llj

��� ���2
�hxj

¼ x2
p

x2
j

fj
2

ð8:61Þ

Inserting the dielectric constant into the Fresnel equation leads to the dispersion
relation of the polaritons x(k) in an isotropic material:

c2k2

x2
¼ n2 ¼ eðxÞ ¼ eð¥Þ þ

X
j

vjx
2
j

x2
j � x2

ð8:62Þ

The dielectric constant e(¥) accounts for the polarization contributed by transi-
tions at higher energy and allows reducing the sum to transitions in the spectral
range of interest. The dispersion E(k) in Fig. 8.5 considers a single transverse exci-
ton TE at "xj = 2 eV of strength v= 1 in vacuum, e(¥) = 1. The exciton is localized
and therefore its energy is independent of the wavevector. The photon has its line-
ar dispersion and intersects at 2 eV the dispersion of the transverse exciton. Cou-
pling of photon and exciton by the transition dipole of the exciton lifts that degen-
eracy and results in two polaritons branches x(k), which are separated by an ener-
gy gap. The gap is the range of negative dielectric constant above the exciton ener-
gy [Eq. (8.62)] and corresponds to an imaginary wavevector k. Photons in the spec-
tral range of the polariton gap cannot couple to a propagating wave and are
reflected, resulting in the “metallic” reflectivity of the polariton stop band.
The lower polariton branch starts with linear dispersion but reduced phase ve-

locity, which shows that even far from resonance photons remain coupled to the
exciton. The group velocity dx/dk decreases as the frequency approaches reso-
nance and vanishes at the transition energy of the localized exciton. The wavevec-
tor diverges (kfi¥ ) and this pole identifies the transition energy of the transverse
exciton. The upper branch starts at the energy where the dielectric constant
returns to positive values. At higher energy the upper branch approaches the
photon dispersion curve, indicating that the exciton is no longer coupled into the
propagating electromagnetic wave. Since e = 0 defines also longitudinal modes
the upper branch is degenerate at k = 0 with the longitudinal exciton LE. It is
emphasized that the longitudinal exciton does not couple to light since the dipole
moment is orthogonal to the transverse electric field of the propagating wave.

447



8 Strong Exciton Polaritons in Anisotropic Crystals

Figure 8.5 Polariton dispersion resulting from dipolar
coupling of a photon to a strong exciton of energy TE. The
degeneracy (circle) is removed and a gap opens between TE
and LE, the energy of the longitudinal exciton. An additional
weak transition (T1) opens another branch of small dispersion.

Coupling the exciton transition dipole to the longitudinal field arising from the
polarization causes a gap between transverse and longitudinal excitons. Since
only longitudinal excitons create such a field they are shifted to higher energy.
Transverse and longitudinal excitons thus split by the same interaction of photon
and exciton that causes the polaritons gap. The polariton gap increases with the
contribution v of the exciton to the static dielectric constant, e(0) = e(¥) + v. Insert-
ing the frequency xL of the longitudinal exciton into Eq. (8.62) yields the Lyd-
dane–Sachs–Teller relation between transverse and longitudinal resonance fre-
quency of an exciton, xT and xL, and the dielectric constant far below and above
its resonance:

xL

xT

� �2

¼ 1þ v

eð¥Þ ¼
eð0Þ
eð¥Þ ð8:63Þ

This relation is well known from phonon spectra. Since the local field is partially
screened by the polarization arising from high-energy transitions the coupling
strength v of the exciton to light is reduced by the high frequency dielectric con-
stant e(¥). For the example presented, the energy of the LE exciton is 2.83 eV. The
susceptibility v = 1 of an exciton at "xj = 2 eV and e(¥) = 1 corresponds to an oscil-
lator strength f » 1 and a transition dipole l = 2 e� for a molecular volume of
250�3, which are common values for p-conjugated molecules.
Each transverse exciton provides a polariton branch. If another exciton disper-

sion crosses the polariton the degeneracy will be lifted again by a coupling transi-
tion dipole. If a weak exciton T1, for instance a vibronic satellite, falls into the
polariton gap the wavevector becomes real again below the transition energy T1
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where e(x) has a pole. That case is shown in Fig. 8.5 for a weak additional exciton
(v = 0.1) at 2.2 eV. The zero of e(x) defines the longitudinal mode L1 and another
polariton branch appears in energy range between L1 and T1. This range
increases with the strength of the T1 exciton. The main branch changes little if
the strength of the exciton at 2 eV is reduced to v= 0.85 to keep the position of the
upper longitudinal exciton LE. This interdependence of strong and weak transi-
tion shows that the polariton involves all excitons.
Transverse and longitudinal exciton energies inserted into Eq. (8.62) provide

another representation of the dielectric constant [30, 31], the Kurosawa equation,
which is very useful for determining the polariton resonance in anisotropic crys-
tals:

eðxÞ ¼ eð¥Þ
Y
j

L2
j � ð�hxÞ2

T2
j � ð�hxÞ2 ð8:64Þ

The finite lifetime s = 1/c of excitons introduces an imaginary part into the Lor-
entz oscillators and, resulting in an imaginary part of the wavevector, spatial
attenuation of the polariton:

c2k2

x2
¼ ~nn2 ¼ eð¥Þ þ

X
j

vjx
2
j

x2
j � x2 � icjx

ð8:65Þ

The full curve in Fig. 8.6 shows the same polariton as in Fig. 8.5 but with weak
damping ("c = 5meV) of the excitons. The polariton dispersion, represented by
the real part of the wavevector, is not much altered except for poles that are
replaced by maxima. The imaginary part of the wavevector corresponds, except for
a factor of 2, to the absorption spectrum, evident from Eqs. (8.51) and (8.52):

a ¼ 2
x

c
k ¼ c

x

ImðeÞ
n

¼ 2ImðkÞ ð8:66Þ

Absorption maxima occur near the resonance frequency where the exciton
amplitude and hence the scattering rate of the polariton is largest. The lineshape
is asymmetric despite a dielectric response that is represented by Lorentzians.
The distorted lineshape is due to significant dispersion of the refractive index near
a strong spectral resonance. The reflectivity of the polariton shows the wide band
of high reflectance but scattering reduces its height. The polariton branch related
to the weak exciton at 2.2 eV causes a narrow dip in the band of high reflectivity.
The dashed lines show the effect of stronger broadening by 50meV of the weak
exciton. The exciton polariton dispersion is hardly affected except for additional
broadening around 2.2 eV but the reflectivity responds sensitively. The narrow dip
fills up but remains narrow and, most noteworthy, broadening of the weak transi-
tion reduces the reflectance in the whole range of the band without affecting its

449



8 Strong Exciton Polaritons in Anisotropic Crystals

width. The width of the reflectance, deriving from the macroscopic polarization in
the solid, obviously cannot be reproduced by broadening an exciton, even if the
Lorentzian describes the absorption spectrum of the molecules in the vapor phase
fairly well [32].
Energy propagation is increasingly diffusive in the case of scattering and must

be derived from the energy flux including energy loss terms [12]. Only in the
weakly absorbing region does the energy propagate with the group velocity v =
�kx(j) of excitons. Scattering, on the other hand, deposits energy into the solid,
decreasing the reflectivity within the polariton gap.

8.3.1.2 Delocalized Electrons: Spatial Dispersion of Polaritons
The excitation energy of localized electrons migrates only by coupling the polar-
ization into a propagating electromagnetic wave. Hybridization of the molecular
orbitals, however, delocalizes the electrons and the resulting Bloch state provides
an independent path of coherent energy migration. The kinetic energy resulting
from the center of mass motion of an electron–hole pair increases the exciton en-
ergy and alters the resonance energy of the exciton to "X(k) = "x0 + ("k)2/2M.
The resulting dependence of the dielectric function on the wavevector is called
spatial dispersion of the polariton [33]:

eðx; kÞ ¼ eð¥Þ þ x2
0v

X2 � x2
¼ eð¥Þ þ v

1þ �h
2M

k2

x0

� �2

� x

x0

� �2 ð8:67Þ

450

Figure 8.6 Polariton dispersion as in Fig. 8.5.
Spatial damping c results in absorption
a = 2Im(k). The polariton branch due to a
weak exciton at 2.2 eV causes a narrow dip in

the high-reflectance band between the exci-
tons of energy TE and LE. Increasing scatter-
ing of the weak transition T1 affects the whole
reflectance band.
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Spatial dispersion effects are most pronounced for Wannier excitons in high-mo-
bility semiconductors where the electron and hole have a small mass. Since the
transition dipole is still determined by the spatial overlap of electron and hole,
equivalent to finding the excited electron at the site of the hole [2], local response
theory can be applied as long as the Bohr radius is small compared with the wave-
length of light.
The kinetic energy of the exciton has a significant effect on solutions of the Fres-

nel equation:

c2k2

x2
¼ eð¥Þ þ v

1þ �h
M

k2

x0

� x

x0

� �2 ð8:68Þ

The term of order k4 in the Lorentz denominator of the exciton susceptibility is
omitted since the kinetic energy is small compared with the transition energy
"x0. The remaining dependence on the wavevector introduces a term k4 into the
Fresnel equation and generates two polaritons of the same polarization.
Figure 8.7 shows the polariton dispersion near the crossing of photon and exci-

ton dispersion, calculated for a Wannier exciton with common parameters: Exci-
ton mass M = 0.5me, transition energy 2 eV, susceptibility v = 0.3 and background
dielectric constant e(¥) = 6. The splitting of transverse (TE) and longitudinal (LE)
excitons is only 5meV, consistent with the Lyddane–Sachs–Teller relation and the
small ratio v/e(¥). Resonant Raman scattering is commonly used to measure the
polariton branches and confirm the expected dispersion [34]. The lower branch
bends over from the linear photon-like dispersion into the exciton dispersion as in
the case of localized excitons and the wavevector is real for all energies. The wave-
vector of the second branch is imaginary at low energy and becomes real at the
energy of the longitudinal exciton, approaching photon-like dispersion at high en-
ergy.
Compared with the polariton in Fig. 8.5, which is based on localized excitons,

the change in the dispersion seems small. However, the kinetic energy of the exci-
ton closes the gap for electromagnetic waves, extending the lower branch beyond
the energy of the longitudinal exciton. The reflectivity therefore stays below unity
even in the absence of scattering. More serious is the problem arising from the
presence of two polaritons of the same polarization at any energy. Incident
photons now couple to two modes of refractive indices n1 and n2 even if one is
imaginary below the energy of the longitudinal exciton. Since the boundary condi-
tions of the electric field and displacement current are sufficient only to match
photons to one polariton, an additional boundary condition is needed to match
incident and reflected photons to two polaritons.
An obvious condition is a vanishing contribution of excitons to polarization at the

interface P(r = 0), for instance by destructive interference of the polaritons [35]:

P1ð0Þ þ P2ð0Þ ¼ n2
1 � eð¥Þ	 


E1 þ n2
2 � eð¥Þ	 


E2 ¼ 0 ð8:69Þ
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8 Strong Exciton Polaritons in Anisotropic Crystals

Figure 8.7 Spatial dispersion of a polariton coupled to a mobile
exciton of small oscillator strength. The k dependence of the
exciton energy due to the center of mass motion of the exciton
closes the polariton gap between transverse and longitudinal
excitons of energy TE and LE and reduces the reflectivity.

More elaborate boundary conditions consider a repulsive potential that keeps the
exciton away from the surface [33]. This unknown potential is usually replaced by
an infinite barrier, creating an exciton-free layer of refractive index

ffiffiffiffiffiffiffiffiffi
eð¥Þp

of a
thickness comparable to the exciton Bohr radius. The boundary condition in Eq.
(8.69) leads to an effective refractive index n* which is real only above the longitu-
dinal exciton where both modes propagate [33]:

n* ¼ n1n2 þ eð¥Þ
n1 þ n2

; R ¼ 1� n*

1þ n*

����
����
2

ð8:70Þ

The reflectivity in Fig. 8.7 has been calculated from Eq. (8.70). Scattering has been
excluded but the reflectivity is well below unity in the polariton gap between trans-
verse and longitudinal exciton, indicated by the dashed lines. The reflectivity
increases with increasing mass of the exciton and for M fi ¥, corresponding to
immobile excitons, the total reflectance within the polariton gap is recovered. The
reduced reflectivity is due to energy transport by mobile excitons and is found for
any boundary condition. The reflectivity decreases further if scattering dissipates
more energy into the solid and in the case of an exciton-free layer the spectrum is
found to be sensitive to the width of that layer [36, 37].
Most elaborate calculations solve the coupled equations of dipole moments, dis-

placement currents and exciton amplitude near the surface and conjecture that
�~PP should vanish at the surface while the condition P(0) = 0 is adequate if excited
states in a surface region differ from bulk states [38], a case that should apply to
molecular solids where the transition energies are shifted by dipolar interaction,
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which is different close to the surface. Spatial dispersion may be important in sin-
gle crystals of conjugated polymers for a wavevector along the p-conjugation
where electrons move freely. The weak intermolecular overlap in molecular solids,
however, results in a large electron mass and spatial dispersion effects should be
undetectable. Furthermore, the confinement of electron and hole to a single mole-
cule increases the oscillator strength of Frenkel excitons and opens a wide polari-
ton gap that cannot be closed by the kinetic energy of the exciton. Spatial disper-
sion effects are therefore neglected in discussing the effects arising from the an-
isotropy of the molecules.

8.3.2
Polaritons in Anisotropic Solids: Directional Dispersion

Unless wavevector and electric field coincide with principal axes of the dielectric
tensor, the displacement current and electric field point in different directions.
Multiplication of the Fresnel equation [Eq. (8.47)] with n2 = (ck/x)2 yields the fun-
damental equation of crystal optics for an arbitrarily chosen set of orthogonal
axes:

X
i;j

eijsisjn
4 �

X
l

eijsisjell � eileljsisj
	 


n2

( )
� eij
�� �� ¼ 0 ð8:71Þ

Transformation to principal axes simplifies the equation to a form that can also be
derived from the ellipsoid of constant phase [Eq. (8.48)]:

e1s
2
1 n2 � e2ð Þ n2 � e3ð Þ þ e2s

2
2 n2 � e3ð Þ n2 � e1ð Þ þ e3s

2
3 n2 � e1ð Þ n2 � e2ð Þ ¼ 0 ð8:72Þ

The equation is quadratic in n2 and has two solutions of orthogonal electric fields
E [Eq. (8.48)]. The solutions depend on the orientation ŝs of the wavevector and
optical spectra vary with orientation of the wavevector.

8.3.2.1 Polaritons in Uniaxial Crystals
Crystals of uniaxial symmetry are the simplest cases of optical anisotropy since
only one direction, defining the optical axis, has a dielectric constant e that devi-
ates from the value e^ of the other principal axes. With two tensor components
only the Fresnel equation factorizes and each factor yields a polariton:

n2 � e?ð Þ e==s
2
== n2 � e?ð Þ þ e?s

2
? n2 � e==
� �h i

¼ 0 ð8:73Þ

The first solution couples only to excitons contributing to e^. The electric field is
therefore parallel to the displacement current and the polariton is a transverse
wave polarized perpendicular to the optical axis. This solution represents the
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8 Strong Exciton Polaritons in Anisotropic Crystals

ordinary ray of uniaxial crystals [27], which behaves similarly to polaritons in iso-
tropic material.
The second factor depends on the orientation ŝs of the wavevector. Coupling also

to e// the polariton is polarized in a plane that contains the optical axis and has
except for s// = 0 a longitudinal component of the electric field. This solution rep-
resents the more interesting extraordinary ray of the uniaxial crystals. With W
denoting the angle between wavevector and optical axis, the extraordinary ray
obeys a simple wave equation, which shows its orientation dependence most
clearly:

n2 ¼ c2k2

x2
¼ e==e?

e== sin Wþ e? cos W
; tan W ¼ s==

s?
ð8:74Þ

The resonance frequency of the extraordinary polariton depends on the transition
energies of all excitons, obvious by expressing the dielectric constants el by the
Kurosawa relation [Eq. (8.64)], which involves only the energies of transverse and
longitudinal excitons Tlj and Llj:

n2
l ¼ elðxÞ ¼ elð¥Þ

Y
j

L2
lj � ð�hxÞ2

T2
lj � ð�hxÞ2 ; l ¼ ==;? ð8:75Þ

A system with two orthogonal polarized excitons and an isotropic background
dielectric constant e(¥) is sufficient to demonstrate the dependence of the polari-
ton resonance on the orientation of the wavevector. One exciton T// is polarized
along the optical axis and T^ couples to the other axes. Resonance of the polariton,
defined by a pole of the refractive index, occurs for a vanishing denominator in
Eq. (8.74) and the dielectric constant in Eq. (8.75) relates resonance frequencies X
of the extraordinary polariton to the energies of the excitons:

T2
? � ð�hXÞ2� �

L2
== � ð�hXÞ2

� �
sin Wþ T2

== � ð�hXÞ2
� �

L2
? � ð�hXÞ2� �

cos W ¼ 0 ð8:76Þ

Two transverse excitons result in two resonance frequencies X1,2, which depend
on the orientation of the wavevector with respect to the optical axis (W ¼ 0), on the
energy of the transverse excitons and on their coupling strength to light which
determines the energy of the longitudinal exciton.
The result is shown in Fig. 8.8 for T// as lowest transition. The other case,

T^<T//, is obtained by exchanging the indices and replacing W by p=2� W. Two
cases are presented. The full lines show a very strong exciton T// that opens a wide
polariton gap to the longitudinal exciton L//. The exciton T^ is much weaker and
its longitudinal exciton L^ is below L//. The resonance X1 shifts with increasing W
from the T// to T^while the second resonance X2 moves from L^ to L//. The dashed
lines represent excitons of comparable strength and now L^ lies above L//. The
spectral shift of X1 and X2 crosses the same energy range but the shift is different
and X2 shifts now from high energy (L^) to low energy (L//) as W increases. By
changing k from W ¼ 0 to 90� the electric field of the polariton rotates from per-
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pendicular to parallel to the optical axis from and the resonance X1 shifts between
the closest pair of excitons of corresponding polarization, from T// to T^ or to L// if
that comes first. The strength of the resonance, however, depends on the termi-
nating exciton state. If the resonance shifts from T// to L// its strength vanishes for
W = 90� since longitudinal excitons do not couple to light. That applies also for the
upper polariton resonance in Fig. 8.8, which, running between two longitudinal
excitons, has strength only for intermediate angles due to some coupling to trans-
verse excitons. In contrast to the extraordinary ray, the resonance of the ordinary
ray always occurs at T .̂
The angular dependence of the resonance energy is called directional dispersion

and reflects the energy shift of the induced dipoles by coupling to the longitudinal
field due to a longitudinal polarization. It is unique to extraordinary polaritons in
anisotropic solids and spectra calculated from conventional perturbation theory
miss that shift since the longitudinal polarization is ignored. The correct reso-
nance energy could be derived by summing up the field of induced dipoles and
calculating the corresponding product of transition dipole and longitudinal field
[39]. However, since the induced dipoles rotate the electric field, much iteration is
needed for convergence. Elaborate sums of induced dipoles have been performed
but apply only for cases where the longitudinal field is small since they implicitly
assumed transverse electric fields [40].
The optical resonance frequency X defines the lower edge of a polariton gap

and the spectral width of the “metallic” reflectance. Figure 8.9 shows the disper-
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Figure 8.8 Directional dispersion of the opti-
cal resonance in a uniaxial crystal with one
transverse and longitudinal exciton for polari-
zation parallel and perpendicular to the opti-
cal axis. The abscissa is the angle between

wavevector and optical axis. Full lines repre-
sent the case of a strong exciton T// and a
much weaker transition T .̂ Dashed lines
show the case of two excitons of comparable
strength.
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sion x(k) of the extraordinary polariton in Fig. 8.8 for an angle of W = 30� between
optical axis and wavevector. Directional dispersion of X1 moves the lower edge of
the polariton gap to higher energy, while the upper edge is fixed by the longitudi-
nal exciton L//. Figure 8.9a shows the wide polariton gap of the strong exciton T//

that is interrupted by a branch running from the longitudinal exciton L^ to the
second resonance X2. Figure 8.9b represents the case of a weaker exciton T// and
the polariton represented by the dashed lines in Fig. 8.8. The polariton gap of X1

starts at slightly lower energy owing to less directional dispersion and is much
narrower since the longitudinal exciton L// has shifted to lower energy. The polar-
iton continues with the upper branch and approaches the photon-like dispersion
at high energy, crossing the second resonance X2. Another polariton gaps opens,
which is small since X2 is close to the longitudinal exciton L^. This case corre-
sponds to well separated excitons. Tosatti and Harbeke found similar polariton
dispersion curves in a study of the reflectivity of Wannier excitons in PbI2 and dis-
cussed also the effect of spatial dispersion and an exciton-free surface layer [41].

Figure 8.9 Polariton dispersion x(k) of the extraordinary
polariton with excitons from Fig. 8.8 for angle of 30� between
the optical axis and the wavevector. The shaded area shows
polariton gaps where electromagnetic waves cannot propa-
gate. Dashed lines indicate the exciton energies.

Directional dispersion is a general feature of excitations in anisotropic solids
and much of the dielectric theory has been developed to explain pronounced shifts
observed for phonon-polaritons [13, 42]. The dipole-active oscillators in phonon–
polaritons are lattice modes, which create a long-range polarization field and with-
in the harmonic oscillator approach phonon– and exciton–polaritons show the
same dispersion effects.
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8.3.2.2 Biaxial Crystals and Axial Dispersion
The Fresnel equation for crystals of orthorhombic and lower symmetry cannot be
factorized since all axes are inequivalent. We start from the Fresnel equation [Eq.
8.72)] for a diagonalized dielectric tensor, which yields two polariton modes of or-
thogonal polarization. Each term involves all tensor components and both polari-
tons couple to all excitons and propagate as extraordinary rays. Since the dielectric
constants ej vary rapidly near an exciton resonance off-diagonal elements reappear
and the principal axes must be rotated to adapt to the new dielectric constants
[43]. Such axial dispersion of the dielectric tensor does not occur in crystals of
orthorhombic symmetry where the lattice provides a set of orthogonal axes.
Axial dispersion occurs in monoclinic and triclinic crystals. Monoclinic crystals

have a symmetry axis, which being perpendicular to the other two primitive trans-
lations provides a principal axis. The dielectric tensor has only one off-diagonal
element restricting axial dispersion to the plane perpendicular to the symmetry
axis. The polarization induced by an electric field in a monoclinic crystal with z as
symmetry axis is described by a proper dielectric tensor:

Px
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Pz

0
@

1
A ¼

exxðxÞ � 1 exyðxÞ 0
exyðxÞ eyyðxÞ � 1 0
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@
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Ez

0
@

1
A ð8:77Þ

For a more detailed discussion, see Ref. [44]. If the dielectric tensor is diagona-
lized in a transparent region where the tensor is real, the non-diagonal element exy
reappears when a transition polarized in the xy-plane changes the dielectric ten-
sor. That component is eliminated by rotating the principal axes in the plane per-
pendicular to the symmetry axis by an angle d:

tan 2d ¼ 2exyðxÞ
exxðxÞ � eyyðxÞ

ð8:78Þ

Particularly strong rotation is expected if two tensor components are near degen-
erate. This procedure can be extended to triclinic lattices but is not very practicable
since all Eulerian angles are involved [45].
No unitary transformation diagonalizes real and imaginary part of the dielectric

tensor simultaneously and only the complicated Eq. (8.71) provides the full
description of optical spectra. However, the experimental results in the next sec-
tion show that in the case of strong transitions an orthorhombic tensor is still a
good approximation to the optical spectra of monoclinic and triclinic crystals.
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8 Strong Exciton Polaritons in Anisotropic Crystals

8.4
Experimental Results

8.4.1
Non-Classical Absorption of Light

Polaritons as field quanta of coherently coupled radiation and polarization in sol-
ids absorb light only by inelastic scattering of the exciton. Scattering results from
all interactions that are not included in the exciton–photon Hamiltonian
[Eq. (8.16)]. Absorption is therefore negligible if these interactions of excitons are
weaker than their coupling to photons. This case corresponds to a Rabi frequency
much larger than the scattering rate and absorption should be less than predicted
by Fermi’s golden rule.
Excitons of high oscillator strength and Rabi frequency seem most suitable to

study such non-classical absorption. Contrary to that expectation, reduced absorp-
tion is observed only for weak excitons as for instance at low temperature in a
high-quality naphthalene single crystal [46]. The absorption edge of naphthalene
is determined by a weak molecular exciton, polarized parallel to the short axis,
which in the monoclinic crystal splits into a Davydov doublet, separated by
18.6meV and most of the oscillator strength is found for polarization E//b.
Figure 8.10 presents the transmission spectrum of a thin single crystal for weakly
absorbed light (E//a). The sloping background of decreasing transmittance is at-
tributed to residual absorption of the much stronger b-polarized exciton but all
the strikingly sharp features belong to the a-polarized exciton at 3.9024 eV and its
vibronic satellites. The b-polarized exciton also causes the broad dent marked by
the arrow.

Figure 8.10 Uncorrected transmission spectrum of a thin
single crystal of naphthalene [47]. The arrow points to the
residual absorption of the much stronger Davydov
component for E//b.
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The absorption of the weak exciton shows a rather unusual temperature depen-
dence (Fig. 8.11). The line broadens rapidly with increasing temperature, but its
height increases first indicating that the absorbance of this exciton is not deter-
mined by its oscillator strength but increases with increasing linewidth. The tem-
perature dependence of the absorbance, determined from the integrated absorp-
tion spectrum, is shown in Fig. 8.12 together with the spectral width of the exciton
[47]. The linewidth increases linearly at higher temperature owing to scattering by
low-energy phonons [46]. The absorbance increases very rapidly and saturates
above 15K. From the saturation value an oscillator strength f » 10–5 is estimated and
for the density of unit cells, 4.7 � 1021 cm–3, a Rabi frequency of 12THz is found
[Eq. (8.22)]. The corresponding Rabi time of 0.5 ps is much shorter than the coherent
time of 13ps, estimated from the spectral linewidth of 50leVat 2.2K, consistent with
a reduced absorption at low temperature. In the saturation range the linewidth has
increased to 1meVand the corresponding lifetime of 0.6 ps indicates that the scatter-
ing rate has reached the Rabi frequency. The reduced absorbance at low temperature
and its increasewith scattering to temperatures to a saturation value when the scatter-
ing rate approaches the Rabi frequency are in full agreement with polaritons, which
as eigenstate of the solid absorb light only by inelastic scattering.

Figure 8.11 Temperature dependence of the absorption spec-
trum of the weak a-polarized exciton in naphthalene [48].

The authors conjectured that thermal broadening of the spectrum was consis-
tent with polaritons but not the absorbance. Their analysis of lifetime broadening
and reduced absorption was based on the work of Davydov and Serikov [22], who
considered temporal decay of a polariton. In deriving spatial damping of light
from the lifetime of the polariton excited on the surface, it was erroneously
assumed that excitons move with velocity v and separate from the fast moving
photons. The different speed of exciton and photon reduces within the lifetime of the
exciton the coupling strength of exciton and photon by a factor v/c to a negligibly
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8 Strong Exciton Polaritons in Anisotropic Crystals

Figure 8.12 Integrated absorption and linewidth of the
a-polarized exciton in naphthalene [47, 48].

small value. Such separation of exciton and photon is inconsistent with a polari-
ton as eigenstate of an optically excited homogeneous solid.
The transmission spectrum in Fig. 8.10 reveals very different linewidths of the

weak a-polarized exciton and the much stronger b-polarized exciton and reduced
absorption is observed only for the weak transition. Such a difference is remark-
able since both derive from the same molecular state and differ only in their tran-
sition dipole moments. Obviously strong transition dipoles enhance the scattering
rate. Dipolar coupling results in delocalization of the excitation via F�rster transfer
and excitons thus interact during their lifetime with more scattering centers. Since
F�rster transfer increases with the square of the dipole moment, faster than the line-
arly increasing Rabi frequency, large transition dipoles reduce the chance of obser-
ving reduced absorption and strong excitons obey Fermi’s golden rule.
Reduced absorbance was also reported for the Wannier exciton of GaSe [48]. A

97-lm thick sample with an estimated Rabi frequency of 20 THz shows classical
absorption above 200K. Non-classical behavior was most pronounced in thinner
samples and the authors concluded that surface scattering plays an important role
in the non-classical polariton absorption. No such effect is observed if photons
above the bandgap of GaSe were chosen in accordance with rapid dephasing of
unbound electron–hole pairs.

8.4.2
Polaritons in Uniaxial Crystals

8.4.2.1 Graphite

The spectra of the pentamethinium dye in Fig. 8.1 and other molecular solids ini-
tiated a molecular polariton model, which calculated transition energies and Davy-
dov splitting from molecular dipoles [49], with limited success in case of strong
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transitions, since the longitudinal polarization was neglected. First evidence for
the importance of the longitudinal field came from angular resolved electron-loss
spectra of graphite [50]. Since electrons couple to longitudinal excitons their
inelastic scattering creates excitons with a longitudinal component of the field
and by varying the angle of incidence the directional shift of those excitons can be
studied. Since longitudinal excitons correspond to zeros of the dielectric constant
e or maxima of Im(–1/e), electron-loss spectra provide the same information on
the dielectric response as optical data. Figure 8.13 presents the shift of the polari-
ton resonance with the angle W between wavevector of the electron beam and the
optical axis c of graphite. The particular bonds and symmetry of the lattice reduces
the number of optical resonances to only two transverse excitons for each polariza-
tion E//c and E^c. Parallel polarized excitons correspond to transitions between r

and p states, r fi p* and p fi r*, while p fi p* and r fi r* transitions have
polarization E^c. The sequence of transverse and longitudinal excitons has been
determined from ellipsometric and electron-loss data [51, 52] and from these ener-
gies the polariton resonance can be derived from Eq. (8.75). The lowest exciton T^

belongs to p–p* transitions and is excited by light incident parallel to the c-axis
(W ¼ 0). As the angle of incidence rotates the polariton resonance shifts towards
the longitudinal exciton L^ of p–p* transitions, which can be excited by electrons
of wavevector k^c (W = 90�). For oblique incidence the polariton is a mixed trans-
verse–longitudinal mode that can be excited by light and electrons. The next polar-
iton branch involves transitions between r and p states which couple to light
polarized parallel to the c-axis (E//c). The transverse exciton T//, excited by light of
wavevector k^c (W = 90�) occurs near 11.5 eV, well separated from p–p* transitions.
As the wavevector rotates the polariton acquires a longitudinal field component
and the resonance shifts towards the longitudinal exciton L// near 14 eV, which
can be excited by an electron beam parallel to the c-axis. This longitudinal exciton
is degenerate with the transverse exciton T^ of r–r* transitions, polarized in the
layer plane and with increasing W the resonance of these transitions shifts to the
corresponding longitudinal exciton L^ at 27 eV. Within that polariton gap occurs
another weaker transition involving r and p bonds with a transverse exciton T//

near 16 eV and the longitudinal exciton near 19 eV. At intermediate angles the res-
onances related to these polariton branches cross owing to directional dispersion
and split since for intermediate angles both have a longitudinal field component
to interact. The shift of the four optical resonances, predicted by the dielectric the-
ory of the polariton, agrees with the data from electron-loss spectroscopy and
proved the reliability of the dielectric approach to polaritons.
The simple electronic structure of graphite is responsible for the pronounced

directional shift of polariton resonances since a small number of strong excitons
in a wide energy range results in a number of polariton branches. Polariton dis-
persion is much more complicated if more excitons split the polariton into a large
number of branches. Such a complex spectrum has been found in anthracene by
electron-loss spectroscopy [53]. Pronounced directional dispersion is observed for
a strong exciton at higher energy, derived from a molecular exciton with dipole
moment parallel to the long molecular axis. At lower energy the repulsive interac-
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8 Strong Exciton Polaritons in Anisotropic Crystals

Figure 8.13 Directional dispersion of polariton resonances of
graphite [53]. Diamonds refer to data from electron-loss spec-
tra [51] and open and filled circles to transverse and longitudi-
nal excitons, respectively, as derived from optical data.

tion of a large number of polariton branches opens many gaps, which reduces the
directional shift of the corresponding optical resonance. Although the analysis of
the spectra is much more complicated than for graphite, the elaborate analysis of
the data found them in full agreement with polariton dispersion theory.

8.4.2.2 Dye Single-Crystal CTIP
The cyanine dye CTIP, c-cyclopropyl-bis(1,3,3-trimethylindolenine-2-yl)penta-
methinium tetrafluoroborate, shown in Fig. 8.14, represents a large group of line-
ar molecules where “metallic” reflectance of crystals is common. The p-electrons
of four double bonds are delocalized on a linear chain and the lowest transition is
a strong exciton polarized parallel to the chain. The triclinic unit cell has inversion
symmetry and contains two dye ions and their BF4

– counter ion [54]. The resulting
Davydov components U are linear combinations of the molecular excitons u:

U– ¼
1ffiffiffi
2

p u1–u2ð Þ ð8:79Þ

Owing to inversion symmetry, the molecular dipoles are parallel and one Davydov
component acquires all oscillator strength. The large transition dipole and the
molecule density of 1.466 � 1021 cm–3 result in strong polarization and shiny crys-
tals with silvery and blue faces indicate large dispersion effects.
Figure 8.15 presents spectra of the silvery (110) face and a solution spectrum

[8], which shows a strong absorption peak at 1.94 eV, followed by a shoulder due
to a vibronic exciton. The (110) face shows “metallic” reflectance extending from
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Figure 8.14 The cyanine dye c-cyclopropylbis(1,3,3-trimethyl-
indolenin-2-yl)pentamethinium and the triclinic unit cell with
two dye ions and counter ions BF4

–.

the absorption edge near 1.65 eV to the sharp drop near 2.9 eV down to values of
about 1% in the near-UV region. The high reflectance extends over the visible
spectral range, which gives the (110) face its bright silvery shine. It is observed for
polarization of light parallel to the projection of the transition dipole on that face.
In perpendicular polarization the reflectivity reaches only 4–5% and shows no
structure since the small step near 1.65 eV results from backscattered light in the
range where the crystal is transparent. Such strong optical anisotropy is typical for
samples where the molecules align parallel. Figure 8.15b displays spectra of the
dielectric constant derived by Kramers–Kronig analysis of the reflectivity. Since
the molecules are tilted only 9.4� out of the (110) plane, the wavevector is almost
perpendicular to the exciton dipole moment and the imaginary part of the dielec-
tric constant, Im(e), is a good approximation of the spectral density of the exciton.
The spectrum shows a single, strong and only 18meV wide exciton at 1.73 eV that
is followed by a vibronic progression of larger linewidth. The zero of the real part
of the dielectric constant yields the energy of the longitudinal exciton and con-
firms that the 1.2 eV wide band of high reflectivity results from the polariton gap
of a strong exciton. The weaker vibronic excitons, which have about 30% of the
total oscillator strength, create additional polariton branches and cause the dips in
the “metallic” reflectance, consistent with the model dispersion in Fig. 8.9. The
dielectric constants obtained from normal incidence reflectance were confirmed
by an extensive study of the surface polariton in the spectral range accessible to
the method of attenuated total reflectance [55].
For a quantitative test of the polariton model, the oscillator strength f of the mo-

lecular exciton must be known, which is obtained from the sum rule applied to
the spectra of Im(e) or to the molar absorption:

f ðEÞ ¼ 8pme0

e2h2

1
N

ðE
0

E ¢ImðeÞdE ¢ ¼ 4me0

e2h
nc
N

ðE
0

E ¢aðE ¢ÞdE ¢ ð8:80Þ
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8 Strong Exciton Polaritons in Anisotropic Crystals

N accounts for the density of molecules in the crystal or in solution and n is the
refractive index of the solvent. The integrated spectrum of Im(e) is presented in
Fig. 8.16 and shows the sharp increase due to the strong exciton and the satura-
tion value at 3 eV, the high-energy edge of the polariton gap, yields the molecular
oscillator strength f = 5.6. This large value is consistent with the value f = 1.8
obtained from the solution spectrum since the random orientation of the mole-
cules distributes the oscillator strength over three orientations. Most of the p-elec-
trons of the conjugated bonds show up in a single exciton. Since the linear mole-
cule has no orbital degeneracy, an oscillator strength far above f = 2, proves that
the p-electrons are strongly correlated and respond to light collectively. Equation
(8.18) derived from the oscillator strength and the transition energy of 1.7 eV a
molecular transition dipole of 3.54 e� and 5.0 e � for the dipole of the unit cell,
which has the oscillator strength of two molecules. Such dipoles are orders of
magnitudes larger than those observed for Wannier excitons and result in excep-
tional optical properties. Since the exciton is also well separated from other transi-
tions, CTIP provides an ideal model to test the dielectric model of strong exciton-
polaritons.
Figure 8.17 compares normal incidence reflectance of three crystal faces

obtained with light polarized parallel to the projection of the molecular dipole on
to the respective face [56]. The angles refer to W the angle between transition
dipole and wavevector, which is parallel to the face normal since normal incidence
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Figure 8.15 (a) Reflectivity of CTIP observed
on the (110) face for polarization of light par-
allel and perpendicular the projection of the
molecular dipole on to that face. The dotted
line shows a spectrum in methanol.

(b) Spectra of the dielectric constant derived
by Kramers–Kronig transformation of the
“metallic” reflectivity. Vertical arrows mark
polariton resonances and the longitudinal
exciton.
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Figure 8.16 Oscillator strength of the molecular exciton of
CTIP, derived from the integrated spectrum of Im(e).

Figure 8.17 Normal incidence reflectivity of three crystal
faces of a CTIP crystal. Dashed lines compare polariton spec-
tra calculated from the parameters in Table 8.1. Shaded areas
display the spectral density, i.e. spectra of the imaginary part
Im(e) of the dielectric constant.

of light maintains the orientation of the wavevector. The shaded areas are spectra
of Im(e) and reveal not only a large shift of the polariton resonance but also con-
siderable variation of the spectral lineshape. The (110) face provides the best cou-
pling of light and exciton since the transition dipole is almost perpendicular to k
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and spectra of that face are used to model the dielectric tensor. The Lyddane–
Sachs–Teller relation [Eq. (8.63)] suggests a uniaxial approach with the transition
dipole as optical axis since the wide polariton gaps corresponds to a large change
in the dielectric constant that renders anisotropy due to high-energy transitions
negligible. The exciton and its satellites are represented as Lorentz oscillators with
transition energies, width and strength taken from Im(e) of the (110) face and
refined to improve the agreement with the experimental reflectivity. That proce-
dure corrects also some inaccuracy of Kramers–Kronig transformation with
respect to strength and linewidth of the transitions and is needed to model transi-
tions that are to weak to be resolved in spectra of Im(e). The dashed lines present
polariton spectra calculated from the excitons in Table 8.1 and agree very well
with the experimental spectrum.

Table 8.1 Lorentz oscillators representing the exciton of CTIP
and its vibronic satellites, their contribution v to the static
dielectric constant e(0) and their linewidth v.

"xj (eV) 1.69 1.81 1.93 2.13 2.33 2.53

vj 4.0 0.2 0.4 0.15 0.03 0.005

"cj (meV) 18 100 100 160 160 160

e(¥) e// = 2.8 e^ = 2.4

The transverse exciton is shifted by 40meV to lower energy compared with the
peak position of Im(e) on the (110) face to account for the small directional shift.
The vibronic progression starts at 1.93 eV and the energies are well defined by the
dips in the reflectivity. Only two satellites are resolved in the spectrum of Im(e)
but the weak transitions have significant effect on the reflectivity since by opening
additional branches within the polariton gap they reduce the reflectivity. If these
transitions are omitted the calculated reflectivity exceeds 90%, a significant devia-
tion from the experimental spectrum. The narrow width of the fundamental exci-
ton, consistent with the value derived from Kramers–Kronig transformation, is
necessary to reproduce the sharp rise in the reflectivity at low energy. All vibronic
states have larger width, which is expected since these excitons can scatter down
in energy. The high-energy edge of the metallic reflectance is sensitive to the
choice of the background dielectric constant e//(¥) and has been determined from
the Lyddane–Sachs–Teller relation. The tensor component e^(¥) is derived from
the average reflectivity for orthogonal polarization of different crystal faces.
The weak transition at 1.81 eV causes the asymmetric shape of the leading

reflectance peak but is not member of the vibronic progression. The peak shows
considerable variation among different samples [see Figs. 8.17 and 8.15). Most
likely it arises from molecules in the surface that should have different transition
energy since the polarization field there is different from that in deeper layers.
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Similar, much narrower dips have been observed at 2K above the absorption edge
of high-quality single crystals of anthracene [57] and tetracene [58]. The polariton
gap is only 30–40meV wide since the excitons are much weaker but all dips fall
into that range. For anthracene it was observed that these dips shift if gas is con-
densed on the crystal. The most pronounced dip, occurring near the high-energy
edge of the polariton band, shifts by as much as 23meV to lower energy but
returns to its former position if the condensate is removed [59], a clear indication
of a state in the surface region.
The same dielectric tensor reproduces the spectra of all faces. It generates the

slow rise of the reflectivity on the (010) face, its fine structure and the large shift
and narrower reflectance band of the blue (100) face. The polariton spectrum
reproduces the three peaks of comparable strength of Im(e) derived from the
(010) face and confirms that absorption peaks in anisotropic crystals reflect
neither the position nor the strength of excitons. Nevertheless, the good agree-
ment obtained on all faces with the same broadening parameter cj of all transi-
tions is surprising. Scattering results from coupling the exciton to other states
and should be treated as self-energy corrections, which depends on the spectral
density of states and the matrix elements involved. The scattering rate should
change as the exciton resonance shifts over such a large range. The larger line-
width of the vibronic excitons apparently is a good approximation of the spectral
variation of the imaginary part of the self-energy of the polariton, in accordance
with the suggestion that coupling within the vibronic progression dominates the
loss of coherence [49]. Small adjustments of the broadening parameters improve
the agreement to the spectra of the (010) face where three peaks of comparable
strength in the spectrum of Im(e) point to near-resonant coupling [56].
The reflectivity of strong exciton polaritons is very sensitive to the surface qual-

ity. The reflectivity of the blue (100) face increases strongly at low energy if the
surface is damaged by ion bombardment and a double peak structure is observed
[60]. A similar low-energy peak was observed on the poorly developed (101) face
and was attributed to steps of unknown orientation [61].
The directional shift of the polariton resonance calculated from Eq. (8.75) is pre-

sented in Fig. 8.18. Data points correspond to maxima of Im(e), derived from
reflectance spectra of different faces of one single crystal [61]. If there is only one
exciton in that spectral range the resonance shifts smoothly from the transverse to
the longitudinal exciton as due to the decreasing angle W between wavevector k
and transition dipole the longitudinal polarization increases. A similar shift is ob-
served for the lowest resonance in graphite (Fig. 8.13). The large increase of the
dielectric constant from 2.6 to 7.4 by the contribution v= 4.8 of the exciton opens
the wide polariton gap from 1.7 to 2.9 eV and shifts the polariton absorption peak
all over the visible range, changing the color of the crystal faces from silvery to
blue. The vibronic exciton T1 opens an additional polariton branch and generates
another, weaker resonance. The shift of the main peak is not much affected by
additional weak transitions but the oscillator strength is redistributed near cross-
ing points of polariton branches as observed on the (010) face.
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Figure 8.19 displays the polariton dispersion X(k), the “band structure” of the
polariton, for three orientations of the wavevector, normal to the indicated faces.
The position of the excitons in Table 8.1 is marked by arrows. The real part Re(k)
of the wavevector shows the variation of the phase velocity and the small phase
velocity within the polariton gap corresponds to a small refractive index n. The
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Figure 8.18 Directional dispersion of the
extraordinary polariton of CTIP. The dashed
line corresponds to a single strong exciton T0,
the full curves include a vibronic exciton T1,

creating a second polariton resonance. Black
and gray dots show the main peaks and stron-
gest satellite, respectively, in the experimental
spectra of Im(e).

Figure 8.19 Polariton dispersion curves E(k)
for three orientation of the wavevector,
defined by normal incidence on the indicated
faces. Re(k) correspond to the “band struc-
ture” of the polariton and Im(k) to absorption

spectra. Arrows indicate the transition energy
of excitons. The thin line displays the linear
dispersion of an electromagnetic wave cou-
pling to high-energy transitions only.
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imaginary part Im(k) of the wavevector represents absorption spectra and multi-
plied by a factor 2 the absorption constant [Eq. (8.53)]. For wavevector normal to
the (110) face, absorption peaks are close to the exciton levels since the longitudi-
nal polarization is small (W = 80.6�). However, even in that case the absorption
constant does not reflect the strength of the excitons. The weak transitions at high
energy are much too strong due to a very small refractive index in that range. On
the (010) face the absorption spectrum shows three closely spaced transitions of
comparable strength and on the (100) face a strong peak at 2.6 eV is observed.

8.4.2.3 TCNQ. Tetracyanoquinodimethane
TCNQ was the first material to show that wide polariton gaps are not peculiar to
crystals of linear dye molecules but occur also for other p-conjugated molecules
[9]. Four molecules share the monoclinic unit cell, lying nearly flat on the ac plane
[62]. Figure 8.20 displays the very anisotropic reflectance spectra observed on the
(010) face, which are strikingly similar to those of CTIP. A more than 1.5 eV broad
band of high reflectivity is observed in the range of a single molecular exciton as
shown by the solution spectrum. The transition dipole of the molecular exciton is
parallel to the long molecular axis. The exciton is spectrally well separated from
other transitions and shows a vibronic progression of the double bond stretch
mode. The spectrum of free molecules resolves the vibronic progression better
and reveals the shift of the exciton transition energy in a polarizable medium. The
symmetry of the unit cell and the aggregation of the molecules result in one
strong Davydov component polarized in the ac plane while the component polar-
ized parallel to the b-axis is very weak and cannot be excited on a (010) face. The
spectral features narrow considerably at low temperature but the width of the
band is unchanged and Kramers–Kronig transformation of a low-temperature
spectrum reveals that, like in CTIP, most of the oscillator strength is concentrated
in the 0–0 transition [63]. The experimental situation is more favorable than in
CTIP since the transition dipole of the strong exciton lies in the ac plane. Light
incident normal to the (010) face thus excites a transverse wave, the wavevector is
parallel to the symmetry axis and spectra of Im(e) thus correspond to the spectral
density of the exciton and its progression, unperturbed by directional dispersion.
Although the orientation of the electric field was known, attempts to calculate the
reflectivity from dipole sums were not satisfactory [32], indicating how difficult it
is to derive the local field from microscopic models.
Figure 8.21 presents room temperature reflectance spectra of three faces [10]

and spectra of Im(e) [64]. Maxima of Im(e) found for the (010) face deliver the en-
ergy of transverse excitons and the spectrum reflects the distribution of the oscil-
lator strength to the vibronic progression. The energy of the longitudinal exciton
is derived from the zero of Re(e) and confirms a polariton gap that stretches from
T0 of 2.778 eV to the longitudinal exciton L0 of 4.218, in very good agreement with
low-temperature data [64]. Spectra of the other faces are again strongly modified
by directional dispersion, obvious from the shift of peaks of Im(e) and the varia-
tion of the spectral density.
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Figure 8.20 Reflectance spectra of the (010) face of a mono-
clinic TCNQ crystal at room temperature and absorption
spectra of molecules in the vapor phase or dissolved in
chloroform [10]. The inset shows the molecular structure.

Figure 8.21 Spectra of the reflectivity and of the imaginary
part of the dielectric constant of TCNQ for three different
crystal faces [9, 63].

As in CTIP, the directional shift of polariton resonances is derived from Eq.
(8.75) and the energies of transverse and longitudinal exciton found in the spec-
trum of the (010) face. In view of the similarity of the spectra to those of CTIP is
not surprising that the same behavior is observed (Fig. 8.22). The position of the
main peak of Im(e) found in the spectra of three crystal faces agrees with the
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calculated position. A weak exciton, at about 200meV above the fundamental exci-
ton, opens an additional polariton branch and causes the pronounced dip in the
reflectivity of the highly reflecting (010) face. Spectra of the other faces show near
that energy an absorption peak, as expected when the strong resonance has
shifted beyond the transition energy of a weak exciton. This transition had been
attributed to a vibronic exciton [64] but it derives probably from the weak b-polar-
ized exciton since the peak is strongest in the spectrum of the (001) face.
The dielectric theory based on a uniaxial tensor with the transition dipole as

optical axis describes the spectra of triclinic and monoclinic crystals. This simple
approach is reliable if the aggregation of molecules results in one strong transi-
tion in the spectral range of interest.

8.4.3
Polaritons in Biaxial Crystals

8.4.3.1 Dye Crystal TTI: Bis(N-ethylthiazolin-2-yl)trimethine Cyanine Iodide

Packing of molecules frequently leads to two Davydov components of significant
strength, resulting in two extraordinary polaritons with a longitudinal component
of the polarization. Additional complications arise in monoclinic and triclinic sys-
tems from axial dispersion of a diagonalized dielectric tensor and non-vanishing
off-diagonal elements in the absorbing region. The problem of exciting only one
polariton was solved in uniaxial crystals by finding the polarization for maximum
or minimum reflectance near the absorption edge. This procedure fails with biax-
ial crystals if the projection of the transition dipoles of the Davydov components
on to the reflecting face is not orthogonal, coupling each polariton to both Davy-
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Figure 8.22 Directional dispersion of the
resonance energy of the polariton of TCNQ.
The dashed line corresponds to the shift of a
single strong exciton T0, the full curves show
the dispersion if a weak exciton T1 creates a

second polariton resonance. Black and gray
dots show the main peaks and the strongest
satellite, respectively, in the experimental
spectra of Im(e).
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dov components. Finding the proper polarization thus becomes more compli-
cated. Polaritons are excited by photons, which have the same orientation of the
field parallel to the surface. Since polaritons have orthogonal polarization a single
polariton mode is excited if incident and reflected photons have the same field
component parallel to the surface as the polariton and the usual boundary condi-
tions determine the amplitude and phase shift of the reflected light. If the polar-
ization of incident light deviates from that specific orientation a second polariton
is excited and different reflection coefficients of the polaritons rotate the polariza-
tion of the reflected light while different phase introduces ellipticity. A single
polariton therefore should be selected by analyzing the polarization of the
reflected light and choosing that polarization which results in minimum ellipticity
of the reflected light. Light of perpendicular polarization then excites the other
polariton.
Such a study has been performed on TTI. The molecule, shown in Fig. 8.23,

has a strong transition polarized along a conjugated chain of three double bonds.
Four molecules of two different orientations in the monoclinic unit cell [65] result
in two dipole-active excitons of Bu and Au symmetry, polarized perpendicular and
parallel to the monoclinic axis b, respectively. In contrast to TCNQ, the molecules
are noticeably tilted out of the ac plane and the b-polarized component acquires
too much strength to be ignored. The ratio of the transition dipole moments is 2.8
in favor of the ac-polarized component. Normal incidence reflectance spectra of
several faces were measured with a calcite analyzer parallel to the polarization of
the incident light. Measurements with crossed analyzers were used to optimize
the polarization of the incident light and to investigate deviations from the ideal
of exciting one polariton.
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Figure 8.23 Reflectivity of two polariton
modes excited on the ac face of TTI
[bis(N-ethylthiazolin-2-yl)trimethine cyanine
iodide], measured with parallel polarization of
incident and reflected light. The dashed

spectra are calculated from polariton disper-
sion and the dash-dotted line represents the
spectrum of reflected light after passing
crossed analyzers, with magnitude amplified
as indicated.
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Figure 8.23 shows the reflectance spectra of the (010) face, best suited to extract
the properties of the stronger exciton (Bu) because the dipole moment lies in the
ac plane. For polarization of light parallel to this dipole (–72.6� against the c-axis) a
single polariton is excited and yields a band of high reflectivity. The reflectivity
measured with crossed polarizers is below 10–5 at low energy and increases to
0.06% near 3 eV. Such low ellipticity confirms not only that a single polariton is
excited but also negligible axial dispersion. Kramers–Kronig analysis derives the
transition energy of the transverse exciton TBu at 2.68 eV. The b-polarized exciton
is not excited on that face and the nearly structureless reflectivity for orthogonal
polarization of light shows that no transitions of noticeable strength couples to
polarization in the ac plane. The dipole moment of the strong exciton provides an
obvious choice for a principal axis in the ac plane, e1, and the orthogonal b-axis
provides the second axis, e2. The third principal axis, e3, is again in the ac plane.
The reflectivity of the ac plane for perpendicular polarization, about 5%, yields the
dielectric constant e3 = 2.4, which is also chosen as background dielectric constant
for the second axis. The dashed line shows calculated reflectance spectra based on
the excitons in Table 8.2. Again, input parameters of the strong exciton and its
satellites have been obtained from Kramers–Kronig transformation and refined
by matching the calculated reflectivity to the “metallic” reflectivity of the ac plane.

Table 8.2 Lorentz oscillators, representing excitons of Bu and Au

symmetry and their vibronic satellites in TTI; vj and cj
correspond to the strength and linewidth of the excitons,
respectively.

Tensor axis e1, Bu e2, Au e3

Polarization l^b l//b l^b

"xj (eV) 2.68 2.84 2.96 2.66

vj (eV) 1.2 0.15 0.02 0.18

"cj (eV) 0.16 0.24 0.3 0.16

e(¥) 2.5 2.4 2.4

Table 8.2 reveals a small Davydov splitting of the molecular exciton, not much
more than the accuracy of energies derived by matching polaritons to an experi-
mental reflectivity. The oscillator strength of the Bu exciton is obtained from the
sum rule and that of the weaker exciton has been matched to agree with the ratio
of transition dipoles moments. Compared with CTIP the excitons contribute
much less to the static dielectric constant, which is expected for a shorter conju-
gated chain, resulting also in a higher transition energy. The large linewidth at
room temperature reduces the reflectivity of the polariton gap to about 60% and
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did not allow resolution of the properties of vibronic excitons from Im(e) directly.
Their properties have been derived from the fit to the reflectivity of the (010) face.
No crystal face was available to measure the properties of the b-polarized exciton

unperturbed from directional dispersion. The b-exciton was therefore derived
from spectra of the (011) face where the projection of the Davydov components
are nearly orthogonal with angles uBu

= –0.4� and uAu
= 90� against the a-axis

(Fig. 8.24). Polaritons excited on that face couple either to the strong or to the
weak Davydov component. Spectra for polarization E^a yield the properties of the
weak exciton, modified by directional dispersion since its dipole moment is not
orthogonal to the wavevector (W = 65.3�)[67]. The directional shift is small due to
the modest oscillator strength. Polarization of light E//a excites an almost trans-
verse wave due to small tilt by less than 1� out of the surface plane of the transi-
tion dipole of the strong Davydov component. The spectrum therefore is almost
identical with that of the (010) face. Reflected light passing the crossed analyzer
hardly reaches 0.01%, confirming once again negligible axial dispersion.
Since axial dispersion has not been observed, polariton spectra have been calcu-

lated from an orthorhombic dielectric tensor and the excellent agreement of calcu-
lated and experimental spectra of the (010) and (011) faces supports the choice of
the exciton parameter in Table 8.2. Final confirmation for that simple approach
comes from the good agreement of calculated spectra with the complicated spec-
tra observed on (110) and (111) faces. Figure 8.25 displays reflectance spectra
excited of a (110) face where the projections of the strong and weak Davydov com-
ponents have angles of 62.6 and 90� with the c-axis, respectively. Owing to that
small difference of 27� each polariton couples to both excitons. The experimental
spectra were measured by rotating the polarization of incident light during the
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Figure 8.24 Reflectivity of the (011) face of
TTI of polaritons coupling to either the strong
or the weak Davydov component. Dashed
lines represent calculated spectra of two

extraordinary polaritons. The spectra mea-
sured with crossed analyzers (dash-dotted
line) show negligible mixing of the polaritons.



8.4 Experimental Results

measurement to minimize the ellipticity. The polarization of the strongly reflect-
ing mode with respect to the c-axis is shown in Fig. 8.25b. It starts in the transpar-
ent region at u = 75�, rotates to 84� near the resonance of the weak Davydov com-
ponent and turns sharply back to 62�, settling finally at 64�. The rapid rotation
occurs in the range where the reflectance of both polaritons is very similar and
minimizing the ellipticity of reflected light seems the only way to select a single
polariton. The dashed curves show the calculated reflectivity and the excellent
agreement allows interpretation of the spectra in detail. Both Davydov compo-
nents couple to the strongly reflecting polariton causing the double peak structure
and throughout the spectrum a longitudinal field is present since the wavevector
is neither perpendicular to the dipole moment of the weak (W = 53.3�) nor of the
strong exciton (W = 40.1�). The first peak arises from the weak Davydov component
with a small directional shift. The second peak is due to the strong Davydov com-
ponent, shifted to 3.14 eV by coupling the transition dipole to the longitudinal
field created by strongly tilted transition dipoles. Spectra measured with crossed
analyzers show that only below 2.6 eV and above 3.1 eV the ellipticity of the
reflected light can be kept negligible by proper rotation of the polarization. How-
ever, near 2.8 eV light passing the crossed analyzers reaches 0.15%, fairly large
compared with 7% obtained with parallel analyzers. The electric field thus has an
ellipticity of 15%. Since no axial dispersion is observed on the ac plane such ellip-
ticity of the reflected light cannot be attributed to the neglected off-diagonal ele-
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Figure 8.25 (a) Reflectivity of the (110) face
of TTI in comparison with calculated spectra;
(b) reflectivity with crossed analyzers for var-
ious polarization of light with respect to the
c-axis; (c) polarization with respect the c-axis,

which yields minimum ellipticity of the
strongly reflected light. The arrow indicates
the projection of the strong Davydov compo-
nent on to that face.
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ment e13 of a monoclinic tensor but points to mixing of the polariton modes. Sim-
ilar ellipticity and rotation of the polarization is observed on the (111) face [66].
The spectra of Im(e) in Fig. 8.26 confirm significant directional dispersion of

the strong polariton. These spectra were calculated from the Lorentz oscillators in
Table 8.2 and agree well with experimental spectra derived by Kramers–Kronig
transformation. The shaded area shows the spectral density of the transverse exci-
ton Au, polarized parallel to the b-axis, which owing to lack of an appropriate crys-
tal face could not be measured directly. This exciton appears also in the spectrum
of the strong polariton, causing a peak and a shoulder on spectra of the (110) and
(111) faces, respectively. Mixing of the polaritons may be mediated by scattering
of that common exciton.

8.4.3.2 Ionic Crystals of the Dye BDH [1,7-Bis(dimethylamino)heptamethinium]
After the discovery of the “metallic” reflectivity of 1,5-bis(dimethylamino)penta-
methinium perchlorate [5, 49], directional dispersion has been reported for many
organic single crystals. Spectra of auramine perchlorate [67], paranitroaniline [68],
adenine hydrochlorate [69], 3-ethyl-5-[2-(1,3-dithiolanylidene)]rhodanine [70],
diethylcyanine iodide and chloride [71] and more pentamethinium dyes [72] show
striking optical properties arising from the longitudinal field, which nevertheless
was ignored in most studies. Deficits in matching the spectral lineshape were at-
tributed to spatial dispersion [73], unlikely in the case of small intermolecular
overlap, coupling to a vibronic states [49], or to significant dispersion of broad
exciton bands [68]. Since the longitudinal field arises from molecular dipoles dif-
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Figure 8.26 Calculated spectra of Im(e) of TTI
of the strong polariton for normal incidence
on the indicated crystal faces. The angles
refer to the orientation of the wavevector of
light with respect to the transition dipole of

the strong Davydov component. The shaded
area presents the spectral density of the weak
Davydov component spectrum, polarized par-
allel to the b-axis.
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ferent aggregation should lead to different spectra, consistent with the different
spectra of a squarelium dye in a triclinic and a monoclinic lattice [74]. A systemat-
ic variation of the crystal structure of the same molecule has been achieved for
ionic crystals of the cyanine dye BDH by using different counter ions [75, 76].
Like CTIP, that dye has a conjugated chain of four p-bonds, but small methyl
groups replace the bulky planar side-group and the isopropyl ring has been
removed, reducing steric hindrance. Chloride and bromide counterions result in
parallel stacking of the dye molecules and a 1.6-eV wide polariton gap stretching
from 1.94 to 3.56 eV is observed [77]. Detailed analysis has been performed for
spectra of triclinic crystals with BF4

– ions [78]. This section presents spectra of
BDH with ClO4

– and tetraphenylborate anions, BPh4
–, which crystallize in mono-

clinic and triclinic lattices, respectively [79]. Both unit cells have similar sizes
(1.465 and 1.493 nm3) but owing to the much larger size of the BPh4

– counter ion
the slightly larger triclinic cell contains only two dye molecules compared with 4
in the monoclinic cell.
The stacking of the molecules is shown in Fig. 8.27. The two molecules in the

triclinic cell align parallel in dimers with a 4.71� distance, which are separated by
the large BPh4

– ions. The intermolecular distances are too large for significant
exchange coupling and dipolar coupling prevails. The parallel alignment of the
molecules results in one optically active transition and the transition dipole paral-
lel to the molecular axis defines the optical axis of a uniaxial tensor. The four mol-
ecules in the monoclinic crystal stack in a herringbone structure and two different
orientations, related by a screw rotation 2b, results in two Davydov components of
Au and Bu symmetry polarized parallel and perpendicular to the b-axis, respec-

Figure 8.27 Stacking of bis(dimethylamino)heptamethinium
ions in two lattices with different counter ions. (a) BDH+BPh4

–;
the circles denote the boron position of the counter-ion.
(b) BDH+ClO4

–, view on to the ab-plane; counter ions and
methyl groups are omitted. Gray circles indicate the nitrogen
atoms.
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tively. Different from the stacking of TTI molecules, both excitons have compar-
able strengths with a ratio fAu

=fBu
= 1.58 estimated from the orientation of the mo-

lecular dipoles.
Figure 8.28 shows normal incidence reflectance spectra of the triclinic lattice

where all molecules are parallel. A band of high reflectivity is found for polariza-
tion of light parallel to the projection of the dipole moment on the respective face.
A low and structureless reflectivity around 5% for orthogonal polarization con-
firms the absence of other transitions in that spectral range and a uniaxial dielec-
tric tensor is sufficient to model the dielectric tensor. As expected for a strong exci-
ton, the spectra vary considerably for different faces owing to directional disper-
sion. The angle between the wavevector of light and transition dipole is shown for
each spectrum and polariton spectra calculated with a uniaxial model and the few
oscillators listed in Table 8.3 describe the spectral changes satisfactorily.

Figure 8.28 Reflectivity of three crystal faces of BDH+BPh4
–.

The angles refer to the orientation of the wavevector of light
with respect to the transition dipole. Dashed curves present
spectra calculated from parameters listed in Table 8.3 [79].

The exciton parameters were derived from the reflectivity of the (010) face
where the wavevector is almost perpendicular to the dipole moment. The trans-
verse exciton is found at 2.235 eV, followed by a vibronic progression of about
180meV and their polariton branches cause dips in the band of high reflectivity.
These features become more pronounced at low temperature and the strongest
satellites are resolved in spectra of Im(e) [79]. The reflectivity increases at low tem-
perature, reaching more than 90% before the sharp cut-off near the energy of the
longitudinal exciton at 3.05 eV. As in CTIP a weak additional state, at 2.39 eV,
improves the fit near themain reflectance peak. The origin is not clear but molecules
in the surface layer are a most likely explanation. On the other faces the mole-
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Table 8.3 Lorentz oscillators, representing the exciton of
BDH+BPh4

– and its vibronic satellites.

"xj (eV) 2.235 2.39 2.425 2.61 2.79

vj 1.90 0.05 0.10 0.015 0.0003

"cj (meV) 80 100 130 150 80

e(¥) 2.5

cules are strongly inclined and directional dispersion results in narrower regions
of high reflectance. The largest shift is observed for the (100) face where the polar-
iton resonance has shifted to 2.705 eV.
The spectra of the monoclinic lattice of BDH+ClO4

– are more complicated since
two transitions of comparable strength mix into the polariton modes. Spectra
from several faces were measured which differ significantly owing to the relative
orientations of wavevector and dipole moments, listed in Table 8.4.

Table 8.4 Orientation of the transition dipoles of BDH+ClO4
–;

W is the angle with respect to the surface normal and u the
orientation of the projected dipole with respect to the indicated edge.

Face WAu
(�) WBu

(�) uAu
(�) uBu

(�) Edge

(100) 90 13.8 60.1 –29.9 [011]

(001) 90 56.4 52.9 –37.1 [110]

(110) 38.8 52.5 15.7 33.2 [1�110]

(1�111) 43.1 49.4 52.3 –38.8 [110]

(11�22) 50.6 86.3 –38.6 48.3 [1�110]

The properties of a b-polarized Au exciton can be derived directly from spectra of
the (100) since the wavevector is normal the exciton dipole. The best face to derive
the parameter of the Bu exciton is the (112) face where the transition dipole is
almost perpendicular to the wavevector of light. Figure 8.29 shows spectra of these
two faces for polarization parallel to the projected dipole of the respective exciton.
The (100) face shows a wide band of high reflectance spanning the polariton gap
of the strong Au exciton. For orthogonal polarization a faint structure near 2.6 eV
is observed which is attributed to the Bu exciton. The coupling is very weak since
the transition dipole is nearly parallel to the wavevector of light. The (112) face
shows one peak for each polarization. The peak at low energy arises from the Bu
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Figure 8.29 Reflectivity of two crystal faces of BDH+ClO4
–,

where Davydov components of the molecular exciton couple
to different polaritons. Dashed curves present polariton
reflectance spectra with parameters listed in Table 8.5 [79].

exciton. The peak at high energy is attributed to the Au exciton whose resonance is
shifted by directional dispersion (W = 50.6�). The spectra change little at low tem-
perature and no clear vibronic structure emerges.
The transition dipoles of the Davydov components are used as principal axes of

an orthorhombic dielectric tensor with excitons modeled by Lorentz oscillators
(Table 8.5). Since vibronic states are not resolved an arbitrary progression of
90meV was chosen to model the deep depression in the reflectivity of the polari-
ton of the Au exciton on the (100) face and the high-energy tail of the reflectivity of
the Bu exciton on the (112) face. A progression of 180meV, expected from conju-
gated bonds, would lead to distinct dips in the reflectivity and larger broadening
would decrease the reflectivity too much, washing out also the edges of the polar-
iton band. The depression of the reflectivity without vibrational fine structure
points to a broad spectrum of low-energy vibrations which couple to the excitons.
A similar shape of a polariton reflectance is observed for 1,5-bis(dimethylamino)-
pentamethinium perchlorate (Fig. 8.1) where all four molecules in a monoclinic
cell of 1.31-nm3 volume are parallel to within 1� [80].
The calculated spectra reproduce the strong reflectance bands of both faces. A

noticeable deviation is observed for the high-energy peak on the (112) face. Rota-
tion of the electric field as in TTI (Fig. 8.25) is unlikely since the transition dipoles
project nearly orthogonal on to that face. Since in this study the ellipticity of the
reflected light was not investigated, small misalignment of the polarization of
light on that small crystal face is a most probable explanation for that deviation.

480



8.4 Experimental Results

Table 8.5 Lorentz oscillators, representing the excitons of BDH+ClO4
– and its vibronic satellites.

Exciton Au, l//b Bu, l^b

"xj (eV) 2.095 2.18 2.30 2.39 2.48 2.57 2.66 1.935 2.09 2.18 2.27 2.36

vj 2.80 0.02 0.03 0.04 0.05 0.06 0.045 1.50 0.015 0.02 0.015 0.015

"cj (meV) 115 200 200 200 200 200 200 75 180 180 180 180

e(¥) 2.5

The small peak near 3.3 eV in the other polarization, which is absent in the calcu-
lated polariton spectrum, further supports this conjecture.
Figure 8.30 demonstrates the large variance of polariton spectra of a biaxial crys-

tal with strong excitons. The spectra of three faces agree well with polariton spec-
tra based on the spectra of other faces. On the (001) face the spectrum polarized
parallel to the dipole of the Au exciton is almost identical with that on the (110)
since a transverse mode is excited. The other polariton couples to the weaker Bu

exciton and the spectrum is similar to that of the Bu exciton on the (112) face,
except for a small shift and smaller height due to a slightly different directional
dispersion. On the (110) face the projection of the transition dipoles deviates by
only 18� and both excitons couple into the stronger polariton mode. The polariza-
tion is close to that of the Bu exciton and was selected by finding at low energy the
maximum of the reflectivity. Again the calculated spectra agree with the experi-
mental spectra for both polarizations of light and allow the low-energy peak at
2.2 eV to be assigned to the dispersion-shifted resonance of the Bu exciton while
the high energy peak near 3.4 eV is a resonance of the Au exciton that is strongly
shifted by the longitudinal field. On the (1�111) face the excitons couple to different
polaritons since the projected dipoles are orthogonal. Although both transitions
dipoles are fairly strongly inclined, two absorption peaks are observed since the
transition energy of the Bu exciton is 160meV smaller and the smaller transition
dipole causes a smaller shift in the longitudinal field.
The spectra of BDH reveal the large variety of spectra based on the same molec-

ular exciton and are fully consistent with dielectric response theory that includes
the macroscopic polarization set up by the exciton dipoles. Implicitly it was
assumed that the molecular dipole is not changed by dipolar interaction. This
assumption is verified by applying the sum rule to the spectra of different crystals.
Figure 8.31 compiles integrated spectra of Im(e) of the BDH cation normalized to
their density in the different lattices [Eq. (8.82)]. In all cases crystal faces with neg-
ligible directional dispersion were chosen, so that Im(e) corresponds to the spec-
tral density of transverse excitons. The onset of the curves shows the shift of the
absorption edge due to the crystal field and all curves saturate around 3 eV below
the threshold to other transitions. In case of Cl– and BPh4

– counterions the parallel
alignment of all molecules results in a single exciton and the saturation value rep-
resents the oscillator strength of the molecular exciton. In the other cases the
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Figure 8.30 Reflectance spectra of three crystal faces of
BDH+ClO4

–, where both Davydov components couple into
each polariton modes. Dashed curves present calculated
spectra with parameters from Table 8.5 [79].

molecular oscillator strength is distributed to two Davydov components and the
sum of their saturation values yields the strength of the molecular exciton. All
samples yield a molecular oscillator strength in the range f = 5.6 – 0.3 and that
variation is within the experimental accuracy. The same value, f = 5.6, has been
found for CTIP which is also a chain of four double bonds, suggesting that the
p-electrons of a linear chain are not much affected by the terminating groups.

8.4.4
Polaritons in Thin Films of Nanocrystalline Domains

The search for improved electronic devices based on p-conjugated molecules initi-
ated the growth of thin films with crystalline domains. Aromatic molecules such
as thiophene oligomers are widely studied and much progress has been made in
growing films with crystalline order. Force microscope and X-ray studies confirm
the high quality of these domains but their absorption spectra are broad and show
even at low temperature not the narrow spectral features expected from excitons
in a crystalline environment. Comparison of the spectra of single crystals and
nanocrystalline films of sexithiophene points to polariton effects as the source of
the obvious contradiction of the high structural quality of 100-nm large domains
and broad structureless absorption spectra.
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Figure 8.31 Oscillator strength of the molecular exciton of
BDH, derived from the sum rule of Im(e) of crystals with four
different counterions. In all cases the sum rule has been
applied to crystal faces whose normal is perpendicular or
nearly perpendicular to the transition dipoles.

8.4.4.1 Single Crystals of a-Sexithiophene (T6)
Sexithiophene crystallizes in a monoclinic lattice, the lower half of which is shown
as an inset in Fig. 8.32. A pair of molecules related by a twofold rotation 2b are
found in this part and the remaining cell is generated by inversion on the top cen-
ter [81]. The fundamental molecular exciton is polarized along the molecular axis
L and the crystal symmetry generates two dipole-active states of Au and Bu symme-
try and two inactive states, Ag and Bg. Since the long axis lies almost flat on the ac
plane, the b-polarized Au exciton has a very small oscillator strength. It is the low-
est transition in the crystal and gives rise to narrow absorption lines attributed to
the exciton and vibronic states [82]. The Bu exciton, polarized in the ac plane, is
very strong, acquiring the oscillator strength of all four molecules in the unit cell,
each with a strength of f = 4.4 [83]. Single crystals grow as thin platelets with the
(100) face the only one of sufficient size for optical measurements. All molecules
are strongly tilted out of that plane.
Figure 8.32 shows absorption spectra of a 9-lm thin platelet. The weak Au

causes in E//b the small sharp peak at 2.273 eV and a series of similarly narrow
vibronic satellites. Broader features appear above 2.5 eV, which are attributed to
the Bu exciton at 2.593 eV and its vibronic progression. These excitons are polar-
ized in the ac plane but the large oscillator strength leads to some residual absorp-
tion in the forbidden polarization E//b. In its proper polarization, E//c, the Bu exci-
ton is accessible only to reflectance studies and Kramers–Kronig transformation
of the data yields a single resonance at 3.4 eV with a height of 2.3 � 105 cm–1. The
shift by 0.8 eV compared with the position of the Bu exciton in E//b results from
directional dispersion. The dashed line shows the excellent agreement with the
polariton absorption calculated in a biaxial model where the transition dipole of
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the strong Bu exciton defines the principal axes in the ac plane. All exciton param-
eters of the dielectric were taken from the experiment. The residual absorption in
the forbidden polarization E//b provided the transition energy of the Bu exciton
and its vibronic satellites since the weak excitation creates no significant longitu-
dinal field. The oscillator strength was derived by integrating a solution spectrum
and distributed among the exciton and its progression as estimated from the
absorption spectrum [84]. The large shift results from the small angle W = 24.4�
between wavevector and dipole moment resulting in a large longitudinal field. It
should be noted that as in naphthalene all spectral features of the strong exciton
are much broader than the features of the weak exciton although both derive from
the same molecular state. The larger linewidth must arise from stronger dipolar
coupling of the Bu exciton, which is the only difference between the two states.
Any effects based on overlap of molecular orbitals would affect both excitons
equally.
Whereas the single crystal spectra are perfectly understood in a polariton model,

the spectrum of a 60-nm thin nanocrystalline film with a lateral size of domains
near 100nm shows several inconsistencies at high energy. The fine structure at
low energy can be attributed to the weak Au exciton and its vibronic satellites. It is
emphasized that the weak exciton couples in the single crystal to its forbidden po-
larization E//c by Herzberg–Teller coupling [82]. This secondary effect is sufficient
to create a stronger absorption band in the forbidden polarization of light, which
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Figure 8.32 Absorption spectra of a-sexithio-
phene. The inset shows the lower part of the
unit cell. Full lines present the spectrum of a
single crystal for weakly absorbed light (E//b)
and for strongly absorbed light (E//c) derived
from reflectivity, the latter in comparison with

a calculated polariton spectrum. The dashed
line shows the absorption of a 60-nm thin
film of small crystalline domains. All spectral
features derive from two Davydov compo-
nents, Au and Bu, of the molecular L-polarized
exciton.
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has a similar shape to the spectrum of the film. However, the absorption constant
of the film above 2.5 eV exceeds by far the absorption of the single crystal. This
discrepancy becomes even stronger if we account for the isotropy of the film spec-
trum while that of the single crystal is polarized and has been measured in the
proper polarization E//c.
Strong and weak excitons also respond very differently to an external electric

field, as revealed by electroabsorption measurements on the single crystal [83].
Figure 8.33 shows at the top the change Da of the absorption constant for E//b,
induced by a field F = 23 kVcm–1 applied along the c-axis by two contacts evaporat-
ed on the (100) face. The spectrum of the weak Au exciton and its vibronic states
shows very narrow lines and agrees below 2.6 eV almost perfectly with the first
derivative of the absorption spectrum and scaled by DE = –0.3 leV. This part of
the spectrum is attributed to the Stark shift of the molecular exciton by its polariz-
ability bL along the molecular axis:

DE ¼ � bL

2
F2 ð8:81Þ

From the red shift and the electric field component along the molecular axis, a
polarizability bL = 915�3 was obtained. Such a large molecular polarizability con-
firms an easy displacement of charge and is consistent with delocalization of the
p-electrons over the molecule. The Bu exciton deriving from the same molecular
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Figure 8.33 Top: electroabsorption spectrum
of the single crystal. The response of the weak
Au exciton has been enlarged as indicated.
Bottom: first (thin line) and second derivative

(dotted line) of the absorption, scaled to the
spectra of the Au and Bu excitons, respectively.
Note the amplification of the first derivative
by a factor of 5 with respect to scale.
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exciton should have the same red shift but the signal would be much smaller
owing to the larger width of the spectral features. However, the response of the Bu

exciton is much larger than that of the narrow Au exciton and comparison with
the first derivative shows that the Stark shift matches neither the lineshape nor
the size of the modulated spectrum. The experimental spectrum is reproduced
much better by the second derivative of the absorption, which yields the correct
position of all spectral features. The negative peaks which occur at the maxima of
the absorption constant are consistently too small which is attributed to uncor-
rected stray light IS. Since Da is obtained from the ratio of relative change of the
transmitted intensity and thickness d of the sample, stray light reduces the ratio
in spectral regions of low transmittance:

Da ¼ � 1
d

DI
I þ IS

ð8:82Þ

The second-derivative lineshape arises from direct coupling the coherent polariza-
tion oscillating with optical frequency x to the external field F. The external field
F shifts the transition energy of the exciton, similar as the longitudinal field of a
polaritons:

DEðtÞ ¼~ll �~FF cosxt ð8:83Þ

The energy of the exciton thus oscillates around its zero-field position. Since the
effect vanishes with the loss of phase coherence, integration over the lifetime s of
the coherent polarization yields the observable change of the absorption in first
and second order of the energy shift DE:

Da ¼ 1
s

ðs
0

¶a
¶E

DE þ 1
2
¶2a
¶E2

DEð Þ2
� �

dt ð8:84Þ

The linear term vanishes by integration but the second-order term yields a spec-
trum of second-derivative lineshape, corresponding to field broadening of the
spectrum by the energy of the transition dipole in the electric field:

Da ¼ ¶2a
¶E2

~ll �~FF
� �2

2
ð8:85Þ

The field-induced change of the absorption, Da, increases quadratically with the field
as observed and is proportional to the oscillator strength of the exciton. The signal is
reduced by the angle of 65.6� between transition dipole of the Bu exciton and the
applied field. The scaling factor of the second derivative yields the transition dipole
momentl= 4.1 e�. The value is larger than the transition dipole l= 2.45 e� of the T6
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molecule but close to the value l = 4.9 e � expected for a Bu exciton in the crystal
which has the oscillator strength of all four molecules in the unit cell.
This type of field broadening is a coherent effect and different from lifetime

broadening of an excited state. Its observation needs large transition dipoles and
the transition dipole of the weak Davydov component Au is too small for such a
response. The properties of the weak exciton are those of the molecular exciton in
a well-defined environment since the large separation of the molecules and the
very small dipole moment reduce the intermolecular interaction and localize the
exciton.

8.4.4.2 Nanocrystalline Films
Nanocrystalline domains whose lateral size exceeds significantly the range of
dipolar interaction provide most molecules with the same intermolecular cou-
pling and should behave like single crystals. The range of coupling is estimated to
a few nanometers; comparable to the F�rster radius, and for larger domains the
absorption should depend on the orientation of the strong molecular dipole with
respect to the wavevector. The spectrum of a T6 film is thus modeled by a polari-
ton based on the strong exciton in the single crystal. A uniaxial approach with the
transition dipole of the strong Bu exciton defining the optical axis is sufficient
since the weak excitons contribute negligible polarization. The exciton parameters
are listed in Table 8.6 and additional weaker states at higher energy are not shown.
The oscillator strength of the excitons is the same as used to calculate the polari-
ton spectrum of the single crystal, shown in Fig. 8.32. The transition energies are
slightly shifted to higher energy by 40meV to reproduce the position of the spec-
tral features of the electroabsorption spectrum.

Table 8.6 Lorentz oscillators representing the Bu exciton in films
of a-sexithiophene and its vibronic states.

"xj (eV) 2.64 2.81 2.98 3.15 3.32 3.49

vj 1.20 0.32 0.10 0.02 0.005 0.001

"cj (meV) 130 140 150 170 180 200

Figure 8.34a shows calculated spectra of T6 domains [85, 86]. Directional disper-
sion of the polariton resonance shifts the absorption spectrum to higher energy as
the molecules rotate towards an upright orientation, thereby decreasing the angle
W between the optical axis and the wavevector. It should be noted that the weak
transitions above 3.5 eV show no shift.
The isotropic absorption of the film indicates random azimuthal orientation of

optical axes in the nanocrystalline film but it is assumed that domain maintain
the molecular orientation over the thickness of the film. Each domain has a differ-
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8 Strong Exciton Polaritons in Anisotropic Crystals

ent absorption spectrum aðWjÞ and the film absorption spectrum thus depends on
the distribution p(Wj) of the orientation of the optical axis Wj with respect to the
wavevector. Figure 8.34b presents calculated film spectra for a smooth distribution
of domain orientation, pðWj � W0Þ ¼ cos 2ðW� W0Þ, around a preferential orienta-
tion W0 of the optical axis. As in the experiment the absorption spectrum is
obtained by summing up the transmitted light to the transmittance T of the film
and the absorption constant is defined by the ratio of lnT and film thickness, d =
60 nm:

a ¼ �1
d

ln

P
j

pðWjÞ
Ðp=2
0

du exp �aðWjÞ cos 2u � d	 

Ðp=2
0

du
P
j

pðWjÞ

0
BBBB@

1
CCCCA ð8:86Þ

The spectra are calculated for optimum polarization of light (u = 0) and do not
include the weak Au exciton and its vibronic states, which cause the structure in
the experimental spectrum below 2.6 eV. All calculated spectra produce a nearly
structureless absorption band with a peak above 3.2 eV, well above the energy of
the Bu exciton and the high energy cut-off, defined by the longitudinal exciton
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Figure 8.34 (a) Variation of polariton absorp-
tion spectra with the angle between wavevec-
tor and transition dipole of the strong exciton
in T6. (b) Absorption of a nanocrystalline film
and polariton spectra calculated for different

preferential orientation of the optical axis in
the domains. (c) Comparison of the electro-
absorption spectrum (full line) with a spec-
trum calculated for a preferential orientation
of 30� [87].
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near 3.5 eV. This result is a consequence of summing up the transmitted light.
Domains with strongly tilted molecules (small W) absorb less light and dominate
the transmittance. Their large directional dispersion shifts the absorption peak of
the film to high energy. Nevertheless, the polariton spectra do not reproduce the
large absorption of the strong exciton at lower energy in the region of the strong
Bu exciton.
In striking contrast to the broad absorption spectrum, the electroabsorption

spectrum, shown in Fig. 8.34c, has very rich structure with some similarity to the
spectrum of the single crystal in Fig. 8.33 [83]. The spectrum has been measured
for polarization of light parallel to the field (E//F) and the spectral features agree
with those reported in an earlier publication and obtained in a different field con-
figuration [87]. These authors noticed that the lineshape of their spectrum could
not be fitted to derivatives of the rather structureless absorption spectrum. How-
ever, the dotted line shows a calculated electroabsorption spectrum based on the
same effects as in the crystal. The narrow features below 2.4 eV agree with the first
derivative of the absorption spectrum and arise from the Stark shift of the Au exci-
ton by 25 leV in a field of 130 kVcm–1. This shift corresponds to a polarizability of
425�3, which is about half the value observed in the single crystal, a satisfactory
agreement in view of the unknown azimuthal distribution of the dipole moments
involved in the Stark effect [85, 86].
The spectrum above 2.6 eV cannot be fitted to derivatives of the absorption spec-

trum, thus confirming the earlier report, but coupling the transition dipoles to the
electric field as in the single crystal reproduces all details. The electroabsorption
spectrum DaðWjÞ of each domain is calculated from field broadening of the strong
exciton by DE ¼ lF cos u sin W, taking into account the projection of transition
dipole to the electric field, including the azimuth angle u between field and transi-
tion dipole. The field-induced change Daj scales with the second derivative of the
corresponding polariton absorption and the square of the proper energy broaden-
ing, which is the expression in square brackets in Eq. (8.87). Summing up the
resulting change of the transmitted light intensity DIj yields the electroabsorption
spectrum Da of the film as ratio of DI/I and film thickness d:

DI ¼ �IdDa ¼

P
j

Ðp=2
0

du cos 4u sin 2Wj
1
2

d2aðWjÞ
dE2 lFð Þ2

" #
pðWjÞexp

�
�aðWjÞ � d

�
Ðp=2
0

du
P
j

pðWjÞ
ð8:87Þ

The electroabsorption spectrum calculated from Eq. (8.87) reproduces all the large
features between 2.6 and 3.4 eV within the polariton band of the strong Bu exciton.
The preferential orientation of domains has a negligible effect on the position of
these features but modifies their relative strength. The calculation in Fig. 8.34c
assumed a preferential orientation W0 = 30�, similar to that in a single crystal
and scaling the calculated spectrum to the size of the experimental signal yields
a broadening parameter DE » 10meV. The corresponding transition dipole is
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8 Strong Exciton Polaritons in Anisotropic Crystals

5.5–10 e�, depending on the preferential orientation of domains. Considering the
sensitivity of the second derivatives to the linewidth cj and the unknown azimuth
angles uj, this value is close to the expected value of 4.9 e �. Stark shift of the weak
exciton and field broadening of the strong exciton–polariton thus reproduce the
complex electroabsorption spectrum of the nanocrystalline film.
The directional dispersion of the polariton resonance generates a broad absorp-

tion peak for a nanocrystalline film but fails by far to reproduce the absorption
constant of the film, shown in Fig. 8.32. The experimental spectrum in Fig. 8.34b
is reduced by a factor of 3 to be on the scale of the calculated spectra, which,
furthermore, assumed optimum polarization of light (u = 0). The experimental
absorption therefore is much larger than calculated from the data for a single
crystal and this excess absorption points to additional loss of light. Domains of
50–100 nm lateral size are sufficiently large to behave like single crystals with
respect to dipolar coupling and polariton resonance as shown by the appearance
of Davydov components of different linewidth and different response to an exter-
nal field. These domains, however, do not support coherent propagation of an
electromagnetic wave of a wavelength larger than their size. Light under normal
incidence excites all domains in phase and with the same orientation of wavevec-
tor and displacement current, but polaritons propagate along the Poynting vector
and thus perpendicular to the electric field, which is different in neighboring
domains. An electromagnetic field extending over domains of different orienta-
tion has no defined direction for energy propagation, resulting in strong scatter-
ing of the polariton and enhanced absorption, which is not determined by Fermi’s
golden rule and the oscillator strength of excitons. The loss of coherent coupling
of exciton and light is not due to scattering of the exciton but to scattering of the
radiation field, converting polaritons into an incoherent population of excitons,
which diffuse slowly. Scattering of light will be strongest at low energy where the
dielectric tensor, defined by the susceptibility of strong transverse excitons, varies
rapidly, explaining the enhanced excess absorption at low energy into the range of
the weak Au exciton. The electroabsorption spectrum is less sensitive to that loss
since the signal arises from coupling the polariton to the external field. Only
polaritons reaching the back surface of the sample contribute to the electroabsorp-
tion spectrum and provide spectral information about the exciton and its satellites
to the transmitted light.
Most of the scattering of the electromagnetic field seems related to azimuthal

disorder in the film since nanocrystalline films of quaterthiophene (T4) oriented
on a polar substrate show no excess absorption [88]. T4 domains, growing on KAP
(potassium phthalate) single crystals, orient their transition dipole along a polar
axis of the substrate, resulting in strongly polarized absorption spectra [89]. The
structure of T4 is similar to that of T6 and four molecules with parallel long axes
belong to a unit cell [90]. The azimuthal alignment of the transitions dipoles leads
to much better defined samples. In most domains the molecular axis is steeply
inclined with respect to the substrate (W = 29�) whereas in other domains mole-
cules have less inclination (W = 61�) [91].
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Figure 8.35 compares spectra of an oriented 25-nm thin film [88]. The solution
spectrum yields a transition dipole l = 2 e� and oscillator strength f = 3.65 of the
molecular exciton which is distributed to a vibronic progression to match the
richly structured electroabsorption spectrum. The arrows indicate the position of
the excitons, listed in Table 8.7, together with the linewidth c and the contribution
v to the dielectric constant. Calculated polariton spectra show that directional dis-
persion of the polariton resonance shifts the absorption peak from the exciton
transition energy at 3.07 to 3.67 eV. Assuming domains of the same orientation,
W = 29�, produces the correct height and peak position but a too narrow width of
the absorption spectrum. Including 20% of domains with orientation W= 61�, indi-
cated by structural studies [91], agrees much better with the absorption spectrum
but does still not reproduce the long absorption tail at low energy.
The electroabsorption spectrum Da again resolves the vibronic fine structure

and has no resemblance to derivatives of the absorption spectrum. The dotted line
shows the spectrum calculated from field broadening of the strong exciton by cou-
pling its transition dipole to the external field. The calculation uses a narrow dis-
tribution of optical axes around two orientations W = 29 and 61�. The strong fea-
tures above 3.3 eV are well reproduced by the polariton spectrum and the signal
size yields broadening by DE = 1.1meV in a field of 28 kVcm–1. Accounting again
for the orientation of the transition dipole with respect to the field yields a transi-
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Figure 8.35 (a) Absorption spectra of qua-
terthiophene in a 25-nm thick film, oriented
on a polar substrate and in solution. Dashed
and dash-dotted lines show calculated

polariton spectra. (b) Richly structured elec-
troabsorption spectrum of the film in compar-
ison with a calculated spectrum [84]. Arrows
indicated the exciton transition energies.



8 Strong Exciton Polaritons in Anisotropic Crystals

Table 8.7 Lorentz oscillators representing the Bu exciton in films
of quaterthiophene and its vibronic states.

"xj (eV) 3.070 3.247 3.424 3.600 3.780

vj 0.78 0.32 0.09 0.03 0.01

"cj (meV) 160 160 170 180 180

e(¥) 2.6

tion dipole l = 3.9 e � for the strong Davydov component. This value is in excel-
lent agreement with l = 4.0 e �, expected if four molecular transition dipole
moments l = 2 e� contribute to the dipole moment of the strong exciton in the
crystal.
The calculated spectrum predicts an additional peak near 3.2 eV where the

experimental spectrum shows two peaks at 3.08 and 3.255 eV and a shoulder near
3.43 eV. These features match a vibronic progression of 175meV and are very
close to the transition energies of the strongest excitons in Table 8.7. These fea-
tures have tentatively been attributed to flat-lying molecules from the first and
probably also the second layer of the film, forced down by strong coupling to the
polar axis of the substrate [89]. As the film continues to grow, coupling to the sub-
strate weakens and molecules orient according to crystal structure of T4.

8.5
Conclusion

Crystals of organic molecules with p-conjugated bonds have unique optical prop-
erties, which arise from the combination of spectrally isolated strong transition
dipoles and the anisotropic structure. Electrons in conjugated bonds interact
strongly and respond to light collectively, resulting in spectrally isolated excitons
which acquire most of the oscillator strength of the p–p* transitions. This effect is
particularly pronounced for linear chains.
The crystalline unit cell frequently contains two or four molecules, which splits

the molecular exciton into Davydov components, the excitons of the solid. The
symmetry of the cell leads to one or two orthogonal polarized excitons and owing
to the large density of molecules optical excitation creates a macroscopic polariza-
tion that is an inherent part of the excited solid. The appropriate description of
such excited state is the polariton, the coherently coupled state of photon and exci-
tons. Spectrally isolated strong transitions open wide gaps for electromagnetic
waves resulting in a band of high reflectivity, the polariton stop band whose width
increases with the contribution of the exciton to the to the static dielectric constant
and often exceeds 1 eV.
Aggregation of the molecules leads to optical anisotropy. Except for special

cases, where the polarization and wavevector of light are parallel to axes of the
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dielectric tensor, incident light creates a longitudinal polarization and a longitudi-
nal electric field. Coupling the transition dipole to that field shifts the optical reso-
nance over the range of the polariton gap, depending on the orientation of the
wavevector with respect to the transition dipoles. Spectra measured on different
crystal faces thus vary strongly and absorption spectra no longer show the transi-
tion energy and strength of the excitons. Since the directional dispersion, unique
to anisotropic solids, results from electrodynamics, the properties of the excitons
can be derived by solving the wave equation with a dielectric tensor defined by the
excitons and comparing calculated and experimental spectra. For the spectral
range of p-p* transitions the exciton dipoles derived from strong molecular transi-
tions provide principal axes of the dielectric tensor since the susceptibility related
to these excitons exceeds by far the anisotropy arising from transitions at higher
energy. An orthorhombic tensor is sufficient to describe the strikingly different
spectra of strong excitons observed on different crystal faces of monoclinic and
triclinic crystals. If aggregation of molecules leads to one strong transition only, a
uniaxial tensor with the optical axis defined by the transition dipole is sufficient,
regardless of the actual crystal structure. Only in cases where the longitudinal
field arising from the macroscopic polarization is small, optical spectra show the
energy and strength of excitons directly.
Spatial dispersion, resulting from exchange coupling across unit cells, is negli-

gible for molecular solids owing to the small intermolecular overlap of molecular
states. Dielectric theory based on local oscillators which couple only by dipolar
forces therefore describes the spectra very well. Such dominance of dipolar inter-
action with respect to exchange coupling is evident from the very different line-
width of Davydov components of the same molecular exciton.
Directional dispersion of the polariton resonance causes broad and structureless

absorption spectra of films of nanocrystalline domains of p-conjugated molecules.
Since the dielectric response of a domain depends on the orientation of its princi-
pal axes with respect to the wavevector of light the different optical response of
the domains obscures most spectral features. Azimuthal disorder of the principal
axes results in isotropic absorption spectra and excess absorption if the wave-
length of light is larger than the domain size. Despite a common orientation of
wavevector and displacement current in the anisotropic domains polaritons are
rapidly scattered since they propagate along the Poynting vector, which is different
in neighboring domains. The exciton fine structure of the films can be recovered
by measuring the change in transmission induced by an external electric field,
which couples to the coherent polarization. Similar improved resolution is
expected for other nonlinear optical experiments that are based on phase coher-
ence.
Absorption of light occurs by inelastic scattering of propagating polaritons

whose energy oscillates with the Rabi frequency between excitons and radiation
field. Absorption requires breaking that coupled system by a scattering rate faster
than the Rabi frequency. Although the Rabi frequency increases with the transi-
tion dipole moment, the square root of the exciton oscillator strength, reduced
absorption is not observed for strong transition dipoles but for weak excitons.
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8 Strong Exciton Polaritons in Anisotropic Crystals

This observation suggests that strong dipole moments increase the scattering rate
faster than the Rabi frequency, supported also by the much larger linewidth of
strong and weak Davydov components of a molecular exciton.
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9
Sub-5 fs Spectroscopy of Polydiacetylene
Takayoshi Kobayashi, Mitsuhiro Ikuta and Yoshiharu Yuasa

9.1
Introduction

9.1.1
Ultrafast Spectroscopy

It has been a long dream of molecular physicists and chemists to visualize the
structure of a molecule during its reaction and vibration, which can be a gateway
to chemical reactions. Some specific molecular vibrational modes may be asso-
ciated with the redistribution of electrons in the reacting molecules resulting in a
configurational change or bond relocation. For such purposes ultrashort laser
pulses can be used as a “flash camera” to pursue the nuclear wavepacket motions
on the potential energy surfaces (PESs) to reveal photochemical reaction pathways
[1–5]. Nuclear wavepackets can help in the visualization of atomic motion during
a chemical reaction or molecular vibration even though too much analogy may
introduce misunderstanding of the processes taking place.
Nuclear motions induced by photoexcitation through vibronic coupling modu-

late in turn the electronic structure with vibrational periods [6, 7]. This phenome-
non can be observed as electronic spectral changes in both shape and intensity
during the vibrational periods [8, 9]. If the vibration belongs to the gate mode of
chemical reaction, the spectrum provides the electronic structure in the “transi-
tion state” in a broad sense. Short pulses to be used must have a broad enough
spectral width to cover the spectral range of interest and a short enough duration
to time resolve the vibrational motions in real time. This requires sub-5 fs Fourier
transform (FT) limited pulse [10] to time-resolve most strongly and frequently
coupled stretching modes of single, double and triple C–C and C–H bonds with
frequencies in the range 1000–3000 cm–1. When materials in the condensed phase
are the target of the study, there is an issue due to complications induced by inho-
mogeneous broadening which is found for almost all molecular systems in a con-
densed phase, either in a solid, in a solid matrix or in a crystalline phase. In the
case of solution- and liquid-phase systems the situation is slightly different. On an
extremely short time-scale, shorter than the correlation time of the polarizability
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of the component molecules, the system is considered to be inhomogeneous, but
on a longer time-scale it is homogeneous.
There are three problems in pump-probe experiments: (i) inhomogeneity of

sample, (ii) simultaneous generation of wavepackets both in the ground and in
the excited states, (iii) requirement of long-time measurement of spectral depen-
dence of the time traces.
In a recent study [11], we were able partly to solve the above three difficulties by

utilizing a sub-5 fs pulse as pump and probe sources [8] with a spiky peak in the
spectra and a multi-channel detector. Especially we tackled the third problem by
taking advantage of the spectral feature of the spiky structure that enables femto-
second partial “hole burning” [12], to eliminate partially inhomogeneity and detect
vibrational structure buried in part in the inhomogeneity. The “hole” spectrum
reveals vibrational progression in the molecule with vibronic coupling [13], even
though the spectrum is not a true “hole” spectrum because the burning pulse has
a much broader spectrum than the homogeneous spectrum. However, this meth-
od is very useful and enabled us to track each vibrational peak in bleaching, gain
and induced absorption spectra at the same time.

9.1.2
Characteristic Spectroscopic Properties of Polymers

The spectroscopic and electrical properties of conjugated polymers have been
studied extensively because of their unique properties owing to their low dimen-
sionality and they are considered to be model compounds of quasi-one-dimen-
sional electronic systems. However, the primary photophysical phenomena in the
relaxation kinetics of p-conjugated polymers are not yet fully understood in spite
of their potential applications in electronics, optoelectronics and photonics [14,
15]. Examples are flexible conductors, light-emitting diodes and all-optical
switches [16]. Elucidating the early electron–lattice dynamics in the vibrational
non-equilibrium after photoexcitation in these systems encourages the engineer-
ing of appropriate materials for particular applications.

9.1.3
Polydiacetylenes

Among many existing polymers, polydiacetylenes (PDAs) have especially attracted
a lot of interest, because they have many interesting features from various view-
points. They have several phases named according to their colors, i.e. blue, yellow
and red phases. They can also have various morphologies, i.e. single crystals, cast
films, Langmuir films and solutions [17–20]. The ultrafast optical responses in
PDAs have been intensively investigated using femtosecond spectroscopy and
picosecond and femtosecond time-resolved Raman spectroscopy [3, 15, 21–32].
They are also of interest from the viewpoint of fundamental physics since they are
model materials of a one-dimensional system with outstanding characteristic fea-
tures due to their low dimensionality. This includes ultrafast relaxation resulting
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in outstanding ultrafast large optical nonlinearity helped by their excitonic nature.
Ultrafast large optical nonlinearity has been studied by nonlinear spectroscopy
[22]. They exhibit several nonlinear optical effects such as phonon-mediated opti-
cal Stark effects [33], phonon-mediated hole burning [34], inverse Raman scatter-
ing [15], optical Stark effect [30] and Raman gain process [30]. These features are
closely related to the formation of localized nonlinear excitations such as polarons
and a self-trapped exciton (STE) formed via strong coupling between electronic
excitations and lattice vibrations. An STE is sometimes called an exciton polaron
or neutral bipolaron [21–23, 35–45].
Electronic states in PDA are well characterized theoretically by the Pariser–

Parr–Pople–Peierls (PPPP) model [46], which includes both the electron–electron
(correlation) interaction (Pariser–Parr–Pople) and the electron–lattice (Peierls)
coupling, capturing essential electronic properties of the p-electron system. One
important consequence of the electronic correlation is the reversal of the energy-
level positions of the first excited 11Bu and the second 21Ag states [47]. Since PDAs
are spatially centrosymmetric and therefore show C2 symmetry, the wavefunctions
possess mirror plane and centroinversion symmetries. The group notation for
mirror plane symmetries is A and B for the symmetric and the antisymmetric
cases, respectively. Inversion symmetries are labeled g for the symmetric and u for
the antisymmetric. The ground state is therefore labeled 1Ag and the first optically
active dipole has to be the 1Bu state. The wavefunctions are either even (Ag) or odd
(Bu) under inversion. Recent experimental and theoretical studies have revealed
that the lowest excited singlet state in a blue-phase PDA to be an optically forbid-
den 21Ag state lying ~0.1 eV below a 11Bu -free-exciton (FE) state [32, 48]. Blue-
phase PDAs usually have much smaller fluorescence yield than red-phase PDAs.
From various experimental results and discussions, this feature is well summa-
rized in the following way [41]. First, a photoexcited 1Bu free exciton (FE) generated
by photoexcitation relaxes to the nonfluorescent 1Ag state, which lies below the 1Bu

exciton in such systems with long conjugation lengths. The nonthermal 1Ag state
relaxes to the bottom of the potential curve and then thermalizes. The time con-
stants of the relaxation and thermalization are about 60 fs and a few picoseconds,
respectively. Finally, 1Ag relaxes to the ground state with a decay time of 1.5 ps at
room temperature, even before full thermalization including bulk inter-chain
thermalization, which takes place only after several tens of picoseconds.
From previous extensive studies [3, 15, 21–32], the initial changes in the elec-

tronic absorption spectra and their ultrafast dynamics in a femtosecond region
after photoexcitation of PDA are explained in terms of the geometric relaxation
(GR) of a free exciton (FE) to an STE within 100 fs together with the internal
conversion from the 1Bu state to the 1Ag state. STE is well established to be a geo-
metrically relaxed state with admixture of a butatriene-type configuration
(–CR=C=C=CR¢–)n from an acetylene-type chain (=CR–C;C–CR¢=)n [24, 25] Here,
R and R¢ represent substituted side-groups attached to the main chain. There are
PDAs with various combinations of the substituent groups. All of the stretching
vibrations of carbon atoms are considered to be coupled to the photogenerated FE
and induce various nonlinear optical processes different from those in most inor-
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9 Sub-5 fs Spectroscopy of Polydiacetylene

ganic semiconductors [22, 23, 30, 41, 42, 49]. Recent experimental and theoretical
studies have revealed that the lowest excited singlet state in a blue-phase PDA to
be an optically forbidden 21Ag state, because the blue-phase PDAs have long
enough conjugation lengths for the 21Ag state to be substantially stabilized. This is
because the 21Ag state with two-triplet character has a large repulsive interaction
between the two triplet “components” due to the Pauli exclusion principle. These
repulsive interactions stabilize 21Ag state in a long chain and as in ordinary organ-
ics a triplet state is more stabilized than a corresponding singlet state. This 21Ag

state in blue-phase PDA lies ~0.1 eV below a strongly allowed 11Bu-FE state, which
provides a characteristic intense blue color and metallic reflectance [35, 37, 50–
53]. The internal conversion (IC) mentioned above is then explained to take place
along with self-trapping [41, 42], However, the detailed dynamic processes of IC
and GR have not yet been fully characterized [41, 42]. Recent progress with femto-
second pulsed lasers has permitted the study of molecular dynamics on a 10-fs
time scale [3, 26]. In a previous work by Bigot and others, a wavepacket motion of
a C=C stretching mode with a period of ~23 fs was found in the photon-echo and
transient bleaching signals of PDA-DCAD [poly(1,6-di(n-carbazolyl)-2,4-hexa-
diyne)] films by using 9–10-fs pulses [24, 25].
The real-time observation of the geometric relaxation in PDA has been facili-

tated by the recent development of sub-5-fs visible pulse generation based on a
non-collinear optical parametric amplification (NOPA) system which satisfies all
of the pulse-front matching, phase matching and group-velocity matching condi-
tions [54–56]. Utilizing compressors such as a prism pair, a grating pair, chirped
mirror pairs and a deformable mirror, the shortest visible–near-infrared pulses as
short as 4 fs were obtained with a broad featured structure suitable for pump–
probe spectroscopy [54–56]. The trace of the delay-time dependence of the normal-
ized difference transmittance DT(t)/T induced by an ultrashort pump pulse is
called a “real-time spectrum”, which means a spectrum not in a frequency domain
but in a time domain. By using time-resolved analysis of the Fourier transform of
the real-time spectrum, the dynamic features of self-trapping, IC and coupling be-
tween stretching and bending modes in the relaxed state in a PDA have been elu-
cidated using sub-5-fs pulses [32].
However, these experiments have a remaining problem of the possible ambigu-

ity in the assignment of the pump–probe signals to either the ground or the
excited state as mentioned previously. It is because the ultrashort laser pulse with
a wide enough spectrum can drive the coherent vibrations in both ground and
excited states. This prevents a well-defined discussion of the dynamics of the
wavepacket after being photogenerated. In this study, we could attribute the ori-
gins of the oscillation signals in pump–probe traces to either the ground or
excited state by utilizing broad spectral information of the time traces which was
realized by the extremely stable sub-5-fs NOPA developed in the authors’ group.
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9.2 Experimental

9.2
Experimental

9.2.1
Sample

The sample used in the present study was a cast film of blue-phase PDA-3BCMU
{poly[4,6-decadiyne-1,10-diolbis(n-butoxycarbonylmethylurethane)]} on a glass sub-
strate. PDA-3BCMU has side-groups R = R¢ = –(CH2)3OCONHCH2COO(CH2)3CH3

in the backbone chain structure of (=RC–C;C–CR¢=)n. PDA-3BCMU is one of the
well-known soluble PDAs. The sample was prepared in the following way.
Oxidative coupling of 4-pentyn-1-ol (purchased from Tokyo Kasei) by Hay’s

method [57] was used to obtain 4,6-decadiyne-1,10-diol with a yield of 79%. The
diol compound reacted with butyl isocyanatoacetate at 23 �C using triethylamine
in THF, resulting in the production of 3BCMU (monomer) with a yield >98%.
The monomer film of 3BCMU was irradiated by solid-state polymerization of an
appropriate dose of 60Co c-irradiation. The total dose was ~150 kGy. The crystal of
3BCMU after the 60Co c-irradiation process was washed with methanol to remove
the unreacted monomers. The polymer obtained (PDA-3BCMU) was dried under
vacuum.
A sample PDA-3BCMU film was prepared by the doctor-blade method from

chloroform solution of about 0.1 wt.%. In the doctor blade method, the solution of
the polymer was dropped on to a washed glass plate, stretched by a glass rod and
then dried at room temperature.

9.2.2
Laser System

Laser output pulses with a 4.7-fs width at a 5-kHz repetition rate from a NOPA
seeded by a white-light continuum were used as both pump and probe pulses [10,
31]. The duration of the NOPA output pulses was reduced with a 5-fs pulse com-
pressor system [10, 31, 56, 58] composed of a prism pair and chirp mirrors. The
source of this system is a Spitfire regenerative amplifier (Spectra-Physics), of
which the pulse duration, central wavelength, repetition rate and average output
power are 100 fs, 790 nm, 5 kHz and 800mW, respectively. The spectra of the
pulses covered the range 520–750 nm with a nearly constant phase, indicating
that the pulses are Fourier transform limited. The pulse energies of the pump
and probe were about 35 and 5nJ, respectively. All the measurements were per-
formed at room temperature (295 – 1K).
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9 Sub-5 fs Spectroscopy of Polydiacetylene

9.2.3
Data Analysis

Difference absorption spectra (DA) were calculated by Eq. (9.1) from the normal-
ized difference transmission spectra (DT/T) at pump–probe delay times from –50
to 1949 fs in 1-fs steps.

DA ¼ � log10 1þ DT
T

� �
ð9:1Þ

The difference transmittances probed in a wavelength range from 541 to 740 nm
(corresponding to photon energy 1.68–2.28 eV) were detected simultaneously
using a multi-channel lock-in amplifier with a 300 groovesmm–1 grating mono-
chromator for polychromatic purposes. The spectral resolution was about 3.6 nm
(10meV), limited by the monochromator.

9.3
Results and Discussion

9.3.1
Peak Tracking Analysis

The spectra of excitation and probe pulse laser and absorption of the blue-phase
PDA-3BCMU are shown in Fig. 9.1. The vibrational energy levels of C–C double
and triple bond stretching are indicated. The low-lying electronic energy states are
depicted together with transitions associated with excitation, internal conversion
between the excited states, induced absorption and relaxation to the ground state.
A typical example of experimental data for difference absorption spectra is dis-
played two-dimensionally in Fig. 9.2. Several examples of the observed normalized
difference transmittance [DT(t)/T] traces of the blue-phase PDA-3BCMU sample
at several energies of probe photons are shown in Fig. 9.3. All of the curves show
signals of a finite size of DT(t)/T at negative delay times and sharp and intense
peaks around zero probe-delay time. The former is due to the perturbed free
induction decay process associated with the third-order nonlinearity induced by
the sequential interaction of probe–pump–pump fields modified with molecular
vibrations. The latter signals are due to pump–probe coupling induced by the non-
linear process of the pump–probe–pump time ordering. There is another contri-
bution from the interference between the scattered pulses and the probe pulses
the duration of which is elongated in the polychromator. The vibrational modula-
tion observed at delay times longer than 100 fs is free from the distortions due to
the above two mechanisms.
Here, the previously mentioned “peak-tracking” analysis developed recently by

the authors’ group is explained. This is used to study the peak energies of the
transient electronic transition during molecular vibrations. The authors’ group
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9.3 Results and Discussion

applied this method to demonstrate the oscillations of transition peak energies in
blue-phase PDA-3BCMU film [22], where 3BCMU denotes the side-chain of the
conjugated polymer. Polymers composed of p-electrons along the one-dimen-
sional carbon chain [59], including PDAs as a typical example, have a large ultra-
fast electron–lattice interaction [34] and thereby exhibit ultrafast optical response
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Figure 9.1 (a) Spectra of the excitation pulses
(black) and the absorption of PDA (blue)
together with the lines denoting the energy of
the 11Bu state (black line) and its vibrational
levels. (b) Schematic energy diagram of the
essential electronic states: ground state
(11Ag), excited state (11Bu), higher excited

state (m1Ag) and geometrically relaxed state
(21Ag), from which optical transition is
allowed to another excited state (n1Bu) of PDA
relevant to our experiment. The correspond-
ing transition energies are also described.
Dashed lines indicate radiationless transi-
tions.

Figure 9.2 Time evolution (200–250 fs after
excitation) of the sequential difference
absorption spectra of PDA-3BCMU with reso-
lution of £1 fs (vertical axis) and £10 meV
(horizontal axis) obtained by the pump–probe

measurement. Positive and negative differ-
ence absorbances are caused by the induced
absorption from the 21Ag state and the
absorption saturation in the 11Ag state,
respectively.
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Figure 9.3 Pump–probe delay time dependence of the
normalized difference transmittance [DT(t)/T] on the probe
delay time at three probe photon energies.

[15]. Nonlinear optical properties in polymers including polyacetylene and PDAs
can be explained in terms of four essential electronic states [60] and the ground
state relevant to this experiment as shown in Fig. 9.1b. Pump pulses with the
highest peak at 2.25 eV, which also corresponds to the energy of maximum absor-
bance in the stationary absorption spectrum, predominantly excite the allowed
11Ag fi 11Bu transition coupled by C;C stretching (Fig. 9.1). This creates depleted
difference absorption spectra (DAS) due to the population hole generated in the
ground state. The DAS has a well-defined vibronic structure including the purely
electronic zero-phonon (0–0) peak around 2.0 eV [15, 22]. The broadening of the
bandwidth of each peak in the bleaching spectra with increasing delay time
caused by the thermalization in the ground state indicates that each peak in the
bleaching spectra corresponds to a well-defined vibronic exciton–exciton transition.
Another clear peak of induced absorption (21Ag fi n1Bu) around 1.8 eV [15, 22] also
appears in the positive DAS (Fig. 9.2). In the figure the positive DAS is the down-
ward signal.
These well-separated features due to the partial “hole burning” enable us to

apply the “peak-tracking” method to the transition peaks. This method provides
detailed information about the mechanism of the oscillating signals correspond-
ing to all the vibronic transitions separately in DAS. For each vibronic transition
the DAS signal can be analyzed in terms of two contributions: modulations of the
transition energy and the transition probability. They appear in DAS as “vertical”
and “horizontal” modulation with a molecular vibrational frequency, X, respec-
tively [61, 62]:
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DAðxÞ @DA0ðxÞ þ
d l2ð Þ
l2

DAðxÞ þ dx
dDAðxÞ

dx

� �
cos ðXtþ hÞ ð9:2Þ

where DA0(x) is the non-oscillating component of the absorbance change [DA(x)]
and d(l2)/l2 and dx correspond to the probability and energy modulations, respec-
tively. The modulation frequency, X, and the initial phase, h, correspond to those
of the molecular vibration. The wavepacket motion along the potential curve
causes the transition energy modulation [9, 63]. The decomposed signal provides
the correct time evolutions of transition energies and intensities with phase infor-
mation and thus enables us to determine the relative locations of multiple PESs
in the different electronic states.
The decay of the absorbance-change signal was analyzed by the global fitting

method, which is to be discussed later in detail, to be classified into two compo-
nents of short lifetime (60 – 3 fs) and long lifetime (890 – 40 fs) [22, 32]. An initial
relaxation process of 11Bu fi 21Ag (60 – 3 fs) is observed as the decay of induced
emission (IE) (11Bu fi 11Ag).
At delay times longer than 100 fs when the relaxation to 21Ag is almost fully

completed since the corresponding decay time is about 60 fs, the peak-tracking
analysis clarified the dynamic behavior of the sequential spectra, composed of the
saturation of the stationary absorption (11Ag fi 11Bu) and the induced absorption
(21Ag fi n1Bu), which includes oscillations in the slopes between the peaks. The
modulation amplitudes of transition peak energies can be related to the strengths
of vibronic couplings involved in the electronic transition. Stabilization energies
and Huang–Rhys factors [63] can be obtained in every direction of normal coordi-
nates in the multidimensional configuration space, which provide the displace-
ment of the potential hypersurface minimum of the final state with respect to that
of the initial state, of the corresponding transition.
The excitonic 0-phonon transition peak near 2.0 eV (11Ag fi 11Bu) and an IA

peak near 1.8 eV (11Ag fi 11Bu transition) are tracked in Fig. 9.4. Each peak and its
slopes on both sides show energy oscillation following sine and cosine functions
corresponding to the wavepacket motions in the ground and the excited states
[11], respectively. Two intense peaks in Fig. 9.4c indicate that the two modes of
C=C (1460 cm–1) and C;C (2080 cm–1) stretching are strongly coupled with the
11Ag fi 11Bu transition. However, the signal intensity of C;C stretching is dramat-
ically reduced in 21Ag fi n1Bu (Fig. 9.4d) with a remaining strong peak of the C=C
stretching mode. This indicates that the potential-minimum shift between 21Ag

and n1Bu is largest in the C=C stretching direction, resulting in the impulsive
starting of the vibrational mode. Schematic two-dimensional PESs obtained in the
C=C and C;C stretching coordinates are plotted in Fig. 9.5.
In characterizing the dynamic behavior of the corresponding vibronic transi-

tion, we picked up a specific transition among several peaks observed in the spec-
tra. Applying the peak-tracking method, we decomposed the two-dimensional
modulation spectra into the transition-peak energy and the transition-intensity
modulations. This method provides new insight into the vibrational origins relat-
ing the vibrational amplitude distributions to the spectral features in DAS and

505



9 Sub-5 fs Spectroscopy of Polydiacetylene

Figure 9.5 Schematic potential energy surfaces of the
two electronic states involved in (a) 21Ag fi n1Bu and
(b) 11Ag fi 11Bu transitions.

can be used as a general method to determine the multidimensional potential
hypersurfaces in molecular systems in the condensed phase including organic
polymers and biomolecules with multiple electronic states experiencing ultrafast
dynamics and chemical reactions.
Femtosecond pulses with a wide spectrum can excite multi-vibrational levels si-

multaneously in-phase in the excited electronic state and thus create wavepackets
on the multi-dimensional potential surfaces in the excited states. At the same
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Figure 9.4 Dynamic behaviors of transition
peaks and their oscillation frequencies.
Energy oscillations of the zero-phonon transi-
tion peak (a) 11Ag fi 11Bu (~1.99 eV) and an
induced absorption peak (b) 21Ag fi n1Bu

(~1.79 eV) and their Fourier power spectra
calculated for the data of (c) 100–1500 fs and
(d) 100–860 fs, respectively. The inset in (A) is
the peak motion with an expanded delay-time
scale from 100 to 400 fs.
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time such short pulses can generate coherent molecular vibrations in the ground
state by impulsive stimulated Raman scattering. Identification and/or separation
of the observed transmittance signals to these two wavepackets are sometimes dif-
ficult. Vibrational phase analysis of the wavepackets is useful for distinguishing
these two effects. However, the phase profile along the probed photon energy is
complicated because of the inhomogeneity of electronic transition energy to the
excited states, which may be sensitive to the local environment surrounding the
excitations and the phase relaxation induced by the electronic interaction. One
more factor that makes it even more difficult to interpret the phase profile is that
the vibrational phase to be determined by the analysis is sensitive to the frequency
of the vibrational mode. Because of the homogeneous and inhomogeneous broad-
ening of the vibrational frequency, there is a limit to the precise determination of
vibrational frequency of each mode. It is also limited by the finite length of the
probe delay time and finite lifetime of the corresponding excited state in cases
when the modulations are due to the excited state wavepacket. Because of these
limitations, the frequency determined by Fourier analysis may differ from the
true value by 0.5%, namely 5 cm–1 for a 1000 cm–1 mode which has a correspond-
ing 33-fs period from the time-trace data extending to the probe delay of 2000 fs.
In such a case the phase obtained can be different by 15% of 2p rad estimated by
extrapolation from the center of the probe delay time, which is 1000 fs.
There is an even more difficult problem in the case of polydiacetylene consid-

ered in this chapter. There is a well-known geometric relaxation that takes place
very rapidly after photoexcitation to the excited electronic state. This is because of
the barrier-free feature along the potential curve between the extended free-exciton
state and self-trapped exciton expected in a one-dimensional system. In order to
extract the well-defined signal of vibrational coherences, we have to exclude the
data during the initial geometric relaxation process when the very strong coupling
between the electronic excitation and molecular vibration is exerted on the elec-
tronic transition probability and its frequency dependence. In order to discuss the
effects of vibrational modes on the electronic transitions including the ground-
state absorption, induced emission and induced absorption, it is of vital impor-
tance to identify the modulations with the possible candidates of electronic transi-
tions. In the case of PDA, they are the 11Ag ground state fi 11Bu exciton state, 11Bu

exciton state fi m1Ag-state and 21Ag state fi n1Bu state. For identification it is nec-
essary to investigate the dependence of the dephasing time of the vibrational
amplitude of the observed modes on the probe photon energy to confirm the con-
tributions of the vibrational coherences. The bleaching signal due to the ground-
state depletion corresponding to the transition between the 11Ag state and 11Bu

exciton and the induced absorption signals due to the absorption from the excited
states to the higher excited states corresponding to the 11Bu exciton state–m1Ag

state transition and 21Ag state–n
1Bu state transition are expected to have different

decay constants. They are expected to exhibit several relaxation processes in the
excited state [22]. There are also possible differences in the observed dynamics at
various probe photon energies due to the thermalization process among intra-
chain molecular vibrational modes and inter-chain vibrational coupling including
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9 Sub-5 fs Spectroscopy of Polydiacetylene

lattice vibrations. They can appear in the signal due to the ground state and due to
the excited states. The difference can be deduced from the deviation of the distri-
bution of the population of the Franck–Condon state in the excited state generated
just after the excitation from the thermal equilibrium state. The same thermaliza-
tion process takes place due to the deviation of the population distribution in the
ground state depopulated by excitation and populated later by the internal conver-
sion. There is another possible origin of the difference. It may be due to the non-
equilibrium state generated by the radiationless relaxation from 11Bu excited state
to the 21Ag state associated with the geometric relaxation. The dephasing time in
the excited state includes both the longitudinal and the transverse relaxations of
the vibration and the electronic longitudinal decay to the ground state. On the
other hand, the non-oscillating component of the transient spectra reveals the
longitudinal relaxation processes of the vibrational and electronic population dis-
tributions. Clarification of the relaxation kinetics from both viewpoints is required
to understand the early photophysics in the electronically delocalized system. The
electronic longitudinal relaxation is expected to appear as the global change over a
relatively broad spectral range in the difference absorption spectra in such a man-
ner that the decay profile is common in the spectral range of the relevant electron-
ic state. There can also be a blue or red shift of the weight of mass of the spectrum
in cases when the initial or final state of the corresponding transition is lowered
in energy due to the relaxation in the molecular geometric configuration or dielec-
tric relaxation in the media such as the host matrix or solvent. On the other hand,
the vibrational energy redistribution among various modes in the polymer is
expected to show several types of change in the features in the difference absorp-
tion spectra. There can be broadening or sharpening if the initially distributed
Franck–Condon state depends on the pump laser spectrum and the Franck–Con-
don factor has a narrower or broader distribution than that in the equilibrium
state. In previous experimental studies, the transient absorption spectrum was
measured with 100-fs resolution, which revealed that the spectrum of IA (21Ag fi
n1Bu) is shifted to higher energy associated with the thermalization in the 21Ag

state in 0.5–1 ps [28]. However, these experiments used pump pulses with a nar-
row spectral width centered at 1.97 eV corresponding to the excitonic absorption
peak around 2.0 eV of blue-phase PDA-3BCMU. The pump spectrum covers only
the 0-phonon transition and hence the coherent vibration cannot be generated. In
this study, sub-5-fs visible pulses were used as a pump and a probe. Such extreme-
ly short pulses can drive wavepacket motions associated with molecular vibra-
tional modes with even higher frequency than 3000 cm–1. Their motions are along
the potential hypersurfaces of the ground and excited states because of the possi-
ble vibronic coupling to many modes in both the absorption process and the impul-
sive stimulated Raman scattering (ISRS) process. In addition to the generation of
vibrational coherence, non-equilibrium population distributions are also established
in both the ground and excited states by the pump pulses with a wide spectrum cover-
ing multiple CC stretching vibrational levels in the excited state. The pump pulses
induce population depletion in both the ground and excited states. The 1-fs step differ-
ence absorption spectra reveal both the vibrational dynamics and the ultrafast vibra-
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tional thermalization processes in conjugated polymers. This was enabled by the
extremely stable sub-5-fs NOPA system developed in our group.

9.3.2
Bleaching and Induced Absorption Spectra

We smoothed out the oscillating components from DAS by taking sequential con-
volutions of the data with rectangular functions of 3–101 fs time widths to investi-
gate the non-oscillating spectral change due to molecular vibration. Then the
smoothed signal can be attributed to the population dynamics of the vibrational
levels in the electronic states. Figures 9.6 and 9.7 show the non-oscillating DAS in
200–1900 fs. The initial population distribution in the excited state is determined
by the absorbed laser intensity.

Figure 9.6 Two-dimensional difference absorption spectrum
of PDA-3BCMU after subtracting the oscillating components.

Figure 9.7 Difference absorption spectra extracted from
Fig. 9.6 at delay times of 200–1900 fs with a 100-fs interval.
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Figure 9.8 shows the normalized spectra of the time derivative of DAS, which
reflect the speed of the instantaneous absorbance change at each delay time and
are attributed to the reduced population in the excited state, in other words, the
recovered population in the ground state. The spectral changes in their shapes
reveal that the two processes of the vibrational energy redistribution and the inter-
nal conversion process from the 21Ag state to the ground state take place concur-
rently. The early bleaching spectrum with a vibrational progression suggests that
a “hole” is induced in the inhomogeneously broadened absorption spectrum. The
transient bleaching spectrum undergoes spectral changes due to the vibrational
thermalization through the intra- and inter-chain interactions via the low fre-
quency bending and torsional modes of the polymer chains. The initially prepared
bleaching spectrum with a smaller inhomogeneity than that of the stationary
absorbance relaxes to the thermalized spectrum with features similar to those of
the stationary spectrum as shown in Fig. 9.9. The recovery of the population in
the ground state also refills the “hole” with a relatively intense 0-phonon peak in
the bleaching spectrum. These thermalization processes cause the spectral blue
shift observed in the bleaching (negative DA) region.

Figure 9.8 Time derivative of the difference absorbance in
Fig. 9.6. The spectrum is normalized at each delay time
(200–1900 fs, 50-fs steps).
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Figure 9.9 Stationary absorption spectrum and difference
absorption spectrum with a quasi-thermalized feature at
1800 fs.

9.3.3
Vibrational Thermalization in the Ground and Excited States

The non-oscillating spectra in Figs. 9.6 and 9.7 also reveal that a positive DA peak
due to induced absorption grows at around 1.85–1.90 eV with increasing delay time.
Figure 9.10 shows the time trace of the energies of DA = 0 and d(DA)/dt = 0 points
in the DA spectra. The blue shift of the zero-DA energy, which has a single expo-
nential decay constant of about 0.7 ps, can be ascribed to the spectral changes of
both the induced absorption (21Ag fi n1Bu) and the bleaching (11Ag fi 21Bu). The
probe energy dependence of the annihilation time of 21Ag exciton determined by
biexponential fitting also exhibits a higher value of about 1.1 ps at 1.85 eV due to

Figure 9.10 Energy shifts of DA = 0 points (solid line) and
intersection points between the two spectra separated by a
50 fs delay time (dashed line).
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the induced absorption growth around 1.85–1.90 eV than 0.5 ps at 2.0 eV due to
the bleaching decay at the 0-phonon transition energy (2.0 eV).
Thermalization processes from the non-equilibrium states both in the ground

11Ag and the excited 21Ag states were revealed in the long-term energy shifts of
peaks and slopes in DAS. Seventeen transition energies with characteristic fea-
tures in the spectra were investigated, comprising three peaks, four valleys, nine
slopes and one zero DA point as shown in Fig. 9.11. Each peak showed a blue or
red shift due to thermalization in the 11Ag and 21Ag states depending on probe
photon energy in Fig. 9.11. The thermalization time in which the population dis-
tribution among vibrational levels with distributed quantum numbers in various
modes comes to a thermal distribution within the main chains is estimated to be
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Figure 9.11 Energy shifts of the peaks and
the slopes extracted from the difference
absorption spectrum in Fig. 9.6. Energies of
slopes were determined by the maximum or
minimum energies of the photon-energy

derivative of the spectrum at each delay time.
+ and – denote the positive and negative
signs of the peaks and the gradient peaks,
respectively.
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about 0.5 ps from the time constant of the spectral shift. The value of the time
constant determined here is consistent with our previous work [28].
Quantities of energy shifts of slopes in Fig. 9.11 during 1.3 ps from 0.2 to 1.5 ps

are shown in Fig. 9.12, which shows that there are two regions with positive and
negative energy shifts. The bandwidths of the vibrational peaks in the DAS are
broadened with increasing delay time. The results may indicate the spectral diffu-
sion in the 21Ag excited state. The zero crossing point in Fig. 9.12 is around 1.9 eV,
lower than the 0–0 transition energy by about 100meV, which is consistent with
the amount of the Stokes shift in the literature [49].

Figure 9.12 Energy-shift quantities of gradient peaks (slopes)
during 1300 fs from 200 to 1500 fs.

9.3.4
Singular Value Decomposition for the Analysis of Mode Dependence
of Vibronic Coupling in the Excited and Ground States

The two-dimensional normalized difference transmittance DT(t)/T of the blue-
phase PDA-3BCMU sample is displayed in Figure 9.2 (probe photon energy and
probe delay time). Several examples of DT(t)/T traces at several probe photon ener-
gies were shown in Fig. 9.3. All of the traces have signals of finite size at negative
delay times and sharp and several extremely intense peaks around zero probe
delay time. The former is due to the perturbed free induction decay (FID) process
associated with the third-order nonlinearity of the sequential interaction of probe–
pump–pump fields modified with coherent molecular vibrations. The latter sig-
nals clearly have several peaks in the signal probed at 1.95 eV and all the signals at
other wavelengths with detectable signal sizes have similar features. They are due
to pump–probe coupling induced by the nonlinear process of the pump–probe–
pump time ordering. There is another source of artificial signal due to interfer-
ence between the scattered pulses and the probe pulses, the durations of both of
which are elongated by dispersion in the polychromator. The details of the vibra-
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tional modulation observed at delay times longer than 100 fs are free from the sig-
nal distortions due to the above two mechanisms which are irrelevant to the
mechanism of the vibronic coupling. Figure 9.13 shows the measured normalized
difference transmittance spectra at a few probe delay times between 200 and
1100 fs. In the region above the probe photon energy of about 1.95 eV, the normal-
ized difference transmittance is positive, assignable mainly to photobleaching of
the 11Bu-FE absorption peaked around 2.0 eV. In the lowest energy region this fea-
ture can be due also to induced emission in a time range shorter than 100 fs as
discussed earlier. The normalized difference transmittance signals in the probe
photon energy region below 1.90 eV are negative due predominantly to the photo-
induced absorption transition from the geometrically relaxed 21Ag state to the
higher excited n1Bu state. The latter state is one of the four essential states invoked
to explain the characteristic features in nonlinear spectra [32, 60]. However, accompa-
nying bleaching canmodify the intensity and spectral shape. As described earlier, the
11Bu-FE state decays within 100 fs into the geometrically relaxed 21Ag state, which
is also consistent with several previous papers [15, 49, 64].

Figure 9.13 Normalized difference transmittance spectra
(DT/T); 1, delay at 200 fs; 2, 500 fs; 3, 800 fs; 4, 1100 fs.

The power spectrum of the Fourier transform of DT(t)/T at 128 probe photon
energies probed by using the lock-in amplifier is shown two-dimensionally in
Fig. 9.14. The abscissa and ordinate of the two-dimensional description are vibra-
tional frequency and probe photon energy, respectively. For the calculation, the
signal data in the probe delay time from 400 to 900 fs were used to avoid the inter-
ference effects taking place near the zero-delay time and weak signal at longer
delay. Fourier transformation was performed after high-pass step-function filter-
ing with a cut-off frequency at 1000 cm–1 to avoid any slow decay due to electronic
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relaxation. In the wide range of probe photon energy, three peaks were commonly
observed at 1220, 1460 and 2080 cm–1 corresponding to the C-C, C=C and C;C
stretching modes, respectively [65, 66]. The probe photon energy dependences of
the Fourier power of thesemodes are shown inFig. 9.15. It is clearly seen that all three
modes have peaks around 1.78, 1.92–1.96 and 2.03–2.05 eV in common. even
though the intensity distribution profile is substantially different among them.

Figure 9.14 Two-dimensional Fourier power spectra of the DT/T traces.

The vibrational modes in the pump–probe signal were investigated more deeply
by analysis with a linear prediction singular value decomposition (LP-SVD) meth-
od. By the LP-SVD, single or multiple mode(s) of damped oscillation were
extracted from the data such as y(t) = Aexp(–t/s)cos(Xt + h), where A is the initial
amplitude of the signal modulation of DT(t)/T due to the molecular vibration, s is
the decay time of the amplitude of the modulation signal, X is the relevant mode
frequency and h is the initial phase of the molecular vibration just after excitation.
These parameters for the vibrational modes of C-C, C=C and C;C were separately
extracted by the LP-SVD method from the 200–900 fs data after rectangular fre-
quency filtering of the Fourier power spectra at 1150–1290, 1395–1535 and
2010–2150 cm–1 at observed probe photon energies independently. The amplitudes
at 300 fs of the modes are shown in Fig. 9.16. The spectrum of the amplitude of
the C-C stretching mode in Fig. 9.16a does not resemble the FFT power spectrum
of the C-C mode in Fig. 9.15a. The vibrational signal of the C-C stretching mode
was not intense enough for the mode signal to be extracted out from the real-time
data to analyze the decay time and initial phase precisely. The Fourier power spec-
tra show modes other than C–C stretching with weaker intensities and they are
presumably out-of plane bending modes [32], but they are also difficult analyze
for precise detailed discussion owing to insufficient intensity. Therefore, from
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here on we concentrate on only C=C and C;C stretching modes extracted by the
LP-SVD method from the pump–probe signals.

Figure 9.15 Fast Fourier power spectra of the modes of
(a) C–C, (b) C=C and (c) C;C stretching extracted from
the DT/T traces.

Figure 9.16 Fourier amplitude at a probe delay of 300 fs
extracted from the normalized difference transmittance by the
method of LP-SVD for the modes of (a) C–C, (b) C=C and
(c) C;C stretching.
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The fitted initial phase of the C=C and C;C modes are shown as phase spectra
in Fig. 9.17. This kind of phase data cannot be obtained from other time-resolved
spectroscopic methods such as infrared absorption and Raman scattering, which
have been developed in the last two decades and are recognized to be very useful
for the identification of the ground or excited states after photoexcitation of mole-
cules and intermediate species in photochemical processes. However, the data for
the initial vibrational phases of multi-mode molecular vibration are expected to
provide invaluable information about the mechanisms of chemical reactions and
excited-state dynamics. This method of extraction of phase information from real-
time data will be an essential and powerful spectroscopic method to describe the
full chemical reaction pathways in the 21st century [5].
In order to utilize fully the information on the phases, the simple model shown

in Fig. 9.18 was proposed to understand systematically the features of the phase
spectra. In Fig. 18a and c, transition from the ground state to the 11Bu-FE state
and that from the geometrically relaxed 21Ag state to the n1Bu state, respectively,
are indicated on the potential curves of PDA. The FWHM of the pulse of the
NOPA output used as a pump is much shorter than the oscillation periods of C=C
(23 fs) and C;C (16 fs) vibrations. Therefore, it can generate vibrational wavepack-
ets impulsively in the ground 11Ag state and 11Bu-FE state. The short pulse width
of the NOPA system developed in our laboratory is thus essentially important to
study the dynamic behavior of systems with such high frequencies as C;C
stretching. There are a few groups in the world where utilizing NOPA output for
real-time spectroscopy with substantially broader pulse durations and the data
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Figure 9.17 Initial phase (solid curve) of each
vibrational mode of normalized difference
transmittance by the method of LP-SVD for
themodes of (a) C=Cand (b) C;C stretching.

The expected phase (dotted line) of vibration
from the model of the wavepacket motion in
the ground state (1.95–2.07 eV) and in the
excited state (1.76–1.88 eV).
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taken by using such systems are always suffering from the Fourier amplitude
reduction or even disappearance of the high-frequency modes. This makes discus-
sion of the vibronic coupling difficult or even impossible.
A wavepacket just after generation in the ground state at the bottom indicated

by point B in Fig. 9.18a starts to oscillate on the potential curve along
BfiAfiBfiCfiBfi ... ( or BfiCfiBfiAfiBfi ...). In accordance with the oscilla-
tory motion, the absorption intensity increases when the wavepacket is located at
the probe photon frequency that corresponds to the vertical transition energy at
the position of the wavepacket following the Franck–Condon principle based on
the adiabatic decoupling between the electronic motions and nuclear motions.
Therefore, the oscillation of the wavepacket results in the modulation of normal-
ized difference transmittance with the vibrational frequency.
If the wavepacket photoproduced at B starts to oscillate following the sequence

BfiAfiBfi ..., the transmittance at probe photon energy EA starts to decrease ini-
tially and at the same time the transmittance at EC starts to increase. Here EX is
the transition energy from position X (= A, B, C, D, E or F) on the lower state to
the corresponding Franck–Condon point of the potential curve of the upper state.
In this case the phase of the molecular vibration of DT(t)/T is p/2 at probe photon
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Figure 9.18 (a) Transition from the ground
states on potential energy curves of PDA.
Point B is located at the bottom of the curve
of the ground states. (b) The model phase of
vibration by the motion of the wavepacket in
the ground state. EX is the energy of transition

from position X. (c) Transition from the
excited states on potential energy diagram of
PDA. Point E is located at the bottom of the
curve of the ground states. (d) The model
phase of vibration by the motion of the wave-
packet in the excited state.
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energies higher than EB and it is –p/2 at probe photon energies lower than EB, as
shown in Fig. 9.18b. When the wavepacket starts to move to the reverse direction
(BfiCfiBfi ...) to the previous case, the phase is –p/2 for the probe photon ener-
gies higher than EB and p/2 at probe photon energies lower than EB.
Figure 9.17a shows that the phases of the C=C stretching mode determined in

the probe spectral region between about 1.9 and 2.0 eV are negative whereas those
between about 2.0 and 2.1 eV are positive. These features can be explained using
Fig. 18a and b where EB is 2.0 eV, which corresponds to the 11Bu-FE absorption
peak. The phase of the C=C stretching mode at a probe photon energy of 2.02 eV
is clearly positive and is about 0.3p or at least far from the zero-crossing point of
1.975 eV. On the other hand, that of the C;C stretching mode at the same probe
photon energy in Fig. 9.17b is close to zero or at least close to the zero-crossing
point of 2.015 eV. This energy (2.02 eV) corresponds to the photon energy shifted
by the C=C stretching energy (0.18 eV) from 2.2 eV of the peak of the probe which
is expected to give a p/2 phase shift. Therefore, it can be concluded that the phases
around 2.02 eV in C=C are shifted positively owing to the contribution of the wave-
packet generated by the stimulated Raman gain process. The phases of C;C
stretching are positive from about 1.93 to 2.015 eV and are negative between 2.015
and 2.15 eV. It is therefore concluded that the wavepacket of the C;C mode gen-
erated on the ground-state potential curve initializes its motion in the reverse
direction to that of the C=C mode. This means that the changes in C=C and C;C
bond lengths upon photoexcitation to the Franck–Condon state are opposite to
each other. The C;C bond length is expected to be elongated by the change in the
geometric relaxation resulting in a butatriene-like configuration. The length of the
C=C bond is considered to be shortened from the above discussion. This is proba-
bly due to the redistribution of the p-electrons of the triple bonds increasing not
only C–C single bonds but also C=C double bonds neighboring the single bonds.
The phases of the C=C mode probed at about 1.95 and 2.05 eV are neither p/2

nor –p/2, which can be explained in the following way. At these two spectral posi-
tions the signals of photoinduced absorption are expected to be relatively strongly
modulated by the wavepacket of the C=C mode in the excited state because of the
strong excitonic peak at 2.00 eV. Then the phases of the C=C mode are considered
to be 0p as expected for a wavepacket in the excited state. Therefore, it is con-
cluded that the vibrational signal due to the ground state and that due to the
excited state coexist. Therefore, the observed values of the phases are expected to
correspond to the weighted averages of the two contributions, since these two con-
tributions are incoherent with each other.
From the result of the phases at 1.95 and 2.05 eV having opposite signs to each

other, it can be concluded that the vibrational amplitude peaks at 1.95 and 2.05 eV
are due to the modulation of the intensity of 11Bu-FE absorption (resonant at
2.00 eV) by the motion of the vibrational wavepacket in the ground state produced
by the stimulated Raman scattering (SRS) process.
Figure 9.18c illustrates the photoinduced absorption from the “geometrically

relaxed 21Ag state”. Here it is not known whether the state 21Ag forms or does not
form an exciton, hence the use of the term “self-trapped exciton” was carefully
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avoided. The pump pulse generates a wavepacket not only in the ground state but
also in the 11Bu-FE state. The photoexcited wavepacket in the 11Bu-FE state soon
(<100 fs) after photogeneration relaxes into the geometrically relaxed 21Ag state. In
our group this relaxation time was determined as 60 – 20 fs [67]. This 21Ag state
has a different geometric configuration owing to its so-called “two-triplet” prop-
erty. The oscillation of the wavepacket on the geometrically relaxed 21Ag state
potential curve modulates the probe signal. A wavepacket is produced at point F
in Fig. 9.18c at the beginning and then starts to move as FfiEfiDfiEfiF ...,
where point E is located at the bottom of the potential curve along the corresponding
stretching-mode coordinate associated with the geometrically relaxed 21Ag state.
The expected phases of the oscillation of the photoinduced absorption signal in

the case of ED >EF are shown in Fig. 9.18b, i.e. they are zero, –p/2 and –p at probe
photon energies of ED, EE and EF, respectively, in the same way as in the case of
the ground state.
The absorption spectrum associated with the transition from the geometrically

relaxed 21Ag state to n1Bu states has a peak around 1.8 eV [30]. First we consider
the case when EE is 1.83 eV. Then the phases of the C=C mode in Fig. 9.17a corre-
spond to those in the model shown in Fig. 9.18d. The phases of the C;C-mode
molecular vibration probed at 1.77 and 1.87 eV are –p and 0p, respectively. These
are the same as those of the C=C mode vibration. Therefore, it is concluded that
not only the vibrational wavepacket of the C=C mode but also that of the C;C
mode is generated in the geometrically relaxed 21Ag state.
Figure 9.19 shows the C=C stretching-mode frequencies extracted by LP-SVD

from the real-time traces at many probe photon energies between 1.78 and
2.08 eV. From the previous discussion, the signal due to the wavepacket motion in
the ground state appears strongly at probe photon energies of 2.04–2.07 and
1.92–1.95 eV, which correspond to the EA and EC regions, respectively, in Fig. 9.18.
The modulated signal due to the motion of the wavepacket in the geometrically
relaxed 21Ag state appears strongly at probe photon energies of 1.87–1.90 and
1.79–1.81 eV, indicated by regions ED and EF in the figure. The wavepacket motion
in the geometrically relaxed 21Ag state and that of the ground state appear nearly
exclusively at 2.00 and 1.84 eV, respectively, corresponding to EB and EE, respec-
tively. Figure 9.19 shows that the vibrational frequencies determined for the probe
photon energy regions of EB, ED and EF are higher than those of the EA, EC and EE

regions. Hence it can be concluded that the frequency of C=C stretching in the
geometrically relaxed 21Ag state is close to that determined for the EB probe photon
energy. Therefore, the frequency of the C=C stretching in the excited state is con-
cluded to be 1472 – 6 cm–1 and that in the ground state is 1463 – 6 cm–1 concluded
from the data for the EE probe photon energy region. The frequency of the C;C
stretchingmode in the geometrically relaxed 21Ag state is determined as 2092 – 6 cm–1

and that in the ground state is 2083 – 6 cm–1. The errors of the differences are
smaller than those of their absolute values, since the errors in the frequency deter-
mination are mainly due to the imperfect step length of the delay stage. It can
then be concluded that each of the frequencies of the C=CandC;C stretchingmodes
in the excited state is higher by about 10 – 2 cm–1 than those in the ground state.
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9.4
Conclusion

We clarified the very early stage of the electronic relaxation in relation to molecu-
lar vibration, geometric relaxation and internal conversion in one of the most pop-
ular one-dimensional conjugated polymers, polydiacetylene.
Peak tracking analysis revealed the vibronic coupling to the electronic absorp-

tion corresponding to the 11Ag fi 11Bu transition and 1121Ag fi n1Bu transition The
peak of the 0–0 transition from the ground state in which vibrational excitation
does not participate oscillates with the frequencies of the C–C stretching vibra-
tional modes. The oscillations of energy and intensity of a peak of induced absorp-
tion to a higher excited state show different behaviors both in vibrational ampli-
tude and phase. The results provided us with comprehensive information to deter-
mine the relative locations of the multi-dimensional potential hypersurfaces of
the ground, lowest excited and higher excited states in the configuration space.
The precise analysis of the time evolution of the difference absorption spectra
revealed the thermalization processes due to the energy redistribution among var-
ious modes in the polymer chains in the excited and ground states.
We could also separate the ground- and excited-state contributions in the real-

time vibrational signals due to the wavepacket motions from the difference trans-
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Figure 9.19 Probe photon energy dependence
of vibrational frequency of the C=C stretching
mode. EA and EC are energy regions in which
the pump–probe signal is modulated by the
motion of the wavepacket in the ground state
strongly rather than the excited state. ED

and EF are energy regions in which the

pump–probe signal is modulated by the
motion of the wavepacket in the ground state
strongly rather than the excited state. In EB

and EE, the signal is modulated by the motion
of the wavepacket only in the excited and
ground state, respectively.
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mittance spectra obtained by multi-wavelength sub-5 fs spectroscopy. The wave-
packet of the C=C stretching mode in the ground state was found first to start to
oscillate in the opposite direction to that of the C;C stretching mode. Also, the
vibration of the C;C stretching mode in the geometrically relaxed 21Ag state was
observed in addition to the C=C mode even after the FE has been converted to the
geometrically relaxed state within 100 fs. This clearly demonstrates that the full
geometrically relaxed butatriene-type structure is not formed; instead, it can still
be described by the acetylene-type structure with a small admixture of a buta-
triene-type configuration. The frequencies of the C=C and C;C stretching modes
in the geometrically relaxed 21Ag state were determined as 1472 and 2092 cm–1,
respectively. The corresponding frequencies in the ground state were calculated as
1463 and 2083 cm–1. Each of the former is higher by about 10 cm–1 than each of
the latter.
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10
Ultrafast Optoelectronic Probing of Excited States in
Low-Dimensional Carbon – Based p-Conjugated Materials
T. Virgili, J. Cabanillas-Gonzalez, L. L�er and G. Lanzani

10.1
Introduction

Static fields (E or H) act as a perturbation on the electronic structure of molecules
and solids, in a way specific to the nature of the states involved. This observation
leads to modulation spectroscopy, where fields are exploited for modulating elec-
tronic transitions in molecules and solids. In general, electro-absorption detects
changes in the spectra such as transition energy shift, line broadening or intensity
modulation which can be caused by: (i) state mixing induced by the field; (ii) the
opening up of additional decay channels, typically ionization, and (iii) symmetry
breaking. Early experiments on semiconductors [1] were carried out following the
predictions of Franz [2] and Keldysh [3], who independently developed a theory for
band-to-band transitions in a uniform electric field. The technique of electroab-
sorption (EA) has been developed since then and used extensively for understand-
ing band structure, exciton properties and carrier scattering in bulk semiconduc-
tors and more recently in quantum wells and heterostructures. In parallel, studies
were carried out on atoms, molecules and molecular crystals (for a review, see
Blinov et al. [4]).
EA experiments are typically run at steady-state conditions and do not provide

information on the changes induced by the field onto the excited state temporal
dynamics. Here, we report on new experiments, which combine EA with time-
resolved spectroscopy. The latter detects transient species in photoexcited semi-
conductors, identifying their spectra (energy location, cross-sections and line-
shapes) and dynamics (lifetime, decay paths and yields). Examples have been giv-
en in previous chapters, applied to conjugated polymers. In our case the detected
signal depends on pump–probe delay, as usual in transient transmission, and on
the electric field, as usual in EA, so it is a sort of double modulation. The time
dependence allows ground- and excited-state effects to be separated, as the latter
occurs only after the pump excitation (positive delay). Measurements are carried
out on diode structures, where electrodes are used to apply the field. A sketch of
the experiment is shown in Fig. 10.1. The device can be as simple as a sandwich
structure or have interdigitated electrodes on top of which the sample is depos-
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ited. Most experiments have been carried out in the zero-current configuration,
yet in principle carrier injection can be achieved and be an interesting variable.
The supply of reliable devices is a fundamental need, which explains why those
techniques have become more popular only recently, once organic device engi-
neering had reached a certain quality, stability and reproducibility of its products.
This technique can also be understood as a device probe, which tests working
principles under operational conditions. Optoelectronic probing can be achieved
by exploiting device-related quantities, such as electric current, voltage drop or
electroluminescence. In order to have time resolution in such experiments, which
detect time-integrated quantities, double excitation is needed, the so-called excita-
tion cross-correlation technique. In the following, we first provide a general physi-
cal background on electric field effects on carbon conjugated materials, then elec-
tric field-assisted spectroscopy is reviewed starting with luminescence, pump–
probe and finally photoconductivity.

Figure 10.1 Schematic setup for the measurement of the elec-
tromodulated pump–probe signal. Black arrows: pump pulse,
grey arrows: probe pulse

10.2
Physics Background: Excited States in Low-Dimensional Conjugated Carbon
Materials

In previous chapters the elementary excitations of low-dimensional carbon based
materials have been extensively discussed, comprising long isolated polymer
chains, oligomers and their respective condensed phase, which includes crystal
states such as excitons and polaritons. Here we restate part of the discussion with
the purpose of highlighting those aspects relative to the effect of an electric field
on the picosecond dynamics. This only partially involves the effect on the cross-
section of the electronic transitions, which is the main issue in standard EA and it
is focused onto the effect on the deactivation paths.
Above we mentioned briefly the Franz–Keldysh effect. This theory includes no

correlation and it describes phenomena involving free carriers and band-to-band
transitions. Essentially it can be understood as photon-assisted tunneling of an
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electron from the valence band to the conduction band. Electron correlation and
Coulomb interaction between charged states should, however, be considered in a
more refined model leading to the concept of excitons, which are neutral (some-
times defined as currentless) states comprising a bound electron–hole (e–h) pair.
Such effects become important in a number of circumstances, particularly
(i) when dealing with electronic transitions at the absorption threshold in semi-
conductors, (ii) if experiments are carried out at low temperature, where quantum
confinement enhances e–h binding and excitonic effects [5] and (iii) in organic
semiconductors where correlation plays a dominant role. Here the situation is
completely upside down; excitons become the primary excitations upon photon
absorption and charge carriers are rarely formed. Organic and inorganic semicon-
ductors are therefore well separated by the respective value of the exciton binding
energy (Eb), which is a measure of the strength of the electron correlation. Here
dimensionality plays a crucial role, because even when electronic density and
screening are comparable, in confined, low-dimensional systems correlation
effects are superior. Since conjugated chains are ultimately quantum wires, whose
dimensional scaling cannot be reproduced with inorganic materials, it is easily
predicted that excitonic effects are going to control their excitation dynamics. Eb is
usually defined as the energy difference between the neutral bound state and the
lowest charge separated state. The latter can be a pair of free charges (band edge)
or a polaron pair made of interacting charges (often considered as intermediate
for free charges). In inorganic semiconductors an electric field of 103–105 Vcm–1,
depending on the energy gap, is sufficient to ionize completely the exciton popu-
lation [6]. In polymer semiconductors a field of 1MVcm–1 dissociates a few per-
cent of the neutral state population (see below). Obviously the binding energy in
the two cases is quite different. In inorganic semiconductors excitons are of
Wannier–Mott type, formed by weakly bound pairs of electron and hole quasi-par-
ticles equivalent to the hydrogen atom and differing only in the values of the effec-
tive masses of the particles and dielectric constant of the medium. In this case the
major effect of the electric field is to lower the lip of the Coulomb well, thereby
changing discrete bound states into continuum states. A pictorial description is
shown in Fig. 10.2. When the lip of the well moves below the energy of a bound
level, then it takes no extra energy to separate the electron and hole and that level
is said to be ionized. A secondary effect is a shift of the energy levels, in particular
of the exciton ground state, to lower energy owing to a slight widening of the well.
Broadening of the excitonic resonance occurs owing to the reduced lifetime result-
ing from ionization by the applied field. The electric field FI capable of ionizing a
Wannier–Mott exciton must provide at least a potential drop of 1 effective rydberg,
R, across the effective Bohr radius, a, i.e. FI ¼ R=ea. At intermediate field
strength, a bound state can still dissociate via tunneling through the barrier. In
this regime, the dissociation rate, as evaluated in Ref. [7] is

C ¼ Eb

�h
exp � 4Eb

3
2ðm*Þ12
3e�hF

 !
ð10:1Þ
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where Eb is the binding energy and m* the effective mass. Note that this expres-
sion has been used for interpreting experimental results obtained in polymer
semiconductors too, based on the assumption that Wannier–Mott excitons prop-
erly described their excitation [8]. However, this remains questionable in conjugat-
ed polymers, while it is certainly a good model for other low-dimensional nano-
structures such as carbon nanotubes. Alternatively, dissociation can be viewed as
a carrier escape from the Coulomb attraction of the counter charge due to field-
assisted thermal activation over the barrier. This model can better describe inter-
mediate, one-dimensional excitons, such as those encountered in conjugated
chains. The electric field effect is then described by the Poole–Frenkel formalism
[9]. The one-dimensional analysis leads to the following expression for the quan-
tum generation yield of charges from Coulomb escape as a function of field [10]:

g Fð Þ ¼ A exp �bF
1
2=kT

� �
� 1

� ��1

ð10:2Þ

where A is parameter which contains an attempt frequency determined by mate-
rial properties and

b ¼ e3=pee0ð Þ12 ð10:3Þ

Figure 10.2 Influence of a static electric field of the potential
curve of an electronic state. Two vibronic levels are given.

In small-molecule organic semiconductors, the lowest energy neutral excited
state is understood as a tightly bound excitation, localized on the molecular unit,
whose internal structure is not discussed because electron and hole wavefunctions
are fully overlapped and cannot be physically singled out. Such molecular states
can still lead to wave-like, collective excitations, but only in ordered solids with a
periodic lattice, provided that some intermolecular interaction exists. When this
holds true, splitting of the molecular state, induced by the interaction, generates
the Frenkel exciton band [11]. In most cases, organic solids are disordered and
excited states discrete and localized. Bands arise from inhomogeneous broaden-
ing and propagation is incoherent, by hopping. Elementary excitations are then
those of large organic molecules, singlet, triplet and charged states (in terms of
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spin quantum number S = 0, S = 1 and S = 1/2, 3/2, etc., respectively). All these
can be labeled, independently from theoretical models, as Sk, Tk and Dk, where S
stands for singlet, T for triplet and D for doublet, the last being charged (we
neglect at present the case of spinless charge carriers [12]) and k is an integer giv-
ing the order in energy. Dissociation can still occur when the electric field induces
a charge-transfer (CT) reaction across the high potential barrier, from either a mo-
lecular or Frenkel state. It is important to note that in this case one does not gen-
erally consider a full dissociation of free carriers, but the generation of near charge
pairs, still bonded, at a distance r, with energy e2=4pee0r. Such a CT complex can
be viewed as an intermediate step in charge separation. CT reactions are usually
supposed to take place between well-separated units. If wavefunction overlap can
be disregarded, a rate coefficient can describe the probability of a jump, depend-
ing on, among other parameters, the energy difference between “donor” and
“acceptor”. This is a well-known system, studied in detail for small molecules in
chemical physics. As a good reference one can look at the work of Marcus, who
received the Nobel Prize in Chemistry in 1992 for theory and experiments on elec-
tron transfer [13]. In the solid state, where “equal” molecules are packed, an elec-
tric field can help electron transfer because of level shifting, thus introducing
donor and acceptor sites even in homogeneous samples. The energy involved is
eFDr, where e is the electron charge, F the field amplitude and DR the donor–
acceptor separation. The idea is sketched in Fig. 10.3, following a study reported
in 1996. The concept is, however, very old; it can be found, for instance, in Ref.
[14] for molecular solids.

Figure 10.3 Dependence of energies of electronic states
on the amount and direction of the electric field.

In conjugated polymers a mixed scenario occurs, as along the chain dielectric
screening can be high enough to support the weak electron–hole interaction pic-
ture (Wannier–Mott exciton), while inter-chain interaction is weak, giving rise to a
smaller dielectric constant and tightly bound states. Note, however, that 1D exci-
tons represent only one class of excitations in a wider scenario, which corresponds
to “ionic” excitations in the quantum chemistry language. Covalent states, which
at low energy can be approximated by spin–wave excitations, are not represented,
yet they play an important role, especially in non-emitting moieties. Intra-chain
excitons, which propagate coherently along the conjugated segment, hop incoher-
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ently from one chain to the other. The simultaneous presence of these two scenar-
ios gave rise to a number of models for describing field-induced dissociation
[15–17], from one extreme to the other, basically choosing between intra- or inter-
chain separation. Note that the dual interpretation brings ambiguity also in the
final state, which is generated following dissociation. Charges may be on the
same conjugated segment or can be dwelling on separate segments (on either the
same or different chains). So far we have discussed the possibility of ionization of
the lowest singlet state S1. However, it appears now well documented that higher
lying states (Sn with n > 1) can dissociate more easily then lower ones, in close
similarity with autoionization in molecular crystals. This has consequences:
(1) additional charge generation pathways, starting from higher lying states,
should be considered, e.g., sequential excitation, two-photon absorption and bimo-
lecular singlet annihilation, (2) a description of higher lying states is required and
(3) an experimental estimate of the binding energy (Eb) should be carefully consid-
ered. Whether Sn prevails over S1 dissociation depends on a number of boundary
conditions. Among others, one important factor is the inter-chain interaction,
which can probably modulate the dissociation rate. For instance, as seen below,
we find that field-induced ionization occurs predominantly from Sn in polyfluo-
rene, but from S1 in ladder polymers. In general it appears that long conjugated
chains have a lower exciton binding energy and may easily involve the lowest neu-
tral state S1. In oligomers and small molecules, only intermolecular separation
makes sense. Here Sn appears as the unique path to charge separation, because of
the high binding energy in S1.

10.3
Electromodulation of Steady-State Fluorescence in Organic Solids

10.3.1
Introduction

As stated above, in the last 20 years different spectroscopic techniques combinedwith
electric fields have beendeveloped to elucidate the fundamentals of charge generation
and recombination in organic semiconductors and many of them involve state lumi-
nescence. The first reports concerning field-induced quenching of the steady-state
photoluminescence in organic solids date from the mid-1980s [18, 19]. Since then,
different electromodulation techniques have been developed in order to identify
the different mechanisms which cause fluorescence quenching in OLEDs.
Although there are few examples in literature of fluorescence quenching stud-

ies employing steady-state electric fields, the use of electromodulation techniques
introduces two major advantages. First, it allows one to separate external contribu-
tions to the fluorescence quenching signal from those strictly induced by the elec-
tric field. Second, changing the phase and frequency detection with respect to the
electric field also allows one to discriminate the different mechanisms of fluores-
cence quenching that coexist in OLEDs.
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In devices used for electromodulated fluorescence (EMF) there exist two electric
fields: one “internal” (Fi) caused by interface potential and the other external due
to the applied voltage. Fi can be induced by workfunction differences of electrodes
and also residual charges contained in the bulk or by dipole layers formed by CT
reactions. Although this internal field is often considered to be constant across
the device, the presence of large current densities under operating conditions may
lead to local fluctuations. As a result, it becomes difficult to interpret the fluores-
cence quenching signal since the effective electric field is given by a superposition
of both external and internal fields, the latter being different at each point in the
sample. In order to account for this effect, Kalinowski et al. [10] developed a mod-
ulation scheme which allows one to evaluate the contribution of the internal field
to the overall EMF. The technique consists of the application of an electric field
with a sinusoidal profile (Fig. 10.4a) and the detection of the fundamental and
second harmonic components of the EMF signal. The in-phase (f = 0) first har-
monic component is observed to follow a profile identical with that of the electric
field. At positive fields the fluorescence is enhanced or diminished as it is the
module of the electric field, suggesting a situation of fluorescence enhancement,
(see Fig. 10.4b). At negative fields however, the dependence of the EMF signal on
the module is reversed. Alternately, an EMF signal detected at an angle of f = p

can be referred as fluorescence quenching, since in this configuration the fluores-
cence intensity diminishes when the electric field is enhanced in the positive
direction (see Fig. 10.4c). Again, the opposite dependence holds for fields applied
in the negative direction. Therefore, a non-zero EMF signal collected using these
detection schemes must be dependent on the module in addition to the direction
of the electric field. If we attain to a situation of absence of internal fields, applica-
tion of electric fields in the positive and negative directions must lead to sym-
metric configurations and a negligible first harmonic component. In contrast,
detection of a non-zero first harmonic component would otherwise imply a pre-
ferred direction of polarization. Assuming the medium to be isotropic, such a pos-
sibility can only be attributed to the presence of an internal field across the device.
The out-of-phase (f = p/2) second harmonic component contains exclusively

fluorescence quenching information. Differing from the fundamental component of
the EMF signal, the profile of the second harmonic suggests a fluorescence
decrease upon increasing the module of the electric field, no matter in which
direction the field is (Fig. 4d). In other words this detection configuration provides
a internal field-free EMF signal suitable for evaluation of different charge photoge-
neration models.
Kalinowski’s group applied this technique to study field-induced exciton separa-

tion in different molecular systems such as crystalline thionaphthenindole (TNI)
[10] or 8-hydroxyquinoline (Alq3) [20]. For the case of TNI, the fundamental and
second Fourier component of the EMF signal show a superlinear dependence on
the module of the electric field different from the quadratic dependence expected
for the Stark effect (Fig. 10.5). The possibility of quenching induced by exciton–
carrier interaction was also excluded on the basis of the large magnitude of the
quenching signal and the low mobility of singlet excitons in polycrystalline TNI.
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Figure 10.4 (a) Applied electric field with sinusoidal profile;
(b) and (c) fluorescence response at the first harmonics with
two different phase shifts; (d) out-of-phase second harmonic
component of the fluorescence response. After Ref. [10].

Accordingly, the fluorescence quenching signal was attributed to an electric field
modulation of charge separation from a singlet state which was evaluated accord-
ing to the different established theoretical models. The results were understood in
terms of a macrotrap model. According to this model, singlet excitons are trapped
in their diffusion movement by chemical or structural traps forming a trapped
singlet. Whether additional free energy is available, charge separation on to a nearest
neighbor leads to the formation of a trapped CTexciton. This state may either decay
radiatively or alternatively extend its delocalization by hopping of the electron or the
hole towards more distant molecules. The action of the electric field eventually
facilitates electron–hole separation and formation of a pair of free carriers.
The experimental data were also extrapolated to high electric fields in the elec-

troluminescent regime in order to estimate the percentage of quenched excitons
in OLEDs. This value was found to be particularly large in certain materials such
as Alq3 (60% of singlets are quenched at fields over 3.5 � 106 Vcm–1) [20], and
could be one of the causes of the low electroluminescence quantum yield exhib-
ited by OLEDs fabricated from this organic compound.
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Figure 10.5 Zeroth and second Fourier components of
the fluorescence quenching signal for different electric field
amplitudes across the device. After Ref. [10].

10.3.2
Electric Field-Assisted Photoluminescence Up-Conversion

Within the framework of the one-dimensional (1D) semiconductor description
established by Su et al. [21], photoluminescence in conjugated polymers is the
result of radiative recombination of two oppositely charges directly photogener-
ated into the p-valence and conduction bands. Differing from inorganic semicon-
ductors, strong electron phonon interaction would lead to rapid self-localization of
the charged species (polarons) and a considerable red shift between absorption
and photoluminescence spectra. In 1990, the validity of the 1D semiconductor
approach was challenged by B�ssler and co-workers [22]. They demonstrated the
existence of a polarization memory in the photoluminescence of PPV, even upon
excitation above the localization threshold. This evidence is incompatible with the
band model since excitation over the localization threshold leads to formation of
uncorrelated e–h pairs and point towards the formation of excitons where gemi-
nate e–h pairs are bound by their mutual coulombic interaction. Additional proofs
of the excitonic nature of photoexcitations in conjugated polymers came from
time-resolved photoluminescence up-conversion in PPV [23. 24]. Kersting et al.
reported a comparative study of the transient PL in PPV and model oligomer OPV
compounds [23]. On the assumption that both PPV and OPVs show the same type
of vibrations responsible for vibronic progressions in the optical spectra, they
demonstrated that the larger red shift of the PL spectra of PPV cannot be
explained as due to vibrational relaxation. Moreover, the observation of energy-de-
pendent luminescence decay, faster in the blue in PPV (spectral migration),
further confirms incoherent hopping of excitons between chromophores with dif-
ferent energies. Emission occurs preferentially from lower energy sites, account-
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ing for the observed red shift. Inhomogeneity within polymer films arises from
the variation of length and environment of conjugated segments, producing a
band energy density of states. Indeed, below the localization energy (i.e. the mini-
mum energy for observing spectral migration) resonant emission was found. This
points to a negligibly small relaxation energy, if any at all.
These important findings provided the motivation for further investigations on

the origin of photoexcitations in PPV. An opposite approach, however, was fol-
lowed this time: if excitons were the primary photoexcitations in PPV, it would be
possible to obtain traces of its nature by monitoring their likely dissociation under
an applied electric field. Within the 1D semiconductor model, the decrease in the
photoluminescence quantum yield under an electric field would be attributed
solely to field-induced reduction of the oscillator strengths associated with the
electronic transitions (also known as Stark shift). Since this effect is quasi-instan-
taneous, observation of a time-resolved reduction of the photoluminescence
would imply a different quenching mechanism. The experimental setup
employed for this purpose was electric field-assisted photoluminescence up-con-
version (Fig. 10.6).
Essentially, photoluminescence up-conversion is a technique which consists of

mixing the luminescence frequency emitted by the sample with an optical pulse
(gate) inside a nonlinear crystal. Upon conditions of phase matching, the outcom-
ing signal frequency is equal to the sum or difference in frequencies from both
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Figure 10.6 Experimental setup of electric
field assisted up-conversion. The sample is
excited by 150-fs pulses delivered by a fre-
quency-doubled Ti:sapphire laser. The lumi-
nescence is focused with the delay gate pulse

on to a nonlinear beta barium borate crystal.
Phase-sensitive detection allows one to deter-
mine the effect of the applied electric field on
the photoluminescence signal.
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incident light sources. Accordingly, the luminescence can be resolved in time by
changing the gate delay. Since sum or difference frequency is only generated dur-
ing the time that the gate is present at the crystal, the total time resolution is com-
parable to the temporal width of the gate (typically few hundred femtoseconds).
Changes on the photoluminescence signal induced by the electric field are probed
by applying a reverse modulated signal and referring the detection to its frequency
by means of a lock-in amplifier.
Kersting et al. performed the experiment in PPPV, a soluble PPV derivative,

blended in a polycarbonate (PC) matrix. Dilution of the polymer chains in an inert
matrix leads to slowing down of the exciton hopping rate by a factor of three with
respect to the pure polymer, which facilitates the time monitoring of the dissocia-
tion process [24]. According to this, the PL quenching process was resolved in
time during the first 100 ps after photoexcitation (see Fig. 10.7). According to their
findings, PPPV photoluminescence decreases gradually in the first 5 ps under the
influence of an electric field of 1.7MVcm–1. At early time-scales far beyond the
time resolution of the experiment, a photoluminescence reduction of less than
1% is already appreciable. This “instantaneous” photoluminescence quenching is
assigned to reduction of the oscillator strength induced by the electric field. Fol-
lowing this, the photoluminescence experiences a gradual decrease in the next
5 ps, approaching the 13% reduction measured for the steady-state photolumines-
cence. Saturation in the quenching process is appreciable from the similar
quenching values found at 5, 10 and 20 ps. These results were interpreted in
terms of dissociation of excitons photogenerated at high-energy sites within the
homogeneous broadened density of states (see Fig. 10.8). Spectral relaxation
drives excitons on to the bottom of the density of states, leading to the saturation
in the dissociation process detected beyond 5 ps.

535

Figure 10.7 Transient photoluminescence
quenching in PPPV dispersed in solid polycar-
bonate (PC) matrix. Measurements were per-
formed at 70 K under an electric field of
1.7MVcm–1. DI/I holds for the modulated
photoluminescence intensity detected at the

fundamental frequency of the electric field.
The experimental data are denoted with filled
squares. The cross indicates the quenching
level of the steady state photoluminescence.
After Ref. [24].
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Figure 10.8 The exciton dissociation process in PPPV. After Ref. [24].

According to the interpretation provided by Arkhipov et al. [16], dissociation of
excitons proceeds through the intermediate formation of off-chain loosely bound
excitons, these species being generated by diffusion of on-chain excitons photo-
generated with an energy excess towards the bottom of the density of states. A
schematic diagram of the field-induced exciton dissociation mechanism is dis-
played in Fig. 10.8. According to the diagram, population is optically generated in
q1, which relax towards the bottom of the density of states (DOS) by inter-chain
hopping. During their Brownian motion, excitons find low-energy sites where
they can transfer an electron or hole forming a charge transfer exciton q2. In
absence of electric field the large energy separation between q1 and q2 prevents
e–h separation. However, application of an electric field induces a potential asym-
metry which contributes to lowering the differences in energy between the neutral
q1 and charged q2 states, as discussed in Section 10.2. Dissociation therefore
becomes energetically feasible for excitations located in the upper part of the
DOS. Once vibrational relaxation proceeds the dissociation process becomes
improbable. Such observation is experimentally justified by the saturated value of
DI/I at timescales beyond 10 ps.
This picture appears to be idealistic since it was demonstrated by Vissenberg et

al. that the dissociation rate values at early timescales reported by Kersting et al.
[24] can be fitted by a model which considers exclusively on-chain exciton dissocia-
tion [17]. This effect leads, however, to saturation of the dissociation rate over 1 ps.
The large time dispersion observed over 1 ps thus seems to be attributed exclu-
sively to inter-chain migration. A more general description of exciton dissociation
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in conjugated polymers therefore requires us to take into account not only inter-
chain migration but also ultrafast on-chain dissociation in addition to the effects
of charge recombination. As a concluding remark one should note that EMF does
not explicitly detect the by-product of the emitting states quenching. Charge gen-
eration is at this stage a conjecture of the model. Pump–probe experiments pro-
vide a more direct description.

10.4
Electric Field-Assisted Pump–Probe

The pump–probe technique is the basic answer for studying photoinduced phe-
nomena in the temporal domain. Its concept is very simple and straightforward.
A pump excites the sample at time zero. A probe, at any later time, interrogates
the modified material, providing a time-dependent description of the pump-
induced changes. Time resolution is only limited by pulse duration and not by the
electronics, through the optical correlation scheme. The technique can, at least in
principle, address both radiative and non-radiative processes. In particular it is rel-
evant to the application described here that charged states, which usually have
well-defined spectroscopic signatures in organic semiconductors, could be directly
monitored, as is true for any other excitation. In the process of neutral state disso-
ciation, for instance, one may obtain a full description, whereby neutral state pop-
ulation depletion and charge state formation are directly measured, at variance
with indirect techniques such as PL quenching. The drawback is the low sensitiv-
ity of the experiment; certainly lower than PL. Essentially the constraint derives
from the fact that, in pump–probe experiments, one collects small amplitudes on
top of a large signal. In addition, the experimental setup is of considerable com-
plexity. In order to have suitable pump and probe pulses, broad range tunability is
required, while keeping the time duration comparable throughout the entire spec-
trum. Details on the experimental technique concerning both pulse generation
and detection can be found in a number of review papers and books; see, for
instance, Ref. [25].

10.4.1
Interpretation of the Pump–Probe Experiment

The pump-induced relative transmission change, differential transmission DT, is
measured by a lock-in amplifier, which is referenced to the modulated pump
pulse train and normalized to yield DT/T. On a first level the interpretation of this
experiment can be done by disregarding coherent effects (these require the full
third-order nonlinear response function in the field interaction picture), focusing
on the population dynamics. From the previous discussion on the nature of the
excited state, it is convenient to adopt a simple approach, which is straightforward,
where one considers well-defined “states” and associated populations. These can
be excitons with delocalized wavefunctions or localized molecular states. Let us
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consider an electronic transition between two levels, i and j. The absorption coeffi-
cient is aij kð Þ ¼ rij kð Þ Ni �Nj

� �
, where rij(k) is the cross-section (in cm2), contain-

ing the dipole moment of the transition and the lineshape and Ni and Nj are the
populations of the initial and final states, respectively. Accordingly, we find a > 0
for absorption, a< 0 for gain (i.e. when Nj>Ni). This expression can be extended
to a set of levels as

a ¼
X
i;j

rij kð Þ Ni � Nj

� � ¼X
j

X
i

rij kð ÞNj

" #
ð10:4Þ

In the last sum we take r as positive for upward transitions and negative for
downward transitions. Grouping index as in Eq. (10.4) counts all the final states i
for each starting state j. The pump pulse acts on the sample by changing level
occupation, Ni fi Ni (t), where t is the time and Ni the equilibrium population
(which is zero for most cases, except the ground state). With appropriate initial
conditions, the time-dependent population can be obtained from rate equations
such as

dNi

dt
¼ Gi tð Þ � Ri tð Þ ð10:5Þ

where G(t) and R(t) are the generation and deactivation rate, respectively. For
instance, if the state i is directly populated by the pump pulse via one photon tran-
sition from the ground state, the generation term will be

Gi tð Þ ¼ r0iN0 tð ÞIpu tð Þ ð10:6Þ

where r0i is the cross-section for the one-photon transition 0 fi i, N0(t) the time-
dependent ground-state population, which gets depleted, and Ipu(t) the temporal
pump photon intensity distribution, usually being approximated by a Gaussian
function of temporal width sp.
The measured quantity is the normalized change in probe transmission. For a

delta-like probe pulse (time duration much shorter then any dynamics in the
material), the expression derived from the Beer–Lambert relation within a small
signal approximation turns out to be

DT
T

¼ �
X
i;j

rij kð ÞDNj tð Þd ð10:7Þ

where d is the sample thickness; j describes all possible excited states, irrespective
of their charge or spin state, including each vibrational replica of the bare elec-
tronic ones and DNj is the pump-induced change of population. The spectrum
associated with the state (or species) j is Aj kð Þ ¼P

i

rij kð Þd and Eq. (10.7) can be
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also written as DT=T ¼ �P
j

Aj kð ÞNj tð Þ, an expression often used in global fitting

analysis. This equation shows that the typical DT/T signal is a superposition of
individual contributions from several photoexcited states. Analogously to the case
of photokinetics under cw irradiation, time-dependent data must be taken at var-
ious probe wavelengths in order to single out the various contributions. If the
pulse duration is of the order of the observed decay kinetics, the correct behavior
is obtained by working out the correlation DNj tð Þ � Ipu tð Þ with the probe pulse
time profile Ipu(t).

Out of a huge number of states, only those transitions between dipole-coupled
states have non-negligible cross-section, hence the expression usually contains a
limited number of terms. In addition, it is of interest only for the wavelength
range actually explored by the probe pulse, so few transitions have to be consid-
ered in practice. For j = 0, ground-state depletion is depicted, named photobleach-
ing (PB). PB corresponds to positive DT and has the spectral shape of ground-state
absorption when thermalization, which is usually very fast, is over. For all the
other levels (j> 0) both upward and downward transitions are possible [i.e. A(k)
can be positive and negative]. In particular, transitions from a level populated by
the pump pulse to a higher lying level give rise to photoinduced absorption (PA).
One should keep in mind, however, that internal conversion normally is very fast
(about 100 fs), so in most cases one probes the thermalized sample with occupa-
tion of the lowest states only. When the lowest singlet excitation (S1) is dipole-
coupled to S0, i.e. the system is luminescent, stimulated emission (SE) is taking
place. Yet this does not mean that positive DT is necessarily observed in the region
of emission, as it depends on the spectral overlap with other absorbing transitions
(often there) and on the relative cross-sections involved. As a result, SE may not
appear at all even in light-emitting materials.
Here we shall focus on a number of materials that have been thoroughly stud-

ied: We will present results for two different polymers, methyl-substituted ladder-
type poly(p-phenylene) (m-LPPP) and polyfluorene (PFO). Since the torsional
motion of the former is blocked synthetically, a comparison of these two materials
will give insight into the influence of conformational degrees of freedom on
charge carrier photogeneration and -recombination. We will also give results on
two samples of short oligomers: trimers of oligo(phenylenevinylene) (3PV) and
polyfluorene (3F8). Comparing the results obtained in polymers with those
obtained in short oligomers will allow us to separate 1D (on-chain) processes
from higher dimensional (off-chain) processes. Chirp-free DT/T spectra of all
those compounds are shown in Fig. 10.9 at 1 ps pump–probe delay. All com-
pounds show a PA peak below the optical band-gap in the near-infrared spectral
region, assigned to the S1 fi Sn transition. The second peak below the optical
bandgap, but in the visible spectral region, is assigned to charged states.
Approaching the optical bandgap, positive DT/T signals are obtained due to SE
and in the case of m-LPPP also due to PB. All the spectra conform to a universal
behavior, shifted from one another owing to differences in effective conjugation
length. m-LPPP, where inter-ring torsional motion is hampered, shows superior

539



10 Ultrafast Optoelectronic Probing of Excited States …

spectral resolution, indicating that indeed intra-chain conformers are major
source of disorder. Also evident is the better resolution in oligomers (see the spec-
trum for 3PV), even if the analogous comparison with 3F8 and PFO is not so strik-
ing, owing to the disorder typical of the solid-state phase of oligofluorenes.

Figure 10.9 Chirp-free transient absorption spectra of
different compounds are shown at 1 ps probe delay.

10.4.2
Interpretation of the Electric Field-Assisted Pump–Probe Experiment

Considering Eq. (10.7) as our starting point, let us now assume that an electric
field is applied to the sample, then the change in DT/T due to the electric field is
(DT/T)F – (DT/T)0, expressed as

D
2T
T

¼ �
X
i;j

D rijDNjd
� � ¼ �

X
i;j

Drij xð ÞDNjd�
X
i;j

rij xð ÞD2Njd ð10:8Þ

The first term comprises changes in the cross-section of the transitions involved,
due to electroabsorption of the ground state and/or excited states. The second
term represents changes in the population. This will, for instance, account for sin-
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glet state dissociation (DNS < 0) and charge formation (DNP > 0). The square differ-
ential indicates the two perturbation factors acting on the sample, the pump
beam and the electric field. To understand correctly the meaning of the sign in
D

2T, Fig. 10.10 reports two examples. The reduction of the DT/T signal, when an
electric field is applied to the device, results in a D2T/Twith an opposite sign with
respect to that without field (see Fig. 10.10a). An increase in the DT/T signal
instead results in a D

2T/T with the same sign with respect to that without field
(see Fig. 10.10b). In the experiment we replace the chopper modulating the pump
in standard devices with an a.c. voltage source applied to the diode sample. In this
way the lock-in signal detects only changes in DT/Tdue to the field.

Figure 10.10 Comparison between pump and probe (DT/T)
and electromodulated pump and probe (D2T/T) signal as
discussed in the text.

10.4.3
Review of Experimental Results

We discuss experimental results obtained for long-chain polymers with extended
p-delocalization (m-LPPP and PFO) and in short-chain oligomers [trimers of oli-
go(phenylenevinylene) (3PV) and polyfluorene (3F8)]. In both the effect of the
electric field is understood in terms of population changes due to ionization of
neutral states. Comparison of results from polymers and short oligomers will
enable us to discriminate inter-chain processes (possible in both oligomers and
polymers) from on-chain processes (possible only in polymers whose conjugated
segments exceed the extension of neutral and charged excited states). However,
owing to the mixed scenario prevalent in polymers, the distinction cannot be abso-
lutely clear-cut.

10.4.3.1 Methyl-Substituted Ladder-Type Poly(p-Phenylene) (m-LPPP)
m-LPPP is commonly used as active layer in LEDs device and its photophysics is
well known [26]. Figure 10.11 shows the absorption, the luminescence spectrum
and the chemical structure of the polymer. Different excitation densities
(1.2mJ cm–2 in Ref. [27[and 14lJ cm–2 in Ref. [28]) have been used and different
electric field strengths were applied ranging between 0.5 and 2MVcm–1 to study
the photophysics of this polymer under an applied field. Graupner et al. [27] were
the first to use the field-assisted pump–probe technique to observe directly charge
formation by singlet exciton breaking in the prototypical conjugated polymer
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m-LPPP. They used a polymer film placed between two electrodes, ITO (indium
tin oxide) and aluminum. Figure 10.12 shows the field-induced transient absorp-
tion at different probe delays obtained by collecting white light spectra with and
without applied field. The dashed line represents the cw absorption spectrum of
the charged states created by chemical doping of the polymer for reference.

Fig. 10.11 Absorption (dotted line) and photoluminescence
(solid line) spectra of methyl-substituted ladder-type
poly(p-phenylene) (m-LPPP; chemical structure in the inset).

The comparison suggests a straightforward interpretation: singlet excitons are
ionized forming charged (polaron) states. The reduced singlet population is
detected as a lower singlet absorption (DT2 > 0 below 1.8 eV ) and lower SE
(DT2 < 0 above 2.3 eV). Graupner et al. observed a quadratic field dependence of
polaron generation. The rate of dissociation of singlets into polaron pairs, c(t),
was derived directly from the experimental data, so to avoid any dependence on
mathematical modeling. The result is a time-dependent rate, which shows higher
value at the beginning, decaying to a plateau in about 5 ps; see Fig. 10.13. Hence,
the action of two different charge generation mechanisms was suggested. One is
highly dispersive and takes place within the first 5 ps. The other is only weakly
time dependent and persists for the whole lifetime of the S1 states. A possible con-
tribution of polaron generation by bimolecular singlet annihilation has been sug-
gested by other authors [29]. Note, however, that in the original work by Graupner
et al. no intensity dependence was detected. The initial rate could then be
assigned to a hot, non-equilibrium state. One possibility is CPG driven by exciton
migration towards lower energy sites within the disorder-induced density of state
(DOS). During such thermalization hot excitons reach “dissociation sites”
whereby charge generation takes place either on-chain or inter-chain. With this
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Figure 10.12 Field-induced transient absorption of m-LPPP
at different probe delays are shown. The spectrum shown by
a dashed line represents the absorption spectrum of the
charges created by chemical doping of the polymer.

model, CPG is reduced once the excitons have reached the bottom of their density
of states distribution and their mobility is very low. Alternative vibrational energy
dissipation may set the required time-scale, assuming that locally hot chains, i.e.
with excess phonon energy, have higher dissociation rates.
In Fig. 10.14, we compare the time-dependent charge generation rates c(t)

obtained on the polymer m-LPPP using different excitation pump wavelengths
kexc and excitation energy density Epump. It is evident that for t > 3 ps, the value is
almost constant at ~0.01 ps–1. This is a nice proof of the reliability of the methods
of measurement and also for sample preparation. The fact that the c(t) value
remains constant for most of the decay time points to the low level of energetic
dispersion in the m-LPPP films. The measurements differ in the early time re-
gime of t< 3 ps. Weak time dependence is found if the samples are pumped at
both low intensity [29] and energy [28]. In contrast, a strong time dependence of
c(t) is found upon pumping at either high intensity [27] or high energy [29]. Note
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Figure 10.13 Time dependence of the field-induced dissocia-
tion rate of singlets into polaron pairs, c(t).

that higher intensity may lead to multi-photon transitions, while higher photon
energy directly populates higher lying states. In both cases, excess energy is pro-
vided, which is the key point: this helps charge separation. Be this purely electron-
ic, assisted by disorder or due to the phonon bath remains to be assessed.
An interesting variation of the field-induced pump–probe experiment was per-

formed by Gulbinas et al., who looked at the Stark shift in the photobleaching
spectral region of the D2T/T spectra [30]. Since the latter refers to the ground state,

Figure 10.14 Time-dependent charge generation rates c(t)
obtained on the polymer m-LPPP using different excitation
pump wavelengths kexc and excitation energy densities Epump.
j andd: data taken form [30].
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the population contribution [last sum in Eq. (10.8)] can be neglected in this case
and only the field-induced variation of cross-sections is observed. Gulbinas et al.
monitored the transient Stark shift of the ground-state absorption in m-LPPP to
gain insight into the temporal and spatial evolution of photogenerated but still cou-
lombically bound charged pairs. They were able to trace the increase in the average
intra-pair distance from0.6 to 3 nm in an interval of 800ps.Modeling of the phenom-
enon allows extracting information on the carriermobility in a clean, contactless way.

10.4.3.2 Polyfluorene
Polyfluorene has been studied because of its large use in different applications
such as LEDS, photodiodes and solar cells. Figure 10.15 shows its absorption and
photoluminescence band (in the inset its chemical structure is shown). The excita-
tion density used by Virgili et al. [31] to study the photophysics of this polymer
under an applied field of 1.7MVcm–1 is 0.39mJ cm–2. In PFO the generation of
charges from singlet breaking is instantaneous (limited by the temporal duration
of the pulse), with an estimated efficiency of 3%. Figure 10.16 shows the corre-
sponding D

2T/T for the PFO LED at two different probe delays, namely 2 ps (filled
squares + solid line) and 200 ps (filled triangles + dashed line). The resulting spec-
tral variations help to identify the origin of the field-induced changes in the visible
and near-infrared regions at fixed pump–probe delay.
At a 2 ps probe delay, the D2T/T signal is negative at wavelengths corresponding

to the stimulated emission (SE) and charges photoinduced absorption (PA2) and
positive in the region of the PA1 band due to neutral singlets. These results are
readily interpreted: the electric field within the LED dissociates singlet states and
consequently reduces SE and S1–Sn absorption (PA1). There is a corresponding
increase in the signal at 580 nm (PA2), which indicates that polarons result from

Fig. 10.15 Absorption and the photoluminescence spectra of
polyfluorene (PFO). The inset shows its chemical structure.
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Figure 10.16 Field-induced transient absorption (D2T/T )
spectra at different pump–probe delays for a PFO
light-emitting diode.

singlet dissociation. At a 200 ps probe delay the D2T/T signal at the PA2 band posi-
tion decreases in strength. The D2T/T signal at SE wavelengths is no longer appar-
ent, indicating that changes in the singlet population are recovered. There is, how-
ever, an interesting change of sign for the D

2T/T signal in the spectral region
beyond 650nm. This indicates the presence, at long probe delays, of a new absorp-
tion band (labeled PA3), apparently not correlated with SE and singlets.
These features are more evident from the data in Fig. 10.17, which shows the

temporal evolution of the (normalized) D2T/T signal at two wavelengths: 680 nm
(solid line) and 820 nm (open squares and line). The inset shows the correspond-
ing evolution of the (normalized) DT/T signal (no field applied) at the same wave-
lengths. Whereas in the latter case both signals have the same dynamics, consis-
tent with their common origin in the singlet exciton population, the two D

2T/T
signals show different behavior. The signal at 820 nm changes sign after about
50 ps at which point that at 680 nm has already decayed to zero. The transitions
responsible for the negative D2T/T signal therefore cannot be attributed to the sin-
glet exciton population. A triplet PA band has been observed in the same wave-
length range by Cadby et al. [32] using (quasi-) steady-state photoinduced absorp-
tion spectroscopy. This result allows us to postulate that the new PA3 absorption
band arises from the formation of a triplet population, in about 50 ps, by non-
geminate recombination of the initially field-induced polarons. Geminate recom-
bination of singlet polaron pairs cannot lead to triplet states on this time-scale for
at least two reasons; the spin flip rate for doublet states has a time-scale of the
order of 1ls [33], and intersystem crossing in PFO is negligible.
With this interpretation it is possible to model the D

2T/T data to determine the
efficiency, b, for polaron recombination into singlets and hence also that for triplet
generation (1 – b). The formation of triplet states in the presence of an external
field can be rationalized by the generation of free charges from singlet dissocia-
tion due to the applied electric field (see Fig. 10.18).
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Figure 10.17 Temporal evolution of the (normalized) D2T/T
signal at two wavelengths: 680 nm (solid line) and 820 nm
(open squares and line). The inset shows the corresponding
evolution of the (normalized) DT/T signal (no field applied) at
the same wavelengths (same symbols are applied).

Figure 10.18 Schematic diagram of field-induced processes in PFO films.

These charges, in a very short time, undergo a pairing process. Such intermedi-
ate pairs will eventually decay, without further interaction, into lowest neutral
states (singlets and triplets). During the pairing of the free charges a fraction b

will form singlet polaron pairs and the remaining ones will form triplet polaron
pairs. With this numerical fitting to the experimental data it is possible to find the
value of the branching ratio b if one assumes that all the dissociated singlets gen-
erate free pairs. This is, however, a rather strong proposition.
Figure 10.19 shows the decay traces of the polaron population at 580 nm in an

LED structure (D2T/T) with an applied field at three different excitation densities:
1.67mJ cm–2 (filled squares), 0.44mJ cm–2 (open squares) and 0.18 mJ cm–2 (solid

547



10 Ultrafast Optoelectronic Probing of Excited States …

line). Even though the population of polarons grows with excitation density, show-
ing that saturation is not taking place, the decay kinetics do not change. This is
due to the fact that bimolecular recombination occurs on the excitation time-scale
(200 fs), whereas what it is observed is the recombination of monomolecular pairs,
possibly owing to intra-pair electron tunneling.

Figure 10.19 Field-induced decay traces (D2T/T) of the
polaron population at 580 nm in a PFO LED structure at three
different excitation densities: 1.67 (filled squares), 0.44 (open
squares) and 0.18mJ cm–2 (solid line).

A kinetic analysis of the DT/T and D
2T/T decay traces was carried out in order to

extract quantitative information, in particular on the polaron recombination rate
and the corresponding singlet–triplet branching ratio (see Fig. 10.18). Since the
dependence of the DT/T decay kinetics on pump pulse intensity is weak, we
exclude any significant contribution from bimolecular decay channels to the DT/T
decay kinetics of singlets. It is assumed that under the influence of an electric
field, predominantly free charge carriers DF during the pump pulse are formed,
which subsequently undergo non-geminate pairing according to second-order
kinetics with rate constant kD to form singlet and triplet polaron pairs in a ratio
b/(1 – b). Since the initial concentration of free carriers is about 1018 cm–3, the
mean separation of charge carriers is rav » 10 nm. This is less than the typical
Coulomb capture radius in films of pure hydrocarbons, rc » 20 nm. Therefore,
each charge carrier is subject to multiple interactions with non-geminate carriers.
The prevalence of non-geminate recombination shows that the initial intrapair
separation r0 must be larger than rav, which can be explained by the high amount
of excess energy due to the sequential excitation mechanism and by the initial de-
localization of the 1D singlet exciton. Free carriers can thus interact given their
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high mobility; this early charge carrier mobility (l is estimated by the Langevin
law [l = ee0kd(t)/(2e), where e is the unit charge, ee0 is the dielectric constant and
kd(t) is the rate coefficient of the dispersive motion of the polarons] to be
5 cm2V–1 s–1. This population of polaron pairs decays with first-order kinetics at a
rate kr(t) [the time dependence of the rate constant kr(t) is kr(t) = kr,0.2 ps (t/1 ps)

–m] to
singlet and triplet states. This decay does not depend on the pump intensity as
seen in Fig. 10.19. The singlet efficiency, b, can be varied in order to fit D2T/T,
once other parameters are determined by fitting the no-field (DT/T) data and the
D

2T/T polaron data. The best fit is found for b = 0.7 – 0.1. Under the approxima-
tion discussed above, this work finds a b value that is unquestionably larger than
the 0.25 expected for a spin-independent recombination process. Qualitatively,
this is consistent with the results of Wohlgenannt et al. [34], namely b = 0.57, as
exhaustively discussed in Section 10.5.

10.4.3.3 Fluorene Trimers (3F8)
The absorption and the photoluminescence spectrum of 3F8 amorphous films to-
gether with its chemical structure are shown in Fig. 10.20. Both spectra are blue
shifted with respect to the polymer as a consequence of the smaller size of the
conjugation length. In this short p-conjugated system, ultrafast on-chain dissocia-
tion is prevented since its short conjugation length is insufficient to accommodate
two separated charged quasi-particles.

Fig. 10.20 Absorption and the photoluminescence spectra of
the oligomer 3F8 is shown. The inset shows its chemical
structure.

Comparison between 3F8 [35] and PFO provides a very different scenario. First,
in 3F8 we detected a Stark shift of the excited state electronic transition. In PFO, a
Stark shift is not observable owing to superposition with instantaneous changes
of the singlet and polaron populations via a sequential mechanism. At early time-
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scales the electric field pump–probe dynamics are characterized by an instanta-
neous negative signal attributed to Stark shift of the upper lying energy levels; see
Fig. 10.21. The negative sign of D2T/T implies a field-induced increase in excited
state absorption motivated by the shift of the excited state transitions towards lower
energies. The magnitude of the change Da of the absorption coefficient a, taking
into account the value of the electric field (F) and the quadratic Stark shift, is

Da » caþ 1
2
DpF2 ¶a

¶E
þ ::: ð10:9Þ

Figure 10.21 Instantaneous shift experienced by the
dynamics at 1.5 eV under an electric field. The 11 ps rise
was calculated from a fit of the type A – Bexp(–t/s).
Redrawn after Ref. [36].

For the difference in polarizability between the initial and final states, a value of
Dp = 0.43 � 10–19 eVm2V–2 was obtained [36]. This value is ~15 times lower than
the difference in polarizability between the 1Ag and 1Bu states of PFO [37] and in
the range of polarizabilities which have been reported in other conjugated systems
such as p-(hexaphenyl) (PHP) [38]. Note that pump–probe spectroscopy is
employed as a complementary technique to conventional electroabsorption. While
the latter provides information on ground-state transitions, here we obtain the
field-induced change of excited state transitions.
Regarding the singlet dissociation process in 3F8, the electric field-induced

effect is never instantaneous as a first difference with the polymer. Second, there
is evidence for field-induced polaron-pairs as precursor species of free carriers, as
depicted in Fig. 10.22. The field-induced charge generation can be described by a
two-step process consisting of singlet splitting into intermediate polaron pairs
and their further dissociation into free carriers. The estimated efficiency of singlet
splitting into polaron pairs, under similar experimental conditions to those used
in PFO, is a factor of 6 smaller, around 0.5%. The dissociation yield into free
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Figure 10.22 Schematic diagram of field-induced processes
in 3F8 films.

carriers from the intermediate pair is as high as about 50%, indicating that the
binding energy is appreciably lower in these pairs with respect to on-chain exci-
tons. Thereby, the total quantum yield for free carrier generation under an applied
field is only 0.25%, one order of magnitude lower then PFO. Figure 10.23a shows
the electric field pump–probe dynamics at 2.2 eV (560 nm) where charges are
placed and Fig. 10.23b shows the electric field pump–probe dynamics at 1.5 eV
(820 nm) where the PA band of singlets appears. The fit according to the model
above is shown by the solid line. On the basis of this process, a certain number of
polaron pairs undergo geminate recombination towards S1, therefore being lost
for free carrier photogeneration. The result is a lower free polaron population,
which reduces the effects of fast bimolecular recombination. Dissociation of sin-
glets proceeds gradually in the trimer, extending over timescales beyond 50 ps.
From the comparison between PFO and 3F8, it appears that ultrafast dissocia-

tion (via sequential excitation) is peculiar to long conjugated segments. This sug-
gests that the process is intra-chain, as recently confirmed by experiments on iso-
lated PFO chains [39].

10.4.3.4 Oligo(phenylenevinylene)s
Different from the materials considered so far, OPV films have nanocrystalline
morphology. This implies that there is crystal physics, with peculiar excitation and
propagation phenomena and interface, boundary physics, similar to what was dis-
cussed before with 3F8, which is amorphous. Thin films of oligo PPV (3PV) were
prepared by high-vacuum deposition on to ITO glass substrates [40]. Partially
ordered thin films were obtained, also including amorphous regions. The chain
length is short enough, so that on-chain formation of geminate pairs can be
excluded. From detailed photophysical investigations, it was demonstrated that
charge pairs are formed during the pump pulse by a sequential mechanism [40].
Here collective excitation within the crystal compensates for the lack of intra-chain
interaction, and for this reason the process of charge separation should be inter-
chain. Figure 10.24b shows the transient transmission spectra of the oligomer,
without electric field, at different probe delays. The spectra are characterized by
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Figure 10.23 Field-induced decay traces (D2T/T) in 3F8.
(a) At 560 nm (polaron absorption); (b) at 820 nm
(absorption of singlet state). Smooth lines give numerical
fits according to the model described in the text.
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three different photoinduced absorption bands: the first one is centered at 630 nm
is due to triplet–triplet absorption; the second one at 900 nm is assigned to photo-
induced absorption from the S1 state; the third one is at around 1400 nm repre-
senting the lowest electronic polaron transition. During the first 250 fs after exci-
tation, geminate recombination of charged pairs can be observed (see Fig. 10.26d;
compare also Fig. 10.35). After that time the decay of charged pairs is nongemi-
nate and dispersive. The early charge carrier mobility is estimated by the Langevin
law (see above) to be 0.02 cm2V–1 s–1. Geminate recombination requires the initial
separation distance r0 of charge pairs be smaller than the average distance rav be-
tween pairs. This distance can be estimated as inverse of the initial density of
charged states, the latter being related to the amplitude of the associated PA and it
was found to be between 4 and 12 nm, depending on pump intensity. Since gemi-
nate recombination was observed up to the highest applied pump intensities, it
follows that in 3PV r0 must be smaller than 4 nm.
Fig. 24a shows the transient transmission spectrum of the oligomer with an

applied electric field at different probe delays. In the presence of a strong electric
field (1MVcm–1), photoinduced charges and triplet generation are enhanced on
the expense of the population of the thermalized singlet excitons (see Fig. 10.26a).
Field-induced singlet exciton breaking is a bimolecular process in the singlet pop-
ulation and competes with singlet annihilation (a schematic diagram of those pro-
posed mechanism is shown in Fig. 10.25). Direct electron transfer between two
relaxed S1 states is proposed as the underlying mechanism. In ordered oligomer
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Figure 10.24 Pump and probe spectra of 3PV
at various pump probe delays, as indicated.
(a) Field-induced differential transmission
(D2T/T); (b) differential transmission DT/T

without applied field. The nature of the transi-
tions is indicated. Dashed line: 3PV+ cations
of single molecules adsorbed on silica gel.



10 Ultrafast Optoelectronic Probing of Excited States …

samples the dispersion is weak, the corresponding density of states (DOS) profiles
are very sharp and significantly higher field strengths are necessary to equalize
the state energies of singlet and charged states. Field-induced CPG in oligomer
samples can therefore only proceed with the energy of two S1 states.

Figure 10.25 Schematic diagram of field-induced processes in 3PV films.
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Figure 10.26 Pump-probe decay traces in 3PV
at fixed probe wavelengths: (a, b) 870 nm
(singlet absorption); (c, d) 1400 nm (polaron
absorption); (e, f) 630 nm (triplet absorption

with singlet contribution). (a, c, e) Field-
induced differential transmission (D2T/T);
(b, d, f) differential transmission without field
(DT/T).
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10.5
Photocurrent Cross-Correlation: Real-Time Tracing of Mobile Charge Carrier
Formation

Photocurrent cross-correlation (PCC) is a variation of the pump–probe technique
discussed before. Instead of interrogating the electronic spectra of the pump-
induced photoexcitations by a delayed white probe pulse, we record the change in
steady-state photocurrent induced by the action of a delayed narrow-band pulse.
Since photocurrent is brought about by mobile charge carriers, this technique
enables us to study the precursor-specific formation of mobile charge carriers with fem-
tosecond resolution (a possible displacement current due to ultrafast polarization of
neutral species will be suppressed if the external RC response is much slower
than the lifetime of these species [41]). Mobile charge carriers are interesting
because, they form the working principle of photovoltaic cells [42, 43]; they can
escape geminate recombination and become trapped and therefore live for hours
[44]. These long-lived polarons decrease the efficiency of organic lasers [45] and
field-effect transistors [46]. It is therefore important to study by which processes
mobile charge carriers are formed and how they recombine or become trapped.
Moreover, since PCC is precursor specific, the mobile charge carriers can also be
used to probe the state of the precursor, e.g. during dispersive motion. Important issues
that are to be addressed for device optimization are the amount of the exciton binding
energy, the importance of energetic dispersion for the formation ofmobile charge car-
riers and the importance and characteristics of geminate and nongeminate recom-
bination.
If femtosecond laser pulses are absorbed by a semiconductor connected to two

electrodes, we will be able to measure a photocurrent, given by

IPC ¼ AE nln þ plp

� �
e ð10:10Þ

where A is the active electrode area, E the electric field strength, e the unit charge,
n and p are the concentrations of positive and negative polarons, respectively, and
ln and lp are their respective mobilities. Unfortunately, electronic circuitry is not
capable of real-time tracing the photocurrent after pulsed irradiation with femto-
second resolution. The relaxation time of an electrical circuit is given by
s ¼ 1=RC. In sandwich structures terminated with 50X, s > 10 ns. Working in sur-
face cell alignment with a 50-X transmission line, relaxation times down to 25 ps
can be realized owing to very small capacitive areas [47]. However, problems with
internal and external photoemission arise in this setup [48], which must be dealt
with by working in an atmosphere of SbF6 and CO2 [49]. Furthermore, most
charge generation pathways take place in the femtosecond to lower picosecond re-
gime, being out of reach for direct electrical kinetic measurements.
These problems can be circumvented if instead of the temporally resolved

photocurrent, its time-averaged value is monitored during pulsed laser irradiation.
Femtosecond temporal resolution is obtained if the average photocurrent caused
by two femtosecond laser pulses is studied as a function of the time delay between
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the two laser pulses. Depending on its wavelength, the second pulse will remove
or re-excite photoexcitations that have been generated by the first pulse. A con-
comitant change in average photoconductivity due to these actions can therefore
be used to study specific formation pathways of mobile charge carriers with fem-
tosecond temporal resolution. In this way, the formation of mobile charge carriers
by exciton dissociation and exciton re-excitation has been studied. Mobile charge
carriers can also be formed by re-excitation of charged states. These results will be
presented in the following. Before that, we discuss the general setup for the mea-
surement of photocurrent cross-correlation and present a general theory for the
observed signal.

10.5.1
Experimental Setup

The setup for the measurement of photocurrent cross-correlation is analogous to
the pump–probe spectrometer shown in Fig. 10.1. However, instead of broadband
“white” pulses, monochromatic pulses of various wavelengths are being used as
probe pulses. Typically, optical parametric amplifiers are used to provide for tun-
able monochromatic pulses. The fundamental beam (typically of a Ti:sapphire
laser with photon energy at 1.6 eV) can also be used directly as a second pulse;
this pulse is resonant with singlet–singlet absorption in the materials under con-
sideration; see Fig. 10.9. Both pump and probe beams are brought to overlap on
the sample, which consists of a semiconducting material sandwiched between
two electrodes. One of these should be at least semi-transparent; often ITO is
used as a transparent anode. Usually, both electrodes are connected to the current
input of a lock-in amplifier without an external voltage source; the built-in field of
sandwich cells with different anode and cathode (the authors give values around
F = 104 Vcm–1) is used as a driving force. The lock-in amplifier is referenced to a
mechanical chopper that periodically blocks the probe pulse train. The signal is
therefore the effect of the probe pulse on the photoconductivity. Some authors use
a slow chopper frequency (f » 20Hz) [41], whereas some remove every second
probe pulse (f » 500Hz) [50].
Alternative approaches are described in the literature. Instead of using a lock-

in-technique, it is also possible to read out the total averaged photocurrent [51]. In
this case, the time trace is usually normalized to its value for negative pump–
probe delay (i.e. when the push arrives before the pump). In order to draw quanti-
tative conclusions, often the pump–probe differential transmission is recorded for
comparison. Some authors record the integrated fluorescence as a function of pump–
probe delay to trace the probe-dependent singlet exciton concentration [51, 52].

10.5.2
Photocurrent Cross-Correlation: the Signal

For simplicity, let us assume that the chopper frequency is set exactly to half of
the pulse frequency so that every second probe pulse is blocked. A lock-in ampli-
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fier determines the amplitude and phase of the Fourier component with the refer-
ence frequency. If the probe pulse has any influence on the measurable photocur-
rent, the input signal will be current decay traces of alternating height and
kinetics, depending on whether the probe pulse is blocked or not. The amplitude
of the Fourier component in this case is given by the difference in the average
photocurrent if the probe is on or off. The definition of the photocurrent cross-
correlation is as follows:

DI ¼ mrep

ð
Ion sð Þds�

ð
Ioff sð Þds

� �
¼ mrep Gon �Goffð Þ ð10:11Þ

where s is the elapsed time since the arrival of the pulses (since the time constant
of the electronic circuit is in the nanosecond range, the ultrashort pump–probe
delay need not be considered here), mrep is the laser repetition rate (1000Hz), Ion(s)
and Ioff(s) are the current decay traces with the second beam on or off, respectively,
and Gon and Goff are the areas under the current traces I(s) with the probe pulse
on or off, respectively.
Since we are going to study the generation of free charge carriers, we are inter-

ested in the functional dependence of DI on the change of the initial concentra-
tion of free charge carriers, Dc0 ¼ D n0 þ p0ð Þ ¼ con0 � coff0 , generated by the second
pulse, before any recombination takes place. However, the integrals Gon and Goff

in Eq. (10.11) extend over the whole current decay trace and therefore will contain
also recombination information. Since in general, recombination will be affected
by a change in c0, G will be a nonlinear function of c0 with unknown behavior.
However, every differentiable nonlinear function can be approximated by a
straight line on short intervals. This is the core of the small-signal limit: As long as
Gon � Goff � Goff ,

DI=I » aDc0=c0 ð10:12Þ

where a is the slope of the G(c0) curve. If the dependence of G on c0 is linear, then
a = 1. In this case, the relative change in photocurrent equals the relative change
in free carrier concentration.

10.5.3
Precursor Populations and the Precursor-Specific Free Carrier Yield

Equation (10.12) enables us to trace Dc0, the free carrier concentration change
induced by the probe pulse, via the observation of DI=I. The probe pulse will
induce population changes among the precursor states for free charge generation.
It can push singlet and triplet excitons to form higher excited states (Section
10.5.4), it can dump excited states to the ground state via stimulated emission (Sec-
tion 10.5.5) and it can detrap polaron pairs to form free charge carriers (Section
10.5.6). Figure 10.27 gives an overview on the precursors that form free charge
carriers and on the interaction of these precursors with probe pulses of appropri-
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ate energy. Free charge carriers can be formed from hot singlet states Sn, from
thermalized singlet states S1 and also from detrapped polaron pairs PP. The effi-
ciencies of these paths (given as dashed lines in Fig. 10.27) are defined by

ci0 tð Þ ¼
ðt

t ¢¼0

b
i t¢ð Þcip t¢ð Þdt¢ ð10:13Þ

where i = Sn, S1 or PP and b
i tð Þ and cip tð Þ are the time-dependent efficiency and

precursor concentration of path i, respectively. The quantity ci0 is the population of
free charge carriers generated by path i from the moment of precursor formation
(pump pulse at t = 0) up to time t, such that

c0 tð Þ ¼
X

i

ci0 tð Þ ð10:14Þ

Figure 10.27 Change of free polaron population by action of
second laser pulse (dashed arrows) on the precursors.

By comparing the temporal evolution of precursor population (accessible via
pump–probe or time-resolved fluorescence measurements) with that of DICC, it is
thus possible to obtain the temporal evolution of the precursor-specific free carrier
yield b

i(t). This is an important material property, because it allows one to verify
postulations on charge carrier formation and separation mechanisms.

10.5.4
Stimulated Emission Dumping

In this type of experiment, a fraction of the S1 population that have been gener-
ated by the pump pulse are “dumped” back to the ground state. Since we know
that only the S1 population will be influenced by the action of the dump pulse, we
can write

Dc0 ¼ con0 � coff0 ¼ g cS10 t0ð Þ � c0 ¥ð Þ	 
þX
i„S1

ci0 ¥ð Þ ð10:15Þ

with g as the dump efficiency, defined as

g ¼ 1� lim
t>t0
tfit0 ;

cS1P tð Þ= lim
t>t0
tfit0 ;

cS1P tð Þ
" #

ð10:16Þ
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and t0 is the pump-dump delay. We stress that t0 is very small (femtoseconds to
picoseconds) compared with s in Eq. (10.11) (microseconds), so it need not be con-
sidered there. Equation 10.15 can be made plausible considering Fig. 10.28: if the
dumping is complete, g = 1, then the S1 population is brought to zero at t0. The
final population of free charge carriers produced by singlet dissociation is the one
that had been reached up to t0:

cS10 ¥ð Þ ¼ cS10 t0ð Þ ð10:15aÞ

Figure 10.28 Illustration of Eqs. (10.8) and (10.9): at time t0,
the dump pulse reduces the S1 population (a), depending on
the dump efficiency g. As a consequence, also the concentra-
tion of free carriers formed by S1 states increases more slowly.

If g< 1, then a fraction of the S1 population will still be able to increase cS10 even
after the dump pulse. The decay of S1(t) as well as the build-up of cS10 (t) after t0
will therefore be compressed replicas of the dump-free case at g = 0. This leads
straightforwardly to Eq. (10.15). We must, however, be sure that S1 decay does not
depend on the initial population, i.e. we must exclude bimolecular annihilation.
On the other hand, even if the S1 decay shows non-Marcovian behavior, Eq. (10.15)
remains perfectly valid. Introduction of Eq. (10.15) into Eq. (10.12) gives

DI=I t0ð Þ ¼ ag cS10 t0ð Þ=c0 ¥ð Þ � 1
	 
þX

i„S1

ci0 ¥ð Þ=c0 ¥ð Þ ð10:17Þ
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Rothberg et al. were the first to study the formation of mobile charge carriers with
300 fs time resolution in 1995 [51]. The material under investigation was
MEH-PPV, in the form of a thin film spun on to interdigitated electrodes. Tuning
the probe pulse to the stimulated emission region, the authors were able to dump
a certain amount of the singlet exciton population. Sampling the average fluores-
cence intensity, the efficiency of this dumping was obtained as a function of
pump-dump delay in the form of relative dump-induced photoluminescence
quenching (DPL=PL). In parallel, they recorded the relative dump-induced change
in photoconductivity (DI=I). They found that dumping part of the excited states to
the ground state results in a decrease in the average photoconductivity. This clearly
shows that singlet excitons can form mobile charge carriers by exciton breaking.
Since the photocurrent varies linearly with applied voltage, it is concluded that the
exciton breaking is not field-assisted; this is in accordance with measurements
shown by Kersting et al. [24}. At t = 0, when pump and dump pulses arrive at the
same time, DPL=PL»DI=I t ¼ 0ð Þ was obtained: a removal of 7% of the singlet
excitons directly after formation results in a decrease of 7% of average photocon-
ductivity (see Fig. 10.29). In other words, the dumping efficiency equals the nega-
tive photocurrent cross-correlation:

DI=I t ¼ 0ð Þ ¼ �g ð10:18Þ

Inserting Eq. (10.18) into Eq. (10.17) yields

�g ¼ g½0=c0ð¥Þ � 1� þ
X
i„S1

ci0 ¥ð Þ=c0 ¥ð Þ; ð10:19Þ

where the condition a = 1 has been verified by the authors. Equation (10.19) can
be solved only if the sum term is zero. Therefore, Rothberg et al. concluded that
dissociation of thermalized singlet excitons is the predominant pathway for the genera-
tion of mobile charges in MEH-PPV.
The charge generation efficiency is not constant throughout the singlet exciton

lifetime: whereas DPL=PL describes the exciton decay with a lifetime in the range
of 50 ps, DI=I tð Þ approaches zero at much shorter times; see Fig. 10.29. We can
obtain a normalized generation efficiency by rewriting Eq. (10.13) for an efficiency
normalized to its value at t = 0:

b
S1 tð Þ

b
S1 0ð Þ ¼

� dcS10 tð Þ=dt	 
norm
dcS1p tð Þ=dt
h i

norm ð10:20Þ

The denominator of Eq. (10.20) is experimentally accessible via time-resolved
stimulated emission (SE) or photoluminescence (PL) measurements. The enu-
merator is obtained simply as the normalized first derivative of the photocurrent
cross-correlation; see Eq. (10.16).
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Figure 10.29 Dump-induced change in photoluminescence,
DPL=PL (squares) and photocurrent DI=I (circles) in an
MEH-PPV film. The relative time-dependent charge carrier
generation yield, b tð Þ=b t ¼ 0ð Þ, calculated according to
Eq. (10.13), is given in the inset. Redrawn after Ref. [51].

The free carrier yield, calculated according to Eq. (10.20), decreases to about
one-tenth of its initial value on a time-scale of 20 ps; see inset in Fig. 10.29. It is
concluded that the singlet exciton can only generate mobile charge carriers as
long as it is still furnished with excess energy. Since a linear dependence on
pump pulse energy was measured, a possible contribution of bimolecular singlet
annihilation to mobile charge carrier formation can be excluded. The loss of
excess energy is readily explained by dispersive hopping of the singlet excitons in
a distribution of site energies [53]. As long as the exciton is energetically near the
center of the distribution, there will be sites nearby with lower energy so that the
exciton binding energy Eb can be furnished. However, once arrived at the low-en-
ergy end of the distribution, the exciton will be surrounded by states where charge
carrier formation is at least on the expense of Eb or more; the fact that very few
free charge carriers are formed after a few picoseconds suggests that Eb � kT .
It is interesting to compare the results of Rothberg et al. with more recent find-

ings by M�ller et al. [52]. They performed the same measurements in films of m-
LPPP. Owing to its rigid structure, this material is expected to show much less
dispersion effects than other polymers. M�ller et al. used very low pump pulse
intensities to exclude bimolecular exciton annihilation. At t = 0, a dumping of
2.5% of the singlet excitons to the ground state results in a reduction of photocon-
ductivity by 1.8%, as shown in Fig. 10.30. Analogously to the case of MEH-PPV,
this shows that dissociation of excitons is the prominent channel for mobile
charge carrier formation.
The kinetics of DPL=PL is given by an exponential function with a time constant

of s » 180 ps, see Fig. 10.30. The kinetics of DI=I are given by an exponential func-
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tion as well, however with a time constant of s»70 ps, being much smaller than
the one measured for DPL=PL. This result is analogous to the one obtained by
Rothberg et al. [51]. Applying Eq. (10.19) using curves (b) and (c) in Fig. 10.30
would result in an exponential function for b tð Þ=b t ¼ 0ð Þ with a 115 ps decay
time. However, M�ller et al. explained this discrepancy between DI=I and DPL=P
L by assuming different spatial origins for the respective signals: whereas DPL=PL
is a bulk effect, only those excitons in the vicinity of the Al electrode contribute to
PC. Therefore, DI=I samples the exciton decay near to the Al electrode, being
enhanced due to electrode quenching. Following this line of reasoning, singlet
excitons close to the Al electrode generate mobile charge carriers with constant
efficiency throughout their entire lifetime, b tð Þ ¼ b t ¼ 0ð Þ. This finding is strictly
different from the result of Rothberg’s group (Rothberg et al. [51] did not need to
consider this phenomenon because they used interdigitated electrodes, where the
photocurrent is predominantly a bulk effect due to the much larger electrode spac-
ing compared with the sandwich structures used by M�ller et al. [52]). A charge
carrier generation efficiency which is independent of exciton excess energy can
either be explained by a vanishing exciton binding energy or by additional free en-
ergy which is not decreasing on the time scale of exciton decay. Since many
experimental facts place Eb higher than kT [54], the first hypothesis is discarded.
Additional free energy can either be furnished by traps or by the electric field.
However, if dispersive motion prevails then traps cannot explain a time-indepen-
dent generation efficiency because exciton mobility decreases over time. There-
fore, the authors suggested field-induced exciton breaking. In consequence, it
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Figure 10.30 Transient signals in MLPPP
measured with the second laser pulse tuned
to 2.49 eV. (a) Differential transmission;
(b) photoluminescence changes due to the
second pulse; (c) photocurrent changes due
to the second pulse versus time delay after

excitation, normalized to the value observed
in the absence of the second pulse. Both
beams are polarized parallel to each other.
Solid lines are exponential fits with time con-
stants displayed in the figure. Redrawn after
Ref. [52]).
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must be concluded that in m-LPPP, the exciton binding energy is much lower (or
tunneling is much more efficient) than in PPV, where substantially higher field
strengths are needed to observe field-induced exciton breaking [24]. From the
viewpoint of device technology, this suggests that the degree of dispersion and/or
molecular orientation might be a powerful tool to customize this important para-
meter. Comparative morphology-dependent studies are highly in demand to clar-
ify this possibility further.

10.5.5
Formation of Mobile Charge Carriers by Re-Excitation (Pushing) of Singlet Excitons

In this type of experiment, the probe pulse is tuned to the lowest energetic excited
state absorption of the singlet exciton. Thus, part of the singlet states are “pushed”
to form a higher lying neutral excitation Sn with an excess energy of 1.2–1.6 eV,
depending on the material. Since Eb is typically below 1 eV, one expects that from
this state, bSn

ðtÞ is much higher than bS1
ðtÞ from the singlet exciton if the compet-

ing thermalization mechanisms are not too efficient. In fact, three-pulse experi-
ments [55] in polymers as well as near-infrared pump–probe data in oligomers
[40] demonstrate the importance of excess energy in charge carrier generation.
Since the lifetime of the Sn states is of the order of the pulse widths or shorter, the
action of the push pulse at time t0 can be described by a delta pulse generating a
certain amount of higher excited singlet states Sn:

Sn t0ð Þ ¼ rpsIpsS1 tð Þ ð10:21Þ

where rps is the cross-section of the S1 fi Sn transition and Ips the intensity of the
push pulse. Without measurable time delay, these Sn states decay back to the S1

state leaving a certain amount of free charge carriers cSn t0ð Þ. It is therefore appro-
priate to define the free charge carrier yield in an integral manner:

b t0ð Þ ¼ cSn t0ð Þ=Sn t0ð Þ ð10:22Þ

According to this definition, the free carrier yield depends on the time t0 when the
Sn states have been created. A possible additional time dependence of the differen-
tial free carrier yield during Sn is not considered since only the resulting free car-
rier concentration c(t0) after complete Sn decay has been experimentally accessed.
Under consideration of Eqs. (10.21) and (10.22), the relative free charge carrier
yield from Sn dissociation is simply obtained by

b tð Þ
b t ¼ 0ð Þ ¼

cSn tð Þ
S1 tð Þ �

S1 t ¼ 0ð Þ
cSn t ¼ 0ð Þ »

DI
I

� �
t

=
DT
T

� �
t;norm

ð10:23Þ

where (DT/T)t,norm is the normalized differential transmission in the S1fiSn optical
transition, which in the small signal limit is proportional to the normalized S1

population. Equation (10.23) is similar to Eq. (10.20); however, no derivatives are
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involved. Furthermore, the constraint of monomolecular exciton decay, required
in the derivation of Eq. (10.20), is not necessary here.
Photocurrent-cross-correlation experiments generally show an enhancement of

the photocurrent upon re-excitation of the singlet exciton [16, 50, 56, 57], although
a decrease may sometimes be observed [58]. In general, the kinetics of DIPC ¼ f tð Þ
deviate from the kinetics of singlet exciton decay, monitored via its time-depen-
dent differential transmission. The deviations are explained either by assuming a
time-dependence of the charge carrier generation efficiency b(t) or by assuming
different spatial regions being sampled by the respective probes.
Photocurrent cross-correlation by re-excitation of singlet excitons in m-LPPP

films was investigated by a number of authors. In all cases, it is found that the
strongest DI=I enhancement is at t = 0. It can reach values up to 60%. Since the
pump and push pulse intensities are known, one can arrive at an estimate for the
enhancement of mobile charge carrier formation. Zenz et al. [50] estimated an
enhancement by a factor of 7. This in turn sets the upper limit of the mobile
charge carrier generation efficiency without re-excitation to 15%. This value is in
accordance with that published by M�ller et al. (5–25%) [52].
Lanzani et al. [59] and Zenz et al. [50] show that DI=I decays much faster than

the singlet exciton concentration DT=T ; see Fig. 10.31. The relative free charge
carrier yield, calculated according to Eq. (10.16), is given in the inset. It decays to
one-fifth of its initial value during 4 ps. A biexponential fit to b(t) yields an ultra-
fast (s1 = 0.5 ps) and a slower (s2 = 9 ps) time constant. The question arises why
the free carrier yield from Sn dissociation, as given here, should depend on the
time of their formation. A direct energetic memory effect can be excluded: even if
the energy of the Sn state depends on the energy of its precursor S1 state, it should
not influence the charge carrier yield. The re-excitation of even the energetically
relaxed S1 state would yield 1.4 eV of excess energy, more than enough to form
free charge carriers. However, the energy of the precursor S1 influences also its
mobility. The time dependence of b(t) can therefore be explained straightforwardly
by an indirect energetic memory effect if one assumes that an S1 state must be mobile
in order to dissociate. The authors therefore concluded that the presence of trap
sites is necessary to generate free charge carriers and identify the “dark zone” near
the Al electrode as the origin of the mobile charge carriers. In this zone, the lumi-
nescence is efficiently quenched by additional traps and by energy transfer to the
electrode itself [60]. The biexponential decay is rationalized by the assumption of
two temporally separated charge generation pathways. They assume that, in order
to generate mobile charge carriers, the exciton must reach a dissociation center.
The generation efficiency will therefore be intimately related to the exciton mobil-
ity. The fast process with a time constant of s» 0.5 ps is therefore given by an exci-
ton still near the center of the DOS and thus very mobile, whereas the slow pro-
cess refers to immobile excitons that have reached the low-energetic tail of the
DOS. Re-excitation does not change the mobility but allows charge carrier forma-
tion in case a dissociation center is encountered. The authors show that b tð Þ
decays with the same kinetics as the anisotropy of the differential transmission;
see inset of Fig. 10.31. Time-dependent anisotropy loss in solid films is a secure
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probe for exciton motion, if bimolecular annihilation can be excluded [61]. The
results suggest that at least for the first 4 ps, a decrease in exciton mobility can be
inferred. A slight error in the calculation of b tð Þ arises from the fact that DT=T , as
used in Eq. (10.22), is proportional to the integral S1 decay. Assuming a strongly
confined spatial region with enhanced exciton decay as the zone of free charge
carrier generation, makes it necessary to use a probe for S1(t) it that same region
in order to calculate b tð Þ. Such a probe is difficult to obtain.

Figure 10.31 Normalized DT/T and DI/I traces (circles and
squares, respectively) in m-LPPP at a probe photon energy
of 1.6 eV singlet state absorption. In the inset, the free charge
generation efficiency b(t), normalized to its value at t = 0,
is given.

L�er et al. investigated photocurrent cross-correlation in oligo-phenylenevinyl-
ene (OPV) films[57]. They applied high pump pulse intensities so that bimolecu-
lar exciton annihilation is the most prominent exciton decay channel; the under-
lying mechanisms have been quantified in several studies [35, 62]. The authors
measured both DI=I and DT=T upon re-excitation of the singlet exciton analo-
gously to the experiments previously described for m-LPPP. They found an
increase in PC upon singlet exciton re-excitation with a maximum at t = 0 where
the exciton concentration was highest. The probe pulse energy was adjusted such
that the experiment stayed within the low-signal limit. Comparing the kinetics of
the cross-correlation and the differential transmission gave the opposite result as
in the case of m-LPPP: DI=I decays more slowly than DT=T (Fig. 10.32). The
same holds true for the comparison of the anisotropy loss of both signals.
Obviously, the application of Eq. (10.22) would yield a free charge carrier yield b(t)
that increases over time. Such a behavior is not easy to justify physically. The
authors present a different explanation for the discrepancy between DI=I and
DT=T assuming that mobile charge carriers are only formed in a thin sheet near
the Al electrode. This is the same assumption as made by M�ller et al. [52] and by
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Zenz et al. [50]; however, the presence of bimolecular singlet annihilation provides
a probe for this assumption in this case: Since the electrode is illuminated
through the ITO electrode and absorption of the pump pulse is strong, the singlet
exciton concentration is lowest in the vicinity of the Al back electrode. In the case
of bimolecular annihilation, the decay in the vicinity of the Al electrode will be
slower than the spatial average. In 3PV, bimolecular annihilation causes S1(t)
kinetics of the form [[62]

S1 tð Þ ¼ 1=S1 t ¼ 0ð Þ þ k
ˆ
At

1
2 þ k

ˆ
A
ˆ
At

� ��1

ð10:24Þ

Normalized reciprocal traces are then

S1 t ¼ 0ð Þ
S1 tð Þ ¼ 1þ S1 t ¼ 0ð Þ k

ˆ
At

1
2 þ k

ˆ
A
ˆ
At

� �
ð10:25Þ

In Eq. (10.25), the starting population S1(t = 0) scales the slope of the curves
retaining the overall curve form. As is shown in Fig. 10.33, the reciprocal repre-
sentation of DI=I can be nicely projected on to the reciprocal representation of
DT=T by applying a factor of 1.7 to its time-dependent part. According to
Eq. (10.25), this can be interpreted in the following way: both DI=I and DT=T
trace bimolecular exciton decay and hence show curves of the form of Eq. (10.25);
however, the starting S1 population sampled by DT=T (bulk of film) is a factor of
1.7 higher than that sampled by DI=I (region near backside Al electrode where
starting population is less according to the Beer–Lambert law). The good congru-
ence of this model with experiment makes the assumption of a time-dependent
free charge carrier yield unnecessary. A constant value for b(t) is in accordance
with the low level of energetic dispersion in polycrystalline films of short oligo-
mers. From geometric considerations, the authors arrived at a higher factor than
1.7; they discussed possible reasons for this discrepancy.
The measured anisotropy decay, as displayed in Fig. 10.32c, presents additional

proof for the above model. It is known that in samples with crystalline domains,
bimolecular annihilation can induce intensity-dependent anisotropy loss [61]:
those crystallites with their transition moments parallel to the exciting light vector
will show the highest initial exciton density but will also be subject to the fastest
annihilation. At low-level excitation, anisotropy loss in similar OPV films is on the
order of several hundred picoseconds [63]. In contrast, the anisotropy loss of the
DT=T signal proceeds on the order of 10 ps. This clearly shows that in 3PV, aniso-
tropy loss is indeed intensity dependent. Since the anisotropy loss of the DI=I sig-
nal is much slower than that of DT=T (but still much faster than that obtained at
low-level excitation), this presents an additional hint that the starting population
sampled by the DI=I signal is lower than that sampled by DT=T.
In conclusion, the literature considered shows that re-excitation of singlet exci-

tons leads to a strongly enhanced generation of mobile charge carriers. It is dem-
onstrated in several ways that photoconductivity in sandwich-type devices is not a
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bulk effect but originates from only a small sheet near to the Al electrode. It
seems that in materials of strong dispersion of site energies, the efficiency for
mobile charge carrier formation decreases over time, whereas in the more ordered
samples of m-LPPP and in 3PV, the efficiency is constant. A time-dependent effi-
ciency in the case of exciton re-excitation cannot be explained by a single-step pro-
cess. Owing to dispersive motion in a distribution of site energies, the exciton will
on average lose energy during its motion. However, irrespective of the actual exci-
ton energy at a given time, the push pulse will always supply enough energy for
the formation of a polaron pair. However, it will depend on the surrounding
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Figure 10.32 Decay curves of DI/I (symbols)
and absorption of the singlet exciton at
1.45 eV (lines), measured with pump and
push beams polarized parallel (full symbols/
solid lines) and perpendicular (open

symbols/dashed lines). (b) Same as (a) on a
longer time-scale. (c) Anisotropy of singlet
exciton absorption at 1.45 eV (line) and DI/I
at a push energy of 1.6 eV (symbols with error
bars).
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Figure 10.33 Reciprocal, normalized representations of
singlet exciton absorption at 1.45 eV and DI signal at a push
energy of 1.6 eV (line and squares, respectively). Circles:
as squares, but curve stretched by factor of 1.7.

whether this polaron pair will be stable. If the exciton is still in the center of the
DOS, the polaron pair, also moving in the DOS, will with high probability find
sites with lower energies (be them tail states of the ideal DOS or extrinsic trap
states), preventing it from recombination. If, on the other hand, the exciton itself
is in a tail state, it can still form a polaron pair; however, this pair cannot escape
their mutual attraction because each hopping step leads to even higher energy
additional to the increase in Coulomb energy. Therefore, this polaron pair will
recombine probably within a few vibrational periods. This scenario predicts that
the broader the dispersion of site energies, the more time-dependent becomes the
charge separation efficiency, whereas the charge generation efficiency is probably
not influenced strongly. The product of both, in turn, is the mobile charge carrier
efficiency and the experiments under consideration have shown that it tends to be
time dependent for samples with a higher energetic dispersion.

10.5.6
Mobile Charge Carrier Generation by Re-Excitation of Charged States (Detrapping)

Owing to strongly changed electron–electron correlation, negative and positive
polarons show optical absorption bands that are strongly red shifted with respect
to singlet excitons. The lowest energetic polaron absorption is below 1 eV. Apply-
ing a push pulse in resonance with this absorption band would therefore selec-
tively re-excite polarons. Unfortunately, owing to the lack of high energetic mono-
chromatic pulses in the near-infrared region, such measurements are not
described in the literature. The groups that studied the re-excitation of charged
states up to now either irradiated into the second [40, 52] or an even higher [41]
polaron absorption band. Ambiguities result because of spectral overlap with sin-
glet and triplet exciton absorption, being resolved by considering kinetics and/or
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anisotropy arguments. Generally, it is observed that re-excitation of polarons leads
to an enhancement of photoconductivity. Clearly, the concentration of charge car-
riers is not changed directly by the act of re-excitation; however, during the course
of geminate recombination, the escape probability can be strongly influenced by
re-excitation. This in turn leads to a change in average charge carrier concentra-
tion and therefore a change in the average photoconductivity.
M�ller et al. irradiated into the second polaron absorption band (1.9 eV) in an

m-LPPP film and found a strong enhancement of photoconductivity [52], the
enhancement being strongest for t = 0. The DI/I signal shows an ultrafast decay of
the order of 1 ps, accompanied by strong anisotropy loss (Fig. 10.34). On a longer
time-scale, the decay of both DI/I and DT/T becomes exponential with time con-
stants of 290 and 200 ps, respectively. Considering the initial high anisotropy of
the DI/I signal, the authors assigned the enhancement of photoconductivity at
1.9 eV to dissociation of coulombically bound on-chain polaron pairs. The fact that
singlet exciton breaking is the predominant source for free charge carriers in m-
LPPP (see Section 10.5.4), shows that without re-excitation, these polaron pairs do
not contribute significantly to photoconductivity and hence have a recombination
probability near unity. The ultrafast anisotropy loss is attributed to hopping of
either a single polaron or a complete polaron pair to a neighboring chain with dif-
ferent orientation. They authors gave no details on the possible mechanism of the
dissociation process. In the Onsager picture, geminate recombination in a one-
dimensional case indeed results in a recombination probability of 100% whereas
a non-zero escape probability is obtained at higher dimensionality [64]. The effect
of the push pulse could be to generate off-chain polaron pairs (via supplying
excess energy for the inter-chain hopping of one polaron), thus increasing the
dimensionality of the recombination problem.

Figure 10.34 Normalized photocurrent change in m-LPPP for
the second pulse tuned to (a) 2.49 and (b) 1.9 eV. The data
for parallel polarized pulses (solid line) and perpendicular
polarized pulses (dashed line) are shown in comparison.
Redrawn from Ref. [52].
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M�ller et al. were able to calculate the ultrafast formation yield of polarons to be
between 5 and 25%. This is in accordance with polaron yields in other materials,
determined by quantitative absorption of infrared-active vibrational modes (IRAV)
[65] or field-assisted pump–probe measurements [31, 40].
Re-excitation of charged states in films of short-chain OPV was studied by L�er

et al. and explained in the framework of geminate recombination [57]. The push
pulse energy was 1.9 eV. In this spectral region, the second optical transition of
charged states overlaps with the lowest energetic triplet absorption. In order to
resolve ambiguities in the assignment, the authors compared the kinetics of DI=I
with the DT=T signal at 0.8 eV, representing the pure polaron decay (Fig. 10.35).
The DT=T decay was measured at various pump pulse intensities. It was found
that polaron decay consists of two regimes: An ultrafast contribution, which is in-
dependent of intensity, reaches a plateau of about 60% of the initial density. An
intensity-dependent slower contribution follows, taking the polaron concentration
to zero. The DI=I kinetics are equal to the kinetics of the intensity-independent
contribution to DT=T . The authors concluded that the photocurrent cross-corre-
lation signal probes the current progress of geminate recombination. One can
define the time-dependent recombination probability as the probability for a
polaron that survived until time t to recombine at a later time. It is given by
Pr tð Þ ¼ c tð Þ � c¥½ �=c0, where c(t) is the time-dependent polaron concentration, c0
its initial and c¥ its final value (in the absence of other recombination types). Re-
excitation can decrease the recombination probability by a certain amount,
thereby increasing the number of free charge carriers and thus the PC. However,
this increase will be proportional to Pr(t). If the push arrives at a time when the
recombination probability is close to zero, re-excitation will have no effect. Escape
cannot be enhanced if all polarons are already escaped. Therefore, the DI=I signal
should show the same kinetics as Pr(t), which can be gained by simply normaliz-
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Figure 10.35 Decay traces of charged state
absorption in 3PV, measured at 0.89 eV probe
energy, at various pump pulse intensities:
Jpu = 0.19 (full squares), 0.64 (circles) and
1.78 (triangles) mJ cm–2, normalized to their

respective maximum. Solid line: fast part of
PC cross-correlation at a push energy of
1.95 eV, compressed according to Eq. (10.9)
with a = 0.45. The dashed line shows the
pump pulse autocorrelation.
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ing the DT=T signal and removing the plateau. In comparing DI=I with DT=T ,
the latter being a bulk effect, the authors assumed that the measured DI=I is a
bulk effect too.
In conclusion, it is found that geminate recombination of initially formed

polaron pairs is important for both polymers and oligomers. Whereas in m-LPPP
geminate recombination is almost complete, it amounts to only 40% in 3PV. This
result is in accordance with Onsager theory and points to the different dimension-
ality in polymers and short molecules. Re-excitation of polarons leads to an
enhancement of their escape probability. For 3PV, this has been shown quantita-
tively because DI=I shows the same kinetics as geminate recombination, obtained
directly by pump–probe measurements at low pump intensity.
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femtosecond laser source 377
femtosecond spectroscopy 498
Fermi
– energy 284, 286 f
– level 286 f, 292
Fermi-Dirac
– distribution 286
– function 283
field
– drift mobility 303, 305
– effective polaron mobility 306
– external 290
– strong 290
– weak 290
field dependence, Pool-Frenkel type 270 f
field-effect transistor 326 ff
– mobility 327
field-induced pump-probe, Stark shift 544
film
– co-evaporated 174
– vacuum sublimed 162
fluorene trimers 539, 549
– polarization of initial and final states 550
– singlet dissociation 550
fluorescence 79 ff, 193, 531
– site-effective 272
– lifetime 36, 80 f, 96 f
– quenching 264, 531
– resonance energy transfer 11
– Stokes shift, absence of 80, 96
– vibronic lines 79
Fourier transform IR spectrometer 241
Franck-Condon
– point 518
– principle 518
– state 264, 508
– transition 321
Franz-Keldysh effect 73, 75, 77 ff, 102, 357
free carrier absorption 370
free carrier yield 557
free induction decay 513
Frenkel
– excitation 368
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– exciton 429, 439
– exciton band 528
Frenkel-type exciton 262
Fresnel equation 442 f, 451, 453, 457, 492
– biaxial 457, 483
– isotropic 446 f
– uniaxial 453

g
gallium arsenide 373
Gaussian distribution, double-peak 288
Gaussian envelope function 268
generalized coordinates 234, 252
geometric relaxation 500
geometrically relaxed 2

1
Ag state 519

Gill equation 266, 269
grain boundary 412

h
8-hydroxyquinoline, field-induced exciton

separation 531
H-aggregate 12
heterojunction, bulk 171, 171 ff, 175, 177 f
higher lying state 530
Hoesterey-Letson formalism 314, 316
hole burning 498
hole mobility 332
– in substituted tritolylamines and

biphenylamines 352
hole transport 343
– in polyfluorene films 356
– non-dispersive to dispersive 329
HOMO 188, 226, 346
hopping
– conductivity 286
– Coulomb effects 289
– downward 275
– in a doped organic material 289
– master equation 297
– mobility 274
– model 267
– neighbors 277 f, 285
– parameter 274 f
– rate 280
– relaxation 276
– sites 287, 316
– thermally activated variable-range 277
– transition 296
hopping charge-carrier transport, EMA

theory 295
hopping mobility, equilibrium 284, 287
hopping state distribution 268
hopping theory, stochastic 273

hopping transport
– dispersive 281
– equation 283
– equilibrium 283 ff
– in organic solids 306
– low-field 308
– trap-controlled 315 ff
– trap-to-trap 315 ff
hot excitation 413
– dissociation 368
Huang-Rhys factor 251, 272, 347, 505
H�ckel model 185

i
imaging
– photoluminescence 161, 168
– topographic 161
inorganic glass 328
in-phase quadrature 200
intensity correlation function 27
interchain excitation 186
interchain interaction 221, 240, 254, 530
interface 153
internal conversion 500
intersystem crossing 7, 225
IR-active vibration 188, 195, 222, 228 ff, 232,

254

j
J-aggregate 12, 239
jump rate 280
– Markus theory 296, 306
– Miller Abrahams 198, 298

l
ladder-type polyphenylene 264, 334 ff, 357,

539
ladder-type polyphenylene, methylated 243
– anisotropy loss 569
– geminate recombination 569
– re-excitation of charged state 569
– re-excitation of singlet exciton 564
ladder-type polyphenylene, methyl-

substituted 541 ff
– field-assisted pump-probe 541
Land� factor 203
Langevin’s equation 319
Larmor frequency 203
laser 158
– femtosecond 158
lens, aperture angle 155
lifetime, mean 214
lifetime distribution function 216
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light-induced electron spin resonance 187
linear prediction singular value

decomposition 515
lineary increasing voltage 325
Lorentz
– oscillator 384 ff, 408, 415 f, 444, 446, 466 f,

479 ff, 487, 492
– screening 445
LT-GaAs 375
LUMO 188, 226, 346

m
magnetic dipole moment 202
magnetic moment 202
magnetic quantum number 201
magnetic resonance 205, 245, 248 f
– spectroscopy 204
Marcus
– jump rate 296, 306
– model 309
mean lifetime 214
methoxyspirofluorenearylamine 330
micoscope
– confocal laser scanning 157 f
– objective 19
microscopy
– 4p 21
– atomic force 154, 161, 164
– confocal 24 ff, 155, 157
– confocal laser scanning 178
– confocal laser scanning fluorescence 154
– epifluorescence 14 ff
– optical 153
– photoluminescence 164
– scanning confocal optical 18 ff
– scanning near-field optical 22
– stimulated emission depletion 21
– total internal reflection 18
– two-photon 21
microwave conductivity 356
– time-resolved 370
microwave technique, time-resolved 327
Miller-Abrahams
– assumption 269
– equation 278
– form 314
– formalism 296, 298
– jump rate 198, 298
– model 309
– rate 271
mobility 220, 367
– field-effect 176
– transient 332

modulation frequency 210
molecular dimers 32 ff
molecular excitation model 369
molecular exciton model 368
molecular orientation 153, 165
molecular weight 241
monomolecular recombination 207
– DMR 209
mononuclear recombination 252
Monte Carlo simulation 267, 270 f, 279, 284
morphology 153, 162, 164, 171, 173
Mott law 292
multi-phonon approximation 296

n
naphthalene 367 f, 369, 408, 458 f
neutral exciton, optical transition 193
N, N¢-ditridecylperylene-3,4,9,10-

tetracarboxylic diimide 172
non-collinear optical parametric

amplification 500
noncrystalline organic material 265
non-degenerated ground state polymers 184
non-equilibrium state 510
nonlinear optical property 504
nonlinear optical spectroscopy 194

o
objective, numerical aperture 156
occupational density of state 297, 314
occupational probability 275
oligoacenes 368
oligomer 186, 241 f, 243, 249 f, 255
oligo(phenylenevinylene) 242, 348, 539,

551 ff
– anisotropy decay 566
– early charge carrier mobility 553
– field-induced singlet exciton breaking 553
– geminate recombination of charged pairs

553
– photoinduced absorption bands 553
– re-excitation of charged state 570
– re-excitation of singlet exciton 565
oligophenyls 242
oligo(thienylenevinylenes) 242
oligothiophenes 242 f
one-dimensional system 507
Onsager theory 186
optical absorption 188, 252
– band 200
optical Bloch equation 7
optical gap 241
– optical microscopy, near- and far-field 153
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optical properties
– absorption coefficient 379
– complex conductivity 380
– complex dielectric constant 380
– conductivity 397
– effective medium model 393 f
– extinction coefficient 380
– refractive index 379
optical rectification 373 f
optical resolution 154
optical sectioning 160 f
optical selection rule 191
optically detected magnetic resonance 200 f,

246, 248, 251 f, 255
– spectroscopy 243
optoelectronic probing 526
organic light-emitting diode 183, 218, 251 f
organic material
– doped 286
– disordered, in presence of traps 314
organic molecular crystal 367
organic solid 306
organic thin film, semiconductor 154
orientation factor 11
oscillation, coupled 10
overlap integral 12

p
P13 173
paramagnetic species 203
peak-tracking 502
Peierls gap 184
pentacene 367, 370, 375, 404, 406, 409 f, 414
– functionalized 370, 395, 404 f, 407, 409
– thin films 370
percolation energy 314
percolation threshold 296, 301
percolation-type theory 273
perylene 367
phase segregation 171
phase separation 173
phase-sensitive lock-in detection 210
phonon peak 510
phonon-polariton 431, 456
phonon replica 222
phonon transition 505
phosphorescence 194, 219
photoabsorption 239, 242 f, 246, 249 f, 252 f
photobleaching 39
photoconductive switch 373
photoconductivity 187, 261 ff, 369 f
– transient 370, 393, 395, 399 f, 404, 406 , 414
photoconductor, disordered organic 316

photocurrent
– stationary 318
– transient 320 f
photocurrent cross-correlation 555 ff
– experimental setup 556
– re-excitation of charged state 568
– stimulated emission dumping 558
photodegradation 37
photoexcitation
– optical transition 188
– density 208
– lifetime 206
photogenerated species 200
photogeneration 185, 261
– efficiency 410
photoinduced absorption 199, 225 f, 228 ff,

232, 234 f
– spectroscopy 255
photoinduced absorption-detected magnetic

resonance 187, 204, 224, 241, 246 ff, 249,
255

– spectroscopy 243 ff
photoinduced absorption, kinetics 232
– modulation frequency dependence 232
– pump intensity dependence 232
photoinduced carrier density 197
photoluminescence 155, 185, 238 f, 241, 246 f
– decay 178
– quenching 177
– spatially resolved 166, 169
– spectroscopy, time-resolved 178
photoluminescence-detected magnetic

resonance 204, 246 f
photoluminescence, intersystem crossing 222
– quantum efficiency 222, 253
– RRa-P3HTand RR-P3HT 221
– time-resolved 172
photoluminescence spectrum, vibronic

structure 239
photoluminescence up-conversion 533 ff
photoluminescent efficiency 220
photomodulation 186, 222, 224, 252
– spectroscopy 198
photomultiplier tube 20
photon
– antibunching 9, 27
– bunching 9, 29
– propagator 196
photonics 367
point spread function 20, 154
Poisson
– distribution 281
– probability 275
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– statistics 274
– equation 323
polariton 429, 431, 434, 437, 439, 443, 445,f,

450 f, 458, 460, 490, 492
– absorption, non-classical 439, 458 ff
– Boson 432 f
– exciton-polariton 431, 446, 456, 467
– Fermion 432 f
– Hamiltonian 432 ff, 436, 458
– harmonic oscillators 432
– nanocrystals 482, 487 ff, 492
– polarization quanta 436
– radiation field 429, 434 ff, 438, 443, 445,

490
– self-energy correction 467
– spectral density 463, 465, 467, 469, 481
– surface polariton 431, 463
polariton dispersion 446 ff, 456, 461
– axial dispersion 457, 471, 473 ff
– directional dispersion 453, 455 f, 461 f,

468 f, 474, 476, 478 f, 483, 487, 489 ff
– extraordinary ray 454 ff, 471
– field-broadening 486 f, 489, 491
– Kurosawa relation 449, 454
– Lyddane-Sachs-Teller relation 448, 451, 466
– ordinary ray 454 f
– polariton gap 447 f8, 452 f, 455 f, 466 f,

469, 477
– reflectivity, metallic 430 f, 447, 455, 462 f,

466, 473, 476, 478
– resonance frequency 454 f, 461, 465, 467,

481, 483, 491
– spatial dispersion 450 ff, 456, 476, 492
– spectral shift 454, 461, 466 f, 470, 474 f,

484, 492
– stop band 447, 489, 492
polariton spectra 464 ff, 478, 488
– anthracene 461, 467
– BDP 430, 480
– BDH 477 ff
– CTIP 462 ff, 468
– electroabsorption 485 ff
– electron-loss spectra 461 f
– elliptic polarization 472 f, 475 f, 480
– graphite 460 ff
– lineshape 449, 465, 476, 486, 488
– linewidth 459, 460, 463, 467, 473, 484, 493
– naphtalene 458 f
– quaterthiophene 490 ff
– polariton selection 471 f, 475
– sexithiophene 482 ff, 487 ff
– TCNQ 469 ff
– tetracene 467

– TTI 471 ff
– normal incidence 445, 464, 469, 490
polarization 18 f
polaron 190, 225 f, 229 f, 240 f, 243, 248, 250,

272, 369, 410
– activation energy 307
– absorption 223
– delocalized 192, 221, 224 f, 253
– effect 306, 347
– hopping transport 306
– modulation frequency dependence 236
– PA spectrum 241
– photoabsorption 247
– relaxation energy 198, 225 f
– small molecular 409
polaron excitation, trapped 197
polaron mobility
– Arrhenius activation energy 307
– in electric fields 306
polaron pair 193, 246, 249
– geminate 243
– non-geminate 245
polaron recombination 218, 243, 255
– non-geminate 248
– process 219
polaron transport 272
polaron vibrational pinning parameter 196
polaronic exciton 195
polyacetylene
– cis 183
– trans 183
polyarylenevinylenes 272
polycarbonate 266, 313
polydiacetylene 262 f, 498
– 3BCMU 501 f
– crystalline 356
polydiacetylene, bulk crystal 60 ff, 99 ff
– Ag excited states 64, 75
– absorption and reflection spectra 56 f, 61
– blue and red states 56 f, 66
– chain geometry and conformation 58 f
– electroreflectance 62, 74 f
– interchain interactions 79, 100
– ionized states 102
– triplet states 102
polydiacetylene ionized states 73 ff
– band gap 77, 96
– effective mass 78
– coherence length 78
polydiacetylene, isolated chains, blue 50,

67–102
– Ag excited states 82, 88, 93, 96 ff, 133, 135
– Ag triplets, excited 88, 91
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– absorption 67 ff
– absorption low energy lines 71, 74, 145 f
– electroabsorption 73 ff, 79, 95, 145
polydiacetylene, isolated chains, red 103 f
– absorption 105 ff
– absorption cross-section 127
– electroabsorption 107
polydiacetylene, single chain emission

116–130
– spatial extension 124 ff
polydiacetylene solution 56 f, 65 f, 133
– absorption spectrum 57, 68
– chain length, mol. weight 65 f
poly(dibutylsilylene) 312
poly(dioctylfluorene) 304
poly(ethylenedioxythiophene) 330
polyfluorene 184, 270, 338, 539, 545 ff
– phase 254
polyfluorene, charge carrier mobility 549
– field-induced process 547
– morphological behavior 237
– non-geminate pairing 548
– phase 238 f, 240 f
polyfluorene film 338
– hole transport 356
polyfluorene, singlet efficiency 549
– thermal cycling 240 f
– triplet state 546
polyfluorene-phenyl-butyric acid ester 346
poly(3-hexylthiophene) 192, 355
– regio-random 220, 222, 246, 253
– regio-regular 220, 224 ff, 253
polymer 241, 243, 249, 255
– conducting 391
polymethylphenylsilylene 348
poly(3-methylthiophene) 381, 391 f
poly(phenylenevinylene) 184, 235 f, 246 f,

254, 266, 353, 375
poly(phenylenevinylene), MEH substituted

375, 381, 395, 403, 416 ff
– free carrier field 561
polypyrrole 381, 391, 391 f
polystyrene
– doped 345
polystyrene sulfonic acid 330
polythiophene 184, 253, 272, 325
poly(toluenesulfonate-diacetylene) 357
polyvinylcarbazole 266, 345
Poole-Frenkel
– effect 266
– factor 307
– formalism 528

– law 266, 271, 311
– regime 271
positional disorder, effect 339
potential hypersurface 505
power-law
– behavior 407
– decay 413 f
primary photoexcitation 368 f, 411
proton-deprotonation process 230, 254
pump intensity 213, 216
pump-pump coupling 513
pyridylene/vinylene polymer 230

q
quantized angular momentum 201
quantum efficiency 200, 219
– internal electroluminescence 218
quantum inerference 197 f
quantum wire, or 1D 55, 98, 120, 132 f, 136
– lateral confinement 49, 98, 132
quinquethiophene 172

r
Rabi
– coupling 438
– frequency 7, 435 f, 438, 458 f, 492
– oscillation 10, 436
– splitting 435 f
Raman
– active mode 195
– active vibration 195
Raman scattering
– impulsive stimulated 508
– dispersion 195
– resonant 229
Raman spectroscopy, time-resolved 498
random organic solid, charge transport

analysis in 328
random phase approximation 196
raster scanning 156
Rayleigh resolution 155
real-time spectrum 500
recombination rate distribution 213
212

re-excitation of singlet excitons 563
refractive index 156
relaxation time 393
resolution, depth 155
– in-plane 155
retinal 378 f
RRS 230
rubrene 367, 370
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s
saturation intensity 9
saturationless recombination kinetics 212
scanning head 157
second-harmonic generation 158
semiconductor 395
– band model 321, 369
– organic 153, 164, 367
– organic thin-film 154
sexithiophene 164, 370
– unit cell 164
sexithiophene film, sub-monolayer 170
signal-to-noise ratio 13, 28
simple-rate-equation 220
single molecule, orientation 41
single molecule spectroscopy 13
– cryogenic temperature 23
single-phonon approximation 296
single rate equation 208
singlet 244
– excitation 193
– exciton, see exciton, singlet
singlet-singlet annihilation 38, 40
singlet-triplet
– annihilation 38, 40
– formation 220
– ratio in OLED 251 f
site correlation effect 270
soliton 184
– optical transition 189
– soliton-antisoliton pair 185
SOMO 188
space charge limited current 323 ff
– stationary 323
– transient 324
spectral relaxation 535
spectroscopy
– femtosecond 498
– nonlinear optical 194
– optically detected magnetic resonance 243
– photoinduced absorption 255
– photoinduced absorption-detected magnetic

resonance 243 ff
– photoluminescence 153
– single molecule 13
– terahertz puls 327
– terahertz time-domain 377
– spatially resolved 154
– spatially resolved PL 164
– time-resolved 158
– time-resolved PL 159
– time-resolved Raman 498

spin 202
– angular momentum 201
– degeneracy 219
– polarization 201
spin-dependent exciton formation 243, 248
– cross-section 220
spin-dependent polaron recombination 247
spin-dependent recombination rate 243
spin-lattice relaxation time 206
spin-orbit coupling 219
static disorder 13
stimulated emission 203
stimulated emission dumping
– MEH-PPV 560
– m-LPPP 561
streak camera 159
superimposed disorder, organic solids 306
superradiance 34 f
supramolecular arrangement 153
supramolecular organization 165, 168, 171
Su-Schrieffer-Heeger model 185
SWNT 393

t
T13 178
T5 173, 178
teracene 367
terahertz pulse 327, 367, 370, 373
terahertz spectroscopy 327
– time-resolved 370 ff, 393
terahertz time-domain spectroscopy 377
tetracene 370
thermal cycling 254
thermal excitation, Boltzmann type 273
thin film 153, 163, 367, 409
– transistor 286
thionaphtenindole, field-induced exciton

separation 531
three-level system 6
time-of-flight currents 346
time-of-flight technique 321
transcendental equation yield 277
transistor
– light-emitting 175
– light-emitting field-effect 171
transition dipole 167, 429, 433, 444 ff, 451,

460, 463 ff, 469, 472, 477, 481, 486 f, 491
transition rate
– effective 308
– two-site 308
transport, band-like 367, 407 ff
transport regime, dispersive 282
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trap
– concentration 315
– density 208
– depth 342
– distribution 323
– exciton 334
– monoenergetic 323
trap-filling effect 286
trapping effect, on charge carrier hopping 342
trinitrofluorene 345
triplet 244
triplet excitation 236, 254
– absorption 223
– pump intensity dependence 235
tritolylamine 343, 350 f
two-photon absorption 194
two-triplet property 520

u
ultrafast 368 ff
ultra-thin film 164 f
– organic 171

v
vibration
– coherent 500
– torsional 379
vibrational mode 379
vibronic sideband 241

w
wave
– absorption 202
– radiation 203
wave packet motion 505
Wannier exciton 429, 439, 451, 456, 460, 464
Wannier-Mott exciton 527

x
xerographic discharge technique 324

z
Zeeman
– Hamiltonian 203
– level 203
– splitting 202
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