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Prefqce

This book is about the way light interacts with solids. The beautiful colours

,rf gemstones have been valued in all societies, and metals have been used for

ruting mirrors for thousands of years. However, the scientific explanations

lor these phenomena have only been given in relatively recent times. Nowa-

Jays, we build on this understanding and make use of rubies and sapphires in

righ power solid state lasers. Meanwhile, the arrival of inorganic and organic

.emiconductors has created the modern optoelectronics industry. The onward

narch of science and technology therefore keeps this perennial subject alive

,nd active.
The book is designed for final year undergraduates and first year graduate

.rudents in physics. At the same time, I hope that some of the topics will be of

:nterest to students and researchers of other disciplines such as engineering

'r materials science. It evolved from a final year undergraduate course in

:ondensed matter physics given as part of the Master of Physics degree at

r)rford University. In preparing the course I became aware that the discussion

.f optical phenomena in most of the general solid state texts was relatively

"rief. My aim in writing was therefore to supplement the standard texts and to

nrroduce new subjects that have come to the fore in the last 10-20 years.

Practically all textbooks on this subject are built around a number of core

:opics such as interband transitions, excitons, free electron reflectivity, and

.honon polaritons. This book is no exception. These core topics form the

rackbone for our understanding of the optical physics, and pave the way for the

,ntroduction of more modern topics. Much of this core material is well covered

.n the standard texts, but it can still benefit from the inclusion of more recent

srperimental data. This is made possible through the ever-improving purity of

rptical materials and the now widespread use of laser spectroscopy'

The overall plan of the subject material is summarized in Fig. 1. The flow di-

rsram shows that some of the chapters can be read more or less independently

,i'the others, on the assumption that the introductory material in Chapters 1

ind 2 has been fully assimilated. I say 'more or less' here because it does not

:eally make sense, for example, to try to understand nonlinear optics without

r firm grasp of linear optics. The rest of the chapters have been arranged into

iroups, with their order following a certain logical progression. For example,

inowledge of interband absorption is required to understand quantum wells,

end is also needed to explain certain details in the reflectivity spectra ofmetals'

Similarly, molecular materials provide an intuitive introduction to the concept

,.f configuration diagrams, which are required for the understanding of colour

.-entres and luminescent impurities.

The inclusion of recent developments in the subject has been one of the

main priorities motivating this work. The chapters on semiconductor quantum
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Fig. 1 Scheme of the subject topics covered
in this book. The numbers in brackets refer
to the chapters where the subject material is
developed.

LINEAR OPTICS
Chapters 3-10

Electronic physics

I
Vibrational physics

V

t."rr-rr^;l
I 

ofphonons (-10) 
|

. Interband absorption (3)

. Excitons (4)

. Interband emission (5)

. Quantum wells (6)

. Free 

electrons 

(Z)

. Molecular materials (8)

. Luminescent defects
md impurities (9)

wells, molecular materials, ald nonlinear optics will not be found in most of
the standard texts. Other new topics such as the Bose-Einstein condensation
of excitons are included alongside traditional subject material. Furthermore, it
is my deliberate intention to illustrate the physics with up-to-date examples of
optical technology. This provides an interesting modern motivation for tradi-
tional topics such as colour centres and also helps to emphasize the importance
of the solid state devices.

Throughout the book I have understood the term 'optical' in a wider sense
than its strict meaning referring to the visible spectral region. This has allowed
me to include discussions of infrared phenomena such as those due to phonons
and free carriers, and also the properties ofinsulators and metals in the ultravi-
olet. I have likewise taken the scope of the word 'solid' beyond the traditional
emphasis on crystalline materials such as metals, semiconductors and insula-
tors. This has allowed me to include both 'soft condensed matter' materials,
such as polymers, and also glasses, which are not solids in the strict sense.

The process of relating measured optical phenomena to the electronic and
vibrational properties of the material under study can proceed in two ways. We
can work forwards from known electronic or vibrational physics to predict the
results of optical experiments, or we can work backwards from experimental
data to the microscopic properties. An example of the first approach is to use
the free electron theory to explain why metals reflect light, while an example
of the second is to use absorption or emission data to deduce the electron
level structure of a crystal. Textbooks such as this one inevitably tend to work
forwards from the microscopic properties to the measured data, even though
an experimental scientist would probably be working in the other direction.

The book presupposes that the reader has a working knowledge of solid
state physics at the level appropriate to a third year undergraduate, such as that
found in H.M. Rosenberg's The Solid State (Oxford University Press, third

INTRODUCTION (Chapters I and 2)
. Overview of optical propefiies (1)
. Classical oscillator model (2)
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Preface vli

edition, 1988). This puts the treatment at about the same as, or at a slightly

higher level, than that given in lhe Introduction to Solid State Physics by

Charles Kittel. The book also necessarily presupposes a reasonable knowledge

of electromagnetism and quantum theory. Classical and quantum arguments

are used interchangeably throughout, and the reader will need to revise their

own favourite texts on these subjects if any of the material is unfamiliar. Three

appendices are included to provide a succinct summary of the principal results

tiom band theory electromagnetism and quantum theory that are presupposed.

The text has been written in a tutorial style, with worked examples in most

chapters. A collection of exercises is provided at the end of each chapter, with

solutions at the end of the book. The exercises follow the presentation of the

material in the chapter, and the more challenging ones are identified with an

asterisk.
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lntroduction

Light interacts with matter in many different ways. Metals are shiny, but water
:r tr?nspirreflt. Stained glass and gemstones transmit some colours, but absorb
.thers. Other materials such as milk appear white because they scatter the
rncoming light in all directions.

In the chapters that follow, we will be looking at a whole host of these optical

:henomena in a wide range of solid state materials. Before we can begin to do
:his, we must first describe the way in which the phenomena are classified,
rnd the coefficients that arc used to quantify them. We must then introduce
:he materials that we will be studying, ald clarify in general terms how the
.olid state is different from the gas and liquid phase. This is the subject of the

fresent chapter.

1.1 Classification of optical processes

fhe wide-ranging optical properties observed in solid state materials can be

--lassified into a small number of general phenomena. The simplest group,

ramely reflection, propogolion and tronsmission, is illustrated in Fig. 1.1.

This shows a light beam incident on an optical medium. Some of the light is
:eflected from the front surface, while the rest enters the medium and propa-

:ates through it. If any of this light reaches the back surface, it can be reflected
rgain, or it can be transmitted through to the other side. The amount of light

:ransmitted is therefore related to the reflectivity at the front and back surfaces

rnd also to the way the light propagates through the medium.

The phenomena that can occur while light propagates through an optical

medium are illustrated schematically in Fig. 1.2.

propagation through
the medium

\
)

@

1.1 Classification of optical
processes

L.2 Optical coefficients

1.3 The complex refractive
index and dielectric
constant

L.4 Optical materials

1.5 Characteristicoptical
physics in the solid state

1.6 Microscopic models

Fig. 1.1 Reflection, propagation and trans-
mission of a light beam incident on an optical
medium.

I
)

8

15

20

incident light

@

@
reflected light

\

#
transmitted light



2 Introduction

refraction

absorption and

luminescence

Fig, 1.2 Phenomena that can occur as a

tight beam propagates through an optical

medium. Refraction causes a reduction in the

velocity of the wave, while absotption causes

attenuatj.on. Luminescence can accompany

absorption if the excited atoms re-emit by

\pontaneous emission.  Scat ter ing causes a

redirection of the 1ight. The diminishing

width of the arrow for the processes of

absorption and scattering represents the

attenuation of the beam.

Refroction causes the light waves to propagate with a smaller velocity than

in free space. This reduction of the velocity leads to the bending of light rays

at interfaces described by Snell's law of refraction. Refraction, in itself, does

not affect the intensity ofthe light wave as it propagates.

Absorption occurs during the propagation if the frequency of the light is

resonant with the transition frequencies of the atoms in the medium. In this

case. the beam will be attenuated as it progresses. The transmission of the

medium is clearly related to the absorption, because only unabsorbed light

will be transmitted. Selective absorption is responsible for the colouration of

many optical materials. Rubies, for example, are red because they absorb blue

and green light, but not red.

Luminescence is the general name given to the process of spontaneous emis-

sion of light by excited atoms in a solid state material. One of the ways in which

lhe atoms can be promoted into excited states prior to spontaneous emission is

by the absorption of light. Luminescence can thus accompany the propagation

of light in an absorbing medium. The light is emitted in all directions, and has

a different frequency to the incoming beam.

Luminescence does not always have to accompany absorption. It takes a

characteristic amount of time for the excited atoms to re-emit by spontaneous

emission. This means that it might be possible for the excited atoms to dissipate

the excitation energy as heat before the radiative re-emission process occurs'

The efficiency of the luminescence process is therefore closely tied up with the

dynamics of the de-excitation mechanisms in the atoms.

Scottering is the phenomenon in which the light changes direction and pos-

sibly also its frequency after interacting with the medium. The total number of

photons is unchanged, but the number going in the forward direction decreases

because light is being re-directed in other directions. Scattering therefore has

the same attenuating effect as absorption. The scattering.is said to be elostic if

the frequency of the scattered light is unchanged, or inelostic if the frequency

changes in the process. The difference in the photon energy in an inelastic

scattering process has to be taken from the medium if the frequency increases

or given to the medium if the frequency decreases.

A number of other phenomena can occur as the light propagates through

the medium if the intensity of the beam is very high. These are described by

nonlineor optics. An example is frequency doubling, in which the frequency

of part of a beam is doubled by interaction with the optical medium' These

nonlinear effects have only been discovered through the use of lasers. At this

stage, we only mention their existence for completeness, and postpone their

further discussion until Chapter 11.

L.2 Opticalcoefficients

The optical phenomena described in the previous section can be quantified by

a number of parameters that determine the properties of the medium at the

macroscopic level.
The reflection at the surfaces is described by the coefficient of reflection

or reflectivity. This is usually given the symbol R and is defined as the ratio

of the reflected power to thä power incident on the surface. The coefficient



:f tronsmission or tronsmissivity z is defined likewise as the ratio of the
:ansmitted power to the incident power. If there is no absorption or scattering,
:ren by conservation of energy we must have that:

1.2 Optical cofficients 3

Equation (1.5) ignores the possibility of mul-
tiple reflections between the front and back
surfaces. These will have to be included ifthe
surfaces are parallel and the reflection coef-
flcients are sufficiently large. We will come
across some examples where these effects
are imporlant when we consider semiconduc-
tor laser diodes in Section 5.4.3 and optical
b istabi l i ty  in Secr ion |  1.4.3.  In runu.ur . r .
however. lhe effects are small enoulh to be
neglected, as shown in Exercises 1.8 and 1.9.

The-propagation of the beam through a transparent medium is described by-r'refroctive index n. This is def,ned as rhe;tio of the velocity of light in'.'e space c to the velocity of light in the medium u accordins to:

n :  !  .  ( r . 2 )

re refractive index depends on the frequency of the light beam. This effect is
,,led dispersion, and will be discussed m aetait in Section 2.3. rncolourless
.,nsparent materials such as glass, the dispersion is small in the visible spec-
-,1 region, and it therefore makes sense to speak of ,the' refractive index of
: substance in question.

ll...rbr:tp,:n 
of lighr by an optical medium is quantified by its obsorption

:ethcrent cv. This is defined as the fraction of the power absorbed in a unit
:-gth of the medium. If the beam is propagating in the z direction, and the
:r'nsity (optical power per unit area) at position z is I (d, then the decrease
:he intensity in an incremental slice of thickness dz is given by:

R * T : 1 (1 .  1 )

d I : - u 4 . x I ( z ) .

. can be integrated to obtain Beer's low:

( r .3t

I (z) : Ioe-o' , (1 4)

:re 16 is the optical intensity at z :0. The absorption coefficient is a strong
;rion of frequency, so that optical materials may absorb one colour but not
ther.
r the next section we will explain how both the absorption and the refraction
he incorporated into a single quantity called the complex refractive index.
'ri ledge of this quantity enables us to calculate the reflectivity R, and hence
:ransmissivity z. This last point follows because the transmissivity of an
,rbing medium of thickness / is given by:

T :  ( l  -  Rr)"-" /  (1 -  Rz) , (1.s)

-:r' R1 and R2 are the reflectivities of the front and back surfaces resDec-
- . This formula applies to the transmission of light through an opiical
::um such as the one shown in Fig. 1.1. The first and third terms on the': hand side of eqn 1.5 account for the transmission of the front and back
r:res respectively, while the middle term gives the exponential decrease in
. - -irr. due to the absorption according to Beer's law. If the front and back-iJei have equal reflectivities R, as will usually be the case, then eqn 1.5- .  i r ies to:

Z : (l - R12 "-at (1 .6 )
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The optical density, and hence the absorp-

tion coefficient, is usually worked out from

the measured transmissivity of the sampie'

This requires accurate normalization of the

leflection losses at the surfaces' (See Exer-

c ise 1 .10.)

excited state

absorption

The absotption of an optical medium can also be sometimes quantified in

,";. "f;l;;öti."l a""tii.Z (o.D.).This is sometimes called the qbsorbonce,

and is defined as:

o.D.: -rosro (+)

wherei is thelengthof theabsorbingmedium.I t isapparent f iomeqnl .4that
the optical density is directly related to the absorption coeflicient cv through:

a l
o'D' :  

bg.( rc) 
:  o'434 al '

In this book we will quantify the absorption by o instead of the optical density

because it is independent of the sample length'

The phenomenon of luminescence was studied extensively by George

stokes in the nineteenth century before the advent of quantum theory. Stokes

discovered that the luminescence is down-shifted in frequency relative to the

absorption, an effect now known as the stokes shift. Luminescence cannot

be described easily by macroscopic classical parameters because spontaneous

emission is fundamentally a quantum process (see Appendix B)'

The simplest ,"qu"n"" of events that takes place in luminescence is illus-

t ratedinFig. l '3 .Theatomjumpstoanexci tedstatebyabsorbingaphoton'
then relaxes to an intermediate state, and finally re-emits a photon as it drops

back to the grounct state. The Stokes shift is explained by applying the law of

conservation of energy to the process' It is easy to see that the energy of the

photon emitted must be less than that of the photon absorbed' and hence that

ih" fr"qu"rr.y of the emitted light is less than rhar of rhe absorbed light. The

magnitude oi the Stokes shift ii therefore determined by the energy levels of

the atoms in the medium.

Scattering is caused by variations of the refractive index of the medium on

a length scJe smaller than the wavelength of the light. This could be caused

byth*epresenceofimpurit ies,defects,orinhomogeneities'Scatteringcauses
uit"nuuiion of a light beam in an analogous way to absorption. The intensity

decreases exponentially as it propagates into the medium according to:

( . r ;1)

(1 .8 )

(1 e)

(1 .10)

ground state

Fig. 1.3 Luminescence process in an atom'

The atom jumps to an excited state by ab-

sorption of a photon, then relaxes to an ln-

termediate state, before re-emitting a photon

by spontaneous emission as it fäl1s back to

the ground state. The photon emitted has

a smaller energy than the absorbed photon'

This reduction in the photon energy is called

the Stokes shift.

I  (z ' )  :1s exP(-Nosz)  ,

w h e r e N i s t h e n u m b e r o | s c a t l e r i n g c e n t r e s p e r u n i t v o | u m e . a n d o , i s t h e
,* t t " ] i ingcross.sect ionof thescat ter ingcentre.This is ident ica l in formto
Beer's law given in eqn 1.4, with a = No''

The scattLring is described as Royleigh scottering if the size of the scattering

centre isverymuchsmal ler thanthewavelengthof thel ight ' In th iscase' the
scattering cross-section will vary with the wavelength Ä according to:

I
or( .1")  x  ; .

The Rayleigh scatterlng law implies that inhomogeneous materials tend to

scatteruhori *uu"l"ttgths more strongly than longer wavelengths'

l r
-1- 

:

l_r



1.3 The complex refractive index and dielectric constant 5

t-xample 1.1

fhe reflectivity of silicon at 633 nm is 35Vo and the absorption coefficient is
:.8 x 10s m- I . Calculate the transmission and optical density of a sample with
. thickness of 10 pm.

aolution

Ihe transmission is given by eqn 1.6 with R : 0.35 andal: (3.8 x 10s) x
t0 x  10-6)  :  3 .8.  This g ives:

T :  (1 -  0312.exp(-3.8)  :  0 .0095 .

fhe optical density is given by eqn 1.8:

O.D.  :  0 .434 x  3 .8 :  1 .65 .

13 The complex refractive index and dielectric
constant

.r the previous section we mentioned that the absorption and refraction of a
:rdium can be described by a single quantity called the complex refroctive
rdex. This is usually given the symbol ä and is defined through the equation:

f i : n * i r c . ( 1 . 1  1 )

lhe real par:t of fr, namely n, is the same as the normal refractive index defined
:r eqn. 1.2. The imaginary part of fi, namely r, is called the extincfion coeffi-

:ient. As we will see below, r is directly related to the absorption coefficient cv

f the medium.
The relationship between a and K can be derived by considering the prop-

,ration of plane electromagnetic waves through a medium with a complex
'stractive index. If the wave is propagating in the z direction, the spatial and
-me dependence of the electric field is given by (see eqn A.32in Appendix A):

t (2,  t )  :  toe"n ' - - "  , (1.r2)

."here ft is the wave vector of the light and ar is the angular frequency. lt6l
. the amplitude at z : 0. In a non-absorbing medium of refractive index n,
:re wavelength of the light is reduced by a factor n compared to the free space
." avelensth ),. 

k 

and 

ar 

are 

therefore 

related 

to 

each 

other 

through:

, 2 r n @

\  / n )  c

lhis can be generalized to the case of an absorbing medium by allowing the
":'l'ractive index to be comolex:

a
: (n * irc)-

c
(1 .14)

(  1 . 1 3 )

,  _a )
K :  n -

C
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On substituting eqn 1.14 into eqnl.l2, we obtain:

s (2, t)  -  t  g si(aäzl 
c-at)

: € O e- K tz / c ei 
(anz I c- at )

This shows that a non-zero extinction coefficient leads to an exponential decay

of the wave in the medium. At the same time, the real part of fr still deter-

mines the phase velocity of the wave front, as in the standard definition of the

refractive index given in eqn 1.2'

The optical intensity of a light wave is proportional to the square of the

electric field, namely I u tt* (c.f. eqn A.40). We can therefore deduce from

eqn 1.15 that the intensity falls off exponentially in the medium with a decay

constant equal to 2x (rcalc). On comparing this to Beer's law given in eqn 1.4

weconc lude tha t :  

o : r * ,  : y ,  ( 1 .16 )
c ) "

where I is the free space wavelength of the light. This shows us that r is

directly proportional to the absorption coefficient.

We can relate the refractive index of a medium to its relative dielectric

constant e. by using the standard result derived from Maxwell's equations (cf'

eqn A.31 in Appendix A):
n :  J E .  ( 1 . 1 7 )

This shows us that if n is complex, then €r must also be complex. We therefore

define the complex relotive dielectric constont ä, according to:

Z r : e 1 l i e 2 . (1 .1  8 )

By analogy with eqn 1.17, we

through:

see that fi and E, are related to each other

n - : € r (1 .1e)

we can now work out explicit relationships between the real and imaginary

parts offr and Z. by combining eqns 1.11, 1.18 and 1'19' These are:

€ r : n 2  -  r c 2

€ 2 : 2 n K ,

and

(1 .1s )

Thcsce
:el pa

b ü c i
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ttrN
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Itrd
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f,r
Tbc o
f . l { l
td|'. I

Sotui
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rc ob
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rd;.

(c| Tl
D d

(r.20)
(r.2r)

": ft(,,
- :+ ( - . , *  t?* ,?>L)L

This analysis shows us that fi andä. are not independent variables: if we know

€1 and ,i *" "un calculate n and rc, and vice versa' Note that if the medium

is only weakly absorbing, then we can assume that r is very small, so that

eqns 1.22 and I.23 simPlifY to:

I
.  i  o . - l \ 2

l -  (e i  *  < i )2 |/
(r.22)

(r.23)

(r.24)

(r.2s)
n :  J e t

K : - ,



1.3 The comolex refractive index and dielecffic constant 
'l

, hese equations show us that the refractive index is basically determined by the

:rl part of the dielectric constant, while the absorption is mainly determined
'.. the imaginary part. This generalization is obviously not valid if the medium
'rs a very large absorption coefficient.

The microscopic models that we will be developing throughout the book

-.ually enable us to calculate E. rather than fi. The measurable optical proper-

is can then be obtained by converting ey ande2 to n and r through eqns 1.22

-A 1.23. The refractive index is given directly by n, while the absorption

. -efficient can be worked out from r using eqn 1.16. The reflectivity depends

r both n 

and 

r 

and 

is given by

(r.26)

-ris formula is derived in eqn A.50. It gives the coefficient of reflection be-

ieen the medium and the air (or vacuum) at normal incidence'

In a transparent material such as glass in the visible region of the spectrum,
-,c absorption coefficient is very small. Equations 1'16 and I.2l then tell us

:et 

r 

and 

e2 

are 

negligible, and hence 

that 

both 

fr 

and 

€, 

may 

be 

taken 

as 

real

-.rmbers. This is why tables of the properties of transparent optical materials

::nerally list only the real parts of the refractive index and dielectric constant.

m the other hand, if there is significant absorption, then we will need to know
'.rh the real and imaginary parts of i and ä'.

In the remainder of this book we will take it as explicitly assumed that both
-e refractive index and the dielectric constant are complex quantities. We will
-.erefore drop the tilde notation on n and e, from now on' except where it

. explicitly needed to avoid ambiguity. It will usually be obvious from the

.,rntext whether we are dealing with real or complex quantities.

t-rample 1.2

ilre complex refractive index of germanium 

at 

400 

nm 

is given by fr :

- l4l + i z.z|s.Calculate for germanium at 400 nm: (a) the phase velocity of

ght, (b) the absorption coefficient, and (c) the reflectivity.

'.,lution

: r The velocity of light is given by eqn | .2, wherc n is the real part of fr ' Hence

.e obtain:

107 m s-1 .

By inse r t i ng  r c :2 .215

^  l n - t f  @ _ � t ) 2 + K 2" - l a + l l  
( z r * l 7 2 1 r z '

c 2.998 x 108 -r' l ) : - :  :  : :  m S - ' : ' 7 . 2 4 X
n 4.14I

rr The absorption coefficient is given by eqn 1.16.

-rd l. : 400 nm, we obtain:

+" t ]a7m-r : 6.96 x 107 m-l .o :  
4oo x lo-v

,-l The reflectivity is given by eqn 1.26. Inserting n : 4.141 and rc : 2'215

:tro this, we obtain:

(4 .141-  l )2  +z.z tsz
Ä - :4 '7 .1 Vo .

(4.r4r + r)2 +z.ztsz
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We will see in Chapter 10 that the restrahlen

absorption is caused by the interaction be-

tween the light and the optical phonons.

Example 1.3

Salt (NaCl) absorbs very strongly at infrared wavelengths in the 're-

strahlen' band. The complex dielectric constant at 60 pm is given by ä. :
- 16.8 + i 91.4. Calculate the absorption coefficient and the reflectivity at this

wavelength.

Solution

We must first work out the complex refractive index using eqts 1.22 and 1.23.

This gives:

: 6 . I J

and

We then
results:

and

values into eqns

( - ro .s  + ( ( -16.s)2 +s1.a\+)+

(+re.s + ((-16.8)2 +ot.+\L)+

I
n - -" 6

\ / L

1
^ - ---=

\/2
insert these

4tr x 7.4I *r
O l :  - I f I  

^

60 x 10-b

: 7 . 4 1  .

1.16 and I.26 to obtain the required

:  1.55 x 106 m- l  ,

R _
( 6 . 1 7 - r ) 2 + t . + P

: '76.8 Va .
( 6 . 1 7 + r ) 2 + t . q P

t l )

1.4 Optical materials

We will be studying the optical properties of many different types of solid state

materials throughout this book. The materials can be loosely classified into five

general categories:

o Crystalline insulators and semiconductors
o Glasses
o Metals
o Molecular materials
o Doped glasses and insulators.

Before delving into the details, we give here a brief overview of the main

optical properties of these materials. This will serye as an introduction to the

optical physics that will be covered in the following chapters.

L.4.1 Crystalline insulators and semiconductors

Figure 1.4(a) shows the transmission spectrum of crystalline sapphire (AlzO:)
from the infrared to the ultraviolet spectral region. The spectrum for sapphire

shows the main features observed in all insulators, although of course the

details will vary considerably from material to material. The principal optical
properties can be summarized as follows:



.6

.2

8

V\
sapphire

(b) l:l:iä

:ll:1!

.t.itl:

CdSe

,

visible infrared

1 1 0

Wavelength (microns)

f l Sapphire has a high transmission in,the wavelength range 0.2-6 p'm.

This defines the tronsporency ronge of the crystal. The transparency

region of sapphire includes the whole of the visible spectrum, which

explains why it appears colourless and transparent to the human eye.

I I Within the transparency range the absorption coefficient is very small,

and the refractive 

index 

may 

be 

taken 

to 

be 

real 

with 

no 

imaginary

component. The value of the refractive index is approximately constant,

and is equal to 1.77 in sapphire.

-l I The transmission coefficient in the transparency range is determined by

the reflectivity of the surfaces through eqn 1.6. The reflectivity in turn is

determined by the refractive index through eqn 1.26. For sapphire with

n : l;77, this gives R :0.077. Hence we find Z : (l - R)' : 0.85.
'{) The dip in the transmission in the infrared around 3 pm, and the sharp

drop in the transmission for ), > 6 pm, is caused by vibrational absorp-
tion. This absorption mechanism is analogous to the infrared absorption
due to vibrations in polar molecules. The vibrational excitations of a
crystal lattice are called phonon modes, and so the vibrational absorption

in a solid is usually called phonon absorption or lattice absorption. This

absorption mechanism will be discussed in Chapter 10.
'5) The transmission drops sharply in the ultraviolet specffal region for i. <

0.2 p,m due to absorption by bound electrons. The onset of the absorp-
tion is called the fundomentol obsorption edge. The wavelength of the
fundamental edge is determined by the band gap of the insulator. The

UV
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Fig. 1.4 (a) Transmission spectrum of a sap-
phire (A12O3) crystal of thickness 3 mm. (b)

Transrnission spectrum of a CdSe crystal of

thickness 1.67 mm. After [11l.

Sapphire gemstones tend to be blue. This
is caused by the presence of chromium, ti-
tanium 

and 

iron 

impurities 

in 

the 

Al2O3
crystal. Pure synthetic A12O3 crystals are
colourless.

Sapphire 

actually 

transmits 

in 

the 

far 

infrared

spectral 

region 

when 

the 

frequency 

is 

well

below that of the optical phonons.

1.0

0.8

.9 0.2
a
a

E o.o
a

g 0.8
3

0.6

0.2

0.1
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The 

very 

high transparency of 

diamond 

in 

the

infrared is noteworthy. This is caused by the

fact that diamond is a purely covalent crystal,

which means that its optical phonons cannot

interact directly with light waves. This point

will be discussed further in Chapter 10.

Thble 1..1 Approximate ffansparency range

and refractive index n 

of 

a 

number 

of 

crys-

talline insulators. n is measured at 546 nm.

Values of n 

are 

given both for 

the 

o-ray 

and

e-ray ofbirefringent materials. After [1] and

I2l.

Crystal TransparencY n
range (g.m)

explanation ofthe absorption spectra due to bound electrons needs band

theory, and will be discussed in Chapters 3 and4.

Point (1) is perhaps the most obvious aspect of the optical properties of

insulators: they all tend to be colourless and transparent in the visible spectral

region. If they are coloured, this is most likely caused by the presence of

impurities, as will be explained in Section 1.4.5 below. This transparency is

slightly deceptive. The insulators do absorb very strongly in the ultraviolet and

in the infrared, but this is hidden from the humal eye. The transparent region

between the infrared and ultraviolet absorption bands is particularly useful for

making optical windows and lenses. The approximate transparency range and

refractive index of a number of common crystalline insulators are listed in

Table 1.1.
The crystallinity of the materials gives rise to a number of properties relating

to the underlying symmetry of the lattice. This point will be expanded further

in Section 1.5.1. One immediate consequence is that some of the materials

listed in Table 1.1 are birefringent. The optical properties are anisotropic, and

the value ofthe refractive index depends on the direction ofpropagation ofthe

light relative to the crystallographic axes. The phenomenon of birefringence

will be described in more detail in Section 2.4.

The optical properties of semiconductors are conceptually similar to those of

insulators, except that the electronic and vibrational transitions occur at longer

wavelengths. By way of example, Fig. 1.4(b) shows the transmission spec-

trum of the II-VI compound semiconductor CdSe over the same wavelength

range as for the gapphire crystal. Just as with sapphire, we have a transparency

range which is limited by electronic absorption at short wavelengths and lat-

tice absorption at long wavelengths. The maximum transmission is around

6O7o which is again mainly limited by the surface reflectivities. The short

wavelength edge occurs beyond 700 nm, which means that the whole of the

transparency range lies outside the visible spectrum. Hence no visible light is

transmitted through the crystal, and it has a dark metallic appearance to the

eye.
Table l.2lists the transparency range and refractive index of several semi-

conductors. The data show that the lower limit of the transmission range coin-

cides closely with the wavelength of the fundamental band gap. This happens

because the band gap determines the lowest energy for interband transitions,

as will be explained in Chapter 3. Note that the refractive index increases as

the band gap wavelength gets larger.

The upper limit of the transmission range is determined by the lattice ab-

sorption, as for insulators, and also by free carrier absorption. Free carriers are

present in semiconductors at room temperature through the thermal excitation

of electrons across the band gap or due to the presence of impurities. This

causes infrared absorption, as will be explained in Section 7.4. Insulators have

very small free carrier densities due to their large band gaps.

One very important aspect of the optical properties of semiconductors is that

a subset of them, namely those with direct band gaps, luminesce strongly when

electrons afe promoted to the conduction band. This is the physical basis for

the light-emitting devices used in the optoelectronics industry. The physical

processes behind the luminescence will be explained in Chapter 5. The main

point is that the wavelength of the luminescence coincides with the band gap

of 
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of the semiconductor. In Chapter 6 we will see how quantum size effects in
iow-dimensional semiconductors can be used to shift the effective band gap

ro higher energy. This is a highly desirable feature, because it provides a way

lo 'tune' the emission wavelength by controlled variation of the parameters

Juring the crystal growth.

1.4.2 Glasses

Glasses are extremely important optical materials. They have been used for

;enturies in prisms and lenses for optical instruments, in addition to their com-

:non usage in windows and glassware. In more recent times they have found

rew applications in optical fibre technology. With the exception of stained

_rlasses, they are usually made to be transparent in the visible spectrum. They

rre not crystalline solids, and therefore do not exhibit the optical anisotropy

:hat is characteristic of some crystals.
Most types of glasses are made by fusing sand (silica: SiOz) with other

;hemicals. Pure fused silica is an insulator, and shows all the characteristic
reatures of insulators discussed in the previous section. It is transparent in the
risible region, but absorbs in the ultraviolet due to the electronic transitions
,rf the SiOz molecules, and in the infrared due to vibrational absorption. The

:ransparency range thus goes from around 200 nm in the ultraviolet to beyond

1000 nm in the infrared.
The properties of fused silica will be described in more detail in Sec-

',ion2.2.3. Fused silica is used extensively in the fibre optics industry as the

rrincipal material from which many fibres are made. It has been refined to
\uch an extent that the absorption and scattering losses are so small that light

;an travel many kilometres down the fibre before being fully attenuated.
The refractive index of silica in the transparency range is tabulated against

:he wavelength in Table 1.3. This variation of the refractive index with wave-

length is called dispersion. Note that it is not a very large effect: n changes

ry less than 7 Vo over the whole visible spectral region. Note also that the

dispersion is largest at the shortest wavelengths near the fundamental absorp-

rion edge. Dispersion is present in all optical materials, as will be explained in

Section 2.3.
Chemicals are commonly added to silica during the fusion process to pro-

duce a whole range of other types of glasses. The presence of these additives

"'an alter the refractive index and the transmission range. Table 1.4.2 lists the

,-omposition of a number of common glasses together with their refractive in-

dex and ultraviolet transmission. It is apparent that the additives have the effect

of increasing the refractive index, at the expense of increasing the ultraviolet

absorption. A high refractive index is desirable for cut-glass products, since it

increases the reflectivity (see Exercise 1.2), and hence gives the glassware a

more shiny appearance.
Stained glass and colour glass filters are made by adding semiconductors

with band gaps in the visible spectral region during the fusion process. The
properties of these coloured glasses will be discussed furlher in Section 1.4.5
below.

1.4 Optical materials 11

Table 1,2 Approximate transparency mnge,
band gap wavelength lg, and refractive index
n of a number of common semiconductors. z
is measured at 10 pr.m. After [1], t2l and t3l.

Crystal 

Transparency 

)\g 

n

range (trrm) (trm)

Ge 1.8-23
si t.2-15
GaAs 1.0-20
CdTe 0.9-14
CdSe 0.75--24
ZnSe 0.45-20
ZnS 0.4-14

1.8 4.00
1.1 3.42
0.87  3 .16
0.83 2.67
0.7t 2.50
0.44 2.41
0.33 2.20

Table 

1.3 

Refractive 

index 

of 

synthetic

fused silica versus wavelength. After [2].

Wavelength (nm) Refractive index

2t3 .9
239.9
2'75.3

404.7
467.8
508.6
546.1
632.8
706.5
780.0
1060
r395
1530
t970
2325

1.53430
1.51336
r.49591
t.47977
1.46962
r.46429
1.46186
1.46008
t.45702
1.45515
r.45367
t.44968
r.44583
t.44427
1.43853
t.43293
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Table 1.4 Composition, refiactive index and ultraviolet transmission of common glasses. The lettem after the names give the abbreviations used to

identify the glass type. The composition figures are the percentage by mass The ieftactive index is measure d at 546'7 nm' and the transmission is

for a 1 cm plate at 310 nm. After [1]' [4]'

Name Si02 BzO: A1203 Na20 KzO CaO BaO PbO PzOs
I

a

I

!

.460

.513

.519

.521

.58s

.60'7

. t+o

0.91
0.4
0.35
0.46
0.008

100
14
70 10

3 1 0

9  1 1  6
8 8 1 3

1 2 5 7 0
5 8 3 4
2 7 4 4

5 6 2

) J

33

Fused silica

Crown (K)

Borosilicate crown (BK)

Phosphate crown (PK)

Light flint (LF)

Flint (F)

Dense flint (SF)
i

!

I

infrared visible

i i

UV

1.0

0.8
h

ü 0.6
0)

E 0.4

0.2

0.0

Fig. 1.5 Reflectivity of silver from

frared to the ultraviolet' After [4].

the in-

1.0

Wavelength (Pm)

1,.4.3 Metals

The characteristic optical feature of metals is that they are shiny. This is why

metals like silver and aluminium have been used for making mirrors for cen-

turies. The shiny appearance is a consequence of their very high reflection

coefficients. we will see in chapte r'7 thatthe high reflectivity is caused by the

interaction of the light with the free electrons that are present in the metal'

Figurel.5showsthereflectivityofsilverfromtheinfraredspectralregion
totheul t rav io let .Weseethat theref lect iv i ty isveryc losetoT00Tolnthe
infrared, and stays above 80 % throughout the whole visible spectral region'

The reflectivity ihen drops sharply in the ultraviolet' This general behaviour

isobservedinallmetals.Thereisstrongreflectionforallfrequenciesbelow
a characteristic cut-off frequency called the plasma frequency. The plasma

frequencycorrespondstoawavelengthintheultravioletspectralregion'andso
,nä, reflect infrared and visible wavelengths, but transmit ultraviolet wave-

lengths. This effect is called the ultraviolet transmission of metals'

Some metals have characteristic colours' Copper' for example' has a pinkish

colour, while gold is yellowish' These colours are caused by interband elec-

tronic transitions that occur in addition to the free carner effects that cause the

reflection. This point will be explained in Section 1'3'2 of Chapter 7'
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1.1.4 Molecular materials

'rr' terrrl 'molecular material' could in principle cover the solid phase of any
'lecule. However, the crystalline phase of inorganic molecules such as NaCl
GaAs are classified as insulators or semiconductors in this book, while

rple organic molecules such as methane (CHa) tend to be gases or liquids
:oom temperature. We therefore restrict our attention here to large organic
,iecules.

Some organic compounds form crystals in the condensed phase, but many
:rers are amorphous. The solids are held together by the relatively weak
r der Waals interactions between the molecules, which are themselves held
:ether by strong covalent bonds. The optical properties ofthe solid therefore
:r,i to be very similar to those of the individual molecules.
Organic compounds can be generally classified into either saturated or con-
:ated systems. This classification depends on the type of bonding in the
'lecule, and will be explained in more detail in Chapter 8.
In saturated compounds, the valence electrons are incorporated into strong,
- llized bonds between neighbouring atoms. This means that all the electrons
-' tightly held in their bonds, and can only respond at high frequencies in the
:raviolet spectral range. Saturated compounds are therefore usually colour-
.. and do not absorb in the visible region. Their properties are generally
':rilar to those of the glasses discussed in Section 1.4.2 above: they absorb
the infrared and ultraviolet due to vibrational and electronic transitions

..pectively, and are transparent in the visible. Plastics such as poly-methyl-
jthacrylate (commonly known as 'perspex' or 'plexiglass') or poly-ethylene
''lythene) are typical examples.
Conjugated molecules, by contrast, have much more interesting optical

',,pefiies. The electrons from the pJike atomic states of the carbon atoms
:rn large delocalized orbitals called z orbitals which spread out across the
role molecule. The standard example of a conjugated molecule is benzene
.Ho), in which the n electrons form a ringJike orbital above and below the
.lne of the carbon and hydrogen atoms. Further examples include the other

' rmatic hydrocarbons, dye molecules, and conjugated polymers.
.r electrons are less tightly bound than the electrons in saturated molecules,

:J are optically-active at lower frequencies. In benzene the absorption edge
. in the ultraviolet at260 nm, but with other molecules the transition energy
. .hifted down to visible frequencies. The molecules with visible absorption
'o tend to emit strongly at visible frequencies. This makes them of high

.:hnological interest for applications as light-emitting devices. These are the
,lid state counterparts of the organic dyes that have been used in liquid lasers
'r several decades.
The optical processes that occur in z conjugated materials will be described
Chapter 8. By way of example, Fig. 1.6 shows the absorption spectrum of the

-';hnologically important polyfluorene-based polymer called 'F8'. Thin film
.'mples of this material are typically prepared by spin coating the molecules
rto a glass slide. The data in Fig. 1.6 show that the polymer is transparent
:roughout most of the visible spectral region, but absorbs strongly at ultravi-
ret wavelengths. The broad absorption band which peaks at 380 nm is caused
,. vibrational-electronic transitions to the first singlet excited state of the



74 Introduction

Fig. 1.6 Absorption spectrum of the
polyfluorene-based polymer FB [poly(9,9-
dioctylfluorene)1. After t5l, copyright
2001 Exerpta Medica Inc., reprinted with
permission.

visible

UV / blue band

polyfluorene(F8)

0.0
300 400 500

Wavelength (nm)

molecule. This band extends slightly into the blue spectral region, and gives
the material a pale yellow colour.

Conjugated polymers such as F8 luminesce strongly when electrons are
promoted into the excited states of the molecule. The luminescence is Stokes
shifted to lower energy compared to the absorption, and typically occurs in
the middle of the visible spectral region. An attractive feature of these organic
materials is that the emission wavelength can be 'tuned' by small alterations
to the chemical structure of the molecular units within the polymers. We will
see in Section 8.6 how this property has been used to develop organic light-
emitting devices to cover the full range ofthe visible spectral region.

1.4.5 Doped glasses and insulators

We have already mentioned in Section L4.2 above that colour glass filters
and stained glass are made by adding appropriately chosen semiconductors to
silica during the fusion process. This is a typical example of how a colourless
material such as fused silica can take on new properties by controlled doping
with optically active substances.

The colour of a colour glass filter can be controlled in two different ways.

(1) The most obvious way is by variation of the composition of the dopant.
For example, the glass might be doped with the alloy semiconductor
CdrZnl-rSe during the fusion process, with the value of x determined
by the ZnSe : CdSe ratio in the original melt. The band gap of the alloy
can be 'tuned' through the visible spectrum region by varying x, and this
determines the short wavelength transmission cut-off for the filter.

(2) The size of the semiconductor crystallites within the glass can be very
small, and this can also have an effect on the colour produced. Normally,
the optical properties of a material are independent of the size of the
crystal, but this ceases to be the case if the dimensions are comparable to
the electron wavelength. The 'quantum size effect' increases the energy
ofthe electrons and hence shifts the effective band gap to higher energy.
This point will be explained further in Section 6.9 of Chapter 6.

UV

1 . 0

0.8,}

ei o.o

B  o a
o - "

tJ.2

700600

The pr
ployed e;
is the rul
In the na
crystals.
the crysti

Figure
0.05 Vc (

presence
the blue
absorptic
differenc
of the rul
by'the in

The o;
r*'ill see t
dopant ic
ralence r
also see I
tield effe
the host <
Iasers anr

1.5 (
s

The prev
several d
an1' 

of 

th

the 

optic

molecule
is betwee



sapphire

ruby

yellow/green

band

blue band

400 600

Wavelength (nm)

100 0

The principle of doping optically active atoms into colourless hosts is em-

ployed extensively in the crystals used for solid state lasers. A typical example

is the ruby crystal. Rubies consist of Crr+ ions doped into Al2O3 (sapphire).

In the natural crystals, the Cr3+ ions are present as impurities, but in synthetic

crystals, the dopants are deliberately introduced in conffolled quantities during

rhe crystal growth process.

Figure 1.7 compares the transmission spectra of synthetic ruby (Al2O3 with

0.05 Vo Cr3+; to that of synthetic sapphire (pure A12O3). It is seen that the

presence ofthe chromium ions produces two strong absorption bands, one in

rhe blue spectral region and the other in the green/yellow region. These two

absorption bands give rubies their characteristic red colour. The other obvious

difference between the two transmission curves is that the overall transmission

of the ruby is lower. This is caused in part by the increased scattering of light

by the impurities in the crystal.
The optical properties of crystals like ruby will be covered in Chapter 9. We

rvill see there that the broadening ofthe discrete transition lines ofthe isolated

dopant ions into absorption bands is caused by vibronic coupling between the
valence electrons of the dopant and the phonons in the host crystal. We will

also see how the centre wavelength of the bands is determined by the crystal

field effect, that is, the interaction between the dopant ions and electric field of

the host crystal. These properties are very important in the design of solid state

lasers and phosphors.

1.5 Characteristic optical physics in the solid
state

The previous section has given a brief overview of the optical properties of

several different classes of solid state materials. It is natural to ask whether

any ofthese properties are exclusive to the solid state. In other words, how do

the optical properties of a solid differ from those of its constituent atoms or
molecules? This question is essentially the same as asking what the difference
is between solid state and atomic or molecular physics.

1 . 0

0 .8

. 9  o 6

F  n a
F
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Fig. 1.7 Transmission spectrum of ruby

(Al2O3 with 0.05 Eo Cr3+) compared to

sapphire (pure Al2O3). The thicknesses of

the two crystals were 6.1 mm and 3.0 mm
respectively. After [6], reprinted with permis-

sion.
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The answer clearly depends on the type of material that we are consider-
ing. In some materials there will be a whole range of new effects associated
with the solid state, while with others, the differences may not be so great.
Molecular materials are an example of the second type. We would expect the
absorption spectra of a solid film and that of an equivalent dilute solution to
be very similar. This happens because the forces between the molecules in
the condensed phase are relatively weak compared to the forces within the
molecule itself. The appeal of the solid state in this case is the high number
density of molecules that are present, and the possibility of incorporating them
into solid state electronic devices.

With many other materials, however, there will be substantial differences
between the condensed phase and the gaseous or liquid state. It is obviously
not possible to give a full catalogue ofthese effects in an introductory chapter
such as this one. Instead, we will highlight here five aspects that make the
physics of the solid state interesting and different, namely

o Crystal symmetry
o Electronic bands
o Vibronic bands
r The density of states
o Delocalized states and collective excitations.

There are many others, of courseo but these themes occur over and over again
and are therefore worth considering briefly in themselves before we start going
into the details.

1.5.1 Crystal symmetry

Most of the materials that we will be studying occur as crystals. Crystals
have long range tronslotionol order, and can be calegoized into 32 classes
according to their point group symmelry. The point group symmetry refers
to the group of symmetry operations that leaves the crystal invariant. Exam-
ples of these include rotations about particular axes, reflections about planes,
and inversion about points in the unit cell. Some crystal classes such as the
cubic ones possess a very high degree of symmetry. Others have much lower
symmetry.

The link between the measurable properties and the point group symmetry
of a crystal can be made through Neumonn's principle. This states that:

Any macroscopic physical property must have at least the symme-
try of the crystal structure.

For example, if a crystal has four-fold rotational symmetry about a particular
axis, then we must get the same result in any experiment we might perform in
the four equivalent orientations.

It is instructive to compare the properties of a crystal to those of the atoms
from which it has been formed. A gas of atoms has no translational order.
Therefore we expect to find new effects in the solid state that reflect its trans-
lational syrnmetry. The formation of electronic bands and delocalized states
discussed in Sections I.5.2 and 1.5.5 below are examples of this. At the same
time, the point group symmetry of a crystal is lower than that of the individual
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Fig. 1.8 Splitting of the magnetic levels of

a 

free 

atom 

by 

the 

crystal f,eld effect. In

the free 

atoms, 

the 

magnetic 

levels 

are 

de-

generate. We must apply a magnetic field to

split them by the Zeeman effect. However,

the magnetic levels can be split even with-

out applying an 

extemal 

magnetic field in 

a

crystal. The details of the way the levels split

are determined by the symmetry class of the

crystal.

Iroms, which have the highest possible symmetry due to their spherical invari-

lnce. We therefore expect to find other effects in the solid state that relate to

:he lowering of the symmetry on going from free atoms to the particular point

:roup of the crystal class. Two specific examples of this are discussed briefly

iere, na*ely opticol onisolropy and the hfting of degenerocies.

A crystal is said to be anisotropic if its properties are not the same in all

Jirections. Anisotropy is only found in the solid state, because gases and liq-

rids do not have any preferred directions. The degree of anisotropy found in

r crystal depends strongly on the point group symmetry that it possesses. In

,-ubic crystals, for example, the optical properties must be the same along the x,

r and z axes because they are physically indistinguishable. On the other hand,

:n a uniaxial crystal, the properties along the optic axis will be different from

üose along the axes at right angles to it. The optical anisotropy is manifested

r)' the property of birefringence which is discussed in Section 2.4. It is also

rmportant for the description of the nonlinear optical coefficients of crystals

discussed in Chapter 1 1.
The lifting of degeneracies by reduction of the symmetry is a well-known

effect in atomic physics. Free atoms'are spherically symmetric and have no

preferred directions. The symmetry can be broken by applying an external

magnetic or electric field which creates a preferred axis along the field direc-

rion. This can lead to the lifting of certain level degeneracies that ale present

in the free atoms. The Zeeman effect, for example, describes the splitting of

,Jegenerate magnetic levels when a magnetic field is applied. If the same atom

is introduced into a crystal, it will find itself in an environment with a point

group symmetry determined by the lattice. This symmetry is lower than that of

rhe free atom, and therefore some level degeneracies can be lifted.
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free

atom

Interatomic separation

Fig. 1.9 Schematic diagram of the formation

of electronic bands in a solid from the con-

densation of free atoms. As the atoms are

brought closer 

together 

to 

form 

the 

solid,

their 

outer 

orbitals 

begin 

to 

overlap 

with

each 

other. 

These 

overlapping 

orbitals inter-

act 

strongly, 

and 

broad 

bands 

are 

formed.

The 

inner 

core 

orbita.ls 

do 

not 

overlap 

and

so remain discrete even in the solid state.

Optical transitions between the bands can

occur, and this causes strong absorption over

a continuous range of frequencies rather than

discrete lines.

This point is illustrated schematically in Fig. 1.8, which shows how the

magnetic levels of a free atom can be split by the crystal field effect in an anal-
ogous way to the Zeeman effect. The splitting is caused by the interaction of

the orbitals of the atoms with the electric fields of the crystalline environment.

The details do not concern us here. The important point is that the splittings are

determined by the symmetry class of the crystal and do not require an external
field. Optical transitions between these crystal-field split levels often occur
in the visible spectral region, and cause the material to have very interesting
properties that are not found in the free atoms. These effects will be explored
in more detail in Chapter 9.

Before closing this section on crystal symmetry, it is worth pointing out that

many important solid state materials do not possess long range translational
symmetry. Glass is an obvious example. Other examples include thin molecu-
lar films such as light-emitting polymers sputtered onto subsffates, and amor-
phous silicon. The optical properties of these materials may be very similar to

those of their constituent atoms or molecules. Their importance is usually re-

lated to the convenience of the solid phase rather than to new optical properties

that relate to the solid state physics.

1,.5.2 Electronic bands

The atoms in a solid are packed very close to each other, with the interatomic

separation approximately equal to the size of the atoms. Hence the outer or-

bitals of the atoms overlap and interact strongly with each other. This broadens

the discrete levels of the free atoms into bands, as illustrated schematically in

Fig. 1.9.
The electron states within the bands are delocalized and possess the transla-

tional invariance of the crystal. Bloch! theorem states that the wave functions

should be written in the form:

ül(r) : a1(r) exp(i k . r) , (r.27)

where z1(r) is a function that has the periodicity of the lattice. The Bloch states

described by eqn 1.27 are modulated plane waves. Each electronic band has a

different envelope function z1(r) which retains some of the atomic character

of the states from which the band was derived.
Optical transitions can occur between the electronic bands if they are al-

lowed by the selection rules. This 'interband' absorption is possible over a
continuous range ofphoton energies determined by the lower and upper energy
limits of the bands. This contrasts with the absorption spectra of free atoms,

which consist of discrete lines. The observation of broad bands of absorption

rather than discrete lines is one ofthe characteristic features ofthe solid state.

Interband transitions will be discussed at length in a number of chapters in

this book, most notably Chapters 3 and 5. The absorption strength is usually

very high because of the very large density of absorbing atoms in the solid.
This means that we can produce sizeable optical effects in very thin samples,
allowing us to make the compact optical devices that form the basis of the

modern optoelectronics industry.
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1.5.3 Vibronic bands

re electronic states of the atoms or molecules in a solid may be strongly
'upled to the vibrational modes of the crystal through the vibronic interaction.

', rvpical example of where this effect occurs is the doped insulator crys-
-.. introduced in Section 1.4.5. The vibronic coupling broadens the discrete
:'ütronic states of the isolated dopant atoms into bands. This has the effect
: broadening the discrete absorption and emission lines of the atoms into
ntinuous bands. These vibronic effects will be described in more detail in

rapter 9.
It is important to rcalize that the reason for the formation of the vibronic

,nds is different to that for the electronic bands considered in the previous
-'Jrion. In the case of vibronic bands, the continuum of states arises from the
upling of discrete electronic states to a continuous spectrum of vibrational
,tes. This contrasts with the electronic bands, where the continuum arises

' ,m interactions between electronic states of neighbouring atoms.
Vibronic effects are also observed in molecular materials. This is an inter-

.ring case which highlights the difference between the solid state and the
-;uid or gaseous phase. The absorption spectra of simple free molecules also
':.rrv vibrational-electronic bands, but the transition frequencies are discrete
,:'Jäus€ both the electronic energies and the vibrational energies are discrete.
- molecular solids, by contrast, the vibrational frequencies are continuous,
::J this causes continuous absorption and emission spectra.

1.5.4 The density of states

:re concept of the density of stotes is an inevitable corollary of band formation
'. solids. The electronic and vibrational states of free molecules and atoms
.,r'e discrete energies, but this is not the case in a solid: both the electronic
'rres and the phonon modes have a continuous range of energies. This con-
ruum of states leads to continuous absorption and emission bands, as has
ready been stressed in the previous two sections.
The number of states within a given energy range of a band is conveniently

r.pressed in terms of the density of states function g(E). This is defined as:

Number of states in the range E --> (E + dE) : g(E) dE . (1.28)

f) is worked out in practice by first calculating the density of states in
:omentum space g(k), and then using the relationship between g(E) and g(k),
.rmely: 

dk
s (E)  :  s& )  dE .

(r.2e)

, his can be evaluated from knowledge of the E-ft relationship for the electrons
r phonons. Knowledge of g(E) is crucial for calculating the absorption and

- mission spectra due to interband transitions and also for calculating the shape
f vibronic bands.

1.5.5 Delocalized states and collective excitations

fhe fact that the atoms in a solid are very close together means that it is
rossible for the electron states to spread over many atoms. The wave functions
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of these delocalized states possess the underlying translational symmetry of
the crystal. The Bloch waves described by eqn I.27 are a typical example.
The delocalized electron waves move freely throughout the whole crystal and
interact with each other in a way that is not possible in atoms. The delo-

calization also allows collective excitations of the whole crystal rather than
individual atoms. Two examples that we will consider in this book are the
excitons formed from delocalized electrons and holes in a semiconductor, and
the plasmons formed from free electrons in metals and doped semiconductors.
These collective excitations may be observed in optical spectra, and have no

obvious counterpart in the spectra of free atoms. These excitonic effects will
be discussed in Chapter 4, while plasmons are covered in Section 7.5.

Other wave-like excitations of the crystal arc delocalized in the same way as
the electrons. In the case of the lattice vibrations, the delocalized excitations
are described by the phonon modes. We have already mentioned above that
the phonon frequencies are continuous, which contrasts with the discrete vi-

brational frequencies of molecules. Some optical effects related to phonons

have direct analogies with the vibrational phenomena observed in isolated

molecules but others are peculiar to the solid state. Examples of the former

are Raman scattering and infrared absorption. Examples of the latter include
the phonon-assisted interband transitions in semiconductors with indirect band
gaps (cf. Section 3.4), and the broadening of the discrete levels of impurity

atoms into continuous vibronic bands by interactions with phonons as dis-

cussed in Chapter 9.
The delocalized states of a crystal are described by quantum numbers such

as k and q which have the dimensions of inverse length. These quantum num-

bers follow from the translational invariance, and are therefore a fundamental
manifestation of the crystal symmetry. To all intents and purposes, the quantum

numbers like k and q behave like the wave vectors of the excitations, and they

will be treated as such whenever we encounter them in derivations. However, it

should be borne in mind that this is really a consequence ofthe deep underlying

symmetry which is unique to the solid state.

1.6 Microscopic models

In the following chapters we will be developing many microscopic models to

explain the optical phenomena that are observed in the solid state. The types

of models will obviously vary considerably, but they can all be classified into

one of the following three general categories:

o Classical
r Semiclassical
o Fully quantum.

These approaches get progressively more difficult, and so we usually apply

them in the order listed above.
In the classical approach we treat both the medium and the light according

to classical physics. The dipole oscillator model described in Chapter 2 is a
typical example. This model is the basic starting point for understanding the
general optical properties of a medium, and in particular for describing the
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1.6 Microscopic models 2l

main effects due to free electrons (Chapter 7) and phonons (Chapter 10). We
will also use it as a starting point for the discussion of nonlinear optics in
Chapter 11. It would be a mistake to undervalue the classical approach in this
modern day and age. The value of more sophisticated models will only be
appreciated fully once the classical physics has been properly understood.

In semiclassical models we apply quantum mechanics to the atoms, but
treat the light as a classical electromagnetic wave. The treatment of interband
absorption in Chapter 3 is a typical example. The absorption coefficient is
calculated using Fermi's golden rule, which requires knowledge of the wave
functions of the quantized levels of the atoms, but treats the light-matter inter-
action as that between a quantized atom and a classical electric field wave. This
semiclassical approach is used extensively throughout the book. Appendix B
summarizes the main results that will be needed.

The final approach is the full quantum treatment. This is the realm of quon-
tum optics, where both the atoms and the light are treated quantum mechani-
cally. We use this approach implicitly whenever we refer to the light as a beam
ofphotons and draw Feynman diagrams to represent the interaction processes
that are occurring. This might give the impression that the explanations we are
giving are fully quantum because we speak in terms of photons interacting with
atoms. However, in the equations used to describe the process quantitatively,
the light is treated classically and only the atoms are quantized. The quantita-
tive description is therefore only semiclassical. The use of the fully quantum

approach at the quantitative level is beyond the scope of this present book.

Chapter summary
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Further reading

A good general discussion of the optical properties of materials can be found
in Hecht (1998). A more advanced treatment may be found in Born and Wolf
(1999). The introduction to the optical properties of various materials given
in Section 1.4 will be expanded in subsequent chapters, where suitable further
reading will be suggested.

The relationship between the optical properties and the complex refractive
index and dielectric constant is discussed in most texts on electromagnetism,
for example, Bleaney and Bleaney (1976), or Lorrain, Corson and Lonain
(2000). This material is also covered in Born and Wolf (1999).

A classic discussion of the effects of the point group symmetry on the phys-
ical properties of crystals is given in Nye (1957).
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Exercises
(1.1) Crown glass has a refractive index of 1.51 in the visible

spectral region. Calculate the reflectivity ofthe air-glass
interface, and the transmission of a typical glass window.

(1.2) Use the data in Table L.4.2 to calculate the ratio of the
reflectivities of fused silica and dense flint glass.

(1.3) The complex dielectric constant of the semiconductor
cadmium telluride is given by Et : 8.92 + i2.29 at
500 nm. Calculate for CdTe at this wavelength: the
phase velocity of light, the absorption coefficient and the
reflectivity.

I 1.4) The detectors used in optical fibre networks operating at
850 nm are usually made from silicon, which has an ab-
sorption coefficient of 1.3 x 105 m-l at this wavelength.
The 

detectors 

have 

coatings 

on 

the 

front surface that

makes the reflectivity at the design wavelength negligibly
small. Calculate the thickness of the active region of a
photodiode designed to absorb 90 7o of thelight.

(1.5) GaAs has a refractive index of 3.68 and an absorption
coefficient of 1.3 x l06m-1 at 800 nm. Calculate the
transmission coefficient and optical density of a 2 p,m

thick GaAs sample.

(1.6) Sea water has a refractive index of 1.33 and absorbs

99.8 7o of red light of wavelength 700 nm in a depth
of 10 m. What is its complex dielectric constant at this
wavelength?

(1.7) How would you expect the absorption coefficient of a
yellow colour glass filter to vary with wavelength?

(1.8) A beam of light is incident on a parallel-sided plate

of thickness / as shown in Fig. 1.10. The reflectivity
of the front and back surfaces is R and the absorption
coefficient is a.

(i) Show that the intensity of the beam exiting the
sample 

after 

having 

been 

reflected 

from 

the 

back

surface 

once 

is 

smaller 

than 

that 

of 

the beam that

has suffered no reflections by a factor p2"-2a1.

(ii) Calculate this ratio for a transparent glass window
with a refractive index of 1.5.

(iii) Repeat part (ii), but calculate the ratio of the elec-
tric fields of the beams rather than their intensities.

(iv) Explain 

why 

the 

ratio 

of 

the 

fields might be impor-

tant rather than the ratio of the intensities.

Fig, 1.10 Multiple reflections in a parallel-sided plate.

(1.9) Repeat Exercise 1.8(ii) and (iii) for the GaAs plate

considered in Exercise 1.5.

(1.10) Show that the optical density (O.D.) of a sample is related
to its transmission I and reflectivity R through:

O.D.  :  - lo916(Z)  *  21og1s(1  -  R) .

Hence explain how you would determine the optical
density by making two transmission measurements, one
at wavelength l. where the material absorbs, and the other
at 

a 

wavelength 

),/ where 

the 

material 

is transparent.

(1.11) The refractive index offused silica is 1.45248 at 850 nm
and 1.44427 at 1500 nm. Calculate the difference in time
taken for short light pulses at 850 nm and 1500 nm to
propagate down a silica optical fibre of length I km.

(1.12) The complex dielectric constant of a metal at infrared
frequencies is given by

Z r : e r J _ i L '
eoa)

where e1 is the static relative dielectric constant, o is the
electrical 

conductivity, 

and 

ar 

is 

the 

angular 

frequency.

(See eqn A.45 in Appendix A with pr1 : 1.) Estimate the
reflectivity of a silver mirror at a wavelength of 100 pm.

Assume that e2 )) €1, and that the conductivity of silver
is 6.6 x 107 Q-1m.
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(1.13) Estimate the distance over which the light intensity falls
by a factor of 2 in a gold film at a wavelength of 100 ,ur.m.
The electrical conductivity of gold is 4.9 x 107 Q-lm.
Make the same assumptions as in the previous question.

(1.14) The data shown in Fig. 1.5 indicates that the reflectivity
of silver is close to zero at around 320 nm. What is the
approximate value of the complex dielectric constant at
this wavelength?

(1.15) A neodymium laser crystal absorbs photons at 850 nm
and luminesces at 1064 nm. The efficiency of the lumi-
nescence process is quantifled in terms of the radiative
quantum efflciency 4p, which is defined as the fraction
of the atoms that emit a photon after absorbing a photon.

(i) Calculate the amount of energy dissipated as heat
in each emission process.

(ii) If the total power absorbed at 850 nm is 10 W,
calculate the power emitted at 1064 nm if 4p :

700 Vo. How much power is dissipated as heat in
the crystal?

(iii) Repeat part (ii) for a crystal with 4p : 50 Vo.

(1. 1 6) A photon of wavelength 5 14 nm is scattered inelastically
from an NaCl crystal by exciting a phonon of frequency
7 .92 x l0I2 Hz. By applying the law of conservation of
energy to the scattering process, calculate the wavelength
of the scattered photon.

( 1. 1 7) A certain optical fibre transmits 10 Vo of the light coupled
into it at 850 nm. Calculate the transmission of the same
fibre at 1550 nm, on the assumption that the dominant
loss is Rayleigh scattering from inhomogeneities in the
flbre. Hence explain why telecommunications companies
use a wavelength of 1550 nm for their long distance op-
tical fibre networks instead of the wavelength of 850 nm
used for local area networks.

(1.18) Calculate the distance over which the intensity falls to
50 % of its original value in a medium which contains
1016m-3 scattering centres with os : 2 r. 19-17*2.
Calculate the equivalent distance at half the wavelength,
on the assumption that the Rayleigh scattering law ap-
plies.

( 1 . 1 9) Explain why ice is birefringent, but water is not.
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Clqssicql propqgqtion

. he propagation of light through an optical medium was discussed in general

,'rms in Sections 1.1-1.3 of Chapter 1. We saw there that the propagation
. characterized by two parameters, namely the refractive index and the ab-
rrption coefficient. In this chapter we will investigate the classical theory of

Itical propagation, in which the light is treated as electromagnetic waves and
:re atoms or molecules are modelled as classical dipole oscillators. We will

-'e that this model gives a good general overview of the optical properties, and
rables us to calculate the frequency dependence of the complex dielectric
rnstant. This gives us the frequency dependence ofthe absorption coefficient

,rd refractive index, and hence enables us to explain the phenomenon of dis-
'crsion. We will also see that the model provides the framework for describing
re effects due to optical anisotropy such as birefringence.

The treatment given here presupposes a working knowledge of the electro-
ragnetic properties of dielectrics. A summary of the main results that we will

".e is given in Appendix A. The model will be revisited in subsequent chapters
" hen we consider the optical properties of free electrons in Chapter 7, and
; hen we discuss lattice vibrations in Chapter 10. The model is also the starting
rrint for the treatment of nonlinear optical effects in Chapter 11.

2,1 Propagation of light in a dense optical
medium

lhe classical model of light propagation was developed at the end of the

:ineteenth century following Maxwell's theory of electromagnetic waves and

re introduction of the concept of the dipole oscillator. In this section we will

:ive a qualitative discussion of the physical assumptions of this model, leaving
:re quantitative calculation to the next section.

The model assumes that there are several different types of oscillators within
.: medium, each with their own characteristic resonant frequency. At optical
:requencies the most important contribution is from the oscillations of the

cound electrons within the atoms, and so we begin this section by consid-

:ring atomic oscillators. We then go on to introduce the idea of vibrotionol

cscillotors, which resonate at lower frequencies in the infrared spectral region,

rnd finally mention free electron oscillotors, which are responsible for the

rrincipal optical properties of metals.

2.1 Propagation oflight in a

dense optical medium

The dipole oscillator
model

Dispersion

Optical anisotropy:
birefringence

2.3

2.4
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Fig. 2.1 Classical model of the bound elec-
trons in 

an 

atom. 

The 

electrons 

are 

repre-

sented by the open circles, while the black

circle 

at 

the 

centre 

of 

the 

atom 

represents

the nucleus. The electrons are held to the
heavy 

nucleus 

by 

springs 

which 

represent 

the

restoring 

forces 

due 

to 

the 

binding 

between
them. Each atom has a series of characteristic
resonant 

frequencies 

which 

we 

now 

know

to correspond 

with 

the 

quantized transition

energles.

2.1.1 Atomic oscillators

The concept of the dipole oscillator was introduced soon after Maxwell's
electromagnetic theory. It was shown theoretically that an oscillating electric
dipole would emit electromagnetic waves, and this was confifined in 1887
when Heinrich Hertz succeeded in generating and detecting radio waves in the
laboratory. He used an oscillatory discharge across a spark gap as the source
and a wire loop as the aerial of the detector. This was an elegant confirmation
of the validity of Maxwell's electromagnetic theory, and the beginning of radio
telecommunications.

The idea of considering atoms as oscillating dipoles was originally proposed
by Henrick Antoon Lorentz in 1878, thus preceding Hertz's demonstration by
several years. It was known that atoms emit and absorb at discrete frequencies,
and Lorentz's model provided a simple explanation for these observations in
terms of the newly discovered electromagnetic theories.

The oscillator model of the atom is illustrated schematically in Fig. 2.1. It is
assumed that the electron is held in a stable orbit with respect to the nucleus,
and the spring represents the restoring force for small displacements from the
equilibrium. The negatively charged electron and the positively charged nu-
cleus form an electric dipole with a magnitude proportional to their separation.
Lorcntz, of course, could not have known about electrons and nuclei, because
they were not discovered until 1897 and 1911 by J.J. Thomson and Ernest
Rutherford respectively. Lorentz simply postulated the existence of dipoles
without knowing their origin.

The 

natural 

resonant 

frequency 

a4 

of 

the 

atomic 

dipoles 

is 

determined 

by

their mass and the magnitude of the restoring force experienced for small
displacements. The appropriate mass is the reduced moss given by:

I
* - ,

t7?N
(2.r)

where ru6 and mp are the masses of the electron and nucleus respectively. Since
ftiN >> m0,we may safely take p, x mghere. The restoring force is quantified

in terms of a spring constant Kr, which is chosen so that a;6 coincides with one

of the natural frequencies of the atoms (see Exercise 2.1):

(2.2)

We have to suppose that there are several dipoles within every atom, to account
for the fact that a given atom has many transition frequencies. These are known
from the absorption and emission spectra, and the frequencies occur in the
near-infrared, visible and ultraviolet spectral regions (1014-1015 Hz).

We can understand the connection between the atomic dipoles and the emis-
sion spectra by considering the oscillations of the dipole shown inFig.2.2. An
electric dipole consists of a positive charge *q at position r.r and a negative
charge -q atr-. The electric dipole moment is defined as

p :  q ( r +  -  r _ ) . (2.3)

Hence the positive nucleus and negative electron form a dipole with magnitude
equal to elrp - r"l.
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During the oscillations of the atomic dipole, the nucleus remains more or

::s stationary due to its heavy mass, while the electron oscillates backwards

,rd forwards at frequency cr;6. Hence the oscillations produce a time varying

:rpole in addition to any permanent dipole the atom may have. The magnitude

i the time varying dipole is given by:

p(t) : -ex(t) , (2.4)

., here r(/) is the time varying displacement of the electron from its equilib-
-:um position. This connection between the electron displacement and the time

:ependent atomic dipole is illustrated in the top half of Fig. 2.2.The oscillating

:ipole radiates electromagnetic waves at frequency a.4, in accordance with the

:reory of classical Hertzian dipoles. Hence the atom is expected to radiate light

:r its resonant frequency whenever sufficient energy is imparted to it to excite

rre oscillations.
We can also use the dipole model to understand how the atom interacts with

:n external electromagnetic wave at frequency ro. The AC electric fleld exerts

:orces on the electron and the nucleus and drives oscillations ofthe system at

:requency a.If c'; coincides with one of the natural frequencies of the atom,

:hen we have a resonance phenomenon. This induces very large amplitude

rscillations, and transfers energy from the external wave to the atom. The atom

-'an therefore absorb energy from the light wave if a = 4.6. The absorption

rfrrength is characterized by the absorption coefficient u, and the intensity of

:he wave will decay exponentially according to Beer's law (eqn 1.4).

We now know from quantum 

theory 

that 

what 

actually happens 

during 

ab-

.orption is that the atom jumps to an excited state by absorbing a photon. This

-'an only occur if ha : E2- Er, where E1 and E2 are the quantized energies of

rhe initial and final states. Once it has been excited, the atom can return to the

ground state by a series of radiationless transitions, in which case the energy

f'rom 

the 

absorbed photon 

is 

ultimately 

converted into heat. 

Alternatively, 

it 

can

luminesce by re-emitting a photon at some later time. The re-radiated photons

are incoherent with each other and are emitted in all directions rather than in

the specific direction of the incoming wave. Hence there is a net decrease in

2n[ =  -
oo

1l
- (Do
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Fig. 2.2 Oscillations of a classical dipole con-

sisting 

of 

a 

heavy 

positive 

charge 

and 

a 

light

negative 

charge 

bound 

together 

by 

a 

spring.

x(r) is the time-dependent displacement of

the 

negative 

charge 

from 

its 

equilibrium 

po-

sition. 

The 

natural 

vibrations 

of 

the 

dipole

about 

the 

equilibrium 

length 

at 

frequency 

a.rg

generate 

a 

time 

dependent 

dipole moment
p(t) as indicated in the top half of the figure.

We 

assume 

here 

that 

the 

forces 

exerted 

by 

the

electric 

fields 

are 

very 

small 

compared 

to 

the

binding 

forces 

that 

hold 

the 

electrons 

to 

the

nucleus. This 

approximation 

may 

not 

be 

valid

if 

we 

are 

using 

a 

very 

powerful laser beam 

to

excite 

the 

medium. 

If 

this 

is 

the 

case, 

then 

we

are working 

in 

the 

regime 

ofnonlinear 

optics.

These 

effects 

are 

considered in 

Chapter 

1 

1.
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Fig. 2.3 Classical model of a polar molecule.

The atoms 

are 

positively and negatively

charged, and 

can 

vibrate 

about 

their 

equilib-

rium separation. These 

vibrations 

produce 

an

oscillating electric dipole 

which 

will 

radiate

electromagnetic waves 

at 

the 

resonant 

fre-

quency. 

Altematively, 

the 

molecule 

will 

in-

teract with 

the 

electric 

field 

€ 

of 

a 

light 

wave

through the 

forces 

exerted 

on 

the 

charged

atoms.

the energy flow in the beam direction, which is equivalent to absorption.

If a.r does not coincide with any of the resonant frequencies, then the atoms

will not absorb, and the medium will be transparent. In this situation the light

wave drives non-resonant oscillations of the atoms at its own frequency a,l.

The oscillations of the atoms follow those of the driving wave, but with a

phase lag. The phase lag is a standard feature of forced oscillators and is

caused by damping. (See Exercise 2.2.) The oscillating atoms all re-radiate

instantaneously, but the phase lag acquired in the process accumulates through

the medium and retards the propagation of the wave front. This implies that the
propagation velocity is smaller than in free space. The reduction of the velocity

in the medium is characterized by the refractive index defined in eqn 1.2.

The slowing of the wave due to the non-resonant interactions can be con-

sidered as a repeated scattering process. The scattering is both coherent and

elastic, and each atom behaves like a Huygens point source. The scattered

light interferes constructively in the forward direction, and destructively in

all other directions, so that the direction of the beam is unchanged by the

repetitive scattering process. However, each scattering event introduces a phase

lag which causes a slowing of the propagation of the phase front through the

medium.

2,1.2 Vibrational oscillators

An optical medium may contain other types of dipole oscillators in addition

to those originating from the bound electrons within the atoms. If the medium

is ionic, it will contain oppositely charged ions. Vibrations of these charged

atoms from their equilibrium positions within the crystal lattice will produce

an oscillating dipole moment, in exactly the same way as the oscillations of

the electrons within the individual atoms that we considered above. Therefore,

we must also consider the optical effects dues to these vibrational oscillators

when we consider the interaction of light with an ionic optical medium.

The optical effects of vibrational oscillators are well known in molecular

physics. Figure 2.3 gives a schematic illustration of a classical polar molecule.

This consists of two charged atoms bound together in a stable configuration,

with the spring representing the molecular bond between them. The charged

atoms can vibrate about their equilibrium positions and induce an oscillating

electric dipole in an analogous way to the bound electrons in the atoms. We see

immediately from eqn 2.2 that" the vibrations will occur at lower frequencies

because the reduced mass is larger. The vibrations therefore occur at infrared

frequencies with otl2n - 1g1z-16t1 Hz. These molecular vibrations are asso-

ciated with strong absorption lines in the infrared spectral region.

The interaction between the vibrations of the molecule and the light wave

occurs through the forces exerted on the atoms by the electric field. It is obvious

that this can only happen if the atoms are charged. This is why we specified

that the molecule was polor in the preceding paragraph. A polar molecule is

one in which the electron charge cloud that forms the bond sits closer to one

of the atoms than to the other. Ionic molecules like the alkali halides (e.g'

Na+Cl-) clearly fall into this category while purely covalent ones such as the

elemental molecules (e.g. Oz) do not. Many other molecules fall somewhere

between these two limits. Water (HzO) is a well known example. Oxygen has
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r greater electron affinity than hydrogen, and so the valence electrons in the
O-H bond sit closer to the oxygen atoms. The two hydrogen atoms therefore
possess a small positive charge which is balanced by a negative charge of twice
:he magnitude on the oxygen atom.

In a crystalline solid formed from the condensation of polar molecules, the
-rroms are ananged in an alternating sequence of positive and negative ions.
The ions can vibrate about their equilibrium positions, and this produces oscil-
rating dipole waves. These oscillations are associated with lsttice vibrotions,
rnd they occur at frequencies in the infrared spectral region. We will consider
:he optical properties related to the lattice vibrations in detail in Chapter 10. We
* ill see there that the light-matter interaction is associated with the excitation
.lf phonons, which are quantized lattice waves. At this stage, we simply note
:hat the lattice vibrations of a polar crystal give rise to strong optical effects
in the infrared spectral region. These effects occur in addition to those due to
:he bound electrons of the atoms that comprise the crystal. In practice we can
:reat these two types of dipoles separately because the resonances are sharp
.rnd they occur at very different frequencies. Therefore the resonant effeots of
:he bound electrons are negligible at the frequencies of the lattice vibrations,
ndvice versa.This point will be considered in more detail in Section2.2.2.

2.1.3 Free electron oscillators

The electronic and vibrational dipoles considered above are both examples
rf bound oscillators. Metals and doped semiconductors, by contrast, contain
.ignificant numbers of free electrons. As the name implies, these are electrons
:hat are not bound to any atoms, and therefore do not experience any restoring
rcrces when they are displaced. This implies that the spring constantin eqn2.2
:s zero, and hence that the natural resonant frequency a,l6 : 0.

The free electron model of metals is attributed to Paul Drude, and so the
rpplication of the dipole oscillator model to free electron systems is generally
-'alled the Drudrlorentz model. The dipole oscillator model is perfectly valid,
:rcept that we must set 1116 : 0 throughout. The optical properties of free
:lectron systems will be discussed in Chapter 7.

2.2 The dipole oscillator model

In the previous section we introduced the general assumptions of the dipole
oscillator model. We now want to use the model to calculate the frequency
dependence of the refractive index and absorption coefficient. This will pro-
vide a simple explanation for the dispersion of the refractive index in optical
materials, and will also illustrate a very general point that the phenomena of
absorption and refraction are related to each other.

2.2.1 The Lorentz oscillator

We consider the interaction between a light wave and an atom with a single
resonant frequency a.r6 due to the bound electrons, as given by eqn 2.2. We
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We 

know 

from 

experimental 

observations

that 

atoms 

must 

have 

many 

natural 

resonant

frequencies 

to 

account 

for 

the 

multiplicity 

of

lines in the absorption and emission spectra.
However, the 

salient 

features 

of 

the 

physical

behaviour are well illustrated by a singly

resonant system, and the inclusion of mul-

tiple 

resonances 

complicates 

the 

discussion

without adding much to the physical under-
standing 

at 

this 

stage. 

We 

therefore postpone

the discussion 

of 

the 

effects 

of 

multiple 

reso-

nances to subsection 2.2.2below.

Note 

that 

the 

phase factors <D and 

O' 

in
eqns 2.6 and2.7 are not necessarily the same.
In fact, the phase of the electrons will tend

to lag 

behind 

the 

phase of 

the 

light. 

This 

is

a 

well 

known property of 

forced 

oscillations:

the 

vibrations 

occur 

at 

the 

same 

frequency 

as

the driving 

force 

but 

lag 

behind 

due 

to 

the

damping 

term. 

This phase lag 

is 

the 

origin 

of

the slowing down of the light in the optical
medium, as discussed above in Section 2.1.

d2x dx
.o# **oY 

dtY 
-lmsaf;x: -et ,

model the displacement of the atomic dipoles as damped harmonic oscillators.
The inclusion of damping is a consequence of the fact that the oscillating
dipoles can lose their energy by collisional processes. In solids, this would
typically occur through an interaction with a phonon which has been thermally
excited in the crystal. As we will see, the damping term has the effect of

reducing the peak absorption coefficient and broadening the absorption line.

The electric field of the light wave induces forced oscillations of the atomic
dipole through the driving forces exerted on the electrons. We make the as-
sumption that rn 11 >> rz0 here so that we can ignore the motion of the nucleus.
The displacement r of the electron is governed by an equation of motion of the
form:
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where y is the damping rare, e is the magnitude of the electric charge of the

electron, and t is the electric field of the light wave. The terms on the left hand
side represent the acceleration, the damping and the restoring force respec-

tively. The 

damping 

is 

modelled 

by 

a 

frictional 

force 

which 

is proportional to

the velocity and impedes the motion. The term on the right hand side represents

the 

driving 

force 

due 

to 

the 

AC 

electric 

field 

of 

the 

light 

wave.

We consider the interaction of the atom with a monochromatic light wave of

angular 

frequency 

ar. 

The 

time 

dependence 

of 

the 

electric 

field 

is 

given by

t(t) : t6 cos(arf + o) : so ne (exp (*iat - 9), (2.6)

where ts is the amplitude and O is the phase of the light. In order to keep

consistency with the sign convention introduced later, we have chosen to take

the negative 

frequency 

part of the 

complex 

exponential.

The AC electric field will drive oscillations at its own frequency ar. We
therefore substitute eqn 2.6 into eqn 2.5 atd look for solutions of the form:

where Xs and O' are the amplitude and phase of the oscillations. We can in-
corporate the phase factors of eqns 2.6 and2.7 into the amplitudes by allowing

both t6 and Xs to be complex numbers. We then substitute t(t) : tss-tat
into eqn 2.5, andlook for solutions of the form x(t) : Xse-i't . This gives:

-mgazXge-i ' '  - i*gyrXgs-i 't amga?oXge-i 't : -e€ye-i 't , (2.S)

which implies that:

X o :
-etslms

(2.e)
4 - r t - i y a

The displacement of the electrons from their equilibrium position produces

a time varying dipole moment p(t), as shown in Fig. 2.2. The magnitude
of the dipole is given by eqn 2.4. This gives a resonant contribution to the
macroscopic polarization (dipole moment per unit volume) of the medium. If

x(t) : xo ffie (exp (*ir;lt - a')) , Q.7)



V is the number of atoms per unit volume, the resonant polarization is given
")':

Presonant : NP

: -Nex

Nez 1
- F

@3 -., - iyr)"

\ quick inspection of eqn 2.10 shows that the magnitude of pr".on-1 is small
:nless the frequency is close to @0. This is another general property offorced
'icillations; the response is small unless the frequency is close to resonance
.i ith the natural frequency of the oscillator.

Equation 2.10 can be used to obtain the complex relative dielectric constant
--. The electric displacement D of the medium is related to the electric field
I and polarization P through:

D :  e o 8  *  P , (2.1r)

,ihere the bold font indicates vector quantities (see eqn A.2 in Appendix A).
.\'e are interested in the optical response at frequencies close to als, and so
o e split the polarization into a non-resonant background term and the resonant
srm arising from the driven response of the oscillator. we therefore write:

D : eo€ * Pbackground * Presonanl

: eo€ * egx€ I P."ronuor.

2.2 The dipole oscillator model 3l

The electric susceptibility x in eqn 2J2
accounts for all 

other 

contributions to 

the

polarizability of 

the 

atoms. 

We 

will 

discuss

the physical meaning of 

the 

'non-resonant

polarization' in subsection 2.2.2 below.

The treatment of 

non-isotropic 

materials only
introduces unnecessary complications at 

this

stage, 

and 

will be 

covered 

briefly 

in 

Sec-
tion2.4.

m0
(2.r0)

(2.r2)

io simplify the mathematics, we will assume that the material is isotropic, in
'. hich case the relative dielectric constant is defined through the relationship:

D : 6 0 € 1 8 .

We then combine eqns2J0-2J3 to obtain:

(2.13)

(2.1s)

(2.16)
k 'S - rz l z+ (ya )2

These formulae can be simplified further if we are working at frequencies close
:o resonance, where ar x ao )) y. This allows us to approximate (ro2, - a2)
tv 2asA,a, where Aar : (@ - a4) is the detuning from a.r6. We then notice
:hat the low and high frequency limits of e.(ar) are given by

e. (o) :€s t :1- rx* f f i ,  (z . r i )

(2.r4)

i}ris can be spilt into its real and imaginary parts according to eqn 1.18 to give:

Ne2
e r k o ) - 1 + X + -

€0m0

Ne2

,  Nez I
e 1 \ a ) : l * X +'" €omo (r?o - r, - tyt)

€2ler) : -
eom0

' 2 0 - "

@tf; -a,912+(ya)z
y (t)
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Fig. 

2.4 

Frequency 

dependence 

of 

the 

real

and 

imaginary 

parts of the 

complex 

dielectric

constant of a dipole oscillator at frequencies

close to resonance. The graphs are calcu-

lated for an oscillator with r,.r9 : 100 THz,
y : 5 THz, est = l2.l and e- : 16.

it rm : l0r2 Hz.) Also shown is the real

and imaginary part of the 

refractive 

index

calculated from the dielectric constant.
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and
e . ( o o ) : € . , : l + X (2 .18)

respectively. The subscript on e51 stands for 'static', since it represents the

dielectric response to static electric fields. With this notation we find that:

Nez
(€st - €ooJ : ------n .

e0m0@o
(2.r9)

We finally rewrite eqns 2.15 and2.l6 in the following form valid at frequencies

close to resonance:

et(Al,t): €oo (es1 - e-) 
tto!' 

= .' * '  
41L .P I  v2 '

e2lLat): (€sr - ,*l - -!!!- .
+1Lo\2  a  y2 '

(2.20)

(2.2r)

These equations describe a sharp atomic absorption line centred at ars with full

width at half maximum equal to y.

Figure 2.4 shows the frequency dependence of et and e2 predicted by

eqns 2.20-2.21 for an oscillator with @s - 1014 Hz, y - 5 x I012Hz'

est : I2.l and e* : 10. These numbers are fairly typical of the infrared

absorption lines in an ionic crystal. We see that e2 is a strongly peaked function

of co with a maximum value at ro6 and a full width at half maximum equal to

y. The frequency dependence of e 1 is more complicated. As we approach ar6

from below, €1 gradually rises from the low frequency value of er1, and reaches

a peak at as - y 12. (See Example 2.L.) It then falls sharply, passing through a

minimum at ao * y l2before rising again to the high frequency limit of €oo.

Note that the frequency scale over which these effects occur is detetmined

by y for both e 1 and ez. This shows that the damping of the oscillator causes

line broadening. The frequency dependence.determined of e 1 and e2 shown in

Fig.2.4 is called Lorentzion after the originator of the dipole model.

In an experiment we actually measure the refractive index n and the ab-

sorption coefficient cv. The measurement of cy then determines the extinction



,'oefficient r through eqn 1 . 16. Figure 2.4 shows the values of n and r calcu-

.ated from €1 and €2 using eqns 1.22 and 1.23. We see that n approximately
:'ollows the frequency dependence of Jet@l, while r more or less follows
-:(ar). The correspondence n + Je1 and K + €2 would be exact if K were

:rruch smaller than n (cf. eqns 1.24 and 1.25). This is what generally happens

:n gases in which the low density of atoms makes the total absorption small.

in the example shown in Fig. 2.4 the correspondence is only approximate
aecause the absorption is very strong near rDo, so that we cannot always assume
,t )) K.Nevertheless, the basic behaviour shows that the absorption peaks at

.i frequency very close to a-l6 and has a width of about 7, while the refractive

:ndex shows positive and negative excursions below and above ar6. This is the

:r pical behaviour expected of an atomic absorption line.

One interesting aspect of the Lorentz oscillator is that it affects the re-

:.ractive index over a much larger frequency range than the absorption. This

roint is clearly shown in the graphs given in Fig. 2.4. The absorption is a
.trongly peaked function of or and falls off as (La,;-z as we tune away from

:esonance. Thus there is no significant absorption if we tune sufficiently far

:rom resonance. On the other hand, the frequency dependence ofthe refractive

:ndex varies as lAarl-l for large lAarl. This follows from eqn 2.20 withthe

-rpproximation n : Jet, which is valid for large lAarl when e2 is very small.

Example 2.1

The full width at half maximum of the strongest hyperfine component of the
.odium D2 line at 589.0nm is 100MHz. A beam of light passes through a

ras of sodium with an atom density of 1 x 1017 m-3. Calculate: (i) The peak

.rbsorption coefficient due to this absorption line. (ii) The frequency at which

:he resonant contribution to the refractive index is at a maximum. (iii) The peak

r alue of the resonant contribution to the refractive index.

Solution

,i) We are dealing with a low density gas of atoms, and so the approximations

siven in eqns 1.24 and 1.25 will be valid. This means that the absorption will

Jirectly follow the frequency dependence of ez(.a.t), and the peak absorption
ri'ill occur precisely at the line centre. The peak extinction coefficient can be

n'orked out from eqns 2.16 and7.25. This gives:

rc(as) :?Ye -  .N"2 
|

zn tn€0m0 yo\

We do not know what n is, but because we are dealing with a gas, it will only

be very slightly different from unity. This point is confirmed in part (iii) of the

ques t i on .We the re fo re  t aken :  t  he re ,and inse r tN :  1x  1017m-3 ,y  :

2z x l00MHz atd as :2n c l). : 3.20 x 10ls Hz, to find that r(ooo) : '7 .90x

l0-5. This confirms that n )) r, and hence that it is valid to use eqn 1 .25. We

then work out the absorption coefficient from Eq. 1.16, which gives:

CVmax E A\AO) :
4nrc@n)

:  1.7 x 103 m- l

2.2 The dipole oscillator model 33

The absorption coefficient measured in an

experiment would actually be smaller than

the value calculated here by about a factor of

3. This discrepancy is caused by the fact that

we are assuming that the oscillator strength of

the transition is unity. This point is discussed

further in section 2.2.2 below
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Fig.2.5 Absorption coefficient and refractive
index of sodium gas in the vicinity of the

strongest hyperfine 

component 

of 

the 

D2 

line,

on 

the 

assumption 

that 

the 

oscillator 

strength

of 

the 

transition 

is 

unitv. 

and 

that 

the 

atom

density is 1 " 1917 ,rr-3 
-5ee 

Example 2.1 for
the 

details. 

n0 

represents 

the 

off-resonant 

re-

fractive index, 

which 

is approximately equal

to unity.
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(ii) We know from Fig.2.4 that there will be a peak in the refractive index
just below a.6. Equation I.24 tells us that n(a) : 'G6. and hence that

the local maximum of n will occur at the same frequency as the maximum in

e1. Since the peak occurs rear a0, it will be valid to use eqn 2.20.Thelocal

maximum occurs when:

de (a )  _de t (L i . o )  n  
4 (Lo t )2 -y2  _n

da d\ ,a 
-  

V(na1z + y2l2

This gives La : *y 12. We see from Fig. 2.4 that Lc'l : -y /2 coffesponds
to the local maximum, while Arrr : *y 12 corresponds to the local minimum.

Therefore the peak in the refractive index occurs 50 MHz below the line centre.
(iii) From part (ii) we know that the local maximum in the refractive index

occurs when Aar : -y 12. We see from eqns I.24 and2.20 that the refractive

index at this frequency is given by:

/  N r2  1 t  /  l . go "  t o -s \  
j

r lmax:  J4:  ( . -  +  ;=*  I  :  t ,o  |  1-  ä  I
\ 

z€jmoaoY / \ ,o /

where 

z6 

: nG; is the off-resonant refractive 

index. 

We 

are 

dealing 

with 

a

low density gas, and so it is justified to take n0 N t here. This implies that the

peak value ofthe resonant contribution to the refractive index is 3.95 x 10-s.

The 

full 

frequency 

dependence 

of 

the 

absorption 

and refractive index 

near

this absorption line is plotted in Fig. 2.5.

2.2.2 Multiple resonances

In general, an optical medium will have many characteristic resonant frequen-
cies. We already discussed in Section 2.1 how we expect to observe separate
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.:\{rances due to the lattice vibrations and to the oscillations of the bound
-.rltüons within the atoms. Furthermore, a particular medium may have many
':{lances of each type. We can treat these multiple resonances without diffi-

--:y in our model provided they occur at distinct frequencies.

In writing eqn2.l2 we split the polarization of the medium into a resonant

:.i:'l and a non-resonant part. We then discussed the resonant part in detail,

r :-trout specifying very accurately what we meant by the non-resonant term.
h. simply stated that P was proportional to O through the susceptibllity x.
: 

reality, 

the 

non-resonant 

polanzation 

of 

the 

medium 

must 

originate 

from

::r polarizability of the atoms in exactly the same way as the resonant part'

: iuation 2.19 tells us that the dielectric constant decreases each time we go

::trtgh an absorption line. The contributions that enter the background electric

.-reptibility X in eqn 2.I2 thus arise from the polarization due to all the other

:rllators at higher frequencies.
\\'e can understand this point better by making it more quantitative. The

nribution to the polarization of a particular oscillator is given by eqn 2.10.

: a medium with many electronic oscillators of different frequencies, the total
r: larization will therefore be given by

P: r{4 t
\ ' o  7 -  iy j r )('3 -

1

@2 ) '

(2.22)

(2.23)

. tere 

ot 

i and y 1 are the 

frequency 

and 

damping 

terms 

of 

a 

particular resonance

re. We then substitute this into eqn2.I1, and recall the definition of e. given
- eqn 2.13. This gives:

Ne2
e 1 ( a ) : l + -

€omoT
l (,? -

1

Q2 -  iy j r )

-his equation takes account of all the transitions in the medium and can be

-.ed to calculate the full frequency dependence of the dielectric constant.

The refractive index and absorption coefficient calculated ftom eqn 2.23

.:e plotted against frequency in Fig. 2.6. The figure has been calculated for a

:r pothetical solid with three well-separated resonances with ar7 equal to 4 x

t)13 Hz,4 x 101s Hz and 1 x 1017 Hz respectively. The width of each absorption

:ne has been set ta l0 Eo of the centre frequency by appropriate choice of

:re damping term. The resonance in the infrared is included to represent the
. ibrational absorption. In a real solid, we would have to adapt the model

:ppropriately to account for the different reduced mass and effective charge
'l the vibrational oscillator.

We 

can 

understand 

this figure 

by 

starting 

at 

the 

highest 

frequencies 

and

3radually working our way down to the lower frequencies. At the very highest

:requencies, the electrons are incapable ofresponding to the driving field. The

redium therefore has no polarization, and the dielectric constant is unity. As

*e reduce the frequency, we first run into the transitions of the inner electrons

:n the X-raylvacuum-ultraviolet spectral region, 

and 

then 

the 

transitions 

of 

the

outer electrons in the ultraviolet and visible. We then have a region with no
,ransitions until we finally reach the vibrational frequencies in the infrared.

Each time we go through one of these resonances, we see the characteristic
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Fig. 2.6 Schematic diagram of the frequency
dependence of 

the 

refractive 

index 

and

absorption of a hypothetical solid from the

infrared to the X-ray spectral region. The

solid is assumed to have thtee resonant

frequencies with a.r; 4 x 1013 Hz,

4 x 1015 Hz and 1 x 1017 Hz respectively. The

width of each absorption line has been set to

l0 

Vo 

of 

the 

centre 

frequency 

by 

appropriate

choice of the y;'s.

An astute reader will have noticed that the
peak absorption coefficient for the three

transition lines shown in Fig. 2.6 decreases
slightly with decreasing frequency. This hap-
pens because n is larger at the lower frequen-

cies. The transitions all have the same peak

e2, but we can see from eqn 1.21 that r must
be slightly smaller if z is larger.
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frequency dependence of the Lorentz oscillator, with a peak in the absorption
spectrum and a 'wiggle' in the refractive index. In between the resonances

the medium is transparent: the absorption coefficient is zero and the refractive

index is almost constant.
The value of the refractive index in the transparent regions gradually in-

creases as we go through more and more resonance lines on decreasing the
frequency. This increase ofthe refractive index is caused by the fact that e'1 >

e- (cf. eqn2.I9), which implies that n is larger below an absorption line than

above it. By reference to Fig. 2.6, we now see that we have to understand
'static' and 'oo' as relative to a particular resonance. The variation of n with

frequency due to the resonances is the origin of the dispersion found in optical
materials even when they are transparent. This point will be discussed further
in Section 2.3 below.

The dipole oscillator model predicts that each oscillator contributes a term
given by eqn 2.10. This leads to a series of absorption lines of the same

strength. However, experimental data shows that the absorption strength
actually varies considerably between different atomic transitions. With the
benefit of hindsight, we know that this is caused by the variation of the quantum

mechanical transition probability. (See Appendix B.) In classical physics.

however, there is no explanation, and we just assign a phenomenological

oscillotor strength f 1 to eachtransition, rewriting eqn2.23 as'.

x

q)

L

o

v

I

X

Ne2
€ y ( a ) : 1  +  -

€omoT
J ( . '0 ,  - .2  -  iv1-)

fi (2.24)



.r can be shown from quantum mechanics that we must have Li f i : I for
-'.rch electron. Since the classical model predicts f 1 

- I for each oscillator,
ie then interpret this by saying that a particular electron is involved in sev-
-'ral transitions at the same time, and the absorption strength is being divided
.€tween these transitions.

2.2.3 Comparison with experimental data

lhe schematic behaviour shown in Fig. 2.6 can be compared to experimental
jrta on a typical solid state material. Figure 2.7 shows the frequency depen-
:ence of the refractive index and extinction coefficient of fused silica (SiO2)

:lass from the infrared to the X-ray spectral region. The general characteris-
:.'s indicated by Fig. 2.6 are clearly observed, with strong absorption in the
rfrared and ultraviolet, and a broad region of low absorption in between. The
:ata confirms that n >> r except near the peaks of the absorption. This means
rat the approximation whereby we associate the frequency dependence of n
,iith that of <1, and that of r with e2 (eqns 1.24 and 1.25), is valid at most
':equencies.

The general behaviour shown in Fig.2.7 is typical of optical materials which
ie transparent in the visible spectral region. We already noted in Sections 1.4.1
.nd 1.4.2 that the transmission range of colourless materials is determined by

SiO, glass (a)

l0l4 10ts 1016
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x

6

E to - l
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Fig.2.7 (a) Refractive 

index 

and 

(b) extinc-
tion coefficient of fused silica (SiO2) glass
from 

the 

infrared 

to 

the 

x-ray 

spectral 

region.

After [1].

10171013lor2
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It 

is 

apparent 

from 

Fig. 

2.6 that dn/dk will

be negative 

at 

some 

frequencies close to 

one

of 

the 

resonance 

lines. Equation 2.26 

therl

implies that 

ug 

> 

u, 

and 

so 

we 

could 

again

run into 

a 

problem with relativity. 

However,

the medium is 

highly 

absorbing 

in these 

fre-

quency 

regions, 

and 

this 

means 

that 

the 

signal

travels with yet another velocity called the

signal velocity. This is.always less than c.

the electronic absorption in 

the 

ultraviolet 

and the 

vibrational 

absorption in 

the

infrared. This is demonstrated by the transmission data for sapphire shown in

Fig. 1.4(a).
Silica is a glass, and hence does not have a regular crystal lattice. The

infrared absorption is therefore caused by excitation of vibrational quanta in

the SiOz molecules themselves. Two distinct peaks are observed at 1.4 x 1013

Hz (2Ipm) and 3.3 x 1013 Hz (9.lpr.m) respectively. These correspond to

different vibrational modes of the molecule. The detailed modelling of these

absorption bands by the oscillator model will be discussed in Chapter 10.

The ultraviolet absorption in silica is caused by interband electronic ffansi-

tions. SiO2 has a fundamental band gap of about 10 eY and interband transi-

tions are possible whenever the photon energy exceeds this value. Hence we

observe an absorption threshold in the ultraviolet at 2 x l}rs Hz (150nm).

The interband absorption peaks at around 3 x 101s Hz with an extremely high

absorption coefficient of - l08m-1, and then gradually falls off to higher

frequency. Subsidiary peaks are observed at - 3 x 1016 Hz and 1.3 x l}ri Hz.

These are caused by transitions of the inner core electrons of the silicon and

oxygen atoms. The fact that the electronic absorption consists of a continuous

band rather than 

a 

discrete 

line makes it 

hard 

to 

model 

accurately 

as 

a 

Lorentz

oscillator. We will discuss the quantum theory of the interband absorption in

Chapter 3.
The 

refractive 

index of glass has resonances in 

the 

infrared and the 

ultra-

violet which correspond to the interband and vibrational absorption. In the

far infrared region below the vibrational resonance, the refractive index is
- 2, while in the hard ultraviolet and X-ray region it approaches unity. In

the transparency region between the vibrational and interband absorption, the

refractive index has a value of - 1.5. Closer inspection of Fig. 2.7 shows

that 

the 

refractive index 

actually 

increases 

with 

frequency in this transparency

region, rising from a value of 1.40 at 8 x 1013 Hz (3'5 pm) to 1.55 at 1.5 x

10ls Hz (200 nm). This dispersion originates from the low frequency wings

of the 

ultraviolet 

absorption and the high 

frequency 

wings of 

the 

infrared

absorption, and will be discussed in more detail in Section 2.3 below

The 

data 

in 

Fig. 

2.7 

show 

that the 

refractive 

index falls 

below 

unity at 

a

number of frequencies. This implies that the phase velocity of the light is

greater than 

c, 

which might 

seem 

to 

imply 

a 

contradiction 

with relativity.

However, this overlooks 

the 

fact 

that 

a 

signal 

must 

be 

transmitted as a 

wave

packet 

rather 

than 

as 

a 

monochromatic 

wave. In 

a 

dispersive 

medium, a 

wave

packet will propagate at the group velocity us given by:

(2.2s)

rather than at the phase velocity u : a lk : c ln. The relationship between ut

and u is:

us :  t )  ( t  -  L * \  .  Q .26 )"  
\  n a K /

The 

derivation 

of this result 

is 

left 

as 

an 

exercise 

to 

the 

reader. (See Exer-

cise 2.7 .) We will see in Section 2.3 that dn /dk is positive in most materials

at optical frequencies. This then implies that u, is always less than u, and

if we were to try to transmit a signal in a spectral region where u > c, we

would
oscillz
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would always find 

that 

u, is 

less 

than 

c. 

The 

proof of this for 

a 

simple 

Lorcntz

oscillator is considered in Exercise 2.8.

2.2.4 Local field corrections

The calculation of the dielectric constant given in eqn2.24 is valid in a rarefied

gas 

with 

a 

low 

density 

of atoms. However, in 

a 

dense 

optical medium such as

a 

solid, 

there is 

another 

factor that 

we 

must 

consider. 

The 

individual 

atomic

dipoles respond to the locol field ttrat ttrey experience. This may not necessarily

be the same as the extemal field, because the dipoles themselves generate

electric fields which will be felt by all the other dipoles. The actual local field

experienced by 

an 

atom 

therefore takes the form:

Slocat : I * €61hs1dip61ss, (2.2'�7)

where 

I 

and 

€otn"r 

dipotes represent the fields due 

to 

the 

external 

field 

and 

the

other dipoles respectively. We should have been using 81o"u1 instead of I all

along throughout the calculation given in Sections 2'2'l and2.2.2.

The 

calculation 

of 

the 

correction field due 

to 

the 

other 

dipoles in 

the 

medium

is actually a rather complicated one. An approximate solution due to Lorentz

can be derived if 

we 

assume 

that 

all 

the 

dipoles 

are parallel 

to 

the 

applied field

and are arranged on a 

cubic 

lattice. The 

calculation 

works 

by 

separating the

contribution from the nearby 

dipoles 

and 

that 

from 

the 

rest of 

the 

sample, as

indicated in Fig. 2.8. The division is effected by an imaginary spherical surface

with 

a 

radius large 

enough 

to make it 

sensible 

to 

average 

the 

material 

outside

it. The problem is then reduced to summing the fleld of the dipoles inside the

sphere at 

the 

one 

in 

the 

middle, and 

then 

calculating the 

effect 

of a 

uniformly

polarized dielectric outside the sphere. The final result is:

P
€otherdipoles : 

3€0,

where P 

is 

the 

polarization 

of 

the 

dielectric 

outside the 

sphere. 

The 

derivation

of this result is the subject of Exercise 2.9. By using the result of eqn 2.28 in

eqn2.27 we find that: 
p

g l o c a t : " * r . ' .  Q . 2 9 )

The macroscopic polarization P 

will 

be given 

by

P : €oxaglocal ,

(2.30)

(2.31)

p being the induced dipole moment per 

atom. 

This 

is 

analogous to 

the 

usual

definition of the macroscopic susceptibility given in eqn A.1, except that it is

now applied to individual atoms interacting with 

the 

local field. We 

can 

see

from eqn 2.I0that xu is given bY

@ 3 - r t - i v ' ) '
(2.32)
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t r l
Fig. 2.8 

Model 

used to 

calculate 

the local

field by 

the 

Lorentz 

correction. 

An imaginary

spherical surface drawn around 

a 

particular

atom divides the medium into 

nearby 

dipoles

and distant 

dipoles. 

The field 

at 

the 

centre

of the 

sphere 

due to 

the 

nearby dipoles is

summed exactly, while 

the 

field 

due 

to the

distant dipoles is calculated by 

treating 

the

material outside the 

sphere 

as a 

uniformly

polarized dielectric.

(2.28>

I

l

L

)

P: Neoxa8local

where Xu is the electric susceptibility per atom. Xu is defined by:

)
e-

L A - eomo
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if there is just a single resonance. This is modified to

: ' ' \ - / l
€ o m o ?  ( r j - @ 2 - i y j . )

if there are multiple resonarces (cf . eqn2'24).

n la) : r  +  1P S*  
rc , (a ' )  

o r '
7 t  J - * o ' - a

rc (a)  - - l  t  / *  
' ( ' ' t  -  |  

d r ' .
7 t  J , m  0 )  - 0 )

We can combine eqns 2.29 and 2.30 with eqns 2.lI md 2.13 by writing

P _ :  ( € r  -  1 )eo€ . () 74).

We put all this together to find that:

Q - l  N x u

€ r l 2  3
(2.3s)

This result is known as the clousius-Mossotti relotionship. The relationship

works well in gases and liquids. It is also valid for those crystals in which the

Lorenlzcorrection given in eqn2.29 gives an accurate account of the local field

effects, namely cubic crystals.

2.2.5 The Kramers-Kronig relationships

The discussion of the dipole oscillator shows that the refractive index and the

absorption coefficient afe not independent palameters but are related to each

other. This is a consequence ofthe fact that they are derived from the real and

imaginary parts of a single parameter, namely the complex refractive index. If

we invoke the law of causality (that an effect may not precede its cause) and

apply complex number analysis, we can derive general relationships between

the real and imaginary parts of the refractive index. These are known as the

Kromers-Kronig relationships and may be stated as follows:

Neoxu( ' .  
* )

(2.33)

(2.36)

(2.37)
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where P indicates that we take the principal part of the integral.

The Kramers-Kronig relationships allow us to calculate n ftom rc, and vice

versa. This can be very useful in practice, because it would allow us, for

example, to measure the frequency dependence of the optical absorption and

then calculate the dispersion without needing to make a separate measurement

of  n.

2.3 Dispersion

Figure 2.9 plots the refractive index data from Fig. 2.7 \nmore detail. The data

show that the refractive index increases with frequency in the near infrared

and visible spectral regions. We have seen in Section 2.2.3 that this dispersion

originates mainly from the interband absorption in the ultraviolet. At visible
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Fig. 2.9 Refractive index of SiO2 glass in the
near infrared, visible and ultraviolet spectral
regions. After [1].

The use of the words 'normal' and 'anoma-

lous' is somewhat misleading here. The

dipole oscillator model shows us that all
materials have 

anomalous 

dispersion 

at 

some

frequencies. The phraseology was adopted
before 

measurements 

of 

the 

refractive 

index

had 

been 

made 

over 

a 

wide 

frequency 

range

and the origin of dispersion had been prop-

erly understood.

Fig. 2.10 Separation of white light into dif-

ferent colours by dispersion in a glass prism.

1.55

l � 50

1.45

0.6 0.8 1.0 r .2

Frequency (1015 Hz;

tequencies the absorption from these transitions is negligible and the glass

:i transparent. However, the ultraviolet absorption still affects the refractive

rndex through the extreme wings of the Lorentzian line. In the near infrared,

:he dispersion is also affected by the high frequency wings of the vibrational

rbsorption at lower frequency.
A material in which the refractive index increases with frequency is said to

rave normol dispersion, while one in which the contrary occurs is said to have

cnomolous dispersion. A number of empirical formulae to describe the normal

Jispersion of glasses have been developed over the years. (See Exercise 2.I2.)

The dispersion of the refractive index of glasses such as silica can be used

:o separate different wavelengths of light with a prism, as shown in Fig. 2.10.

The blue light is refracted more because ofthe higher index ofrefraction, and

rs therefore deviated through a larger angle by the prism. (See Exercise 2.13.)

This effect is used in prism spectrometers.
One of the effects of dispersion is that light of different frequencies takes a

Jifferent amount of time to propagate through a material. (See Exercise 1.11,

tor example.) A pulse of light of duration /p must necessarily contain a spread

of frequencies given approximately by

(2.38)

rn order to satisfy the 'uncertainty principle' A,v A,t - 1. Dispersion will there-

tore cause the pulse to broaden in time as it propagates through the medium.

This can become a serious problem when attempting to transmit very short
pulses through a long length of an optical material, for example in a high speed

optical fibre telecommunications system.

X
OJ

, F

0.40.2

I

;'p
A u t

€ -

near-infrared visible

Q = o
dao

SiO, glass

ultraviolet

blue



42 
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propagation

Equation 

2.40 

should 

be 

contrasted 

with 

the

lustal scalar relationship 

between 

P 

and 

I

namely (cf. eqn A.l):

P :  e o X €  ,

which 

only 

applies 

to 

isotropic 

materials.

We mentioned in Section 2.2.3 that a pulse of light travels with the group
velocity u*. The important parameter for pulse spreading due to dispersion is
therefore th" group velocity dispersion (GVD) (see Exercise 2.14):

dza d2n dzn
G V D : - O ( - O ( -

dk2 
"- 

da2 
-- 

d),2
(2.3e)

(2.42)

Tbbl

crys

;
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Zirrl
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The 

Lorentz 

model 

indicates 

that 

the 

GVD 

is 

positive below 

an 

absorption 

line
and negative above it. Applying this to the data in Fig. 2.9, we see negative
GVD 

in 

the 

infrared 

due 

to 

the vibrational absorption 

and 

positive GVD in the
visible 

due 

to 

the 

interband 

absorption 

in the ultraviolet. 

These 

two 

effects

cancel at a wavelength in the near infrared which is identified in Fig. 2.9.
This region of zero GVD occurs around 1.3 p,m in silica optical fibres. Short
pulses can 

be 

transmitted 

down 

the 

fibre 

with negligible 

temporal 

broadening

at 

this 

wavelength, 

and 

so 

it 

is one 

of 

the 

preferred wavelengths 

for 

optical

fi bre communication svstems.

2.4 Optical anisotropy: birefringence

The 

atoms 

in 

a 

solid 

are 

locked into a crystalline 

lattice 

with 

well 

defined 

axes.

In general, we 

cannot 

assume 

that 

the 

optical 

properties along 

the 

different

crystalline 

axes 

are 

equivalent. 

For example, the 

separation 

of 

the 

atoms 

might
not 

be 

the 

same 

in all directions. 

This 

would 

lead 

to 

different 

vibrational
frequencies, 

and 

hence 

a 

change 

in 

the 

refractive 

index 

between 

the 

relevant

directions. This optical anisotropy contrasts with gases and liquids which are
isofopic 

because 

the 

atoms 

have 

no 

preferred directions in 

the 

absence 

of

external perturbations such as applied magnetic 

or 

electric 

fields.

Optical anisotropy gives rise to the phenomenon of birefringence. We can
describe 

the 

properties of 

a 

birefringent 

crystal 

by generulizing the 

relationship

between 

the 

polarization and the 

applied 

elecffic 

field. 

If 

the 

electric 

field 

is

applied 

along 

an 

arbitrary 

direction 

relative 

to the crystalline axes, 

we 

must

write a tensor equation to relate P to 8:

P:  eol9 (2.40)

where 1 represents 

the 

susceptibility 

tensor. 

Written 

explicitly 

in 

terms 

of 

the

components, we have:

We can simplify this by choosing the cartesian coordinates x, y, and z to
correspond to the principal crystalline axes. In this case, the off-diagonal com-
ponents are zero, and the susceptibility tensor takes the form:

( ä ) :,,(i:i it: iil(i) Q4',

'j' :s' ,1, )

o l
I

o (

I

I

I

I

I

o r

Off

dot U
rays \r
rays a
to 

eac

Th(
the cr
the s
labell

, : (

The 

relationships 

between 

the 

components 

are 

determined 

by the crystal 

sym-
metrv.
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Quartz
Beryl
Sodium nitrate
Calcite
Tourmaline
Sapphire
Zfucon
Rutile

Hzo
SiO2
Be3Al2(Si03)6
NaNO3
CaCO3
complex 

silicate

Al203
ZrSiO4
TiO2

positive 1.309 1.313
positive 1.544 1.553
negative 1.581 1.575
negative 1.584 1.336
negative 1.658 1.486
negative 1.669 1.638
negative 1.768 1.V60
positive 1.923 1.968
positive 2.616 2.903

Table 2.1 

Refractive 

indices 

of 

some 

common 

uniaxial 

crystals 

at 589.3 nm. 

After 

[2]

Crystal Chemical 

structure 

Svmmetrv 

class

2.4 Oprtcal anisotropy: birefringence 43

Fig. 

2.11 

Double 

refraction 

in 

a 

natural 

cal-

cite 

crystal. 

The 

shape 

of 

the 

crystal 

and 

the

orientation 

of 

the 

optic 

axis 

is 

determined 

by

the 

cleavage 

planes of 

calcite. 

An 

unpolar-

ized 

incident 

light 

ray 

is 

split 

into 

two 

spa-

tially 

separated 

orthogonally 

polarized rays.

The o symbol 

for 

the 

o-ray 

indicates 

that 

it

is polarized with its 

field 

pointing out 

of 

the

page.

Crystals 

with 

cubic 

symmetry 

are 

only

isotropic 

as 

regards 

their 

/inear 

optical 

prop-

erties. 

We 

will 

see 

in 

Chapter 

1l 

that 

cubic

crystals 

can 

actually 

have 

anisotropic 

nonlin-
ear 

optical 

properties.

trigonal
trigonal
hexagonal
trigonal
trigonal
trigonal
trigonal
teffagonal
tetragonal

o In cubic crystals, the x, y and z axes are indistinguishable. They there-
fore have Xfi : X22 : X33, and their optical properties are isotropic.

o Crystals 

with 

teragonal, 

hexagonal 

or 

trigonal 

(rhombohedral) symme-

W arc called unioxiol crystals. These crystals possess a single optic
oxis, which is usually taken as the z axis. In hexagonal crystals, for

example, the 

optic 

axis 

is 

defined 

by 

the 

direction 

normal 

to 

the 

plane

of 

the 

hexagons. 

The 

optical 

properties are 

the 

same along 

the 

x 

and 

y

directions, but not along the z direction. This implies that X11 : X22 +

133 . Some examples of uniaxial crystals are listed in Table 2. 1.
r Crystals with 

orthorhombic, 

monoclinic 

or 

triclinic 

symmetry 

are 

called

bioxiol crystals. They have two optic axeso and all three diagonal com-
ponents of the susceptibility tensor are different. Mica is an important

example of a biaxial crystal, since it is widely used for making optical
wave plates.

One very 

striking 

demonstration 

of 

optical 

anisotropy is 

the 

phenomenon of

double refroction. In this effect an unpolarized light ray is separated into two
rays which emerge displaced from each other, as shown in Fig. 2. 1 1. These two

rays are called 'ordinary' and 'extraordinary', and are orthogonally polarized

to each 

other.

The phenomenon of double 

refraction 

can 

be 

explained 

by 

assuming 

that

the crystal has 

different 

refractive 

indices 

for 

the 

orthogonal 

polarizations of
the 

ordinary 

and 

extraordinary 

rays. These two refractive indices are 

usually

labelled no andns respectively. Consider the propagation of a beam ofunpo-

unpolarized
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Fig. 2.I2 Electric field 

vector 

of ray propa-

gating 

in 

a 

uniaxial crystal with its 

optic 

axis

along the z direction. The ray 

makes 

an 

angle

of g with respect to the optic axis' The x and

y zrxes are chosen so 

that 

the beam is propa-

gating in the y, z plane. 

The 

polarization 

can

be 

resolved 

into: (a) a component along the

.r 

axis 

and (b) a 

component 

at 

an 

angle of

90" - e to 

the 

optic axis. (a) is 

the 

o-ray and

(b) is the e-ray.

optic
z

axls optic axis
z

fulutia

We ma

Hence

The st
lensol

l n a t

Xtl =

Wr
const
r.25
field
of no

Ontl
of n.

Ther

propagatlon
direction

propagatlon
direction

(a) o-ray (b) e-ray

laized light which enters a uniaxial crystal at an angle 0 to the optic axis,

which is taken to lie along the z axis. The optical properties are isotropic in

the x, y plane, and so we can choose the axes so that the beam is propagating

in the y, z plane without loss of generality, as shown in Fig. 2.12. This allows

us to split the polarization of the light into two orthogonal components, one

of which is polarized along the I axis, and the other polarized at an angle of

(90" - g) to the optic axis. ihe former is the o(rdinary)-ray, and the latter

is the e(xtraordinary)-ray. Now the refractive index will be different for light

which is polarized along the z axis or in the x, y plane. Therefore the o-ray

experiences a different refractive index to the e-ray, and will 

thus 

be refracted

differently: hence double refraction. On the other hand, if the beam propagates

alonj the optic axis so that 0 : 0, the €-vector of the light will always fall in

the x, y plane. In this case, no double refraction will be observed because the

x and y directions are equivalent and there is no e-ray.

Double refraction was first observed in natural uniaxial crystals such as

calcite ('Iceland Spar') and quartz. Table 2.1 lists the refractive indices for

the o- and e-rays of calcite and quartz, together with those of several other

uniaxial crystals. The birefringent crystals are classified as being either positive

or negative depending on whether t?e is greater or smaller thal no'

Further discussion of the detailed effects of birefringence can be found in

most optics textbooks. The purpose of introducing birefringence here is to

give an example of how the phenomenon of optical anisotropy arises from the

underlying symmetry of the crystal structure. This is a very standard example

of an optical effect that occurs in crystalline solids and is not found in gases or

liquids.

Example 2.2

The optic axis of a uniaxial crystal lies along the z axis. The refractive index

for light polarized in the z direction is n", while that for light polarized in the

r, y plane is no. write down the dielectric constant tensor defined through the

tensor relationshiP
D : €0€r8 .

I

CI



2.4 Optical anisotropy: birefringence 45

\olution

We make use of eqns 2.II and2.40 to wnte:

D : e o 8 * P

: eo€ I  eox€
: e o ( 1 + X ) € : e s e r 9 . () 4?')'

(2.44)
Hence we see that:

e r : l * X

The susceptibility tensor is given by eqn2.42, and hence the dielectric consranr
:ensor will take the form:

" : ( 
'*f'" ,l ̂ ,, , jr,, )

In a uniaxial crystal with the optic axis along the z direction, we must have
/r1:  x22 *  xZS.

we now further assume that the crystal is transparent, so that the dielectric
Jonstant is just equal to the square of the refractive index (cf. eqns r.24 and
1.25 with r : 0). If we had a linearly polarized light beam with the electric
ield directed along the x or y directions, we would measure a refractive index
rf no. This tells us that

l * x u : l + ' X z z : n 3 .

on the other hand, if I is along the z axis, we would measure a refractive index
rf n", which implies that

| -t xzz : n3.
Therefore the dielectric constant tensor must be:

( r : (2.46)

Chapter summary

(2.4s)

( f  r i )
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(2.5)

(2.6)

Further reading

The subject matter of this chapter is covered, to a greater or lesser extent, in

most electromagnetism and optics textbooks. See, for example: Bleaney and

Bleaney (1976), Born and Wolf (1999), Hecht (1998) or Klein and Furtak
(1986).

An excellent collection of optical data on a wide range of solid state materi-

als can be found in Palik (1985).

For a fuller description of birefringence, see: Hecht (1998), Born and Wolf

0999\ or Klein and Furtak (1986).
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Exercises
(2.1) Write down the equations of motion for the frictionless

displacements x1 and x2 of two masses, ml and m2,
connected together by a light spring with a spring con-
stant 

Ks. 

Hence 

show 

that 

the 

angular frequency for

small oscillations is equal to (Kslii where p-l :

* ;1  +  *1 r .
12.2) A damped oscillator with mass m, natural frequency 1116,

and damping constant y is being driven by a force of
amplitude F6 and frequency a-l. The equation 

of 

motion
for the displacement.x of the oscillator is:

d2x dx 1
m 

Or2 
+ ^Y 

d, 
+ mco'ox : Fg cos a,ll .

What is 

the 

phase of 

x 

relative 

to 

the 

phase of 

the 

driving

force 

?

r2.3) A sapphire crystal doped with titanium absorbs strongly
around 

500 

nm. 

Calculate 

the 

difference 

in the refractive

index of the doped crystal above and below the 500 nm

absorption band if the density of absorbing atoms is
I x 1025 m-3. The refractive index of undoped sapphire
is 1.77.

O.4) Tlte laser crystal Ni2+:MgF2 has a broad absorption
band in the blue which peaks at 405 nm and has a full

width at half maximum of 8.2 x 10" Hz. The oscillator
strength of the transition is 9 x 10-5. Estimate the maxi-
mum absorption coefficient in a crystal with 2 xl}26m-3
absorbing atoms per unit volume. The refractive index of
the crystal is 1.39.

i2.5) Show that the absorption coeffrcient of a Lorentz oscil-

lator 

at 

the 

line 

centre 

does 

not 

depend 

on 

the 

value 

of

//,0.

i2.6) Figure 2.13 shows the refractive index of NaCl in the
infrared spectral region. The data can be modelled ap-
proximately by assuming that the resonance feature is
caused by the vibrations of the completely ionic Na+Cl-
molecules. The atomic weights of sodium and chlorine
arc23 and 35.5 respectively. Use the data to estimate:

The static dielectric constant of NaCl.

The natural oscillation frequency of the vibrations.

The 

restoring 

force 

for 

a 

unit 

displacement 

of the

oscillator.

The density of NaCl molecules per unit volume.

The damping constant y for the vibrations.

The peak absorption coefficient.

Exercises 

marked 

with 

an 

asterisk 

are 

more 

challenging.

NaCl

5 1 0 1 5 2 0
Frequency (I0r2 Hz)

fig. 2.13 Infrared refractive index of NaCl. After [1].

(2.7) Deiveeqn2.26.

(2.8)* Consider a simple Lorentz oscillator with a single un-
damped resonance. The dielectric constant will be given

by eqn2.l4 with 2g and y bothzero. This gives:

' Ne2
e lQo) :  I  +  -

€0m0 (4-" )
Prove that the group velocity is always less than c.

(2.9)* Consider a dielectric sample placed in a uniform electric
field pointing in the z direction as shown in Fig. 2.8.
Assume 

that 

the 

atoms 

are 

arranged 

on a cubic 

lattice
and 

the 

dipoles 

are 

all 

pointing along 

the 

external 

field

direction.

(i) Let us flrst consider the field generated by the

dipoles within the spherical surface. By using the
standard 

formula 

for 

the 

electric 

field 

generated by
an electric 

dipole, 

show that 

the 

field 

at 

the 

centre

of 

the 

sphere 

is 

given by

I  _  z z 1 _ r ?
9 . - _ _ _vsPnere  

4re ,Lr l  , l

where the summation runs 

over 

all 

the 

dipoles

within 

the 

surface 

except 

the 

one 

at 

the centre, and

py is the dipole moment of the atom at the ith
lattice site.

(ii) Show that trn5"r" : 0 in a homogenous medium
where all the p;'s are the same.

X

€ 6
d. ;

- = A
! T

, F

: ) .
E L

0 L
0

(i)

(ii)

(iii)

(iv)

(v)

(vi)
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(iii) Now consider the uniformly polarized dielectric

material outside the spherical hole. Let P be the

macroscopic polarization of the medium, which is

assumed to be parallel to the extemal field. Show

that 

the 

surface 

charge density 

on 

the 

sphere 

at 

an

angle 0 from the z axis is equal to -P cos L Hence

show 

that 

the 

material 

outside 

the 

spherical 

surface

generates a field 

at 

the 

centre 

of 

the 

sphere 

equal 

to
-P l3es.

(2.10) Under what conditions does the Clausius-Mossotti re-

lationship given by eqn 2.35 reduce to the usual rela-

tionship between the dielectric constant and the electric

susceptibility given in eqn 4.4 ?

(2.11) The relative dielectric constant of N2 gas at standard

temperature and pressure is 1.000588. Calculate xu for

the N2 molecule. Show that the electric field strength

required 

to 

generate 

a 

dipole 

equivalent 

to 

displacing 

the

electron by I A (10-10 m) is of a similar magnitude

to 

the 

electric 

field 

between 

a proton 

and 

an 

electron

separated by the same distance.

(2.12) (a) Sellmeier derived the following equation for the

wavelength 

dependence 

of 

the 

refractive 

index 

in 

1 

87 

1 

:

n 2 : l * t  ,  
o l ^ ' ,

7 (x ' � - \ )
Show 

that 

this 

equation 

is 

equivalent 

to 

eqn 

2.24 

in

regions of transparency far from any absorption lines.

State the values of A7 and ),;.

(b) Assume that the dispersion is dominated by the

closest resonance, so that we only need to include one

term (say the 

one 

with 

j 

: 

l) 

in 

the 

summation

of Sellmeier's equation. Assume tlat Xl/x2 is small,

and expand Sellmeier's equation to derive the earlier

dispersion formula 

determined 

empirically 

by 

Cauchy:

n : C t * 3 * l ] *
L - L

State the values of C1, C 2 and C 3 in terms of A 1 and l. 1.

(2.13) The refractive index of crown glass is 1.5553 at4O2.6nm

and 1.5352 at 706.5 nm.

(i) Determine the coefficients Cl andC2 in Cauchy's for-

mula given in the previous question, on the assumption

that the term in C3 is negligible.

(ii) Estimate 

the 

refractive 

index 

for 

blue 

light 

at 

450 

nm

and 

for 

red 

light 

at 

650 

nm.

(iii) White light 

strikes 

a 

crown 

glass prism with an

apex angle of 60o, as shown in Fig. 2.10. The angle

of incidence with the first surface is 45". Calculate the

difference in 

the 

angle 

between 

the 

light 

at 

450 

nm 

and

650 nm at the 

exit 

surface 

of 

the 

prism.

(2.14).Show that the temporal broadening of a short pulse by

a 

dispersive 

medium 

of 

length 

.L 

is 

given approximately

by:

n r : L ( ^ ' 4 : \ o ]
c \  d L z l  ) "

where.l. is the vacuum wavelength and Ä,1. is the spectral

width of the pulse. Estimate Az for an ultrashort laser

pulse with a temporal width of 1 ps in 1 m of optical

fibre at 1550 nm, where )'2d2n/d)'2: -0.01.

(2.15) Consider the propagation of a wave with polarization

vecror components (x, y, z), where x2 + y2 + z2 : 1, in a

birefüngent medium. The dielectric constant experienced

by 

the 

wave 

is 

conveniently 

described by 

the 

index

ellipsoid:

x 2  ,  y 2  ,  , 2  - l
, r t l r o -  r r r / r o -  r t t l r o -  

' '

where the e;i are the components of the dielectric con-

stant tensor defined in eqn 2.45. The use of the index

ellipsoid can be justified by considering the direction of

the 

energy 

flow 

through 

the 

crystal: 

see 

Born 

and 

Wolf

(1999). Use the index ellipsoid to show that the refractive

index 

for 

the 

e-ray 

propagating 

at 

an 

angle 

0 

to 

the 

optic

axis of a uniaxial crystal as shown in Fig .2.12(b) is given

by:
I 

sinz 

0 

cos" 

0

n@)2 
- 

"7 " l
where ne and n6 are defined inBxample 2.2.

(2.16) A uniaxial birefringent crystal made from quartz has

no : 1.5443 and ns - 1.5534. A wave plate is made by

cutting the crystal so that the optic axis is parallel to the

surfaces of the plate. The crystal will function as a quarter

wave plate if the phase difference between the o- and e-

rays 

is 

90", 

turning 

light 

polarized at 

45" 

to 

the 

optic 

axis

into circularly polarized light. Calculate the thickness of

the crystal if it behaves as a quarter wave plate at 500 nm.

(2.17) Look up the crystal structure of the following materials

to 

determine 

whether 

they 

are 

birefringent 

or not: (a)

NaCl, (b) diamond, (c) graphite (in the infrared, wherb

it transmits), (d) ZnS (wurtzite structure), (e) ZnS (zinc

blende structure), (0 solid argon at a K, (g) sulphur.

Specify which, 

if 

any, 

of 

the 

birefringent 

materials are

biaxial.
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lnterbond qbsorption

we noted in Section I.4.1that semiconductors and insulators have a fundamen-

tal absorption edge in the near-infrared, visible or ultraviolet spectral region'

The absorption edge is caused by the onset of optical transitions across the

fundamental band gap of the material. This naturally leads us to investigate the

physical processes that occur when electrons are excited between the bands

of a solidby making optical transitions. This process is called interbond ob-

sorption, and is the subject of the present chapter. The opposite process of

interbond luminescence, in which electrons drop from excited state bands by

emitting photons, is discussed in Chapter 5.

Interband transitions are observed in all solids. Our objective here is to

understand how the absorption spectrum of a given material is related to its

band structure, and in particular to the density of states for the transition.

We will postpone the discussion of excitonic effects on the absorption spec-

tra to Chapter 4. We will concentrate on crystalline semiconductors, which

illustrate the main points very clearly. The principles that we will find can

easily be adapted to other materials, as required. This is done, for example,

in section 7.3.2, where we consider the effects of interband transitions on the

reflectivity spectra of metals.

The understanding of interband absorption is based on applying the quan-

um mechanical treatment of 

the 

light-matter interaction to the 

band 

states of

solids. This presupposes a working knowledge of both quantum mechanics and

band theory. A summary of the main results required for the chapter is given

in Appendices B and C. The reader is recommended to refer to the quantum

mechanics and solid state physics texts listed in these appendices if any of the

material is 

unfamiliar.

3.L Interbandtransitions

The energy level diagram of isolated atoms consists of a series of states with

discrete energies. Optical transitions between these levels give rise to sharp

lines in the absorption and emission spectra. we have to use qualtum me-

chanics to calculate the transition energies and the oscillator strengths. Once

we have done this, we can obtain a good understanding of the frequency de-

pendence of the refractive index and absorption coefficient by applying the

classical oscillator model described in the previous chapter.

The optical transitions of solids are more complicated to deal with. Some of

rhe properties that apply to the individual atoms carry over, but new physics

arisis as a result of the formation of bands with their delocalized states. The

classical model has difficulty dealing with continuous absorption bands rather

3.1
3.2

3.3

3.4

3.5

3.6

3.7

Interband transitions

The 

transition 

rate 

for

direct absorption

Band edge absorption in
direct gap
semiconductors
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indirect gap
semiconductors

Interband absorption
above the band edge

Measurement of
absorpfion spectra

Semiconductor
photodetectors
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Ene.rgy

ha

Fig. 

3.1 

Interband 

optical 

absorption 

between

an 

initial 

state 

of 

energy 

Ei 

in 

an 

occupied

lower band 

and 

a 

final 

state 

at 

energy 

Ef 

in

an 

empty 

upper 

band. 

The 

energy 

difference

between the two bands is En.

We 

will 

consider 

the 

effect 

of 

the 

attractive

force 

between 

the 

negative 

electron 

and 

the

positive hole in Chapter 4. At this stage we

will 

ignore 

these 

effects 

and 

concentrate 

on

investigating the general features 

of 

interband

absomtion.

than discrete lines, and we must develop new techniques to describe the fre-

quency dependence of the optical properties. We can only expect the classical

oscillator model 

to 

work 

with 

any 

accuracy 

when the 

frequency 

is 

far 

away

from the absorption transitions between the bands.
Figure 3.1 shows a highly simplified energy diagram of two separated bands

in a solid. The gap in energy between the bands is called the band EaP Ee.

Interband optical transitions will be possible between these bands if the selec-

tion rules allow them. During the transition an electron jumps from the band at

lower energy to the one above it by absorbing a photon. This can only happen

if there is an electron in the initial state in the lower band. Furthermore, the

Pauli exclusion principle demands that the final state in the upper band must

be empty. A typical example of a situation where this applies is the transitions

across the fundamental band gap of a semiconductor or insulator. In this case, a

photon excites an elecffon from the filled valence band to the empty conduction

band.
By applying the law of conservation of energy to the interband transition

shown in Fie. 3.1 we can see that:

E t : E r * f t a , (3 .1 )

where Ei is the energy of the electron in the lower band, E1 is the energy of

the final state in the upper band, and lta is the photon energy. Since there

is a continuous range of energy states within the upper and lower bands, the

interband transitions will be possible over a continuous range of frequencies.

The range of frequencies is determined by the upper and lower energy limits

of the bands.
It is apparent from Fig. 3.1 that the minimum value of (h - E) is Er. This

implies that the absorption shows a threshold behaviour: interband transitions

will not be possible unless ftar > Er. Interband transitions therefore give rise

to a continuous absorption spectrum from the low energy threshold at EtIo an

upper value set by the extreme limits of the participating bands. This contrasts

with the absorption spectrum of isolated atoms which consist of discrete lines.

The excitation of the electron leaves the initial state at energy Ei in the lower

band unoccupied. This is equivalent to the creation of a hole in the initial state.

The interband absorption process therefore creates a hole in the initial state

and an electron in the final state, and may be considered as the creation of an

electron-hole poir.
In the sections that follow, we will study how the interband absorption rate

depends on the band structure of the solid. At this stage we just make one

general distinction based on whether the band gap is direct or indirect. This

point is illustrated in Fig. 3.2. Figure 3.2(a) shows the E-k diagram of a solid

with a direct band gap, while Fig. 3.2(b) shows the equivalent diagram for

an indirect gap material. The distinction concerns the relative positions of the

conduction band minimum and the valence band maximum in the Brillouin

zone. In a direct gap material, both occur at the zone centre where k : 0. In an

indirect gap material, howevero the conduction band minimum does not occur

at k : 0, but rather at some other value of ft which is usually at the zone edge

or close to it.
The distinction between the nature of the band gap has very important conse-

quences for the optical properties. We will see in Section 3.2 that conservation
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conduction 

band

valence band

(a) Direct band gap (b) Indirect band gap

'f momentum implies that the electron wave vector does not change signif-
.-antly during a photon absorption process. We therefore represent photon
,bsorption processes by vertical lines on E-k diagrams. It is immediately ap-
rarent from Fig. 3.2(b) that the electron wave vector must change significantly
n jumping from the valence band to the bottom of the conduction band if the
rand gap is indirect. It is not possible to make this jump by absorption of a
:hoton alone: the transition must involve a phonon to conserve momentum.
This contrasts with a direct gap material in which the process may take place
,r ithout any phonons being involved.

Indirect absorption plays a very significant role in technologically impor-
:ent materials such as silicon. The treatment of indirect absorption is more
"'omplicated than direct absorption because of the role of the phonons. We
,iill therefore begin our discussion of interband transitions by restricting our
artention to direct processes. Interband absorption processes in indirect gap
raterials will be considered in Section 3.4.

3.2 The transition rate for direct absorption

The optical absorption coefficient cy is determined by the quantum mechanical
:ransition rate W;--5 y for exciting an electron in an initial quantum state ry'1 to
r final state ry's by absorption of a photon of angular frequency ar. Our task is
terefore to calculate Wi- f , and hence to derive the frequency dependence of
-r. As discussed in Appendix B, the transition rate is given by Fermi's golden
:ule:

3.2 The transition ratefor direct absorption 57

Fig. 

3.2 

Interband 

ransitions 

in 

solids: 

(a)

direct band gap, (b) indirect band gap. The
vertical 

arrow 

represents 

the 

photon absorp-
tion process, while the wiggly anow in part
(b) represents the absorption or ernission of a
phonon.

(3.2)

The transition rate thus depends on two factors:

o the molrix element M,

o the density of stotes S(h@).

In the discussion below, we consider the maffix element first, and then consider
r(ftar) afterwards.

2n
W i - I  :  

7 l M l " S & a ) .
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The bracket symbol (/lHlli) is an example

of Diroc nototion. The 'ket' 
ll) represents

the wave function ry'1, while the 'bra' (/l

represents lrf. The closed 
'bra-cket' with

the perturbatibn in 

the 

middle indicates that

we 

evaluate 

the expectation value written out

explicitly in the second line of eqn 3.3.

Note that we 

only 

need to include the spa-

tial dependence of 

the 

light wave here. The

"-ior 6ttr" dependence of the perturbation

has already been included in 

the 

derivation

of Fermi's golden rule, and is implicitly con-

tained in the conservation of energy state-

ment ofeqn 3.1.

The matrix element describes the effect of the external pern[bation caused

by the light wave on the electrons. It is given by:

M: \ f  la ' l i )

: 
I viro H'1r1tYi1r1d3r,

where Htis the perturbation associated with the light wave, and r is the posi-

tion vector of the electron. We adopt here the semiclassical approach in which

we treat the electrons quantum mechanically, but the photons are described by

electromagnetic waves.

In classical electromagnetism, the presence of a perturbing electric field g

causes a shift in the energy of a charged particle equal to -p ' e ' where p

is the dipole moment of the particle. The appropriate quantum perturbation to

describe the electric dipole interaction between the light and the electron is

therefore:
H' : -ee.€photon, (3.4)

(3.3)

(3.7)

(3.8)

(3.10)

Thi
üe
([3

rcrl
]ni

1
rü
c$

rt
üc
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a
where p" is the electron dipole moment and is equal to -et' This form for the

perturbation is justified more rigorously in Section B'2 of Appendix B'

The light wave is described by plane waves of the form

Ltr
clc
ü
G

h
B.
Sal
Bt
-

A
st
üE

€pnoton(r) : go etik't, /?  5 \

where the sign in the phase depends on the direction of propagation of the

wave. The perturbation is thus:

H ' ( r 1  = e 8 6 ' r e + t k ' ' (3.6)

The electron states in a crystalline solid are described by Bloch functions'

This allows us to write the wave functions as a product of a plane wave and an

envelope function that has the periodicity of the crystal lattice, as discussed in

Section L5.2 andAppendix C. We therefore write:

r l , i(r):  I  a1lr; stkt '
4 V

r/,r(r): a ,i1r; s'k'' '.
JV

where zi and uf arethe appropriate envelope functions for the initial and final

bands respectively, and v is the normalization volume. k; and k1 are the wave

vectors of the initial and final electron states'

on substituting the perturbation of eqn 3.6 and the wave functions of

eqns 3.7 and 3.8 into eqn 3'3, we obtain:

(eo .  , "+ 'k ' )  u ;1r ;e ikr ' '  d3r , (3.e)M : + l u . { r ) e - i k n

r|
to
ü
$

Jl

f

h
tl

I

g
i

where the limits of the integration ate ovef the whole crystal. This integral can

be simplified by invoking conservation of momentum and Bloch's theorem'

Conservation of momentum demands that the change in 

crystal 

momentum of

the electron must equal the momentum of the photon, that is:

hkr- tt'ki: ]chk.
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The bracket symbol (/lElli) is an example

of Diroc notolion. The 'kef 
li) rcpresents

the wave function ry'1, white the 'bra' (/l

represents rff. The closed 'bra-cket' with

the 

oerturbation 

in the middle indicates that

we evaluate the 

expectation 

value written out

explicitly in the second line of eqn 3.3.

Note that we only need to include the spa-

tial dependence of 

the 

tight wave here. The

e-iat tifrte dependence of the pertübation

has already been included in 

the 

derivation

of 

Fermi's 

golden rule, and is 

implicitly 

con-

tained in the conservation of energy state-

ment of eqn 3.1.

The matrix element describes the effect of the external perturbation caused

by the light wave on the electrons. It is given by:

(3.3)

H' : -p..€photon, (3.4)

where FIl is the perturbation associated with the light wave, and r is the posi-

tion vector of the electron. we adopt here the semiclassical approach in which

we treat the electrons quantum mechanically, but the photons are described by

electromagnetic waves.

In classical electromagnetism, the presence of a perturbing electric field g

causes a shift in the energy of a charged particle equal to -p ' e' where p

is the dipole moment of the particle. The appropriate quantum perturbation to

describe the electric dipole interaction between the light and the electron is

therefore:

M :  f f lH l l i )

:  
Ivfon'1r1tYi1r1d3r'
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where p" is the electron dipole moment and is equal Io -er' This form for the

perturbation is justified more rigorously in Section B'2 of Appendix B'

The light wave is described by plane waves of the form

gpnoton(r) : eo e*ik't, (3.s)

where the sign in the phase depends on the direction of propagation of the

wave. The Perturbation is thus:

H ' 1 r 1  : e e o ' r e + i k ' r (3.6)

The electron states in a crystalline solid are described by Bloch functions.

This allows us to write the wave functions as a product of a plane wave and an

envelope function that has the periodicity of the crystal lattice, as discussed in

Section 1.5.2 andAppendix C' We therefore write:
A
ut
üt

ü i ( r ) :

ürt) =

zi(r) stki'r

a1(r) e'klr,

(3.7)

(3.8)

(3.10)

I---=
4 V

1---:
.'/V

where ai and u1 

arethe 

appropriate envelope functions for the initial and final

bands respectively, and V is 

the 

normalization volume' k; and ki are the wave

vectors of the initial and final electron states'

on substituting the perturbation of eqn 3.6 and the wave functions of

eqns 3.7 and 3.8 into eqn 3'3, we obtain:

f u =
i I 

"f Orr;x''' (eo . ""+;t'r) ui(r)eiki't d.3r, (3.9)

where the limits of the integration are over the whole crystal. This integral can

be simplified by invoking conseryation of momentum and Bloch's theorem'

conservation of momentum demands that the change in crystal momentum of

the electron must equal the momentum of the photon, that is:

t

h
{

I

E
it tkr - hki: *hk.
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.-his is equivalent to requiring that the phase factor in eqn 3.9 must be zero.If

re phase factor is notzero, the different unit cells within the crystal will be

ut of phase with each other and the integral will sum to zero. Bloch's theorem
-:quires that ui and t f are periodic functions with the same periodicity as the

.1lIice.
These two considerations imply that we can separate the integral over the

,ihole crystal into a sum over identical unit cells, because the unit cells are

i.luivalent and in phase. We thus obtain:

uiG) x u/u) cl3r , (3 .  i  1 )

.,, here we have defined our axes in such a way that the light is polarized along

re x axis. This matrix element represents the electric dipole moment of the

:ansition. Its evaluation requires knowledge of the envelope functions ai and

,.. These functions are derived from the atomic orbitals of the constituent

.:rofis, alld so each material has to be considered separately.

The conservation of momentum condition embodied in eqn 3.10 can be

.rmplified further by considering the magnitude of the wave vectors of the

:lectrons and photons. The wave vector of the photon is 2nl)', where I is

:he wavelength of the light. Optical frequency photons therefore have k val-

.res of about 107 m-1. The wave vectors of the electrons, however, are much

.rrger. This is because the electron wave vector is related to the size of the

Brillouin zone, which is equal to rfa, where a is the unit cell dimension.

Since a - 16-t0 m, the photon wave vector is much smaller than the size of a

Bnllouin zone. Therefore we may neglect the photon momentum in eqn 3.10

:n comparison to the electron momentum and write:

k r : k i . (3 .12)

\ direct optical transition therefore leads to a negligible change in the wave

r.ector of the electron. This is why we represent the absorption processes by

r ertical arrows in the electron E-k diagtams such as the ones shown in Frg.3.2.

The g(hai) factor that appears in eqn 3.2 is the ioint density of stotes eval-

uated at the photon energy. As explained in Section 1.5.4, the density of states

iunction describes the distribution of the states within the bands. The joint

density of states accounts for the fact that both the initial and flnal electron

:tates lie within continuous bands. For electrons within a band, the density of

states per unit energy range g(E) is obtained from:

s@) dE :2  g (k )  dk  , (3 .  l3 )

rvhere g(ft) is the density of states in momentum space. The extra factot of 2

here compared to eqn 1.29 allows for the fact that there are two electron spin

states for each allowed k-state. This gives:

,r, o 
lunu""r,

I

t

)
I

n
n

ü
e

n
l .

ri

2s&)g ( E ) : f f i , (3.14)

where dEldk is the gradient of the E-k dispersion curve in the band dia-

gram. g(k) itself is worked out by calculating the number of k-states in the

incremental volume between shells in k-space of radius k and k * dft. This is
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equal to the number of states per unit volume of k-space, namely I / (2n)r (see

Exercise 3.1), multiplied by the incremental volume 4nkzdk. Hence g(k) is

given by the standard formula:

t ^
g & l d k : ; -  4 r k ' d k

\z7r ) '
. aÄ

+ S(k) :  r- .
z7r'

(3 .1s)

We can then work out g(E) by using eqn 3.14 if we know the relationship

between E atd k from the band structure of the material. For electrons in a

parabolic band with effective mass nz*, S(E) is given by (see Exercise 3.2):

(3.16)

This is just the standard formula for free electrons but with the free electron

mass rn 0 replaced by ̂ *.
Thejoint density of states factor is finally obtained by evaluating g(E) at Ei

and El when they are related to hro through the details of the band structure.

We will see how to do this in the case of parabolic bands in Section 3.3.3. The

density of atoms in a solid is very large, and so the density of states factor

will be high and the transition rate correspondingly large. It is common to find

values of cv in the range 106-108 m-l for the direct absorption coefficient in a

solid.
The results derived here are of general applicability for interband transitions

in crystalline solids. To proceed further, we need detailed knowledge of the

band structure. In the next section we will use these general results to derive

the frequency dependence of the absorption near the band edge of a direct gap

semiconductor.

3.3 Band edge absorption in direct gap

semiconductors

The basic process for an optical transition across the fundamental band gap

of a direct gap semiconductor is shown in Fig.3.2(a). An electron is excited

from the valence band to the conduction band by absorption of a photon. The

transition rate is evaluated by working out the matrix element and the density

of states, as discussed in the preceding section. These factors are considered

separately below.

3.3.1 The atomic physics of the interband transitions

The matrix element that we need to evaluate is given in eqn 3. 1 1. This allows us

to calculate the probability for electric dipole transitions if we know the atomic

character of the envelope wave functions ai(r) and a1(r). The full treatment of

this problem employs group theory to determine the character of the bands

involved. This approach is beyond the scope of our present discussion, and at

this level we will just offer a few intuitive arguments.

3
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\TOM - MOLECULE rrr+ CRYSTAL

The semiconductors that we will be considering all have four valence elec-
:ons. This is obvious in the case of the elemental semiconductors such as
.:licon and germanium, which come from group IV of the periodic table. It is

.rso true, however, for the binary compounds made from elements symmetri-
-.illy displaced from group IV of the periodic table. The covalent bond in these
-ompounds is made by sharing the electrons in such a way that each atom

-'rds up with four electrons. For example, the bond in the III-V compounds is
',,rmed by sharing the five valence electrons from the group V element with
.re three from the group III element, giving a total of eight electrons for every
,.\ o atoms. It is energetically favourable to do this because it is then possible to
',rrm very stable covalent crystals with a structure similar to diamond. Similar

rrguments apply to the II-VI semiconductor compounds.
The valence electrons of a four-valent atom are derived from the s and p

,rbitals. For example, the electronic conf,guration of germanium is 4s24p2.In
:re crystalline phase the adjacent atoms share the valence electrons with each
,rher in a covalent bond. Figure 3.3 shows schematically the evolution of the s

,nd p-like atomic states, through the s and p bonding and antibonding orbitals
,i the molecule, to the valence and conduction bands of the crystalline solid.

The level ordering shown is appropriate for most III*V and II-VI semicon-
,iuctors, as well as germanium. The level ordering in silicon is different: see

Erercise 3.9.
The evolution of the levels shown in Fig. 3.3 makes it apparent that the top

,f the valence band has a p-like atomic character, while the bottom of the

-'onduction band is s-like. This is because the four valence electrons occupy
:he four bonding orbitals, which then evolve into the valence band. The top
,f the valence band is derived from the p bonding orbitals, while the bottom
,rf the conduction band originates from the s antibonding orbitals. Therefore
,rptical transitions from the valence band to the conduction band are from

:r-like states to s-like states. We know from the selections rules for dipole tran-
.itions that p -> s transitions are allowed. (See Exercise 3.3 and Section B.3
rn Appendix B.) Hence we conclude that the transitions between the valence
band and the conduction band of a semiconductor with a level ordering such
rs the one shown in Fig. 3.3 are electric-dipole allowed.

: pantibonding ------>

antibonding ------>

# pbonding ------>

3.3 Band edge absorption in direct qap semiconductors 55

conduction band

valence band

Fig. 3.3 Schematic diagram of the electron
levels in a covalent crystal made from four-

valent atoms such as germanium or binary

compounds such as gallium arsenide. The s

and p states of the atoms hybridize to form

bonding and antibonding molecular orbitals,

which then evolve into the conduction and

valence bands of the semiconductor.
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The high symmetry points of Brillouin zones

are given symbolic names. The zone centre

where k : (0,0,0) is called the f Point
The zone edges along the (100) and (111)

directions are called lhe X and L points

respectively. In the Brillouin zone of the dia-

mond or zinc-blende lattice, the wave vectors

at the X and L Points are k : +(1,0'0)
and *(1. . l  .  l )  respect ively.  where a is  üe

lenetü of ilre cube edge of the face-centred

cub-ic lattice from which the 

diamond 

or zinc-

blende structure is derived. The f -+ X

direction is labelled A, while the f + L

direction is labelled A. See Appendix C for

further details.

Fig. 3.4 Band structure of GaAs. The disper-

sion of the bands is shown for two directions

of the Brillouin zone: f -+ X and | + L'

The f point corresponds to the zone centre

with a wave vector of (0,0,0), while the X and

L points correspond respectively to the zone

edges along the (100) and (111) directions'

The valence bands are below the Fermi level

and are full of electrons. This is indicated by

the shading in the figure' After [1], copyright

1976 American Physical Society' reprinted

with permission.

The conclusion of this discussion is that the probability for interband transi-

tions across the band gap in materials like germanium or the III-V compounds

is high, and we therefoie expect to observe strong absorption' This is indeed

tfre case, as we will see below. The discussion of germanium is complicated

because it has an indirect band gap. We will therefore concentrate our attention

on the III-V compound semiconductor gallium arsenide. GaAs has a direct

band gap, and the level ordering follows the scheme shown in Fig' 3'3' The

transiiions across the gap are therefore both dipole-allowed and direct. This

makes GaAs a standard example for considering direct interband transitions. It

is also a very important material for optoelectronic applications.

3.3.2 The band structure of a direct gap III-V

semiconductor

ThebandStructureofGaAsintheenergyrangeneal thefundamentalband
gap is shown in Fig. 3.4. The energy E of the electrons in the different bands is

pfÄtt"O against the electron wave vector k. GaAs has the zinc-blende structure,

*r,i.tr l, uu*"d on the face-centred cubic (f.c.c.) lattice. The band dispersion is

shown for increasing k along two different directions of the Brillouin zone. The

right hand side of G figure corresponds to moving from the zone centre where

k-: (0,0,0) along th; (100) direction to the zone edge at k : +(1' 0' 0)'

a being the iength of the cube edge in the f.c.c. lattice. The left hand side

corresfonds to moving from k - 0 along the body diagonal direction until

reaching the zone edge at k : ä(1, 1' 1)'

The figure is divided into a-shaded region and an unshaded region. The

shading iepresents the occupancy of the levels in the bands: bands that fall

in ttre sfraAea region are below the Fermi level and are full of electrons' The

three bands in the shaded region therefore correspond to valence band states.

The single band above the shaded region is empty of electrons and is therefore

the conduction band. The three bands in the valence band correspond to the
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'hree p bonding orbitals shown in Fig. 3.3, while the single conduction band
:orresponds to the s antibonding state. This correspondence between the bands
,nd the molecular orbitals is strictly valid only at the f point at the Brillouin
-1one centre. The atomic character (or more accurately, the symmetry) of the
.ands actually changes as k increases, and is only well defined at high symme-
:n points in the Brillouin zone such as f , X or L.

In this section we are interested in the transitions that take place across
:he band gap for small k values close to the f point. This means that the
-orrespondence to Fig. 3.3 will be justified in our discussion here. We can
:herefore assume that the transitions are dipole-allowed, and concentrate on
.i orking out the density of states for the transition. To do this, it is helpful to
:nake use of the simplified four-band model shown in Fig. 3.5. This model band
jiagram is typical of direct gap III-V semiconductors near k : 0. There is a
.rngle sJike conduction band and three p-like valence bands. All four bands
:ave parabolic dispersions. The positive curvature of the conduction band on
'ne E-k diagram indicates that it corresponds to an electron (e) band, while
:he negative curvature of the valence bands correspond to hole states. Two
'i the hole bands are degenerate at k : 0. These are known as the heavy
hh) and light hole (lh) bands, the heavy hole band being the one with the

.maller curvature. The third band is split-off to lower energy by the spin-orbit
,oupling, and is known as the split-off (so) hole band. The energy difference
rtween the maximum of the valence band and the minimum of the conduction
:and is the band gap Es, while the spin-orbit splitting between the hole bands
.t k : 0 is usually given the symbol A.

The schematic diagram of Fig. 3.5 should be compared with the detailed
rand structure of GaAs shown previously in Fig. 3.4. The maxima of the
,, alence band occur at the f -point of the Brillouin zone, while the conduction
rand has a 'camel back' structure, with minima at the f-point, the L-point
,nd near the X-point. We can neglect the subsidiary minima at the L-point and
rear the X-point here because momentum conservation does not allow direct
:ransitions to these states from the top ofthe valence band. The bands near the
rone centre are all approximately parabolic, and so the simplified picture in
Fig. 3.5 is valid near /c : 0.

The three valence band states all have pJike atomic character, and so it
:s possible to have electric dipole transitions from each of the bands to the
-'onduction band. Two such transitions are indicated on Fig. 3.5. As noted
:'arlier, these absorption processes are represented by verlical arrows on the
E -k diagram. This means that the k yeclor of the electron and hole created by
:he transition are the same (cf. eqn3.l2). The transition labelled 1 involves
:he excitation of an electron from the heavy hole band to the electron band.
Transition 2 is the corresponding process originating in the light hole band.
Direct transitions are also possible from the split-off band to the conduction
irand, but these are not shown in the figure for clarity.

3.3.3 The joint density of states

The frequency dependence of the absorption coefficient can now be calculated
if we know the joint density of states factor given in eqn 3.14. This can be
.'alculated analytically for the simplified band structure shown in Fig. 3.5.

3.3 Band edge absorption in direct gap semiconductors 5'l

0

_A

Fig. 3.5 Band structure of a direct gap III-
V semiconductor such as GaAs near ft : 0.
E : 0 corresponds to the top of the valence
band, while E : Ee corresponds to the
bottom of the conduction band. Four bands
are shown: the heavy hole (hh) band, the
Iight hole (1h) band, the split-off hole (so)
band, and the electron (e) band. Two optical
transitions are indicated. Transition 1 is a
heavy hole transition, while transition 2 is
a light hole transition. Transitions can also
take place between the split-off hole band
and the conduction band, but these are not
shown 

for 

the 

sake 

of 

clarity. 

This 

four-band

model was originally developed for InSb in
reference [2].

E.
b
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Thedispersionofthebandsisdeterminedbytheirrespectiveeffectivemasses,
namely' m! for the electrons, mf,n fot the heavy holes' mft for the.light holes'

wrd i;" fär the split-off frotes.'^fns allows us to write the following E-ft

relationshipsfortheconduction,heavyhole'lighthole'andsplit-offholebands
respectively:

rr2k2
Er {k ' 1  :  Ee*  

, - *

h2k2
Errr,(k) : - n'-{

Lmhh

rtzk2
Enr(k) : - 

**
Ltttlh

rx2k2
E s o ( f t ) : - L - ) w *

-" -so

It is evident from Fig. 3.5, that conservation of energy during a heavy hole or

light hole transition requires that:

rx2kz h2k2
h o :  E g *  " - ;  +  " *Lttr e -" t fr

where mfi - mi*or rzfl for the heavy or light hole transition respectively' We

define the reOuöäO electron-hole mass /l, according to:

(3.22)

This allows us to rewrite eqn3'21in the simpler form:

h2k2
l t o :  E e +  

Z l r .

We are interested in evaluating S(E) with E - hat The joint electron-hole

density of states can be workeiout Uy substituting eqn 3'23 into eqns 3'1 4 and

3.15. This gives:

For tta < Er, g(Ftat):O-

1
For ho - Et,  S(ha):  *

We therefore see that the density of states factor rises as (ha - E r)L for photon

energies greater than the band gap'

3.3.4 The frequency dependence of the band edge

absorPtion

Now that we have discussed the matrix element and the density of states' we

can put it all together and deduce the frequency dependence of the absorption

coefficientcv.Fermi'sgoldenrulegivenineqn3'2tellsusthattheabsorption
rate for a dipole-allowed interbandtansition is proportional to the joint density

1 1 , 1
- : - f - .

p m t m ;

(3.17)

(3.18)

(3.1e)

(3.20)

(3.2r)

1?  r? \

1
/
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room temperature
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0.5
Energy (eV)

.f states given by eqn 3.24. We therefore expect the following behaviour for

t (fta):

For  f ta  < Et ,  a( t t ro) :0.

For ha > Er, a(ho) a (ha - Er)i

There is no absorption if tta < Es, and the absorption increases as (ha -

En)r/2 fot photon energies greater than the band gap. We also expect that

:ransitions with larger reduced masses will give rise to stronger absotption due

:o the p,3/2 factor in eqn3.24.
The predictions of eqn 3.25 can be compared to experimental data. Fig-

ure 3.6 shows results for the absorption coefficient of the direct gap III-V semi-

;onductor indium arsenide at room temperature. The graph plots a' against

rhe photon energy in the spectral region close to the band gap. The straight

line relationship between q2 and (ha - Eg) indicates that the model we have

Jeveloped is a good one. The band gap can be read from the data as the point

.rt which the absorption goes to zero. This gives a value of 0.35 eY which is in

,lood agreement with values deduced from electrical measurements. Note that

rhe values of the absorption coefficient are very large. This is a consequence of

rhe very large density of states in the solid phase.

In many III-V semiconductors, including GaAs itself, it is found that the

trequency dependence predicted by eqn 3.25 is only approximately obeyed.

There are a number of reasons for this.

o We have neglected the Coulomb attraction between the electron and
hole, which can enhance the absorption rate and cause exciton forma-

tion. These effects become stronger as the band gap gets larger and the

temperature is lowered. This is why we have presented room temperature

data for a semiconductor with a smallish band gap in Fig. 3.6. Excitonic

effects are very significant in materials like GaAs even at room temper-

ature. This point will be discussed further in Chapter 4, and is clearly
apparent in the absorption data for GaAs shown in Fig. 4.3.
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Fig. 3.6 Square of the optical absorption
coefficient 

cy 

versus 

photon energy for 

the

direct gap III-V semiconductor InAs at room

temperature. The band gap can be deduced to

be 0.35 eV by extrapolating the absorption to
zero. After [3].

(3.2s)
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This value for 7 is only an estimate because

we have ignored the excitonic effects and

we have assumed that the parabolic band

approximation is valid, even though we are

quite a long way above Eg. The experimental

value of a(620nm) is actually abottt 75 Vo

larger than the value calculated here.

o The semiconductor may contain impurity or defect states with energies

within the band gap, and these may allow absotption for photon energies

less than the band gap. This point is discussed in Section 7'4'2'

o The parabolic band approximations embodied in the dispersion relations

of eqns 3.1':._�3.20 is only valid near k : 0' As the photon energy

increases above the band gap, the joint density of states will no longer

obey the frequency dependence given in eqn3.24.In these cases we must

use the full band structure to evaluate the density of states. We will give

a discussion of how this is done in Section 3.5 below'

Example 3.1

Indium phosphide is a direct gap III-V semiconductor with a band gap of

1.35 eV at room temperature. The absorption coefficient at7l5 nm is 3.5 x

106 m-1. A platelet sample 1 plm thick is made with antireflection coated sur-

faces. Estimate the transmission of the sample at 620 nm.

Solution

The transmission can be calculated from eqn 1.6. The sample is antireflection

coated, and so we may take R : 0. We therefore need to work out exp(-41)'

where cv is the absorption coefficient at 620 nm, and I : I pm' 775 nm

corresponds to a photon energy of 1.60 eY which is greater than Er. similarly,

620 nm corresponds to a photon energy of 2.00 eV which is also above Er.

We can therefore use eqn 3.25 and write:

o(620nm) _ (2.00 - Es)7 - r.6
a(175nm) 0.60 - Es)i

where we have used Es. : l'35 eV. This implies thata(620nm) - 5'6 x

106 m-1 = 5.6 um-r.Wb thus obtain the final result:

T(620nm) : exp(-ol) : exp(-5'6) :0'37 Vo '

3.3.5 The Franz-KeldYsh effect

The modification of the band edge absorption by the application of an external

electric field t was studied independently by w. Franz and L.v. Keldysh in

1958. They showed that there are two main effects:

o The absorption coefflcient for photon energies less than E, is no longer

zero, as stated in eqn 3.25, but now decreases exponentially with (Er -

tto;) . The frequency dependence of o is given by:
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(3.26)

This implies that the band edge shifts to lower energy as the field is

increased. (See Exercise 3.11.)

a(hr,t:) a *, (-ffi @, - nof n) .
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o The absorption coefficientfor ftot > E, is modulated by an oscillatory

function. The oscillations in cv(frar) are called Franz-Keldysh oscilla-

tions.

These two effects are collectively known as the Fronz-Keldysh effed. They are

rypically observed when the semiconductor is incorporated as a thin i-region

utihe junction of a p-n diode. This allows controllable fields to be applied by

rarying the bias on the device, as explained in Appendix D'

It can be seen from the Kramers-Kronig relationship given in eqt2.36 that

a change in the absorption coefficient will produce changes in the refractive

index at frequencies below the band gap. Thus the application of the electric

tield modulates both the absorption and the refractive index of the material'

This modulation of the optical constants by the electric field is an example of

an electro-optic effect. The changes may be either linear or quadratic in the

field. In Secrions 11.3.1 and 11.4.1 of Chapter 11, we will explain how these

effects can be described in terms of nonlinear optical susceptibility tensors.

The changes in the real and imaginary parts of the refractive index produced

by the electric field imply that the reflectivity.will also be changed through

eqn I.26.This is the basis of the technique of electroreflectonce, in which the

modulation of the reflectivity in response to an AC electric field is measured

as a function ofthe photon energy. The electroreflectance technique is widely

used to determine important band structure pa"rameters'

3.3.6 Band edge absorption in a magnetic field

It is well known in classical physics that the application of a strong magnetic

field with flux density B causes electrons to perform circular motion around

the field at the cyclotron frequency ar" given by (see Exercise 3'12):

(3.21)

In classical physics, the radius of the orbit and the energy can have any values,

but in quantum physics, they are both quantized. The quantized energies are

given by:

E n : ( n + l ) f t o " , (3.28)

where n : 0, 1, 2, . . .. These quantized energy levels are called Londou levels.

Consider a semiconductor in the presence of a strong magnetic field along

the z direction. The motion of the electrons in the conduction band and holes in

the valence band will be quantized in the x, y plane, but their motion will still

be free in the z direction. Their energies within the bands will thus be given

by:

eB

m0

(3.2e)

where m* is the appropriate effective mass. The first term gives the energy of

the quantized motion in the (x, y) plane, while the second describes the free

moti,on along the z direction. In absolute terms relative Io E :0 at the top of

- n  .  r .  e h n  ,  h z k !
E " ( k z )  -  ( n +  i )  ^ _  

+  
2 m ; .

i )

l s
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Fig. 3.7 Transmission spectrum ot germa-

nium for B : 0 and B : 3.6T at 300 K.

After [4], copyright 1957 American Physical

Society.  repr inted wi th permission.

the valence band, the electron and hole energies are given by:

These are equivalent to eqns 3.17-3.19, which are valid at B : 0'

If the sample is illuminated when the field is applied, an interband transition

can take plaie in which an electron is created in the conduction band and a

hole is created in the valence band. It can be shown that the Landau level

number n does not change during the interband transition. (See Exercise 3.12.)

This selection rule implies that the electron and hole must have the same value

of n. Furthermore, the krvahte of both particles must be the same because

the photon has negligible momentum. Therefore, the transition energy will be

given by:

Ef i t k . r :Ee *  t n+ ) ! 4 .#

,  ,  ehB  h ' k :
Ef i ( kz ) :  - (n  + ,  * I  

-  
t d

7,2: Eft(k) - Ef;Gz)
, ehB fr2k?

: E s - f ( n + + ) - + ; - .
u z F

/? ?o)

(3 .31)
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where p, is the reduced mass given in eqn 3.22. Equation 3.31 should be

compared to eqn3.23 which applies when B : 0. The term in k. is unchanged,

but the x and y components of k are now quantized by the rnagnetic field'

The frequency dependence of the absorption coefficient which follows from

eqn 3.31 is considered in detail in Exercise 3.13. In brief, we expect very high

absorption at any photon energy that can satisfy eqn 3'31 with kz : 0' This

gives rise to a series of equally spaced peaks in the absorption spectrum with

energies given by

ha:  Es+ (n  +  ,# ;  n  :0 ,  1 ,  2 ,  "  '  '  (3 '32)
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One immediate consequence of this result is that we expect the absorption edge

to shift to higher energy by tteB l2p. in the magnetic field.

Figure 3.7 shows the room temperature transmission spectrum of germa-

nium at B : 0 and B : 3.6T. We see that at B :3.6T the absorption edge

is indeed shifted to higher energy and there is a regularly spaced series of dips

in the transmission, as predicted by eqn 3.32. The spectral width of the dips is

determined mainly by line broadening due to scattering. The electron effective

mass can be determined from the energies of the minima in the transmission:

see Exercise 3.13.

3.4 Band edge absorption in indirect gap
semiconductors

In the previous two sections, we have been concentrating on direct interband

transitions. As it happens, several of the most important semiconductors have

indirect band gaps, most notably: silicon and germanium. Indirect gap semi-

conductors have their conduction band minimum away from the Brillouin zone

centre, as shown schematically in Fig. 3.2(b). Transitions at the band edge must

therefore involve alarge change in the electron wave vector. Optical frequency

photons only have a very small ft vector, and it is not possible to make this

transition by absorption of a photon alone: the transition must involve a phonon

to conserve momentum.
Consider an indirect transition that excites an electron in the valence band in

state (E'i, k1) to a state (Ei, kr) in the conduction band. The photon energy is

ha;,while the phonon involved has energy äO and wave vector q. Conservation

of energy demands that:

E t :  E i * f t a * h Q ,

while conservation of momentum requires that:

(3.33)

t tky:V1Yta7n. (3.34)

The * factors allow for the possibility of phonon absorption or emission,

with the * sign corresponding to absorption, and the - sign to emission. We

have neglected the photon's momentum in eqn 3.34. This approximation was
justified previously in connection with eqn 3.12.

Before considering the shape of the band edge absorption spectrum, we

can first make a general point. Indirect transitions involve both photons and

phonons. In quantum mechanical terms, this is a second-order process: a pho-

ton must be destroyed, and a phonon must be either created or destroyed. This

contrasts with direct transitions which are first-order processes because no

phonons are involved. The transition rate for indirect absorption is therefore

much smaller than for direct absorption.
The smaller transition rate for indirect processes is clearly shown by the

data given in Fig. 3.8, which compares the band edge absorption of silicon and

GaAs. Siticon has an indirect band gap at I.l2 eV while GaAs has a direct
gap at 1.42 eV. We see that the absorption rises much faster with frequency in

the direct gap material, and soon exceeds the indirect material even though its
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Fig. 3.8 Comparison of the absorption coef-

ficient of GaAs and silicon near their band

edges. GaAs has a direct band gap at 1.42 eY,

while silicon has an indirect gap at 1.12 eV

Note that the vertical axis is losarithmic.

After [3].

Fig. 3.9 Band structure of germanium.

After [5], copyright 1988 Springer-Verlag,
reprinted with permission.

It is not surprising that the band structures

of GaAs and Ge are similar. Gallium and

arsenic l ie  on ei ther s ide of  germanium in

the periodic table, and so GaAs and Ge are

approximately isoelectronic materials.
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band gap is larger. The absorption of GaAs is roughly an order of magnitude

larger than that of silicon for energies greater than - 1.43 eY.

The derivation of the quantum mechanical transition rate for an indirect

gap semiconductor is beyond the scope of this book. The results of such a

calculation sive the following result:

o ind i rec t lT t r , ,  x  (ha  -  Er+  hg l2 ( ?  ? 5 \

This shows that we expect the absorption to have a threshold close to Er, but

not exactly at E*. The difference is aäS'2, depending on whether the phonon is

absorbed or emitted. Note that the frequency dependence is different to that for

direct gap semiconductors given ineqn3.25. This provides a convenient way to

determine whether the band gap is direct or not. Furthermore, the involvement

of the phonons gives other tell-tale signs that the band gap is indirect, as we

will discuss below.
Indirect absorption has been thoroughly studied in materials like germa-

nium. The band structure of germanium is shown in Fig. 3.9. The overall shape

of the band dispersion is fairly similar to that of GaAs given in Fig. 3.4. There

is, however, one very important qualitative difference: the lowest conduction
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0.9 Fig. 3.10 Experimental data for the absorp-

tion coefficient of germanium at room tem'

Derature. After [3].

Table 3.1 Phonon energies for germamum

at the L point where q : [1t't't)' a

being the unit cell size. After [6]'
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band minimum of germanium occurs at the Lpoint, where k : + (I' I' 1 )' and

notatk:0.Thismakesgermaniumanindirectgapsemiconductor.Thevalue
of the indirect gap is 0.66 eV which corresponds to the band gap determined by

electrical measurements. This is 0.14 eV smaller than the direct gap at' k : 0'

Fisure 3.10 shows the results of absorption measurements on germanium at

,oorrir"*p", anre. J u is plotted against hat in the spectral region close to the

bandgapat0.66eV.Thedataf i tswel l toastra ight l ine 'whichconf i rmsthe
preAlc"tiän of eqn 3.35. The data extrapolates back to 0.65 eV which indicates

iro..r "qn :.3S inat a phonon of energy - 0'01 eV has been absorbed' The

wave väctor q of the phonon must be equal to that of an electron at the L-

point of the B;iilouin zone. The energies of the four different phonon modes

withtherequiredwaveVectorarelistedinTable3.l,fromwhereweseethatit
must be TAphonons that are involved. The experimental data also shows a tail

extendingdowntoabout0.60eV.This iscausedbyabsorpt ionof thehigher
frequency phonons and also multiphonon absorption'

fne pioUaUitity for phonon absorption is proportional to the number of

phonons present, which is given by the Bose-Einstein formula:
Longitudinal acoustic (LA) 0.02'7

Transverse acoustic (TA) 0.008

Longitudinal optic (LO) 0.030

Transverse oPtic (TO) 0.035(3.36)
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The variation of the phonon populations with temperature implied by eqn 3.36

leadstoacharacteristictemperaturedependenceoftheabsorptionedge.Aswe
decrease z, the contributions due to phonon absorption gradually freeze out,

starting with the highest energy phonons. At very low temperatures, we would

not expect to observe any phonon absorption at all, because there would be

no phonons excited with enough energy' On the other hand' phonon emission

is possible at all temperatures. Thus at the lowest temperatures, the indirect

absorptionedgewouldbedeterminedbyphononemissionratherthanphonon
absorption. This behaviour contrasts with direct gap materials' in which the

absorption edge merely shifts with the band gap as the temperature is varied'
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The band diagram for germanium in Fig' 3'9 shows that direct transitions

canoccurifthephoton"n-",gyexceeds0'80eV'Inthiscase'wewouldexpect
that the absorption wouta Uäim to follow eqn3'25 instead of eqn 3'35' This

is indeed borne out by the da=ta' The black squares in Fig' 3'10 show the ab-

sorption data on a new scale, with cv2 plotted againstthe ph:'on "::-tgl-:A clear

threshold at 0.80 eV is observed, andlhe frequency dependence appro^ximately

ä;;;;ä 
-; 

a;' - E$i'), where nt' = 
0'80 ev is the band gap ror direct

transitions at the I point. Note that tfie direct absorption completely dominates

over the indirect processes once we have crossed the second threshold at Egir'

The indirect absorption is much weaker' and is insignificant when-plotted on

the same scale as the direct absorption as in Fig' 3'10' This highlights the

second-order nature of the indirect absorption'

3.5 Interband absorption above the band edge

Up to this point, we have been concentrating on the absorption near the band

edge.Aswewi l lseeinChapter5, thereasonfordoingth is is that theopt ica l
prip"ni"t at the band edge determine the emission spectra' This does not

mean that the rest of the absorption spectrum rs uninteresting: it is just more

"o*pti"ut"A to deal with because the parabolic band approximation does not

apply. However' as we will see below' much useful information about the full

Uuni ,t o"t rre can be obtained from analysis of the overall spectrum'
"--ä1, 

no, possible to give explicit formulaefor the full frequency dependence

oftheabsorptionspectrumaswedidforthebandedgeabsorptionineqns3.25
and3 .35 . Ins tead ,wehave toworkou tdE ldk ineqn3 .14 f romthe fu l l band
structure. In this section we will illustrate how this is done for the case of

silicon. The principles described here can be applied to other materials if the

band structure is known'

Figure 3.11 shows the interband absorption spectmm of silicon up to 10 eV'

Two features at about 3.5 ev ar.d 4.3 ev are readily identified in the data.

These two energies are labelled E1 and E2 and are related to aspects of the
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silicon at 300 K up to 10 eV' The fiansition

at the band gap Eg is indirect and involves a

phonon. The energies E1 arld E2 conespond

in 

critical 

points where the conduction and

valence bands are parallel to each other' This

can be seen more clearly in the band structüe

diagram given in Fig-3-72' After [3]'
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band structure, as discussed further below. The absorption coefficient in the

spectral region around E1 and E2 is extremely large, with value_s of cY in excess

of tO8 --i. This should be compared to values of 102-106 m-1 in the spectral

region immediately above the band gaP Ee at 1.1 eV. (See Fig. 3.8.) Indeed'

the band edge absorption is completely negligible on the scale of the data

shown in Fig. 3. 1 1 . This is a consequence of two factors. Firstly, the band edge

absorption is weak because it is indirect, and secondly, the density of states at

the band edge is comparatively small. The measured absorption spectrum is

actually dominated by direct absorption at photon energies where the density

of states is very high.
Figure 3.12 shows the band structure of silicon along the (100) and (111)

directions. The band gap Ee is indirect and has a value of 1.1 eV with the

conduction band minimum located near the X-point of the Brillouin zone.

Direct transitions can take place between arty state in the valence band and the

conduction band states directly above it, if the transitions are dipole-allowed.

The minimum direct separation between the conduction and valence bands

occurs near the L point, where the transition energy is 3.5 eV. The energy of

these transitions is labelled Et,and corresponds to the sharp increase in the

absorption at 3.5 eV observed in the data shown in Fig. 3.11. The separation

of the conduction and valence bands near the X point is also significant. This

energy is labelled E2 and coffesponds to the absorption maximum at4.3 eY.

The transitions near the L and X points are particularly important because of

the 'camel's back' shape of the conduction band. This means that the conduc-

tion band ends up having a negative curvature near these points ofthe Brillouin

zone. The curvature is more or less the Same as that in the valence band, so that

the conduction and valence bands are approximately parallel to each other.

This means that we can have direct transitions with the same photon energy

for many different values of k. The joint density of states factor is therefore

very high at E1 and E2, and we expect the absorption to be correspondingly

high. This is indeed observed in the experimental data: the absorption rises

3.5 Interband absorptionabove the band edge 67

Fig. 3.12 Band structure of silicon. The band

gap Eg is indirect and occurs at 1.1eV. The

conduction and valence 

bands 

are 

approx-

imately parallel along the (111) and (100)

directions near the zone edges at the L and

X points. The separation of the bands in

these region are labelled E1 (3.5 eY) and E2

(4.3 eV) respectively. The absorption at these

energies is very high due to the Van Hove

singularities in the joint density of states.

After [5], copyright 1988 Springer-Verlag,

reprinted with permission.
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Fig. 3.13 Schematic diagram of an ex-

perimental arrangement to measure absorp-

tion specfra in 

the 

wavelength range 200-

1000 nm using a silicon diode array detector'

At longer wavelengths the spectrograph and

silicon detector is replaced with a scanning

monochromator and an 

infrared 

detector, or

with a 

Fourier 

transform spectrometer.

sharply at E1 andreaches a peak at E2.The absolute values of the absorption

coefficient are extremely large: over 108 m-l as we have already noted.

In a region of the Brillouin zone where the bands are parallel, the photon

energy E for direct transitions does not depend on k. This implies that d E /dk
is zero, and hence that thejoint density of states g(E) diverges (cf. eqn 3.14).

The energies at which dE ldkvanishes are called criticol points, and the corre-

sponding divergences in the density of states are called Von Hove singulorilies.

In practice, the bands are only approximately parallel over a portion of the

Brillouin zone, and so g(ha) just become very large, rather than diverging

completely.
The discussion of the absorption coefficient of silicon given here can be

adapted to other materials if their band structure is known. The absorption

strength will be proportional to the joint density of states, which will be partic-

ularly high if the conduction and valence bands are parallel to each other. An

example of how this is done in the case of metals is discussed in Section 7.3.2

of Chapter 7.

3.6 Measurement of absorption spectra

The absorption coefficient of a material is usually determined by measuring the

transmission of a thin platelet sample. A typical experimental arralgement to

do this is shown in Fig. 3.13. The light from a low intensity white light source

such as a tungsten bulb is passed though the sample, and the spectrum of

the transmitted light is recorded with a spectrograph and a silicon diode array

detector. The transmission coefficient is determined by calculating the ratio of

the light on the detector with and without the sample present. The absorption

coefficient is then calculated from the transmission using eqn 1.6, after mea-

suring the reflectivities in a separate experiment. By placing the sample in a

helium cryostat, the absorption coefficient can be measured as a function of

temperature down to 2 K.

The arralgement shown in Fig. 3.13 can be used for measurements within

the spectral response of silicon, namely - 200-1000 nm. At longer wave-

lengths the spectrograph and silicon detector must be replaced by a scanning

monochromator with a suitable infrared detector. The criteria used to select the

optimal detector for a particular spectral region are discussed in Section 3.7. 1.

At wavelengths beyond - 5 pm, it is common to use Fourier transform spec-

trometers for absorption measurements.

In some materials, the absorption is so sffong that it is impractical to use

transmission measurements to determine cu. We have already seen, for exam-

ple, that the absorption coefficient of silicon exceeds 108 m-l at some wave-

lengths, which would mean that the transmission of a very thin sample of

thickness 0.1 um would still be less than 0.01 7o.ln this case, the absorption

is calculated from the imaginary part of the complex refractive index using

eqn 1.16. r itself is deduced from the measured reflectivity spectra R(fia)

using eqn 1.26. This might seem impossible at first sight, because R depends

on both n and rc. However, we know from Section 2.2.5 that n and rc are not

completely independent variables and must be related to each other through

the Kramers-Kronig relationships. Hence by self-consistent fitting of the re-
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flectivity spectra using the Kramers-Kronig formulre given in eqns 2.36 and
2.37, we can determine both n and r from R(hat), and hence deduce q, from rc .

3.7 Semiconductorphotodetectors

The strong absorption found in semiconductors is the basis of semiconductor
photodetectors. Light with photon energy greater than the band gap is ab-
sorbed in the semiconductor, and this creates free electrons in the conduction
band and free holes in the valence band. The presence ofthe light can therefore
be detected either by measuring a change in the resistance of the sample or
by measuring an electrical current in an external circuit. In this section we
consider the operating principles of two different types of detector, and then
discuss the use of semiconductor detectors in solar cells.

3.7.I Photodiodes

Figure 3.14 shows a schematic diagram of a photodiode detector. The detector
consists of a p-n junction with a thin intrinsic (undoped) layer sandwiched
in the depletion region, forming a p-i-n structure. The band alignments and
electrostatics of this type of structure are discussed in Appendix D. The diode
is operated in reverse bias. This ensures that there is only a very small current in
the circuit when no light is present, and applies a very strong DC electric field
t across the i-region. Photons absorbed in the i-region generate electron-hole
pairs, that are rapidly swept towards the contacts by the field, and hence into the
external circuit. The current generated in this way is called the photocurrent.

Consider a photodiode of active length / illuminated by a light beam of
optical power P and angular frequency ar. The flux of photons per unit time on
the detector is P /fta. From the definition of the absorption coefficient given
in eqn 1.4, we can deduce that the fraction of light absorbed in a length / is
equal to (I - e-"t), where cv is the absorption coefficient at frequency a.Each
absorbed photon generates one electron-hole pair, and we define the quonlum
efficiency ry as the fraction of these caffiers that flow into the external circuit.
The magnitude of the photocunent 1o" is thus given by:
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Many basic detectors just use p-n structurds
without the i-region. The light is absorbed in
the depletion region at the junction, where
there are no free carriers. The p-i-n structure
is preferable because of the faster response
times than can be achieved. It is. however.
more 

complicated 

to 

make.

Fig. 3.14 Schematic diagram of a p-i-n pho-
todiode. The diode is operated in reverse bias
with a positive voltage V9 applied to the n-
region. This generates a sfong DC electric
field t across the i-region. Absorption of
photons in the i-region creates free electrons

O and holes e that are attracted to the n-
region and p-regions respectively by the field.
The carriers that reach the doped regions flow
into the 

extemal 

circuit, 

thereby 

generating
the photocurrent /pc.

r

4": rnfi{r - "-ot). (3.31)

We have assumed here that the top surface of the detector has been antireflec-
tion coated to,prevent the wasteful reflection of incident photons. We have also
assumed that the absorption in any layers above the active region is negligible.

The responsivity of the device is the ratio of the photocurrent 10" to the
optical power P, and is given by:

Responsivity :
Ip"

P

n e  . .  - d t  .:  
h . (  

I  -  e  " ' )  amps per  wat t . (3.38)

Equation 3.38 shows us that in order to obtain a large responsivity we need a
high absorption and high quantum efficiency. Ideally, we would like to have
both 4 and (1 - e-al; to be equal to unity, in which case the responsivity is
simply e /ttr't. This sets an upper lirnit on the responsivity that can be achieved.
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Table 3,2 Common semiconductor pho-

todetectors. Eg: band gap, T: operating

temperature,,l"max: maximum wavelength

that can be detected. The band gap of alloy

semiconductors such as InGaAs and HgCdTe

can be varied by altering the composition.

The compositions listed here coffespond to

typical values used in detectors.

For example, the maximum possible responsivity fot a 2 eV photon ()' :

620 nm) is 0.5 AW-l. Well designed photodiodes can come quite close to

this ideal figure.
The design of practical photodiodes is based on several criteria.

o The choice of the semiconductor is made to optimize the responsivity

while ensuring a fast response and low noise. The most fundamental

criterion is that the band gap must be smaller than the photon energy.

Having satisfied this criterion, we want Estobe as large as possible to

minimize the noisy dark current that arises from the thermal excitation

of electrons and holes across the gap. At the same time, we want a

material in which the electron and hole mobilities are high so that the

photogenerated carriers can be swept quickly across the device and give

a fast response time.
r Materials with direct band gaps are better than those with indirect gaps

because the absorption is higher. With typical values of o over 106 m-l

for direct absorption, the thickness of the active layer needs only;16 5"
- | u,mto achieve very strong absorption. In an indirect gap semicon-

ductor, greater thicknesses are required, which increases the constraints

on the purity of the material. Fufihermore, the direct gap materials can

give faster response times because the thinner i-region reduces the transit

t ime of the device.
o The top contact should be designed to transmit as much of the light into

the i-region as possible. This means that the top contact should be made

very thin. A better solution is to use different semiconductors for the

p-njunction and i-region, such that the top contact has a larger band gap

than the photons to be detected. This is possible with modern epitaxial

semiconductor growth technology.

Al1 these physical considerations have to be weighed against the manufacturing

costs.
Table 3.2 gives a list of several eommon types of semiconductor photode-

tectors. Silicon is extensively used at visible and near-infrared wavelengths,

despite the fact that the absorption is indirect. This choice is determined by the

advanced technology of the silicon industry. Germanium detectors can be used

out to 1.9 pcm, but for more demanding applications in the wavelength range

l_15 u,m, the III-V alloy semiconductor InGaAs is becoming increasingly

important. This is because it has a direct gap and also has a higher electron

mobility than Ge, which means that fast, efficient detectors can be made for

the telecommunications wavelengths of 1.3 pm and 1.5 pcm.

At wavelengths beyond 1.9 pm, nanow gap semiconductors such as InAs

or InSb have to be used. These long wavelength detectors invariably require

cryogenic cooling to suppress the thermal dark currents and achieve good

signal to noise ratios. The II-VI alloy semiconductor HgCdTe is frequently

used for wavelengths beyond 5 p,m. It has a band gap which can be varied

according to the composition, and detectors with peak sensitivities in the range

5-14 pm are available. HgCdTe detectors are therefore atle to cover several

technologically important infrared wavelengths, especially 10.6 g.m, which

corresponds to one of the infrared windows in the atmosphere and also to the

emission lines of the CO2 laser. In Section 6.7 of Chapter 6 we will describe
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.n alternative detector for 10.6 ,r^lm which has recently been developed using
JaAs quantum wells. These quantum well detectors operate on a different
rrinciple to the interbaad detectors described here.

t-rample 3.2
:stimate the responsivity of a 70 pm thick antireflection coated silicon pho-
:.rciode at 800 nm. calculate the photocurrent generated when the diode is
iluminated with a 1 mw beam from a semiconductor laser operating at this
.i avelength.

aolution

fhe responsivity is given by eqn 3.38. We can read a value of cv ry 1 x
. rP m- 1 : 0. 1 prm- 1 for silicon at 800 nm (1.55 eV) from Fig. 3. g. The device
- antireflection coated, and we therefore assume that no optical power is lost at

:he front surface. A well designed photodiode will have negligible absorption
n the top contact and quantum efficiency rl x I at the operating wavelength.
rVe therefore obtain:

Responsivity : I tt - "-0.1 x 10., : 0.4I amps per watt .
na

fhe photocunent is given by the product of the responsivity and the optical
rcwer. The photocurrent will therefore be 0.41 mA.

3.7,2 Photoconductive devices

\n alternative way to make a semiconductor photodetector is to use the photo-
--onductive effect. This relies on the change of the conductivity of the material
''vhen illuminated by light. The conductivity is proportional to the density
rf free electrons and holes. The conductivity therefore increases due to the
reneration of free carriers after absorption of photons by interband transitions.

The devices consist of a sample with contacts at the ends so that a constant
DC current can flow through the semiconductor between the contacts. The
:esistance between the contacts decreases upon illumination. This alters the
voltage dropped across the device, and hence provides the detection mecha-
rism. Photoconductive detectors are simpler to make than photodiodes, but
rend to have slow response times.

3.7.3 Photovoltaicdevices

Semiconductor photodiodes can also be operated in photovoltaic mode. In this
mode of operation, the device does not have an external power supply. Instead
it generates a photovoltage when irradiated by light. This in turn can be used
to generate..electrical power in an external load. This is the basis of operation
of solor cells, which convelt sunlight into electrical power.
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The operating principle of a photovoltaic device relies on the relationship

between the photocurrent and the applied bias in a photodiode. The photocur-

rent is sensitive to the bias because it affects the electric field t across the

depletion region. As explained in Appendix D, the field strength can be quite

large even when the extemal bias is zero. This is because of the alignment

of the Fermi levels in the p- and n-regions, which produces a voltage drop

across the depletion region called the built-in voltage V61. The magnitude of

V6i is approximately equal to Erle. A forward bias approximately equal to

v61 must therefore be applied before t drops to zero. The diode will produce

a photocurrent on illumination provided that there is a fleld to sweep out the

electrons and holes. Thus photocurrents can be produced aI zeto bias and even

in forward bias, provided the forward bias voltage is less than V6;.

Let us suppose that we replace the battery in Fig. 3.14 with an electrical load

of resistance Ä. The voltage on the diode in the dark is zero. If the diode is illu-

minated, a photocurrent will be generated because the field due to the built-in

voltage sweeps the carriers out of the i-region. This photocurrent flows through

the load and the device therefore convelts optical power to electrical power.

The magnitude of the electrical power is fo2.n. T'ne direction of the photocur-

rent is such that the photovoltage lpcR across the load puts the diode in forward

bias. Thus if the illumination level is increased from zero, the photocurrent will

saturate as the photovoltage approaches Vui. This limits the maximum amount

of electrical power that can be generated. At present, the maximum power

conversion efficiency achieved in a silicon solar cell is in the range 10-25 Vo.

Chapter summary
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Exercises 73

Interband transitions in indirect gap materials involve the absorp-

tion or emission of a phonon lo conserve momentum in the process.

lndirect absorption is much weaker than direct absorption since i l

is a second-order process.
The frequency dependence of the absorption edge in an indirect

gap material is given by eqn 3.35. This is different to that observed

in direct gap semiconductors, and provides a way for determining

the nature of the band gap experimentally.
The absorption of l ight by interband transitions can be used to

make photodetectors. The detection mechanism is based on the

generation of a photocuffent or the increase of the conductivity

after absorption of photons with energies greater than the band gap.

Further reading

The electronic states of solids are covered in the companion book of this series

ry Singleton (2001). They are also covered in all general solid state texts, for

-'rample Burns (1985), Ibach and Luth (1995) or Kittel (1996), and in more

Jetail by Harrison (1999).

Detailed information on the interband absorption of semiconductors may be

iound in Klingshirn ( 1995), Pankove (1911), Seeger (1991), or Yu and Cardona

1996). Introductory treatments ofthe application ofgroup theory to interband

:ransitions can be found in Klingshirn (1995) or Yu and Cardona (1996)' Yu

,ind Cardona (1996) also give the derivation of the frequency dependence of

ihe absorption coefficient in an indirect gap semiconductor (eqn 3.35).

The Franz-Keldysh effect is described in Klingshirn (1995), Seeger (1991),

,rr.Yu and Cardona (1996). Yu and Cardona (1996) explain the use of electrore-

dectance to determine band structure parameters, while Seeger (1997) gives a

good discussion of the effect of magnetic fields on the band edge absorption.

The physics of semiconductor photodetectors is described in more detail in

Bhattacharya (1997), Chuang (1995), Sze (1985), Wilson and Hawkes (1998)'

or Yariv (1991). Sze (1985) gives a good discussion of solar cells.
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Exercises
(3.1) Apply Born-vo! Karmen periodic boundary conditions (3'6)

1i . '  . iL, -  eik\x+L) etc..  where L is a macroscopic

iength)-to show that the density of states in k-space is

I I  (2n)r .

(3.2) Show that the density of states for an electron with

E(k) : h2k2 12m* is given bY eqn 3'16'

(3.3) The wave function of an atomic state with principal quan-

tum number n, orbital quantum number I and magnetic

quantum number m may be written in 

the 

form:

:  l 0 r

:  l l r

:  l l r "

Table 3.3 gives absorption data for gallium phosphide at

300 K. What can you deduce about the band structure of

GaP from this data?

Table 3.3 Absorption coefficient o of GaP tabulated against

photon energY E at 300 K. After [3]'

E (eV) cu (m-1) E (eV) o (m-1)

23 
'7.39 x 105

2.8 3.35 x 106

2.9 5.38 x 106

3.0 6.81 x 106

3.1 8.64 x 106

2.2  3 .12  x

2.3 
'7.79 x

2.4 2.72 x
2.5 6.43 x
2.6 7.44 x

101
103
104
104
105

ünw7,  0 ,  ü  :  R61( r )1116(d ,  @) ,

where Rn1(r) is the radial wave function' {t(d, @) is

the spherical harmonic function, and (r,0,Q) ate the

usual spherical polar coordinates' The spherical har-

monic function itself may be written Q'7)

Ym@, 0)  
-  P lm(cos  d)e 'm@,

where P,m (cos 6) is a polynomial function in cos d ' The

parity oi the spherical harmonic functions is equal to

( -  1 ) ' .

(i) Explain what is meant by the 'parity' of an atomic

wave function.

tii) By considering the parity of the wave functions'' 
.,iou. that the iratrix-element for an electric dipole

transition defined bY

M :

V,: [, Ii-ü o"-'r)Üi.)rz si'�t o d' ou o r\'

must be zero unless I changes by an odd number

during the transition. I

(iii) By writing the components of r in spherical polar

coordinates, prove that Am : 0 if the light is

polarized along the z direction, and Am - {1 for

light polarized in the x or y direction'

(3.4) Draw a schematic diagram of an experimental arrange-

menf that could be used to obtain the absorption data

shown in Fig' 3.6.

(3.5) Explain how you would use optical absorption measure-

ments to 

determine 

whether a semiconductor has a 

direct

or indirect band gaP.

I  Byconsider ingthepropeft iesof thefunct ionP,m(cosp), i t ispossib letoprovethat theselect ionruleonÄl 
isstr ic ter thanjustbeinganodd

number: Al must in fact be equal to *1'
+ Exercises marked with an asterisk are more challenging'

(3.8)

Use the data given in Fig' 3.10 to estimate the absorption

coefficient of germanium at 1200 nm'

The band parameters of the four-band model shown in

Fig. 3.5 are given for GaAs in Table C'2'

(iiCatculate the k vector of the electron excited from the

heavy hole band to the conduction band in GaAs when a

photän of energy 1.6 eV is absorbed at 300 K' What is

ihe corresponding value for the light hole transition ?

(ii) Calculate the wave vector of the photon inside the

crystal. Does this confirm the validity of the approxtma-

tion given in eqn 3.12 ? The refractive index of GaAs at

1.6 eV is 3.7.
(iii) Calculate the ratio of the joint density of states for

the heavy and light hole transitions'

(iv) What is the wavelength at which transitions from the

split-off hole band become possible?

(3.9)* In silicon the slike antibonding orbital lies at a higher

energy than the pJike antibonding orbitals' which con-

trasts with the ordering of the levels for Ge or GaAs

shown in Fig' 3.3. This leads to major qualitative differ-

ences between the conduction band states of silicon and

germanium at the f point, as can be seen by comparing

Fiss 3.9 and3.l2.

(i) Deduce the value ofthe direct band gap of silicon

at the f point from the band stmcture diagram

given in Fig. 3.12'

(ii) Explain qualitatively how the transitions at ener-

gies E1 afld E2 canbe dipole-allowed'



, l0) Where would you expect to measure the optical absorp-

tion edge in germanium at 4 K? The indirect band gap is

0.74 eY at this temperature.

: I 1) Estimate the electric field strength at which the band edge

of GaAs is red-shifted bv 0.01 eV. The electron effective

mass is 0.067mg.

: l2)* Show that a classical particle of mass m and charge e

performs circular orbits around a magnetic field with an

angular frequency of eB f m, where B is the field strength.

Show also that the selection rule for the Landau level

number n during an interband transition is An : 0.

'. l3)* (i) Show that the density of states of a particle which is

free to move in one dimension only is proportional

ß E-t/2, where E is the energy of the particle.

(ii) Draw a sketch of the frequency dependence of

the optical absorption edge of a one-dimensional

direct-gap semiconductor.

(iii) Explain why a bulk semiconductor in a strong mag-

netic field can be considered as a one-dimensional
system. Hence explain the shape of the optical

transmission spectrum of germanium at 300 K at

3.6 T given in Fig. 3.7.

(iv) Use the data in Fig. 3.7 to deduce values for the

band gap and the electron effective mass of Ge on

Exercises 75

the assumption that mf, )) m[. Comment on the

values you obtain.

(3.14) The absorption coefficient of germanium is 4.6 x

104m-1 at 1.55 pm and 7.5 x 10sm-1 at 1.30p'm.

Calculate the maximum responsivities of a germanium

photodiode with a 10,rm thick absorbing layer at these

two wavelengths.

(3.15) (i) The capacitance of a reverse biased p-i-n photodi-

ode can be calculated by treating the device as a

parallel plate capacitor. Justify this approximation.

(ii) Calculate the capacitance of a ̂ silicon p-i-n pho-

todiode with an area of lmm' and an i-region

thickness of 10am. The static dielectric constant

of silicon is I 1.9.

Estimate the time taken for the photogenerated

electrons and holes to drift across the i-region

when the reverse bias on the photodiode is

10 V. Assume that the built-in voltage is 1.1 V,

and that the electron and hole mobilities of Si

at room temoerature are 0.15*2V-1 s-l and

0.045 m2 V- f s- 1 respectively.

At what voltage would the electron transit time be

equal to the RC time constant of the diode when

connected to a 50 Q load?

(iii)

(iv)

I
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4 Excitons

In the previous chapter we discussed the absorption of photons by interband

transitions. We saw that this process creates an electron in the conduction band

and a hole in the valence band, but we neglected the effects of the mutual

Coulomb attraction between them. As we will see in this chapter, the Coulomb

interaction can give rise to the formation of new excitations of the crystal called

excitons. These excitons have interesting optical propefties and are important

for optoelectronic applications.
We will encounter excitons in several different contexts throughout this

book. In this chapter we will concentrate mainly on their effects on the absorp-

tion edge of bulk semiconductors. In Chapter 6 we will see how the excitonic

effects can be enhanced by forming quantum well structures containing very

thin layers of direct gap semiconductors such as GaAs. In Chapter 8 we will

see how the excitonic effects have a strong influence on the optical propefiies

of molecular materials. Finally, in Chapter 11 we will briefly study how the

presence of excitons can give rise to useful nonlinear optical properlies in bulk

and quantum well semiconductors.

4.1 The concept of excitons

The absorption of a photon by an interband transition in a semiconductor or

insulator creates an electron in the conduction band and a hole in the valence

band. The oppositely charged particles are created at the same point in space

and can attract each other through their mutual Coulomb interaction. This

attractive interaction increases the probability of the formation of an electron-

hole pair, and therefore increases the optical transition rate. Moreover, if the

right conditions are satisfied, a bound electron-hole pair can be formed. This

neutral bound pair is called an exciton. In the simplest picture, the exciton may

be conceived as a small hydrogenic system similar to a positronium atom with

the electron and hole in a stable orbit around each other.

Excitons are observed in many crystalline materials. There are two basic

types:

o Wonnier-Mott excitons, also called free excitons;

. Frenkel excitons, also called tighily bound excitons.

The Wannier-Mott excitons are mainly observed in semiconductors, while the

Frenkel excitons are found in insulator crystals and molecular crystals.

The two generic types of exciton are illustrated schematically in Fig. 4.1.

The diagrarn:s show an electron and hole orbiting around each other within a

crystal. The Wannier-Mott type excitons have a large radius that encompasses

o
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Fig. 4.1 

Schematic 

diagram 

of: 

(a) a 

free

exciton, and (b) a tightly bound exciton. The

free 

excitons 

illustrated 

in 

(a) are 

also 

called

Wannier-Mott excitons, while the tightly

bound excitons illustrated in (b) are also

called Frenkel excitons.
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(a) Free exciton (b) Tightly bound exciton

many atoms, and 

they 

are 

delocalized 

states 

that 

can move 

freely 

throughout

the crystal; hence the alternative name of'free' excitons. Frenkel excitons, by

contrast, have a much smaller radius which is comparable to the size of the

unit cell. This makes them localized states which are tightly bound to specific

atoms or molecules; hence their alternative name of 'tightly bound' excitons.

Tightly bound excitons are much less mobile than free excitons, and they have

to move through the crystal by hopping from one atom site to another.

Stable excitons will only be formed if the attractive potential is sufficient

to protect the exciton against collisions with phonons. Since the maximum

energy of a thermally excited phonon at temperature Z is - ksT, whete ke

is Boltzmann's constant, this condition will be satisfied if the exciton binding

energy is greater than ksT . Wannier-Mott excitons have small binding ener-

gies due to their large radius, with typical values of around 0.01 eV. Since

ksT - 0.025 eV at room temperature, the excitons are only observed clearly

at cryogenic temperatures in many materials. Frenkel excitons, on the other

hand, have larger binding energies of the order 0.1-1 eV which makes them

stable at room temperature.
In the sections that follow, we will first describe the basic properties of

free 

excitons, 

and then 

study 

how 

they 

are 

affected 

by 

external 

electric and

magnetic fields. We will then discuss the interactions between excitons, which

are the basis for the nonlinear optical properties of excitons discussed in Chap-

ter 11. We close the chapter with a brief discussion of the optical properties of

Frenkel excitons.

4.2 Free excitons

4.2.1 Binding energy and radius

In a free exciton, the average separation of the electrons and holes is much

greater than the atomic spacing, as shown in Fig. 4.1(a). This is effectively

the definition of a Wannier exciton, and it specifies more accurately what is

meant by saying that the free exciton is a weakly bound electron-hole pair.

Since the electron-hole separation is so large, it is a good approximation
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Table 4.1 Caiculated Rydberg constant

and Bohr radius of the free excltons

in several direct gap 

III-V 

and II-VI

compound semiconductors.

E": band gap,

Rl: exciton Rydberg constant ftom

eqn 4.1,

ay: exciton Bohr radius from eqn 4'2'

The bracketed figures for InSb indicate

that there has been no experimental

confirmation of the values.
m o 1 ' )

f n :  
j  e ,  f \ ' a g :  f l ' a x
u

toaverageoverthedeta i ledStructureof theatomsinbetweentheelectron
and hole and consider the particles to be moving in a uniform dielectric

material. we can then model rhe free exciton as a hydrogenic system similar to

positronium.
We know from atomic physics that the motion of hydrogenic atoms splits

into the centre of mas, -olion and the relative motion. (See Exercise 4' 1') The

centreofmassmot iondescr ibesthekinet icenergyof theatomasawhole,
while the relative motion determines the internal structure. The energies of the

bound states can be determined by finding the eigenvalues of the schrödinger

equation for the relative motion, or alternatively by using approximation tech-

ni'qu"rsuchasthevariationalmethod'(SeeExercises4'24'4)'Themainre-
,ulis are, however, well explained by using the Bohr model (cf' Exercise 4'5)'

and this is the procedure we will adopt here'

In applying ihe Bohr model to the exciton, we must take account of the fact

that theilectron and hole are moving through a medium with a high dielectric

constante. .Wemustalsorememberthat thereducedmassp{wi l lbegivenby
eqn3.2},insteadofthevalueof0.ggglmothatappliestothee]ectron-proton
system in a hydrogen atom. With these two qualifications' we can then just use

the standard results of the Bohr model. The bound states afe characterized by

the principal quantum number n. The energy of the nth level relative to the

ionization limit is given bY

(4.1)

(4.2)

Example

(i) Ca
€ r '

(ii) Ga
Esl
exl
tre

(iii) Es
str

Solution

( i i i )

{.2.2

Free r
Ga\s
r.nJ cr

Filr ll

Er,
r\ iüt

(i) w
gi

E $ ) :  -  J L
m0

Rn Rx
N L

I
1

- r

where Rs is the Rydberg constant of the hydrogen atom (13'6 eV)' The quan-

ritRx | @l*11)Oglntroduced here is the exciton Rydberg constant' The

radius ofthe electron-hole orbit is given by (i i) \
1
I
l
(

Crystal Es R1 ax
(eV) (meV) (nm)

GaN
ZnSe
CdS
ZnTe
CdSe
CdTe
GaAs
InP
GaSb
InSb

3.5  23  3 .1
2.8 20 4.5
2.6 28 2.1
2.4 13 5.5
1 .8  15  5 .4
1 .6  72  6 ;7
1 .5  4 .2  13
t.4 4.8 12
0.8 2.0 23
0.2 (0.4) (100)

where all is the Bohr radius of the hydrogen atom (5'29 x 10-11m) and av :

(moerlijanis the exciton Bohr radius' Equations 4'1 and 4'2 show that the

grounA state with h : t has the largest binding energy and smallest radius'

ihe excited states with n > 1 are less strongly bound and have a larger radius'

Table 4.1 lists the exciton Rydberg constant and Bohr radius for a number

of direct gap III_V and II-Vi semiconductors. A general pattem is easily

not icedinthedata,namelythatRxtendsto increaseandaytodecreaseas
E, increases. This is explained by the fact that e' tends 

Tllecrease Ti.tJ:
in-crease as the band gap increases' From eqns 4'1 arfl4'2' we see that thls

causes an increase in the exciton binding energy and a decrease in the radius'

In insulators with band gaps greater than about 5 eY' avbecomes comparable

to the unit cell size, unä itr" Wunnier model is no longer valid. At the other

extreme,Rl issosmal l innalTowgapsemiconductorssuchaslnSbthat i t is
difficult to observe any free exciton effects at all. Hence' free exciton behaviour

is best observed in semiconductors with medium-sized band gaps in the range

- 1-3 eV.
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Example 4.1

(i) Calculate the exciton Rydberg and Bohr radius for GaAs, which has

er : 12.8, mt : 0.067m0 and mf: 0.2m0.

(ii) GaAs has a cubic crystal structure with a unit cell size of 0.56 nm.

Estimate the number of unit cells contained within the orbit of the n : 1

exciton. Hence justify the validity of assuming that the medium can be

treated as a uniform dielectric in deriving eqns 4.1 and 4.2.

(iii) Estimate the highest temperature at which it will be possible to observe

stable excitons in GaAs.

Solution

(il We first need to calculate the reduced electron-hole mass p, which is

given by eqn3.22. With ruj :0.067mo, and mfi - 0.2m0, we find
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It is not immediately obvious what is the

correct 

dielectric 

constant 

or 

hole 

effective

mass to use for a III-V semiconductor such

as GaAs. This is because e, varies with fre-

quency (see Section 10.2), and the heavy and

light hole bands are degenerate at ft : 0 (see

Fig. 3.5). As a rule of thumb, we use the value

of 

e1 

for 

the 

photon 

energy 

that 

corresponds

to R;, 

and 

a 

weighted 

average of 

the 

heavy

and light hole masses for mfi. In this example,
RX comes out to be 4.2 meY which is in the

far-infrared spectral 

region. 

We 

therefore 

use

the static dielectric constant €sr for €r.

;t

lc

I
n
E

!
E

We then
obtain:

and

o '  -  Y '8  x  o .o529nm:  13nm." 
0.05

(ii) We see from eqn 4.2 that the radius of the n : 1 exciton is equal to ca.

The volume occupied by this exciton is ltralwhich is equal to 9.2 x

1g-za ̂ 3. The volume of the cubic unit tell is equal to (0.56 nm)3 :

1 .8 x 10-28 m3. Hence the exciton volume can contain 5 x 104 unit cells.

Since this is a large number, the approximation of averaging the atomic

stlucture to a uniform dielectric is justified.

(iii) The fl : 1 exciton has the largest binding energy with a value of

4.2 meY. This is equal to ksT at 49 K. Therefore, we would not expect

the excitons to be stable above - 50 K.

4,2.2 Exciton absorption

Free excitons are typically observed in direct gap semiconductors such as

GaAs. They are created during direct optical transitions between the valence

and conduction bands. As discussed in Section 3.2this creates an electron-hole
pair in which the electron and hole have the same k vector.

Excitons can only be formed if the electron and hole group velocities u" and

uh are the same. This is a necessary condition for the elecffons and holes to be

/  |  |  \ - l

w: luoet^o. "r^) 
:  o.o5zo.

insert this value of p, and e, : 12.8 into eqns 4.1 and 4.2 to

* t : # x 1 3 . 6 e V : 4 . 2 m e Y ,



80 Excitons

Free excitons can also be observed near

the 

fundamental 

band gap of indirect 

semi-

conductors such as silicon and germanium.

These indirect excitons are more difficult to

conceptualize because the electron and hole

have different k vectors. The condition ug :

u1 is satisfied because the electron at the con-

duction band minimum still has ue : 0, even
though 

it 

has 

a 

large 

k 

vector. 

Experimental

results give the 

binding 

energies 

of 

the 

free

excitons in silicon and germanium as 14 meV

and 4 

meV 

respectively. 

These 

values 

are

slightly higher 

than 

the general trends for 

di-

rect gap semiconductors shown in Table 4.1.

This 

is 

because 

of 

the 

larger 

electron 

mass

at the zone edges compared to the f-point.
It 

is 

difficult 

to 

observe 

indirect 

excitons 

in

absorption because 

of 

the 

reduced probability

for indirect transitions. They can, howevet be

clearly observed in e4ission experiments, as

will be discussed briefly in Section 4.4.

E
6̂

Fig,4.2 Band edge absorption spectrum for

a direct gap semiconductor with excitonic

effects included. The dashed line shows the

expected absorption when 

the 

excitonic 

ef-

fects are ignored.

able to move together as a bound pair. The group velocity of an electron in a

band is given by (see eqn C.4):

l a E
t ) d  

-  - -- B  
h a k

(4.3)

This implies that the condition ue : uh can only be satisfied if the gradients

of the conduction and valence bands are the same at the point of the Brillouin

zone where the transition occurs. All bands have zero gradient at the zone

centre. Hence we can form excitons during a direct transition at k : 0. In a

direct gap semiconductor, these transitions correspond to photon energies of

E, (cf. eqn 3.23). Therefore we expect to observe strong excitonic effects in

the spectral region close to the fundamental band gap.

The energy of the exciton created in a direct transition at k : 0 is equal to the

energy required to create the electron-hole pair, namely Eg, less the binding

energy due to the Coulomb interaction, which is given by eqn 4.1. Hence the

energy of the exciton will be given by:

(4.4)

Whenever the photon energy is equal to En, excitons can be formed. The

probability for the formation of excitons is expected to be high, because it

is energetically favourable for the exciton states to be formed compared to free

electron-hole pairs. Therefore we expect to observe strong optical absorption

lines at energies equal to Ep. These will appear in the optical spectra at energies
just below the fundamental band gap. The band edge absorption spectrum

expected when excitonic effects are included is illustrated schematically in

Fig.4.2.
Free excitons can only be observed in the absorption spectrum of very pure

samples. This is because impurities release free electrons and holes that can

screen the Coulomb interaction in the exciton and thereby strongly reduce the

binding forces. For this reason, excitonic effects are not usually observed in

doped semiconductors or metals, since they contain a very high density of free

carriers. Charged impurities also generate electric fields, which tend to ionize

the excitons, as discussed in Section 4.3.1.

4.2.3 Experimental data for free excitons in GaAs

Figure 4.3 gives experimental data for the excitonic absorption of undoped

GaAs between 21 K and 294 K. As expected, the data show strong absorption

lines at photon energies just below the fundamental band gap of GaAs. At2l K

a sharp line is observedjust below the direct absorption edge. This corresponds

to the n : 1 exciton. The line is too broad to permit observation of any of the

excited states. As the temperafure is increased, the band gap shifts to lower

energy and the exciton line weakens. At room temperature where ksZ )) Rx,

the exciton line has completely gone.
The spectrum at 185 K shows a weak exciton line at the band edge even

though ftsZ is almost four times greater than R;i. This indicates that the cri-

terion for exciton stability used in Example 4.1(iii), namely ksZ < R1, is

too strinsent. The main mechanism that causes dissociation of excitons is
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Fig. 4.3 Excitonic absorption of GaAs be-
tween 27 K and 294 K. The dashed line is

an 

attempt 

to 

fit 

the 

absorption 

edge 

using

eqn 3.25 with a value of Eg equal to 1.425 eY
which 

is 

appropriate 

for 

GaAs 

at 

294 

K.

After [1], copyright 1962 American Physical

Society, reprinted with permission.

Fig. 

4.4 

Excitonic 

absorption 

of 

ultra 

pure

GaAs at 1.2 K. After [2], copyright 1985

Excerpta Medica Inc., reprinted with permis-

sion.

In Chapter 6 we will discuss how the ex-
citonic 

effects 

in 

materials 

such 

as 

GaAs

can be enhanced in quantum woll structures.
This 

has 

made 

it possible to 

obserue 

very

strong 

free 

exciton 

absorption lines 

in 

GaAs

quantum 

wells 

even 

at 

room 

temperature.

^  1 .0
I
,5 o.s

3  o u
0.4
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Photon energy (eV)

1.0

0.8
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0.4
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0
1 .5 t4  1 .516  1 .518

Photon energy (eV)

1.520

collisions with longitudinal optic (LO) phonons. As the probability of such

collisions increases, the lifetime of the excitons shortens. This leads to a corre-

sponding broadening of the exciton line in the absorption spectrum. In GaAs,

the relevant LO phonon has an energy of 35 meV which has a thermal occupa-
tion of IlTo at 185 K. (cf. eqn 3.36.) There are therefore still relatively few LO

phonons in the crystal at this temperature, and so the collisional broadening

does not yet exceed Äy, and the exciton line isjust resolved.
The dashed line in Fig. 4.3 shows the frequency dependence of the absorp-

tion edge expected if excitonic effects are ignored. This line is obtained from

eqn3.25 with a value of 1.425 eY for Eg, which is appropriate for GaAs at

294K. We see that the fit to the data is not good. This tells us that the Coulomb
interaction between the electron and hole still enhances the absorption rate

considerably, even though 

there 

are 

no 

clear 

exciton 

lines 

observed 

in 

the

spectrum.
Figure 4.4 shows more recent data for the excitonic absorption of ultra pure

GaAs at 1.2 K. The data clearly show the hydrogqnJike energy spectrum of

t .2

I

x

f l =  1  t 1  = 2
GaAs
l .2K

f l =

ü

a
J

I
E.

6
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The 

wavelength 

dependence of 

the 

photocur-

rent follows 

the 

absorption 

spectrum. 

We 

can

see this from eqn3.37, which shows that the
photocurrent is proportional to (1 - e-c').
If 

cvl 

is 

small, 

the 

photocurrent 

is 

directly

proportional to a. lf al is not small, the pho-

tocurrent will 

still 

show 

peaks at 

wavelengths

where 

cv 

is 

a 

maximum.

the exciton in the vicinity of the band gap. The exciton lines are more clearly

resolved in this data set than in Fig. 4.3 because the temperature is lower and

the sample purity is superior. As discussed above, the presence of impurities

leads to screening of the Coulomb interaction by free carriers, while lower

temperatures reduce the thermal broadening of the absorption lines.

Three exciton states can be clearly identified in the absorption spectrum

shown in Fig. 4.4.The energies of the n : 1, n :2 and n : 3 excitons are

1.5149 eY 1.5180 eV and 1.5181 eV respectively. These energies fit eqn 4.4

very well with E =1.5191 eV and Rx: 4.2 meV. This value of Er agrees

well with other measurements, while the experimental figure of 4.2 meY for

Ra is in excellent agreement with the value calculated in Example 4.1.

4.3 Free excitons in external fields

Free excitons are bound together by the electrostatic attraction between the

negative electron and the positive hole. External electric and magnetic fields

perturb the system through the forces exerted on the charged particles. The

effects of these perlurbations are discussed here, using the excitons in GaAs as

an example.

4.3.1 Electric flelds

When a DC electric field t is applied to an exciton, the oppositely charged

electrons and holes are pushed away from each other. It is shown in Exer-

cise 4.10 that the order of magnitude of the electric field between the electron

and hole in the ground state exciton is equal to 2Ry/eaa. If t exceeds this

value, the exciton will break apart. This effect is known as field ionizotion.

Electric fields are applied to excitons by incorporating the semiconductor

as the i-region in a p-i-n diode structure, as discussed in A.ppendix D. The

field strength across the i-region when a bias voltage Vs is applied is given by

eqn D.3 as:

^ lVui - Vol
a :  

h  
,

where V61 is the built-in voltage of the diode and /1 is the intrinsic region

thickness. The sign convention is such that positive V6 corresponds to forward

bias.
In a typical GaAs p-i-n diode, the i-region thickness is about 1 pcm, and V61 is

about 1.5 V. Equation 4.5 then tells us that t is 1.5 x 106 V m-l at zero bias.

At the same time we see from Table 4.1 that in GaAs 2Rylea; is of order

6 x 10s V m-1, which is substantially less than the field strength at V6 : Q.

We would therefore expect the excitons to be ionized even before we apply

bias to the diode.
Figure 4.5 shows experimental data for the field ionization of free excitons

in a GaAs p-i-n diode with /i : 1.0 pmat 5 K. In this experiment, the diode is

illuminated with light, and the photocurrent generated at a given voltage and

wavelength is recorded. The solid line is the photocurrent recorded in 'flat band

conditions' (Vs: l l .44V t t 0),whilethedashedlineisfor V6 : *1.00Y
where t av 5 x 105 V m-I. In the flat band case we observe a well-resolved

(4.s)
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Fig. 4.5 Field ionization of the free excitons
in 

GaAs 

at 

5 

K. 

The 

data 

was 

taken 

on 

a

GaAs p-i-n diode with an i-region thickness
of 1.0 pm. The solid line corresponds to 'flat

band' conditions (forward bias = t1.44Y
t I 0), while the dashed line is for a forward
bias of  +1.00V. where t  -  5 x 105 V m-j .
No exciton lines are resolved at zero bias,
(After G. von Plessen and A.M. Tomlinson,
Personal communication)

0
1.50 1 .51 r .52 1.53

Photon energy (eV)

-'rciton line at 1.515 eV. However, once we reduce the bias by only a very small
:rnourt, we rapidly approach the ionization field, and the exciton broadens
.i-enificantly. Atzerc bias (not shown), we are well above the ionization field,

.nd no exciton lines are resolved in the spectrum.
From the discussion above, it is clear that excitonic effects do not play a

.rge part in the physics of bulk semiconductor diodes. The excitons will only
t observed over a small range of forward bias voltages just less than V61.
Therefore, the physics of bulk semiconductors in electric fields is dominated
lore by the effect of the field on the band states, namely the Franz-Keldysh
:ffect discussed in Section 3.3.5. As we will see in Chapter 6, this is not the
-ase for the enhanced free excitons in GaAs quantum wells. These show very
nteresting electric fleld effects even at room temperature.

{.3.2 Magnetic fields

The application of a magnetic field perturbs the free excitons by applying
:nagnetic forces to the electron and hole. The strength of the perturbation is
.ct by the exciton cyclotron energy ftar, which is given by

-  - e B
hto, - 7-

p

,r here B is the magnetic flux density. This is similar to the formula for individ-
:al electrons given in eqn3.27, except that the reduced electron-hole effective
:nass /.ü appears instead of the individual electron mass.

The behaviour can be divided into the weak and strong field limits, with the
:ransition point set by the ratio of the exciton Rydberg energy to the cyclotron
rnergy. If Rx ) fto", we are in the weak field regime,-whereas Rx 11 ho"
-'orresponds to the strong field regime. In GaAs, the transition between the two
imits occurs around 2T for the n : 1 exciton: see Exercise 4.12.

In the weak field limit we treat the magnetic field as a perturbation on the
:'\citons. The ground state of a hydrogen atom has no net magnetic moment

(4.6)
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#*
w

(a) Low density
Separation > diameter

(b) High density
Separation = diameter

Fig. 4.6 Distribution of the free excitons
within a crystal. (a) Low densities: the ex-

citons are 

random 

distributed 

throughout 

the

excitation volume 

and 

the 

interexciton 

sepa-

ration is large. (b) High densities: the wave
functions 

overlap 

when 

the 

exciton-exciton

separation becomes 

comparable 

to 

the 

exci-

ton diameter.

because it is spherically symmetric. Thus the interaction between the h : 1

exciton and the B-field will be described by diamagnetic effects. The diamag-

netic energy shift is given by (see Exercise 4.13):

-
E

G

E
lt)
()

q)

()
E
o
o.

t ,
3

w

The shift is positive because Lenz's law tells us that the field induces a mag-

netic moment that opposes the applied field. This induced dipole then interacts

with the field to give an energy shift proporti onal to + 82 .
In the strong field limit, the interaction of the electrons and holes with the

field is stronger than their mutual Coulomb interaction. We therefore con-

sider the Landau energy of the individual electrons and holes first, as in Sec-
tion 3.3.6. We then add on the Coulomb interaction as a small perturbation.

The details of this analysis are beyond the scope of this book. The end result

is that the excitonic effects cause a small shift in the energies of the optical

transitions between the Landau levels.

4.4 Free excitons at high densities

Wannier excitons behave as if they are hydrogen-like atoms moving freely

through the crystal. The atoms in a gas of hydrogen are agitated by thetmal

motion and interact with each other whenever they get close together. The

simplest type of interaction is the tendency to form the H2 molecule, but other

phenomena such as Bose-Einstein condensation are also possible. Excitons

show a similar variety of phenomena such as the tendency to form molecules

or condense to a liquid phase. The type of behaviour observed in any one

material depends very much on the conditions that apply and the details of

the interactions between the excitons.
We first consider an experiment in which we take a powerfullaser and tune it

to one ofthe exciton absorption lines. The laser creates excitons in the sample,

with a density that is proportional to the laser power. At low powers, the density

of the excitons is small, and the separation between the excitons is large,

as sketched in Fig. 4.6(a). The exciton-exciton interactions are negligible in

these conditions. As the power is increased, the density of excitons increases.

Eventually, the density will be high enough that the exciton wave functions

begin to overlap, as sketched in Fig. 4.6(b). At this point, we expect that the

exciton-exciton interactions will become very significant.
We can see from Fig. a.6@) that exciton wave function overlap occurs when

the exciton-exciton distance is equal to the exciton diameter. The density at

which this occurs is called the Mott density N14o6. It is given approximately

by the inverse volume of the exciton:

, 2 . .
6E : -l 

Wrf,B"

1
NMot t  !  a  z .

l T rÄ

(4;7)
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From Table 4.1 and eqn 4.2, we find that the Mott density for the h : I

excitons in GaAs is 1.1 x 1923 ̂-3. This density is easily achievable with a

focussed laser beam.



10
T

ä 8

€
F

(.) .' n o
q
a+r

O A
T

a

. -
F]
E ' )
ö '

4.4 Free excitons at hish densities 85

Fig. 4.7 Absorption coefficient of GaAs in
the 

spectral 

region 

close 

to 

the 

band edge

at 

1.2 

K 

at 

three 

different 

excitation 

pow-
ers. 

The 

carrier 

densities 

generated for the
two 

higher 

power levels are 

indicated. 

After

[2], copyright 1985 Excerpta Medica Inc.,
reprinted 

with 

permission.

0
t.512 t.514 1.516 1 .518 r.520

Photon energy (eV)

When the exciton density approaches NMott, a number of effects can occur.
in GaAs the collisions between the excitons cause the exciton gas to dissociate
.nto an electron-hole plasma. This causes exciton broadening with a reduction
n the absorption strength. Figure 4.7 shows the absorption coefficient at the
1 : 1 exciton in GaAs at 1.2 K at three different excitation powers. The
r eakening and broadening of the exciton line as the carrier density is increased
:r clearly observed in the data. The density at which these effects occur agrees
rell with the value of 1.1 x 1923 ̂-3 given by eqn 4.8. The saturation of the
:rciton absorption with increasing power is an example of a nonlineor optical
:ffect: the absorption coefficient depends on the intensity of the light. We will
:eturn to discuss applications of these nonlinear effects in Section IL4.3 of
Chapter 11.

Another effect that can be observed at high exciton densities in other
naterials is the formation of exciton molecules called biexcilons. This is the
quivalent process to the formation of an H2 molecule from two isolated hy-
Jrogen atoms. Biexcitons have been observed in a number of compound semi-
--onductors, including CdS, ZnSe, ZnO and especially copper chloride. CuCl
ras a band gap at3.40 eV, and the ground state exciton is observed at 3.20 eY,
:mplying that Rli : 0.2 eY. At high densities, a new feature is observed in
:he absorption spectrum at 3.18 eV. This is attributed to biexciton formation.
The 

energy 

difference between 

the 

two 

features 

tells 

us 

that 

the 

binding

.nergy of the biexciton is 0.02 eV. Attempts to observe biexcitons in materials
rike GaAs have been hindered by the nonlinear saturation effects described
rbove.

In silicon and germanium at high densities, yet another effect occurs. At
low densities the excitons may be considered to be in a gaseous phase. As
:tre density increases, the excitons condense to form a liquid. The liquid phase
manifests itself in the formation of electron-hole droplets, which are observed
rn the recombination radiation of the excitons at high densities. The droplet

GaAs l - lowdensity

l . z K  f l  o  6 x l 0 z 2 m - 3

. 2l11023 m-3
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appears as a broad feature at lower energy than the free excitons.
The final high density effect that we consider here is Bose-Einslein con-

densotion. At high temperatures, the particles in a non-interacting boson gas
are distributed between the possible energy levels of the system according
to Bose-Einstein statistics. As the temperature is lowered, the distribution
undergoes a radical range, and a macroscopic number of particles accumulate
in the ground state. The critical temperature Z" at which this occurs is given
by:
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(4.e)

where N is the number of particles per unit volume and m is the particle mass.
At Zc the thermal de Broglie wavelength is comparable to the interparticle
separation, and quantum effects are to be expected. (See Exercise 4.16.)

Bose-Einstein condensation has been observed in many boson systems. One
of the best studied examples is liquid helium. In this case, N is fixed, and
eqn 4.9 predicts a phase transition as the liquid is cooled through T" at 2.? K.
However, the physics of Bose-Einstein condensation is complicated in liquid
helium by the strong interactions between the atoms. To achieve pure Bose-
Einstein condensation behaviour, we require that the interactions between the
bosons are negligible. This suggests that we need highly dilute gaseous sys-
tems such that the interparticle separation is very large. However, from eqn4.9
we see that the transition temperature for such a dilute system would be very
low. It has been an outstanding recent achievement of atomic physics to suc-
ceed in observing Bose-Einstein condensation in extremely dilute gases of
atoms at temperatures below 1 pcK.

Excitons consist of two spin ä partictes, and so their total spin is either 0 or
1. This means that they are bosons. There have been many attempts to study
condensation phenomena, but practically all of the claimed observations have
been disputed. It is actually very difficult to prove definitively that conden-
sation has occurred. Two of the most promising candidate systems that have
been studied to date are the spin-O excitons in copper oxide (Cu2O) and the
biexcitons in CuCl.

4.5 Frenkel excitons

The free exciton model that leads to eqns 4.1 and 4.2 breaks down when the
predicted radius becomes comparable to the interatomic spacing. This occurs
in large band gap materials with small dielectric constants and large effective
masses. In these materials we observe Frenkel excitons rather than Wannier
excitons.

Frenkel 

excitons 

are 

localized 

on 

the 

atom 

site 

at 

which 

they 

are created,

as shown in Fig.4.1(b). The excitons may therefore be considered as excited
states of the individual atoms or molecules on which they are localized. They
have very small radii and correspondingly large binding energies, with typi-
cal values ranging from about 0.1 eV to several eV. This means that Frenkel
excitons are usually stable at room temperature. The excitons can propagate
through the crystal by hopping from atom site to site in the same way that spin
excitations propagate through crystals as magnon waves.

3
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The theoretical treatment of Frenkel excitons requires techniques more akin
' atomic or molecular physics than solid state physics. There is no simple

:trdel similar to the one that led to eqns 4.1 and 4.2 for free excitons. The

. rlculation of the exciton energies usually follows a tight binding approach, in

rder to emphasize the correspondence to the atomic or molecular states from

r hich the excitons are derived. The calculation is further complicated by the
'tt that the coupling between the excitons and the crystal lattice is usually
,:ry strong. This leads to 'self-trapping' effects, in which the exciton produces

r local distortion of the lattice, which then causes further localization of the

.- \L'iton wave functions.
Frenkel excitons have been observed in many inorganic and organic materi-

..,.- The properties of some of the more widely studied crystals are described

.nefly below.

15.1 Rare gas crystals

l}te rare gases from group VIII of the periodic table, namely neon, argon,

ra'pton and xenon, crystallize at cryogenic temperatures. The band gap ranges
':om 21.6 eV in neon to 9.3 eV in xenon. Neon in fact has the largest band gap
'i any crystal known in nature. The excitonic absorption of these materials
'-rs been thoroughly studied, and the results are summarized in Table 4.2'The

--rciton transitions all occur in the vacuum ultraviolet spectral range, and the
.rnding energies are very large.

It has been found experimentally that there is a close correspondence be-

eeen the n : 1 exciton energies in the crystals and the optical transitions of

re isolated atoms. For example, the energy of the n : 1 exciton in xenon crys-

:ls coincides almost exactly with the lowest energy absorption line of xenon

iroms in the gaseous phase, namely the 5p6 --> 5p56s transition. This under-

:nes the point made earlier that the localized nature of the Frenkel excitons

rakes them equivalent to excited states of the individual atoms or molecules.

Itis correspondence gets weaker for the excitons with larger values of n. As
'.t radius increases with n, the excitons become more and more delocalized,

ud it eventually becomes valid to use the Wannier model.

lS.2 Alkali halides

Frenkel 

excitons 

are readily 

observable 

in 

the 

optical 

spectra 

of 

alkali 

halide

-1vstals. These have large direct band gaps in the ultraviolet spectral region

?nging from 5.9 eV in NaI to 13.7 eV in LiF. LiF has the widest band gap of

oy practical optical material: only argon and neon crystals have larger band

:aps, but neither ofthese are solids at room temperature.

Table 4.3lists the band gap of selected alkali halide crystals, together with
'Jr energy and binding energy of the n : 1 exciton. The data show that E

:ends to increase with decreasing anion and cation size. The exciton binding

nergy follows a similar general trend. Detailed spectroscopy has established

:hat the excitons arelocalized at the negative (halogen) ions.

Figure 4.8 shows the absorption spectrum of two representative alkali halide

-lvstals at room temperature, namely NaCl and LiF. Both spectra show a strong

:rcitonic absorption line below the band gap. The binding energies are 0.8 eV

4.5 Frenkel excitons 8'l

The 

self-trapping 

of electrons 

or 

holes 

is

caused by the elecfon-phonon coupling.

These polaronic effects will be discussed in

Section 10.4.

Table 4.2 

Properties 

of 

Frenkel 

excitons

in rare gas crystals.
7m: melting temperature in K,

Eg: band gap,
E1: energy of the n : 1 exciton,

E6: binding energy ofthe n : I exciton.
All 

energies 

are 

given in 

eV. 

After [3].

Crystal Es

I

D

l
lc

E

IS

'E

EJ

d.
d
ly
i-
EI
le
in

E6E1Tm
F

ld
L
n
F
F

i9

ly
t-
!f

F

b
E

F

ie

E

Ne 25
Ar 84
Kr 116
Xe 161

2t.6 17.5 4.1
14.2 12.1 2.1
11.7 10.2 1.5
9.3 8.3 1.0

Table 

4.3 

Properties 

of Frenkel

excitons in 

selected 

alkali 

halide

crystals:
Eg: band gap,
E1i energy of the n : 1 exciton

line,
E6 

binding 

energy 

of 

the 

n : 1

exciton.
All 

energies 

are given 

in 

eV. After

t3l.

Crystal Es E6E1

KI
KBr
KCI
KF

9.3 0.5
9.5 0.8
2 .8  1 .9

CsF
RbF
LiF

NaI
NaBr
NaCl
NaF

6.3 5.9 0.4
7.4 6.7 0.7
8.7 7.8 0.9

10.8 9.9 0.9

5.9 5.6 0.3
7.1 6.7 0.4
8.8 7.9 0.9

11.5 10.7 0.8

9.8
10.3
13;7 1
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Fig. 4.8 Absorption spectra of NaCl and LiF
at room tempera{ure. After [4].

Fig. 4.9 Absorption spectrum of pyrene
(CroHro) single crystals at room tempera-
ture. After l5J. reprinted with permission.

l 0  t2

Energy (eV)

C,uH,o (pyrene)

300 K

3.20 3.25 3.30 3.35 3.40

Energy (eV)

and 1.9 eV respectively. These values are well above ks 7 at room temperature,
which explains why the excitons are observed so strongly. The fine structure of
the excitons due to the excited states can be observed by cooling the crystals.
Note that the absorption coefficient at the exciton lines is extremely large, with
values over 108 m-l in both materials.

4.5.3 Molecularcrystals

Frenkel excitons can be observed in many molecular crystals and organic thin
film structures. In most cases, there is a very strong correspondence between
the optical transitions of the isolated molecules and the excitons observed in
the solid state. This is a consequence of the fact that the molecular crystals are
held together by relatively weak van der Waals forces, so that the molecular
levels are only weakly perturbed when condensing to the solid state.

Figure 4.9 shows the fundamental absorption edge of pyrene crystals at
room temperature. The pyrene molecule has a composition of C16H16 and is
an example of an aromatic hydrocarbon, that is, a carbon-hydrogen compound
based on benzene rings. The 4-ring structure ofpyrene is given in the inset. The
absorption spectrum shows a clear excitonic peak at 3.29 eV. Other aromatic
hydrocarbons such as anthracene (Ci+Hro) also show very strong excitonic
effects, but the optical spectra are more complicated because of the strong cou-

j-

E 3.0

E  r o
-
o

U
c l O
o  

^ ' "

a

(J

F()

g

I4

pling t
ln mol
!rmpl(
ie efl

Frer
golldi
;al pn
iubstrr
;rrnsid
sFnl (

trrl)per
Jcnil

Cha

Furl

srypk
{JIe t(

frF er

l 9 ? l  r

Der
Srurge
Collrn
$illiar
Jrlons.

exciton

NaCl

exciton
.t

300 

K

LiF

F . =

13.1 eY

Ee = 8.75 ev



:ling to the vibrational modes of the molecule. These effects will be discussed

:r more detail in Section 8.4 in Chapter 8. The pyrene spectrum is relatively
.rmple because the 4-ring structure makes the molecule very rigid and reduces
're effects of the vibrational coupling.

Frenkel excitons are also very important in conjugated polymers, such as

rrlydiacetylene (PDA). Single crystals of PDA can be grown, but the opti-

:.rl properties are often studied by using amorphous films coated onto glass
.ubstrates. The strong excitonic effects in conjugated polymers have acquired

:irnsiderable technological significance in recent years, following the develop-

rent of organic light emitting diodes for use in display technology. The optical

:roperties of organic semiconductors such as PDA will be discussed in more

rtail in Sections 8.5 and 8.6 of Chapter 8.
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Pyrene, 

anthracene 

and 

the 

other 

aromatic

hydrocarbons are 

examples 

of 

conjugated

molecules. The z electrons of the benzene

rings 

form 

large 

delocalized 

molecular or-

bitals with optical transitions in the blue/UV

spectral range. Polydiacetylene is another

example of a conjugated molecule. In Sec-

tion 1.4.4 we mentioned that the most in-

teresting molecular materials, from 

the 

point

of view of their optical properties, are those

with conjugated bonds. This point will be

developed further in Chapter 8.
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Chapter summary

Further reading

Supplementary reading on excitons may be found in most of the standard solid

.rate texts such as Burns (1985) or Kittel (1996). More detailed information on

:ree excitons in semiconductors may be found in Klingshirn (1995), Pankove

1971), Seeger (1997), or Yu and Cardona (1996).

Dexter and Knox (1965) is a classic text on excitons, while Rashba and

Srurge (1982) is a more recent authoritative reference work. Reynolds and

Collins (1981) give a good overview of excitonic physics, while Song and

\\'illiams (1993) give a thorough discussion of the properties of Frenkel ex-

:itons.
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An overview of high density exciton effects may be found in Klingshirn
(1995). The general phenomenon of Bose-Einstein condensation is discussed

in most texts on statistical mechanics, for example, Mandl (1988). Griffrn et

al. (1995) give a review of measurements of condensation in a wide variety

of systems. Reviews of Bose condensation effects in atomic systems may be

found in Wieman /1997\ or Ketterle (1999).
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Exercises
(4.1) Write down the Schrödinger equation for the hydro-

gen atom. By defining the centre of mass and relative

coordinates for the electron and proton, show that the

Hamiltonian of the system can be split into two parts,

one describing the free motion of the whole atom and the

other describing the intemal energy of the atom due to

the Coulomb energy and orbital motion.

(4.2) The Hamiltonian for the relative motion of an electron-

hole pair in a semiconductor is given by:

rt : -Lv2
21t 4tegeyr

(i) Explain the origin of the two terms in the Hamilto-

nian'

(ii) Show that the wave function V(r,0,Ö) :

Cexp(-rlaü is.a solution of the Schrödinger
equation

g t Y : E V ,

and find the values of E and 46. Find also the value

of the normalization constant C.

(4.3) Find the radius at which the radial probability density

of the hydrogenic wave function given in the previous

question reaches its maximum value. Compare this to the

expectation value (r) defined by

\r) :  [* [ '  [ t"  ** r ü 12 singdrdods .
J r:o J o:o J a:o

(4.4)* In the variational method, we make an enlightened guess

of the wave function, and then vary its parameters to

minimize the expectation value of the energy.' The varia-

tional principle says that the wave function that gives the

minimum energy is the best approximation to the true

wave function, and that the corresponding expectation

value of the energy is the best approximation of the true

energy.

(i) Explain why the following function is a sensible
guess for the wave function of the ground state of

the exciton system:

' J . 7 )

, { .8 )

Ca
n
ma
exl

Ca
anr
i le

At
co
wi

tlx
ex
mi
ab
Gi

v(r,o,Q): (;) '  +*,(-;)

r { .9)  Er
cit
dc
pr
frr

, { . t0)  u :
el
sli

' J . l  I  )  D r
te
ba

' Exercir

I This exercise illustrates the use of the variational method to obtain approximate solutions for the wave function and energy of the ground state.

These can of course be found by brute force solution of the Schrödinger equation, but the variational method is more intuitive, and can be easily

adapted to more complex problems where no analytic solutions are possible.
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(ii) Calculate the expectation value for the energy of
an exciton with wave function V:

where Il is the Hamiltonian given in Exercise 4.2.

(iii) Find the value of { that minimizes (E), and com-
pute (E) for this value of f .

(iv) Compare the minimal values of E and $ obtained
in part (iii) to those obtained in Exercise 4.2, and
cofilment on your answef.

-1.5) (i) State the assumptions of the Bohr model of the

Exercises 9l

radius of the ground state exciton, takingm[: 0.038n0,
mÄ : O.lmu and e, : 16. Calculate the voltage at
which the fleld across the excitons will be equal to the
ionization field in a germanium p-i-n diode, which has
Vai :0.74eY and an i-region thickness of 2 pm.

(4.12) Show that the magnetic field strength at which the ex-
citon cyclotron energy is equal to the exciton Rydberg
energy is given by:

u '
n : - - -  -  ( { 4 )

e f m s h \  e  /

Evaluate this field strength for GaAs with ,4 : 0.05mg
and er : 12.8.

Verify by using _eqn A.l4 that a vector potential of
the form A : 

)?lAy,xBo,0) produces a constant
magnetic flux density of magnitude 86 in the e direction.
By following an analysis similar to the one that leads
to eqn B.17 in Appendix B, show that the diamagnetic
energy shift of an electron in an atom with a wave
function ry' is given by:

,2 n?
LE:  

8Äl ! lx"  r  y . l r l t l .

Hence derive eqn 4.7.

(4.14) Calculate the diamagnetic energy shift of the n : 1
exciton of GaAs in a magnetic field of 1.0 T. What is the
shift in the wavelength of the exciton caused by applying
the field? Take p. : 0.05m0, and the energy of the
exciton at B : 0 to be I .5 15 eV.

(4.15) Estimate the Mott densities for the n : 1 and n : 2
excitons in gallium nitride (GaN), which has m[ :

O.2mg, mf, - l .2mg and e. :  16.

(4.16) Show that the de Broglie wavelength .1.6"9 of a particle of
mass ra with thermal kinetic energy ]ksT is given by:

h
Ä d " B :  ,  .

(3mksT)z

Calculate the ratio ofthe interparticle separation to.tr.6"g
at the Bose-Einstein condensation temperature.

(4.17) Calculate the Bose-Einstein condensation temperature
for the spin-O excitons in cuprous oxide when the density
it 1924 --3. The electron and hole effective masses are
l.Jmg and 0.729 respectively.

(4.18) The values of pt and e1 for sodium iodide (NaI) are
0.l8mg and 2.9 respectively. The unit cell size is 0.65 nm.
Would you expect 

the 

Wannier model to 

be 

valid 

for the
n : I 

exciton? 

What 

about 

the 

n 

: 2 

exciton?

hydrogen atom.

(ii) Use the Bohr model to show that the energy un6 (4.13)*

radius of a hydrogenic atom with reduced mass p

in a medium with a relative dielectric constant €r
are given by eqns 4.L and 4.2 respectively.

(iii) How does E(n) compare to the exact solution of
the Schrödinger equation (cf. Exercise 4.2)?

(iv) How does rn relate to the conclusions of Exer-
cise 4.3?

1.6) Calculate the binding energy and radius of the n : 1 and
n : 2 free excitons in zinc sulphide (ZnS) which has

mt : 0.28mo, mf : 0.5m6 and 4 : 7.9. Would you

expect these excitons to be stable at room temperature?

{.7) Calculate the difference in the wavelengths of the n : 1
and n : 2 excitons in InR which has E : 1.424 eY,
mä :0 .077m0,mÄ:0 .2m0 and er  :  12 .4 .

1.8) At 4 K the n : 1 exciton in GaAs has a peak absorption
coefficient of 3 x 106 m-l at 1.5149 eV with a full
width at half maximum equal to 0.6 meV. By applying
the bound oscillator model discussed in Chapter 2 to the
exciton, determine the magnitude and energy of the local

maximum in the refractive index just below the exciton

absorption line. The non-resonant refractive index of

GaAs at energies below the band gap is 3.5.

1.9) Excitons can absorb photons by making transitions to ex-

cited states in exactly the same way that hydrogen atoms
do. Calculate the wavelength of the photon required to
promote an exciton in GaAs (l.t : O.05mo, er : 12.8)
from 

the 

n : 1 

to 

the 

n 

: 2 state.

r.l0) Use the Bohr model to show that the magnitude of the
electric field between the electron and hole in the eround
state of a free exciton is equal to 2Ra/eay.

-1.11) Direct excitons may be formed in germanium at low
temperatures using photon energies close to the direct
band gap at 0.898 eV. Calculate the binding energy and

' Exercises marked with an asterisk are more challenging.



5 Luminescence

In Chapter 3 we considered how light can be absorbed in solids by exciting

interband transitions. Then in Chapter 4 we considered how the absorption

spectrum is modified by the interactions that lead to the formation of excitons.
92 W" no* consider the reverse process in which electrons in an excited state drop

95 to lower levels by emitting photons. This is the solid state equivalent to light

98 emission in atoms by spontaneous emission, which is reviewed in Appendix B.

103 The physical mechanisms responsible for light emission in solids vary con-

siderably from material to material. In this chapter we will start by giving a few

general principles that apply to all materials, and then focus on the emission

of light by interband transitions in bulk semiconductors. This will provide

the framework for discussing the light emission processes in semiconductor

quantum wells in Chapter 6, and will also serve as a general introduction to the

light emission processes in other types of materials'

5.1 Light emission in solids

Atoms emit light by spontaneous emission when electrons in excited states

drop down to a lower level by radiative transitions. In solids the radiative

emission process is called luminescence. Luminescence can occur by a number

of mechanisms, but in this book we will mainly be considering just two:

. Photoluminescence: the re-emission of light after absorbing a photon of

higher energy.
. Electroluminescence: the emission of light caused by running an electri-

cal current through the material.

The physical processes involved in both photoluminescence and electrolu-

minescence are more complicated than those in absorption. This is because

the generation of light by luminescence is intimately tied up with the energy

relaxation mechanisms in the solid. Furthermore, the shape of the emission

spectrum is affected by the thermal distributions of the electrons and holes

within their bands. Therefore, we have to consider the emission rates and the

thermal spread of the carriers before we can gain a good understanding of the

emission efficiency and the luminescence spectrum.

Figure 5.1 gives an overview of the main processes that occur when light

is emitted from a solid. The photon is emitted when an electron in an excited

state drops down into an empty state in the ground state band. For this to be

possible, we must first inject electrons, which then relax to the state from where

the emission occurs. This could be the bottom of the conduction band, but it

might also be a discrete level. The photon cannot be emitted unless the lower

5.1 Light emission in solids
' 5.2 Interband luminescence

5.3 Photoluminescence

5.4 Electroluminescence

The diagram in Fig. 5.1 applies to emission

between bands, but the basic idea that the

carriers relax to the lowest excited state level

before emitting the photon is usually applica-

ble even if the levels are discrete.
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inject electrons

EXCITED
STATE

Ittoul

GROUND
STATE

cvel for the transition is empty, because the Pauli principle does not permit us

:.r put two electrons into the same level. The empty lower level is produced by

rjlcting holes into the ground state band in an entirely analogous way to the

rjection of the electrons into the excited state.

The spontaneous emission rate for radiative transitions between two levels

. determined by the Einstein A coefficient. (See Appendix B.) If the upper

$.el has a population N at time r, the radiative emission rate is given by:
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Fig. 5.1 General scheme of luminescence in

a solid. Electrons are 

injected 

into 

the 

excited

state 

band 

and relax to the 

lowest 

available

level 

before 

dropping down to 

empty 

lev-

els in 

the 

ground 

state 

band by emitting a

photon. 

These 

empty levels are generated 

by

the injection of 

holes. 

The 

radiative 

recom-

bination rate 

is 

determined by 

the 

radiative

lifetime zp. Radiative emission has to 

com-

pete 

with 

non-mdiative 

recombination, which

has a 

time 

constant zgp. The luminescent

efficiency is 

determined 

by the 

ratio 

of rp to

zsq, and is given by eqn 5.5'

(s.1)

fhis shows that the number of photons 

emitted 

in 

a 

given 

time 

is proportional

:.r both the A coefficient of the transition and also to the population of the upper

etel. The rate equation can be solved to give:

N(/) : N(0) exp(-Ar) : N(0) exp(-rlzB) ' (5'2)

e here zp : A-r is the rodiotive lifetime of the fransition'

Equation B.11 in Appendix B tells us that the Einstein Ä coefflcient is di-

:ectly proportional to the B coefficient, which determines the absorption prob-

-ibiliiy. This means that transitions which have large absorption coefficients

,lso have high emission probabilities and short radiative lifetimes. However,

:he fact that the absorption and emission probabilities are closely related to

:ach other does not imply that the absorption and emission spectra are the

-rme. This is because of the population factor that enters eqn 5. 1 . A transition

night have a high emission probability, but no light will be emitted unless the

.rpper level is populated.- 
W" .un summarize these points by writing the luminescent intensity at fre-

.luency u as:

I (hv) q.lMl2 S(hv) x level occupancy factors, (5.3)

.rhere the occupancy factors give the probabilities that the relevant upper level

:! occupied and the lower level is 

empty. 

The other two terms are the matrix

(#),^o,^,*": -o* '



94 Luminescence

element and the density of states for the transition, which determine the quan-

tum mechanical transition probability by Fermi's golden rule. (See Section B.2

in Appendix B.)
The occupancy factors that enter eqn 5.3 will be discussed in detail in Sec-

tion 5.3. The main point is that the electrons relax very rapidly to the low-

est levels within the excited state band, and then form a thermal distribution

that can be calculated by statistical mechanics. In normal circumstances the

electrons will relax to within - ksT of the bottom of the excited state bald.

The holes follow a similar series of relaxation processes. The light is emitted

between the electron and hole states that are thermally occupied, and will

therefore only be emitted within a narrow energy range from the lowest levels

in the excited state band. This contrasts with the absorption spectrum, where
photons can be absorbed to any state within the excited state band, no matter

how far it is above the bottom of the band.
Radiative emission is not the only mechanism by which the electrons in

an excited state can drop down to the ground state. The alternative pathway

between the excited state and ground state bands in Fig. 5.1 indicates the,pos-

sibility of non-rodiotive relaxation. The electron might, for example, lose its

excitation energy as heat by emitting phonons, or it may transfer the energy to

impurities or defects called 'traps'. If these non-radiative relaxation processes

occur on a faster time scale than the radiative transitions, very little light will

be emitted.
The luminescent efficiency tiR can be calculated by writing down the rate

equation for the population of the excited state when non-radiative processes

are possible:

(5.4)

The two terms on the right hand side of eqn 5.4 represent the radiative and

non-radiative rates respectively. rxlB is the non-radiative lifetime. 4p is given

by the ratio of the radiative emission rate to the total de-excitation rate. This is

obtained by dividing eqn 5.1 by eqn 5.4 to obtain

AN

(#),.,^,: -* - * - -N (*. *)
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N(l/zB * l/zyp)

where we have used the fact that A: z['.If rn ( tNn then ryp approaches

unity and the maximum possible amount of light is emitted. On the other hand,

if rn ) zNp then 4B is very small and the light emission is very inefflcient.

Thus efficient luminescence requires that the radiative lifetime should be much

shorler than the non-radiative lifetime.
The principles discussed here are very general and apply to a wide range

of light emission phenomena in solids. In the rest of this chapter we will

concentrate on the luminescence generated by interband transitions in a bulk

semiconductor. In subsequent chapters we will consider the light emission
processes in semiconductor quantum wells (Chapter 6), molecular materials
(Chapter 8) and luminescent impurities (Chapter 9).
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5.2 Interband luminescence

Interband luminescence occurs in a semiconductor when an electron that has

been excited into the conduction band drops back to the valence band by the

emission of a photon. This simultaneously reduces the number of electrons in

rhe conduction band and holes in the valence band by one. Interband lumi-

nescence thus corresponds to the annihilation of an electron-hole pair, and is

known as radiative electron-hole recombinotion. This should be contrasted

*'ith interband absorption, which is equivalent to the creation of an electron-

hole pair.
We 

noted 

in 

Chapter 

3 

that 

there 

are 

very important differences between the

optical properties of direct and indirect band gap materials. This is particularly

rrue when we come to consider the interband emission processes. We must

rherefore consider them separately, beginning with direct gap materials.

3.2.1, Direct gap materials

Figure 5.2 shows the band diagram for an interband luminescence process

in a direct gap semiconductor. The photons are emitted when electrons at

rhe bottom of the conduction band recombine with holes at the top of the

r.alence band. As discussed in Chapter 3, the optical transitions between the

valence and conduction bands oftypical direct gap semiconductors are dipole-

allowed and have large matrix elements. This implies through eqn 8.28 that the

radiative lifetime will be short, with typical values in the range 10-8-10-9 s'

,See Exercise 5.3.) The luminescent efficiency is therefore expected to be high.

The processes by which the electrons and holes are injected into the bands

rvill be discussed in Sections 5.3 and 5.4. We will also see in Section 5.3.1

rhat the injected electrons and holes relax very rapidly to the lowest energy
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Holes move upwards on energy band dia-

grams when they relax. This is because band

diagrams show electron energies, not hole

energies. The hole 

energy 

is zero 

at 

the 

top 

of

the valence band and increases as we move

fiirther down 

into 

the 

valence 

band.
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Fig. 5.2 

Schematic 

diagram of 

the 

interband

luminescence process in a direct gap semi-

conductor. The shading indicates that the

states are occupied by electrons. The filled

states at 

the 

bottom of 

the 

conduction band

and the 

empty 

states at 

the 

top 

of 

the 

valence

band are 

created 

by injecting electrons and

holes into the semiconductor.valence band

conduction band
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Fig. 5.3 Luminescence spectxm (thick line)

and absorption (thin line) of a GaN epilayer

of thickness 0.5 prm at 4 K. The photolumi-

nescence (PL) was excited by absorption of

4.9 eV photons from a frequency doubled

copper vapour laser. (After K.S. Kyhm and

R.A. Taylor, Personal communication)

The difference between the absorption and

emission properties of semiconductors imply

that the criteria for choosing the best material

to act as an emitter or detector for a particular

wavelength are different. When we are de-

signing an emitter, we must choose a material

that has a band gap corresponding to the

desired wavelength. Detectors, on the other

hand, wiil work at any wavelength provided

that the photon energy exceeds Eg.

h
a

I

o

Fl

^ > .
0

O F
3.40 3.45 3.50 3.55 3.60

Energy (eV)

states within their respective bands by emitting phonons. This means that the

electrons accumulate at the bottom of the conduction band before they recom-

bine, as indicated in Fig. 5.2. Similarly, the holes accumulate at the top of the

valence band.
Since the momentum of the photon is negligible compared to the momentum

of the electron, the electron and hole that recombine must have the same k

vector (cf. eqn 3.12). Therefore, the transition is represented by a downward

vertical arrow on the band diagram, as indicated in Fig. 5.2. The emission takes

place near ft : 0, and corresponds to a photon of energy Et. No matter how we

excite the electrons and holes in the first place, we always obtain luminescence

at energies close to the band gap.

Figure 5.3 shows the luminescence and absorption spectra of the direct

gap semiconductor gallium nitride at 4 K. The band gap is 3.5 eV at this

temperature. The luminescence spectrum consists of a narrow emission line

close to the band gap energy, while the absorption shows the usual threshold at

E, with continuous absorption for hv > Et.

The data shown in Fig. 5.3 illustrate the point that the emission and ab-

sorption spectra are not the same, even though they are determined by the

same matrix element. The band gap coresponds to the threshold for optical

absorption, but to the energy of the optical emission.

5.2.2 Indirect gap materials

Figure 5.4 illustrates the processes that occur during interband emission in an

indirect gap material. This is the reverse of the indirect absotption process

shown in Fig. 3.2(b). In an indirect gap material, the conduction band mini-

mum and valence band maximum are at different points in the Brillouin zone.

Conservation of momentum requires that a phonon must either be emitted or

absorbed when the photon is emitted.
The requirement of emitting both a phonon and a photon during the transi-

tion makes it a second-order process, with a relatively small transition proba-

bility. The radiative lifetime is therefore much longer than for direct transitions.

We can see from eqn 5.5 that this makes the luminescent efficiency small,

because of the competition with non-radiative recombination. For this reason,

indirect gap materials are generally bad light emitters. They are only used when

tt
{c
ü

E
n
L

m
cr
j{

GaN
T = 4 K

absorption
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Fig. 

5.4 

Schematic 

diagram 

of 

the 

interband

luminescence process in an indirect gap ma-
terial. 

The 

transition 

must 

involve 

the 

absorp-

tion or emission of a phonon to conserve
momentum.

rhere is no alternative direct gap material available. Two of the most important
.emiconductors, namely silicon and germanium, have indirect band gaps and
rre therefore not used as lisht emitters.

Example 5.1

The band gap of the III-V semiconductor alloy Al"Ga1-rAs at k : 0 varies
*'ith composition accordingto Eg(x) : (1.420 * 1.087x + 0.438x2) eV. The
material is direct for x < 0.43, and indirect for larger values of x. Light
emitters for specific wavelengths can be made by appropriate choice of the
composition.

(i) Calculate the composition of the alloy in a device emitting at 800 nm.

(ii) Calculate the range of wavelengths than car usefully be obtained from
an AlGaAs 

emitter.

Solution

(i) The photons at 800 pm have an energy of 1.55 eV. The device will
emit at the band gap wavelength, so we must choose x such that
Eg(x) : l.55eV. On substituting into the relationship for Er(x), we
f ind x :  0 .11.

(ii) The long wavelength limit is set by the smallest band gap that can be
obtained in the alloy, namely 1.420 eY for x : 0. The short wavelength
limit is set by the largest direct band gap that can be obtained, namely
I.91 eY for x : 0.43. The useful emission range is therefore 1.42-
L97 eY, or 630-870 nm. Alloy compositions with r > 0.43 are not
useful because indirect gap materials have very low luminescent effi-
ciencies.

k = 0
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Fig. 5.5 (a) Schematic diagram of the pro-

cesses occurring düing photoluminescence

in a direct gap semiconductor after excitation

at frequency r,1. The electrons and holes

rapidly relax to the 

bottom 

of their bands

by phonon emission before recombining by

emitting a photon. (b) Density of states and

level occupancies for the electrons and holes

after optical excitation' The distribution func-

tions shown by the shading apply to the

classical limit where Boltzmann statistics are

valid.

5.3 Photoluminescence

In this section we consider the re-emission of light by interband luminescence

after a direct gap semiconductor has been excited by a photon with enetgy

greater ttran 4. As noted at the start of section 5.1, this process is called

photoluminescence.

5.3.1 Excitation and relaxation

The band diagram corresponding to the photoluminescence pfocess in a direct

gap materialls given in Fig. 5.5(a). This is a more detailed version of the

äiug.u- aheady given in Fig. 5.2. photons are absorbed from an excitation

source such as a laser or lamp, and this injects electrons into the conduction

band and holes into the valence band. This will be possible ifthe frequency ur'

ofthe source is chosen so that hvvis gteaterthan Et'

It is apparent from Fig. 5.5(a) that the electrons are initially created in

states high up in the conduction band. The electrons do not remain in these

initial states 1o. u"ry long, because they can lose their energy very rapidly

byemit t ingphonons.Thisprocessis indicatedbythecascadeof t ransi t ions
*itt in trr" "onduction band shown in Fig. 5.5(a). Each step coffesponds to the

emission of a phonon with the correct energy and momentum to satisfy the

conservation laws. The electron-phonon coupling in most solids is very strong

and these scattering events take place on time scales as short as - 100 fs (i.e.

- 1g-r3 s). This is much faster than the radiative lifetimes which are in the

nanosecond range, and the electrons are therefore able to relax to the bottom

of the conduction band long before they have had time to emit photons. The

same conditions apply to the relaxation of the holes in the valence banc'

After the electrons and holes have relaxed as far as they can by phonon

emission, they must wait at the bottom of the bands until they can emit

a photon or iecombine non-radiatively' This leaves time to form thermal
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.tributions, as sketched in Fig. 5.5(b). The shading indicates the occupancy
: the available states. These occupancy factors can be calculated by applying
.ristical physics to the electron and hole distributions.
The distributions of the optically excited electrons and holes in their bands

,n be calculated by Fermi-Dirac statistics. The total number density N" of
Irtrons is determined by the power of the illumination source (see Exer-
.cs 5.6 and 5.7), and must satisfy the following equation:

5.3 Photoluminescence 99

When we apply statistical mechanics to the
carriers generated by optical excitation, it is
important to realize that we are dealing with
a non-equilibrium situation: there are more
electrons and holes present than there would
normally be just from the thermal excitation
of electrons across the band gap. The system
is therefore in a state of'quasi-equilibrium'.
This means that the electrons and holes form
thermal distributions but with separate Fermi
energies. This should be contrasted with full
themal equilibrium in which the electrons
and 

holes 

share 

the 

same 

Fermi 

energy. Full

thermal equilibrium can only be restored by
turning off the excitation source, or by wait-
ing for the excess electrons and holes created
by a pulsed light source to recombine.

(s.6)

.:rere g"(E) is the density of states in the conduction band and /"(E) is the
:rmi-Dirac distribution for the electrons. g"(E) is given by eqn 3.16 withm*
-'placed by m[:

8"(E) :
I

(E - Es)z . (s.1)

iewise, f"(E) is given by the Fermi-Dirac formula at temperature Z:

*" :  
I *  

g" (E) f " (E)dE,

r"(E):["*(ä#) *']- '

| *o(  
t , -  - ! i )  * , l - ' ,u .  (s . ro)

L  
^ \  k s r  /  I

(s.8)

\ote that we have added a superscript c to the Fermi level Ep to indicate that
rnly applies to the electrons in the conduction band. This is needed because

, c are in a situation of quosi-equilibrium in which there is no unique Fermi
::rerg!, and the electrons and holes have different Fermi levels.

The Fermi integrals can be put in a more transparent form by changing the
inables such that we start the electron energy at the bottom ofthe conduction

-rnd. We then combine eqns 5.6-5.8 to obtain

f 6  |  / 2 m ! \ j  r [  / E _ i E i \  l - l
N . : /  " _ ,  1 - + l  E r l e x p l - ; . = r l + l l  d E ,  ( 5 . 9 )-  

J o  2 r z \ h ' /  L  \  k s t  /  )

.. here Efi is now measured relative to the bottom of the conduction band. In
:re same way, we can write

#(T)'

f 6  I  / 4 . - ^ x  \

r t r n :  / *  l - ( ! 5 \ ' r t
l o  2 n 2 \ n z  )

The Ferrni-Dirac function of the holes has
the same form as eqn 5.8. The distribution
function /6(E) gives the probability that the
state is occupied by a hole. This is equal to
the probability that the state is unoccupiedby
an electron.

:,rr the holes, where E : 0 corresponds to the top of the valence band and
:he energy is measured downwards. The Fermi energy for the holes Efi is also
:neasured downwards from the top of the valence band. Note that N" must
-'qual N1, here because the photoexcitation process creates equal numbers of
-'lectrons and holes.

Equations 5.9 and 5.10 can be used to determine the electron and hole
Fermi energies for a given carrier density. Once these are known, the occu-
rancy factors required to calculate the emission spectrum using eqn 5.3 can
re computed. Unfortunately, the general solution of eqns 5.9 and 5.10 requires
rumerical methods. However, the equations simplify in two important limits.
These are discussed separately below.
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At very low temperatures, the emission spec-
trum 

from 

a 

direct 

gap semiconductor 

be-

gins to 

depart 

from 

the 

form 

predicted 

by
eqn 5.I2, even for very low carrier densities.
This is caused by the formation of excitons,
and the possibility of radiative recombination
involving 

impurities.

Fig. 5.6 Photoluminescence spectrum of
GaAs at 100 K. The excitation source was
a helium neon laser operating aI 632.8 nm.
The inset gives a semilogarithmic plot of
the same data. (After A.D. Ashmore and M.
Hopkinson, Personal communication)

f (E )q* ' ( -# )

I (hv) u (hv - Er)1/2 *, (ry#)

5.3.2 Low carrier densities

At low carrier densities, the electron and hole distributions will be described
by classical statistics. The distributions shown in Fig. 5.5(b) are drawn for this
limit. In this situation the occupancy of the levels is small and we can ignore
the *1 factor in eqn 5.8. The occupancies are then just given by Boltzmann
statistics:
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Equation 5.1 I will be valid for the electrons if Efi is large and negative. Exer-
cise 5.9 explores this limit. It is reasonably obvious that it will be valid at low
carrier densities and high temperatures.

The frequency dependence of the emission spectrum in the classical limit
can be calculated if we assume that the matrix element in eqn 5.3 is indepen-
dent of frequency. We can then evaluate all the factors in eqn 5.3 and obtain:

(s.r2)

The (hv - E)r/2 factor arises from the joint density of states for the interband
transition (cf. eqn 3.24). The final factor arises from the Boltzmann statistics
of the electrons and holes: see Exercise 5.8. The luminescence spectrum de-
scribed by eqn 5.12 rises sharply at E, and then falls off exponentially with a
decay constanl of ksT due to the Boltzmann factor. We thus expeci a sharply
peaked spectrum of width - ksT starting at Er.

Figure 5.6 shows the photoluminescence spectrum of GaAs at a temperature
of 100 K. The spectrum was obtained using 1.96 eV photons from a helium-
neon laser as the excitation source. The spectrum shows a sharp rise at E, due
to the (hv - E r)r /2 factor in eqn 5 .12, and then falls off exponentially due to the
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.ioltzmann factor. The full width at half maximum of the emission line is very
-ose to fts7, as expected. The fact that the high energy decay is exponential is
carly shown by the semilogarithmic plot of the same data given in the inset.
re slope of the decay is consistent with the carrier temperature of 100 K.

5.3.3 Degeneracy

'r high carrier densities, the classical limit will no longer be valid. The Fermi
rergies will be positive, and it is essential to use Fermi-Dirac statistics to de-
-ribe the electron and hole distributions. This situation is called degenerocy.

In the extreme limit of T : 0, all the states up to the Fermi energy are
led and all states above it are empty. The Fermi energies can be calculated

'plicitly (see Exercise 5.10) and are given by:
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Density of states

Fig. 5.7 Occupancy of the conduction and
valence band states in the degenerate limit
at T : 0. The electrons and holes have
separate Fermi energies 

Efi 

and 

Efl 

respec-
tively 

which 

are determined by 

the 

number
of carriers injected into the bands. The con-
duction and valence bands are filled up to
their respective Fermi levels, as shown by the
shading.

Effective temperatures higher than Z1 

are

possible because the carriers are not in full
thermal equilibrium with the lattice. The car-
riers are 'hot' in the same sense that boiling
water that has just been poured into a cold
cup is 

hot: 

the 

temperatures 

are 

different

initially, but gradually converge as heat flows
from the water to the cup. In the case we are
considering here, the electrons and holes are
created high up the bands. This gives them a
large amount ofkinetic energy, which implies
that 

their 

initial 

effective 

tempemture is 

very

high. This follows because the temperature
is just a measure of the distribulion of the
carriers among the energy levels of the sys-
tem. The temperature decrgases rapidly as
energy flows 

from 

the canitirs 

to 

the 

lattice 

by
phonon emission. The cooling towards ZL is
therefore determined by 

the 

electron-phonon

interactions in 

the 

material. Experimental
values of the 

effective 

carrier temperature
can be obtained by detailed modelling of the
luminescence spectra.

(s .13)

re distribution of the carriers in this limit is shown in Fig. 5.7. Electron-hole
- ''ombination can occur between any states in which there is an electron in
:c upper level and a hole in the lower level. Recombination is thus possible
r a range of photon energies between E, and (Es + Ef + Eü). We therefore
,pect to observe a broad emission spectrum starting at Erup to a sharp cut-off
r Er.r Efi + Ei).
-\s finite temperatures the carriers will still be degenerate provided that
..' >> ftBf, where Ef'u is calculated using eqn 5.13. As Z increases, the
-'rmi-Dirac functions smear out around the Fermi energies, and we expect to
.serve that the cut-off at (8, -l Ei + Eil) will be broadened over an energy
.nge -  ksZ.
Figure 5.8 shows the emission spectrum of the III-V alloy semiconduc-
r Gas47lns.53As in the degenerate limit. Gas.a7ln6.53As has a direct gap of
J I ev at the lattice temperature I of 10 K. The spectra were obtained using

:!' techniques of time-resolved photoluminescence spectroscopy described in
'-'ction 5.3.4 below. The figure shows the emission spectrum recorded at two

fterent times after the sample has been excited with an ultrashort (< gps)
.;lse from a dye laser operating at 610 nm. Each pulse has an energy of 6 nJ
:d is able to excite an initial carrier density of 2 x l02a m-3 .
The spectrum taken 24 ps after the pulse arrives rises sharply at En, and

:!'n shows a flat plateau up to - 0.90ev. The spectrum then gradually falls
:f to zero at higher energies. The flat plateau is a signature of the degenerate
,rriers, while the high energy tail is an indication that the effective carrier
, rnperature is higher than Ty due to the 'hot carrier' effect. In this case, the
:rective carrier temperature is 180 K. At250 ps the carrier density is lower
,-'cause a significant number of the electrons and holes have recombined,
:d the carriers have also cooled to a temperature of 55 K. At still longer
:nes, the spectrum continues to narrow as the carrier density decreases and
'r!' carriers cool further towards the lattice temperature of 10 K. Eventually,
rL'carrier density falls to the point where classical statistics are appropriate,
:rd the emission only occurs at energies close to E'*. The analysis of this data
. explored in more detail in Exercise 5.14.

- a
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Fig. 5,8 Time-resolved photoluminescence

spectra of the 

direct 

gap 

III-V 

alloy semi-

conductor Gag.47lng.53As at a lattice temper-

ature 7L of 10 K. The sample was excited

with laser pulses at 6 I 0 nm with an energy of

6 nJ and a duration of 8 ps. This generated

an in i t ia l  carr ier  densi ty of  2 x l0t*m- ' .

Spectra are shown for time delays of 24 ps

(filled circles) and 250 ps (open squares). The

effective ca.rrier temperature at the Iwo lime

delays is indicated. After Ul, copyright 1984

American Institute of Physics, reprinted with

permission.

Gao.orIno.r.As

Z r _ = 1 0 K

6nJ/pulse

24 ps
180 K

250 ps
E" 5 5 K

0.80 0.85 0.90 0.95 1.00 1.05

Energy (eV)

5.3.4 Photoluminescence spectroscopy

Photoluminescence spectroscopy is mainly used as a diagnostic and develop-

ment tool in semiconductor research. The usual goal is to develop electrolu-

minescent devices such as light-emitting diodes and lasers. This is usually

only achieved after the emission mechanisms have been studied in detail using

photoluminescence spectroscopy'

Photoluminescence spectra can be recorded with an experimental arange-

ment such as the one shown in Fig. 5.9. The sample is mounted in a variable

temperature cryostat and is illuminated with a laser or bright lamp with photon

energy greater than Er. If a liquid helium cryostat is used, sample temperatures

from2 K upwards arä easily obtained. The luminescence is emitted at lower

frequencies and in all directions. A portion is collected with a lens and focussed

onto the entrance slit of a spectrometer. The spectrum is recorded by scanning

the spectrometer and measuring the intensity at each wavelength with a sensi-

tive detector such as a photomultiplier tube. Alternatively, the whole spectrum

is recorded at once using an array of detectors such as a charge coupled device

(CCD).

A number of useful variations of the basic photoluminescence technique

have been developed over the years. In photoluminescence excitofion spec-

troscopy (PLE), the sample is excited with a tunable laser, and the intensity of

the luminescence at the peak of the emission is measured as the laser wave-

length is tuned. Since the shape of the emission spectrum is independent of the

way the carriers are excited, the signal strength is simply proportional to the

carrier density, which in turn is determined by the absorption coefficient. (See

Exercise 5.6.) Hence the signal is proportional to the absotption coefficient

at the laser wavelength. This might seem to be a very complicated way to

measure the absorption, but it is actually very useful. Many semiconductor

samples'äre grown as thin layers on top of a thick substrate which is opaque

at the wavelengths of interest. This makes it impossible to perform direct

transmission measurements, and the use of the PLE technique allows the ab-

sorption spectrum to be measured in conditions where it would not be possible

otherwise.
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In time-resolved photoluminescence spectroscopy the sample is excited

rth a very short light pulse and the emis*ion spectrum is recorded as a func-
,n of time aftei the pulse arrives. The spectra are obtained using the ilrange-

r'nt shown in Fig. 5.9 but with an ultrafast pulse laser as the excitation source.

.rsers emitting pulses shorter than 1 ps are now readily available, and the time

,'.olution is usually limited by the response time of the detector. Time reso-

.rions down to - 100 ps can be obtained using photomultiplier tubes, while

:rolutions down to 1 ps or better are possible using 'streak camera' or'up-
,nversion' techniques. The time-dependence of the emission spectrum gives

rect information about the carrier relaxation and recombination mechanisms,
-:d allows the radiative lifetimes to be measured. Figure 5.8 gives an example

: rhe data that can be obtained using this technique.

5.4 Electroluminescence

ectroluminescence is the process by which luminescence is generated while

: electrical current flows through an optoelectronic device. There are two

ein types of device:

. l ight emitting diodes (LEDs)

. loser diodes.

r r' will look at both of these devices in this section, after first discussing the

-"neral physical principles which determine their operation.

:.{.1 General principles of electroluminescent devices

sure 5.10 shows the layer structure and circuit diagram for a typical elec-
' 'luminescent device. The device consists of several epitoxiol layers grown

: top of a thick crystal substrote. The epitaxial layers consist of a p-n diode

.rh a thin oclive region at the junction. The diode is operated in forward

s with a current flowing from the pJayer through to the n-layer underneath.

re luminescence is generated in the active region by the recombination of

:'ctrons that flow in from the n-type layer with holes that flow in from the
-rvpe side.
The microscopic mechanisms that determine the emission spectrum are ex-

,rly the same as the ones discussed in the context of photoluminescence

: Sections 5.3.1-5.3.3. The only difference is that the carriers are injected

cctrically rather than optically. At room temperature we therefore expect a

rgle emission line of width - ksT atthe band gap energy Et. Hence Et

-'termines the emission wavelength.
We pointed out in Section 5.2 that the radiative efficiency of indirect gap

:.rterials is low. Commercial electroluminescent devices are therefore made
'.rm direct gap compounds. Any direct gap semiconductor can, in principle,
,: used for the active region, but in practice only a few materials are commonly

:nployed. The main factors that determine the choice of the material are:

r l) the size ofthe band gap;
r2) constraints relating to lattice matching;
r3) the ease ofp-type doping.
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Fig. 

5.9 

Experimental 

arrangement used 

for

the observation of photoluminescence (PL)

spectra. The sample is excited with a laser

or 

lamp 

with 

photon energy greater than

the band gap. The spectrum is obtained by

recording the emission as a function of wave-

length using a computer-controlled spec-

trometer and detector. In photoluminescence

excitation spectroscopy (PLE), the detection

wavelength is 

fixed 

and 

the 

excitation 

wave-

length is scanned. In time-resolved photolu-

minescence spectroscopy, a pulsed laser is

used, and the emission at each wavelength is

recorded on a fast detector as a function of

time 

after 

the 

pulse has 

arrived.

We 

concentrate 

herc 

on 

elecüoluminescence

from inorganic semiconductors. In Sec-

tion 8.6, we will discuss an altemative ap-
proach to making visible LEDs using the bur-
geoning technology of light emitting poly-

mers.

In the past, some indirect gap materials have

been used for lack of practical direct gap

altematives. For example, gallium phosphide

based devices have been used for yellow and
green LEDs, while silicon carbide has been

used for the blue spectral region. The active

regions of these devices are often doped to

promote 

recombination 

via 

impurities 

and

hence 

increase 

the 

luminescent quantum 

ef-

ficiency. The advent of efficient direct gap

nitride LEDs in 1995 has made these indirect
gap devices obsolete.

sample in cryostat
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Fig.5.10 (a) Layer structure and (b) circuit
diagram for a typical electroluminescent de-
vice. The thin active region at the junction

of the p- and n-layers is not shown, and
the dimensions are not drawn to scale. The
thickness of the epitaxial layers will be only
- I p.m, whereas the substrate might be
- 500pm thick. The lateral dimensions of
the device misht be several millimetres.

Epitaxy 

is 

the 

name 

given to 

any 

crystal

growth technique invoiving the formation of
thin high quality layers on top of a thicker
substrate crystal. The substrate acts as a
support for the epitaxial layers, and also
serves as a heat sink where needed. There
are a number of techniques commonly used.
Medium quality crystals are grown by liq-
uid phase epitaxy (LPE), but the highest
quality materials are grown by metal-organic
vapour phase epitaxy (MOVPE) - also
called metal-organic chemical vapour depo-
sition (MOCVD) - and molecular beam
epitaxy (MBE). These techniques are crucial
to the successful growth of the high quality
quantum well structures described in the next
chapter.

holes hv=Es

r t*. *-_L$];x;T,,,"_,rn.-f*ffi*l
I electrons I 

substrate

hv

l / \ , 1 >

(a) (b)

The first point is obvious: the band gap determines the emission wavelength.
The second and third points are practical ones relating to the way the devices
are made. These are discussed further below.

The term lottice motching relates to the relative size of the lattice parameters
ofthe epitaxial layers and the substrate. The thin epitaxial layers are grown on
top of a substrate crystal, as shown in Fig. 5.10(a). This is done for practical
reasons. It is hard to grow large crystals with sufficient purity to emit light
efficiently. We therefore grow thin ultra-pure layers on top of a substrate of
poorer optical quality by various techniques of crystal epitoxy. The crystal
growth conditions constrain the epitaxial layers to form with the same unit cell
size as the substrate crystal. This means that the epitaxial layers will be highly
strained unless they have the same lattice constant as the substrate, that is, that
we have 'lattice matching' between the epitaxial layers and the substrate. If this
condition is not satisfied, crystal dislocations are likely to form in the epitaxial
layers, which would severely degrade the optical quality.

Figure 5.11 plots the band gap of a number of III-V materials used in
electroluminescent devices against their lattice constant. The lattice constants
of the commonly used substrate crystal are indicated at the top of the figure.
The materials separate into two distinct groups. On the right we have the
arsenic and phosphorous compounds which crystallize with the cubic zinc
blende structure, while on the left we have the nitride compounds which have

the hexagonal wurtzite structure. We will discuss the cubic materials first, and
then consider the nitrides afterwards.

For many years, the optoelectronics industry has been mainly based on
GaAs. GaAs emits in the infrared at 870 nm, and by mixing it with AlAs to
form the alloy Al,Ga1-"As, light emitters for the range 630-870 nm can be
produced. (See Example 5.1.) Lattice-matched AlGaAs can easily be grown

on GaAs substrates because of the convenient coincidence that the lattice con-
stants of GaAs and AlAs are almost identical. AlGaAs emitters are widely
used in local area fibre optic networks operating around 850 nm, and also for
red LEDs.

AlGaAs is an example of a 'ternary' alloy which contains three elements.
'Quaternary' alloys such as (A1,uGa1-r,)"In1-"P can also be formed. Al1 of
these arsenic and phosphorous alloys suffer from the problem that they become
indirect as the band gap gets larger. This limits their usefulness to the red and
near-infrared spectral range.

Applications in the fibre optics industry require light emitting devices that
operate around 1.3 p.m and 1.55 pm. These are the wavelengths where silica
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Fig. 5.11 Band gap of selected III-V semi-
conductors as a function of the their lattice
constant. The materials included in the dia-
gram are the ones commonly used for mak-
ing LEDs and laser diodes. The lattice con-
stants of readily available substrate crystals
are 

indicated 

along 

the 

top 

axis. 

The 

nitride

materials 

on 

the 

left 

grow with 

the 

hexagonal

wurtzite 

structure, 

whereas 

the 

phosphides

and 

arsenides 

on 

the 

right 

have 

the 

cubic 

zinc

blende structure. After [2].

Table 

5.1 

Band 

gap energy Eg 

and

emission wavelength lg for several com-
positions of the direct band gap qua-

temary III-V alloy Gaalnl-"AsyP1-y.
The compositions indicated all satisfy

the lattice-matching 

condition 

for 

InP

substrates, namely x x O.47y.After l2l.

E (eV) rg fulm)

0 0 1.35 0.92
0.27 0.58 0.95 1.30
0.40 0.85 0.80 1.55
0.47 1 0.75 1.65

We will see in Section 9.5 that the nitride

er.nitters 

can 

also 

be 

combined 

with 

phos-

phors to make efficient white light sources.

There 

is 

another 

point 

that 

is 

surprising 

about

Nakamura's development of nitride LEDs.

It is apparent from Fig. 5.11 that the best
substrate 

material 

from 

the 

point of view

of lattice-matching considerations is silicon

carbide. However, SiC is very expensive, and
the commercial devices tend to be grown on
the cheaper sapphire subsffates. This com-

bination is 

far 

from 

satisfying 

the 

lattice-

matching condition, but the devices still work

very 

efficiently. 

One 

factor 

that 

has 

made 

this

possible is the growth of a thick 'buffer' layer

between the substrate and the active region,
to prevent the crystal dislocations affecting

the light-emitting 

regions 

too 

adversely.

SiC sapphire GaAs
fl p InP
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tibres have the lowest dispersion and loss respectively. Emitters for these wave-

lengths tend to be made from the quaternary alloy Ga"In1-rAsrPl-r. Lattice

matching to InP substrates can be achieved if x x 0.47 y . This allows a whole

range of direct gap compounds to be made with emission wavelengths varying

from0.92 p.mto 1.65 pm. See Table 5.1.
Until fairly recently, it has been very difficult to make efficient electrolumi-

nescent devices for the green and blue spectral regions using III-V compounds.

This is because of the problem that has already been mentioned, namely that

rhe arsenic and phosphorous compounds become indirect as the band gap gets

larger. However, in 1995 Shuji Nakamura at Nichia Chemical Industries in

Japan made an important breakthrough and reported the successful develop-

ment of LEDs based on gallium nitride compounds. GaN has a direct band gap

of 3.5 eV at 4 K (see Fig. 5.3) and3.4 eV at room temperature. By alloying it

*'ith InN, which has a direct gap of 1.9 eV at 300 K, the emission wavelength

.'är be varied between 360 nm (ultraviolet) and 650 nm (red). This enables

rhe entire visible spectrum to be covered using nitrides for the blue and green

colours, and AlGaInP alloys for the reds.
It is interesting to consider why it took so long to develop the nitride devices.

It was well known that the nitrides would in principle make good blue/green

emitters, but no commercial devices were available. The reason for this relates

to the third point on our list of factors affecting the choice of electrolumines-
cent materials, namely the difficulty of p-type doping. This is a problem that
has also dogged other wide band gap materials. For example, the direct gap

II-VI compounds like ZnSe and CdSe should also, in principle, make good

LEDs for the blue/green/yellow spectral regions, but they have never found
rvidespread commercial application due to the doping problem.

P-type doping is difficult in wide band gap semiconductors because they
have very deep acceptor levels. The energies of the acceptors are given by
eqr7 .29 withm[ replaced by rzfi. The high value of m fi and the relatively small
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Fig. 5.12 Band diagram of a light emitting
diode at (a) zero bias, and (b) forward bias
V0 ,- Eg/e. The diode consists of a p-n
diode with heavily doped p and n regions.
The dashed lines indicate the positions of the
Fermi levels in the p and n regions. Light is
emitted in ft) when the electrons il the n-
region recombine with holes in the p-region
at the iunction.

Note that this is a different type of degen-
eracy to that considered in Section 5.3.3. In
this case we have fuli thermal equilibrium at
7o : 0, 

and 

there 

is 

a 

unique 

Fermi 

energy
at each point in the device. Degeneracy here
means that the carrier density produced by
the 

doping 

is 

so large that 

the 

Fermi 

energies

are positive with respect to the band edges.

( a ) V o = g (b) Vo= +9r1,

value of e, increases the acceptor energies, and hence reduces the number of
holes which are thermally excited into the valence band at room temperature.
This last point follows from the Boltzmann factor (eqn 5.11) with E equal to
the acceptor binding energy, which is significantly larger than ksl. The low
hole density gives the layers a high resistivity, which causes ohmic heating
when the current flows and hence device failure. Nakamura's breakthrough
came after discovering new techniques to activate the holes in p-type GaN by
annealing the layers in nitrogen at 700 "C.

In the next chapter we will describe how the use of quantum well layers
has led to further developments in the field of electroluminescent materials. In
fact, many commercial devices now routinely use quantum wells in the active
region. This is especially true in laser diodes, but it is also increasingly so for
LEDs as well.

5.4.2 Light emitting diodes

The operating principle of an LED can be understood with reference to the
band diagram shown in Fig. 5.12. The p and n regions are both very heavily
doped to produce degenerate distributions of holes in the p-region and elec-
trons in the n-region. In thermal equilibrium at zero bias, the Fermi energy
must be the same at every point in the device. The bands therefore align with
the Fermi energies of the p- and n-regions at the same energy, as shown in
Fig. 5.12(a). At the junction, a depletion region is formed, with neither elec-
trons nor holes present. No light can be emitted, because there is no point
within the device where there is a significant population of both electrons and
holes.

The situation is different when a forward bias of Vs - Egl e is applied
to drive a current through the device. This shifts the Fermi levels relative to
each other as shown in Fig. 5.12(b). The depletion region shrinks, allowing
the electrons in the n-region to diffuse into the p-region, and vice versa. This
creates a region at thejunction where both electrons and holes are present. The
electrons recombine with the holes, emitting photons at energy E, by interband
luminescence. The electrons and holes that recombine are replenished by the
current flowing through the device from the external circuit, which was given
previously in Fig. 5.10(b).
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Figure 5.13 shows the spectrum of a forward-biased GaAs p-i-n diode with

: curreflt of 1 mA flowing through the device. The light is generated in the thin
-region at the junction between the p- and n-regions. As mentioned previously,

üaAs has a band gap of I.42 eY at room temperature, which gives emission

r the near-infrared around 870 nm. The full width at half maximum of the

:mission line is 58 meY which is about twice frsT at293 K.

5.4.3 Diode lasers

iemiconductor lasers are more difficult to make than LEDs, but they give su-

:erior performance in terms of their output efficiency, spectral linewidth, beam

iuality and response speed. They are therefore used for the more demanding

:pplications, leaving the simpler ones for the cheaper LED devices. They are

rainly made from GaAs-based materials, and operate in the red and near-

rfrared spectral regions. However, blue laser diodes have recently become

:railable following the development of efficient nitride-based emitters.

The acronym 'laser' stands for 'Light Amplification by Stimulated Emission
-i Radiation'. As the name suggests, laser operation is based on the quantum

lechanical process of stimuloted emission. This should be distinguished from

:he process of sponloneous emission that is responsible for luminescence. (See

:rection B.1 in Appendix B.) Stimulated emission causes an increase in the

rhoton number as the light interacts with the atoms of the medium, which in

:urn leads to optical amplification. This contrasts with the process of absorption

*hich reduces the number ofphotons, and hence causes attenuation.

Consider the interaction between a light wave of frequency u and a medium

:ontaining atoms with an electronic transition at energy hu, as illustrated in

Fig.B.2. The absorption processes causes beam attenuation, while stimulated

:mission causes amplification. The transition rates for the two processes are

:iven by eqns B.5 and 8.6 respectively. In the normal conditions of thermal

equilibrium, the population of the lower level Nr will be greater than the

mpulation of the upper level N2by the Boltzmann factor given in eqn 8.8. This

neans that the absorption rate exceeds the stimulated emission rate, and there

is net beam attenuation. However, if we were somehow to arrange for N2 to be

,arger than N1, then the reverse would be true. The stimulated emission rate

rtould exceed the absorption rate, and there would be net beam amplification.

The condition with Nz > N1 is called populotion inversion. It is a necessary

;ondition for laser oscillation to occur.

In Section 5.3.1 we explained how the carrier distributions after injection

of electrons and holes are not those of full thermal equilibrium. The top of

rhe valence band is empty of electrons, while the bottom of the conduction

band is filled with them. We therefore have population inversion at the barid

eap frequency Eg/e. This gives rise to net optical gain, which can be used to

obtain laser operation if an optical cavity is provided.

Figure 5.14 shows a schematic diagram of a laser cavity formed from a

eain medium with mirrors at either end. This is the typical arrangement for a

semiconductor laser diode, which usually consists of just the semiconductor

chip itself. The reflectivities of the semiconductor-air surfaces at the edge

of the crystal are typically around 30 %. (See Exercise 5.16.) This may be

sufficient in itself to obtain lasing, although in what follows we assume that
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GaAs
l m A
293K

Ee= l '42 ev

Energy (eV)

Fig. 5.13 Electroluminescence spectrum of a

GaAs LED at room tempemture. (After A.D.

Ashmore, Personal communication)
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R1 R2

Fig. 5.14 Schematic diagram of a laser cavity

formed 

by 

reflections 

from 

the 

end 

surfaces

of 

the 

gain 

medium 

of 

length 

/. 

The 

reflectiv-

ities of the surfaces are taken to be Rl and R2

respectively, with R1 ) R2.
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the reflectivities Rl and R2 atthe two ends are different, and that Rr )) Rz'

On passing a current through the p-n junction of a laser diode, light at fre-

quency v x Eel h is generated by electroluminescence. This light is reflected

back and forth within the cavity, and experiences gain due to the population

inversion between the conduction and Valence bands. At some particular value

of the iniection current 1in called the threshold current ft6, the laser will begin

to oscillate. For current values above ft6, the light output power of the laser

increases linearly with {,. This is illustrated in Fig. 5.15(a). The output power

is coupled out of the cavity by transmission through the mirror with the lower

reflectivity, which is called the output coupler of the laser.

Once the laser is oscillating, the emission spectrum will be determined by

the resonant longitudinol modes of the optical cavity. The resonant modes

must satisfy the condition that they form standing waves between the mirrors,

and hence that there are an integer number of half-wavelengths within the

cavity. This condition can be written:

i n t e g e r  , f ; : r .

where )./ is the wavelength inside the crystal, which is equal to ),1n, ), being

the air wavelength and n the refractive index. This means that the frequencies

of the longitudinal modes must satisfy:

c
, : in tegerx  

Zn l

The laser will oscillate at one or several of these resonant frequencies. The best

lasers are single longitudinal mode devices, and have emission line widths in

the MHz range. This is many orders of magnitude smaller than that of the

equivalent LED.
The condition for stable oscillation of the laser is that the light intensity in

the cavity should not change with time. This implies that the gain in the laser

medium must exactly balance any losses suffered by the light during a round-

trip of the cavity. This condition allows us to work out the value of the gain in

the medium when the laser is oscillating.

We assume that there is population inversion inside the medium, and hence

that there is optical amplification at the transition frequency u. We define the

incremental gain coefficient /u as:

d I  :  * y v d x  x  I ( x ) . (s .16)

This is exactly the same definition as for the absorption coefficient in eqn 1.3,

except that the intensity is now growing with distance rather than diminishing.

Integration of eqn 5.16 Yields:

I (x) : hsr'x (5.  i7)

We follow the light at frequency u around a round-trip of the cavity shown

in Fig. 5.14. In stable laser oscillation, the increase ofthe intensity due to the

gain must exactly balance the losses due to the imperfect reflectivity of the end

mirrors and any other losses that may be present in the medium. This condition

may be written:
R1  R2s2 r , l " - 2a to t  - 1 .  ( 5 .18 )

(s. l4)
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rL' täctor of 2 in the two exponentials allows for the fact that the light passes:''u-sh the gain medium twice during a round trip. The attenuation coefficientin eqn 5.18 accounts for scattering rosses and^absorption ou" to p-""rr",:er than interband transition, for example impurity absorption. rne oscrttu-r condition in eqn 5.18 can be re_wriftän:

F
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Irn

Yth :  qb  - l n (RrRz) .
I

u

Iro

Fig. 5,15 (a) Power output and (b) gain coef_
ficienI yy as a 

function 

of injection current
lin in a semiconductor laser diode. {1 is
the threshold injection current, and ylr is
the threshold gain required for stable iaser
oscillation.

e*r : ,1J14n -  1* , ) .

rere 4 is the quantum efficiency. ry defines the fraction ofinjected electron-ie pairs that generate laser photons. The quantum efficiency determines thecpe efficiency in warts per amp through

slope efficiency - 
Pout - nhv

- (1i, - 4rr) e
: an ideal laser diode we would have r7: 1 and the slope efficiency would ber ual to the theoreticar maximum of hv / e. Many of the best diode lasers come.rite close to this ideal limit.
The main reason why-4 would be less than unity in a real laser diode relatesissues of opticol confinement and erectricot .ä"i;""r""t. i'Jää* ,u,rr work efficiently unless we can alrange that the injection current is confinedthe same part of the dwice where the light is confined. This is not necessarily

r easy task due to the inherently planar nature of semiconductor lasers. The New types oflasers ca'ed verricar caviry sur_.:vices have very small dimensions (e.g. 7 p'm) inthe vertical (z) direction, faceemiuinglasershavedifferentgeometries
'rd much larger directions (e.g. ,"u".ui hundred microns) in the horizontal to the planar tasers discussed here. The light' -v plane' The light is generated in the rhin active region, and is "-iüJ;;; ;:tri,,jj,::.,:r|jfJ;ilffiTji*1ff:re edge of the chip' In such a planar structure, the h8ht tends to spread out in turther reading rist fbr more details.te y ' z prane, while the current tends to spread out in the -r, y diräction. This-'ads to the possibility that the current una ugnt might not ovärlap property inie x, y plane, in which case we would have f,oor quantum efficiency.
There are many different ways to achieve optical and electrical "onfin"-"n,,:nd we can understand the basic.principles by looking at a specif,c example.:rigure 5.16 gives a schematic diagram of an oxide-confined GaAs_AlGaAs

-.r. defines the threshold gain ysrrequired to make the laser oscillate. Direct-r semiconductors such as GaAs have very rarge gain coefficients due to their:h density of states and shoft radiative htetÄes. This makes it possible tor'rcome the output coupling l0sses with cavity lengths of order 1 mm or less.\\'e assume that the gain coefficient increases rinearly with the injection.irenf lin, as indicated in_Fig. 5.15(b). When {n : 1th, the gain reacies the''ue yth defined by eqn 5.19, atwhich point the iäser begins tJoscilare. once: laser is oscillating, the gain must be clamped at the value of 11, becausererwise the gain would exceed the losses, una trr" stability condition set outr'qn 5.18 would not hord. Thus for {n > ftr, the extra electrons and holes'ected into theiunction do not produc" uny -or" gain, but recombine directlystimulated emission, and cause the output por"r,o irr"r"use, as indicated ing .5 .15 (a ) .
The output power poul above threshold can be written:

(s.1e)

(s.20)

(s.2r)
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Fig. 5.16 Schematic diagram of an oxide-
confined GaAs-AlGaAs heterojunction stripe
iaser. The current flows in the -z direction,
while the light propagates in the t-r direc-
tion. The stripe is defined by the gap in the
insulating oxide layers deposited on the top
of the device during the fabrication process.
The active region is the intrinsic GaAs layer
at the junction between the n- and p-type
AlGaAs cladding layers.

A heterojunction is one with different ma-
terials at the junction, and contrasts with a
homojunction, where all the materials are
the 

same. 

The 

names 

are 

derived 

from 

the

Greek words heteros, meanins 'other', and
homos meaning'same'. The heterojunction
laser was independently invented by Zhores
I. Alferov and and Herbert Kroemer in 1963.
for 

which 

they 

were 

awarded 

the 

Nobel 

Prize

for physics in 2000.

metal contact

oxide

p - AlGaAs

i - GaAs

n - AlGaAs

light output

metal contact

heterostructure stripe laser. The 'stripe' is defined by the gap in the oxide layers
deposited on the top of the device during the fabrication process. The current
flows in the -z direction, between the top and bottom metal contacts. The top
contact only connects to the p-region in between the insulating oxide layers,
and so the current is confined to the long thin rectangular strip ofthe r, y plane
defined by the fabrication process.

The light, on the other hand, propagates in the *x direction. The shape
of the laser mode in the y, 7 plane is determined by woveguide effects. This
refers to the confinement of a light beam in the direction perpendicular to its
propagation instead ofthe usual divergence due to diffraction. The confinement
in the z direction is achieved through the tendency ofthe light to propagate in
the region with the largest refractive index, which can be understood in terms
of repeated total internal reflections at the interfaces between the high and
low refractive index materials. This vertical confinement is easily achieved in
heteroiunction devices such as the one shown in Fig. 5.16. In the example
given, the active region is rnade of GaAs, which has a higher refractive index
than the AlGaAs 'cladding' layers on either side.

The optical confinement in the y direction is more difficult. It is either
achieved by index guiding or gain guiding. Index-guiding is the same effect
as that used to produce the vertical confinement. The lateral patterning of the
top of the chip can produce small variations in the effective refractive index
in the y direction through strain or other effects. Gain guiding, on the other
hand, follows as a consequence of current confinement. The semiconductor
Iayers have very strong absorption at the laser wavelength except in the regions
where there is gain due to population inversion. Hence the optical mode will be
extremely lossy except in the gain regions deflned by the current confinement.
This is the case with the example shown in Fig. 5.16.

The reader is referred to the references given in the further reading list for
more detailed information about the many different types of semiconductor
laser that have been made. In the next chapter, we will explain how the use of
quantum wells in the active region has led to superior performance and greater
flexibility in the emission wavelength.
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Further reading

\ good introductory overview of luminescent processes in solids may be found
:n Elliott and Gibson (1974). Interband luminescence in semiconductors is
Jiscussed in Pankove (1971) and Yu and Cardona (1996). More detailed dis-
:ussions may be found in Landsberg (1991) or Voos et al. (1980).
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An authoritative discussion of time-resolved luminescence spectroscopy

may be found in Shah (1999).

The physics of electroluminescence is discussed in most optoelectronics

texts, for example Bhattacharya (1997), Chuang (i995), Sze (1981)' Sze
(1985), or Wilson and Hawkes (1998). The development of nitride light

emitters is discussed in Nakamura et al. (2000), while detailed information

about semiconductor laser diodes may be found in Silfvast (1996), Svelto
(1998) or Yariv (1991).
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Exercises
(5.1) Explain why it is difftcutt to make light emitting devices

out of indirect gap materials.

(5.2) When a direct gap semiconductor is excited by absorp-

tion of photons with energy greater than the band gap,

it is generally found that the lutninescence spectrum

is independent of the excitation frequency. Explain this

phenomenon.

(5.3)* The wave functions for atomic hydrogen may be written

in 

the 

form:

a n d  
t ^

Y 1 , 1 1 @ / � . O t : + J  J " + i d  s i n o  ',  ' Y  
I J Z

Use eqn 8.29 in Appendix B to calculate the Einstein A

coefficient for the 2p -+ l's transition. Hence calculate

the radiative lifetime of the 2p state.

(5.4) The radiative lifetime rp of the laser transition in tita-

nium doped sapphire is 3.9ps. The lifetime z of the

excited state is measured to be 3.1ps at 300 K and

2.2 p,s at 350 K. Explain why r is different from zB,

and suggest a reason why z decreases with increasing

temperature. Calculate the radiative efficiencies at the

two temperatures.

(5.5) A semiconductor crystal is found to emit efficiently at

540 nm when excited with the 488 nm line from an argon

ion laser. Use the data in Table C.3 to make a guess at

what the crystal is.

(5.6) A continuous wave laser beam is incident on a material

which has an absorption coefficient of a at the laser

frequency u.

(i) Show that electron-hole pairs are generated at a

rate equal to I u I hv per unit volume per unit time,

where 1 is the intensity in the material.

(ii) By considering the balance between carrier gener-

ation and recombination in steady state conditions,

show that the carrier density N within the illumi-

Vnlm(r, 0, Q) :  Rn1(r) Y1p@, Q) .

wave functions for the ls and 2p states are

t
R r n ( r ) :  - * L e - r t a s ,

) / z
afi

r _ ,
Rzt7): *---:-s-r l2aa .

Jz+a;'

where ag is the Bohr radius ofhydrogen. The spherical

harmonic functions of the same states are given by

Y o , o @ , Q ) : + ,
\/ +it

TTy 1 . s t 9 . Q t :  
r f  

-  c o s 0  .

* Exercises marked with an asterisk are more challenging.

The radial
given by:

and
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nated volume is equal to lurlhv, where z is the

recombination lifetime of the electrons and holes.

(iii) Calculate N when a laser beam of power 1 mW is

focussed to a circular spot of radius 50,u,m on an

antireflection coated sample with an excited state

lifetime of I ns. Take the absonrtion coefficient to

be 2 x 106m-l at the laser wavelength of 514 nm.

r5.7) A very short laser pulse at 780 nm is incident on

a thick crystal. which has an absorption coefficient of

1.5 x 10om-1 at this wavelength. The pulse has an

energy of 10 nJ and is focussed to a circular spot ofradius

100pm.

(i) Calculate the initial carrier density at the front of

the sample.

(ii) If the radiative and non-radiative lifetimes of the

sample are I ns and 8 ns respectively, calculate the

time taken for the carrier density to drop to 50 %

of the initial value.

(iii) Calculate the total number of luminescent photons

generated by each laser pulse.

r5.8) Explain why the emission probability for an interband

transition is proportional to the product of the elec-

tron and hole occupancy factors f" and /6 respec-

tively. In the classical limit where Boltzmann statistics

apply, show that the product "f""frr is proportional to

exp (-1tu - Eg)lknr).

r5.9) Show that in the classical limit the number of electrons

in the conduction band is given by

/  E E  \  |  / 2 m * k a T  i j  r -
N e : e x p ( + ) , , : : ,  |  : _ ; ; e : 1 ,  * ' r " - r d r .- \ k e l /  

2 n '  \  f i ,  /  J O

where /o* *Le-'dx : ^fr 12. Evaluate Efi using this

formula for electrons in GaAs at 300 K (mt :0.067m0)

at (a) N" : 1 x 1020 m-3 and (b) N. : L x 1024 m-3.

Hence discuss whether the approximations used to derive

this equation are justified in the two cases.

5.10) Show that at T : 0 the Fermi integrals given in eqns 5.9

and 5.10 simplify to:

r  E ; . "  t  /  2^ !  ̂ \ i  I
Ne,h : I ---- l -.+ l El dE .

J o  2 n . \  h z  I

Evaluate the integral to derive eqn 5.13.

5.11) A laser excites a semiconductor which has m[ : g.1so

and mf, : 0.5mo.Calculate the electron and hole Fermi

energies for carrier densities of (a) 1 x 1021 m-3, and
(b) lx102a m-3, on the assumption that the distributions

are degenerate. Write down a condition on the tempera-

ture for the degeneracy conditions to apply in each case

and comment on the answers you obtain.
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(5.12) Show that in the degenerate limit during photolumines-

cence, the ft vectors corresponding to the conduction and

valence band Fermi energies are the same, even though

the Fermi energies are different.

(5.13)* The photoluminescence spectrum of CdTe, which has

a direct band gap at 1.61 eV and a refractive index of

2.7, is measured using the apparatus shown in Fig. 5.9.

An argon ion laser of power I mW and photon energy

2.41 eY is focussed to a small spot on the sample.

The luminescence is collimated with a lens of diameter

25 mmand focal length 100 mm.

(i) Calculate the solid angle subtended by the lens at

the sample.

(ii) Estimate the fraction of the photoluminescence

collected by the lens. Assume that the lumines-

cence is emitted uniformly in all directions inside

the crystal, and is then both reflected and refracted

at the front surface.

(iii) Calculate the total luminescent power emitted by

the atoms in terms of the radiative quantum effi-

ciency 4B ofthe sample.

(iv) Hence estimate the luminescent power collected by

the collimation lens in terms of 4p.

(5.14)* Figure 5.8 shows the emission spectrum from the direct

gap semiconductor Ga0.47In6.53As at two time delays

after 

2 

x 

1024 

m-3 

carriers 

have 

been 

excited 

using 

an

ultra-short laser pulse.

(i) Calculate the electron Fermi energy for the initial

carrier density if Z : 0. (mt :0.041m0.)

(ii) Calculate the hole Fermi energy in the same con-

ditions, on the assumption that the densities of

states from the light and heavy hole bands can just

be added together. (*f,n : 0.47m0 and mfr :

0.05llt6.)

(iii) The effective carrier temperature for the 24 ps

specffum is 180 K. Are the carriers degenerate?

(iv) Explain the shape of the 24 ps spectrum, given that

the band gap of Gan.a7ln6.53As is 0.81 eV.

(v) Use the data at 250 ps to obtain a rough estimate

of the carrier density at this time delay. Hence

estimate the average lifetime of the carriers.

(5.15) GaN and InN are direct gap semiconductors with band

gaps of 3.4 eV and 1.9 eV respectively. A light emitting

diode made from the alloy Gaylnl-rN is found to emit

at 500 nm. Estimate the composition of the alloy, on the

assumption that Eg(x) varies linearly with x.

(5.16) GaAs has a refractive index of 3.5 at its band gap.

(i) Calculate the reflectivity of the air-GaAs interface.

(ii) Calculate the frequency separation of the longitu-

dinal modes of a GaAs laser diode of length I mm.
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(iii) The laser diode of part (ii) is coated so rhat one
end of the chip has a reflectivity of 95 Vo. The
other end is uncoated. Calculate the threshold gain
coefficient for the laser if the scattering and other
impurity losses are negligibly small.

(5.17) A laser diode emits at 830 nm when operating at an
iniection current of 100 mA.

(i) Calculate the maximum possible power that can be
emitted by the device.

(ii) Calculate the power conversion efficiency, if the
actual power output is 50 mW and the operating
voltage is 1.9 V.

(iii) The threshold current of the laser is 35 mA. What
is the slope efficiency and the quantum efflciency?
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Semiconductor
quqntum wells

ln this chapter we will give an overview of the opticar properties of quantum
;onfined semiconductor structures. These are artificiar structures in wirich the
e lectrons and holes are confined in one or more directions. we will concentrate
mainly on quantum well structures in which there is confinement in just one
Jimension. The concept of a quantum werl was invented by Esaki anä Tsu in
1970' and it has proven to be a very important step forward in semiconductor
physics. As we will see, quantum wells have very interesting opticar properties'.r hich readily lend themselves to applications in optoelectronics.

The optical properties of quantum wells are derived from the physics of
rnterband absorption, excitons and interband luminescence discusseä n cnap-
rers 3-5. The discussion we give here presupposes that these subjects have been
essimilated, and the topics covered provide a good opportunityio practice and
Jevelop the principles that we have been learning inihese p."uioo, chapters.

6,1 Quantum confined structures
The optical properties of sorids do not usualy depend on their size. Ruby
"rystals, for example, have the same red colour irrespective of how big they are.
This statement is only true as long as the dimensions of the crystalL large.
lf we make very small crystals, then the optical properties do in fact depend
on the size. A striking example of this is serniconduclor doped glasses. These
''ontain very small semiconductor microcrystals within u.oiourl""r, glass host,
rnd the colour of the filter can be altered just by changing the öe of the
crystals.

The size dependence of the optical properties in very small crystals is a
consequence of the quontum confinement effect. The Heisenberg uncertainty
principle tells us that if we confine a pafticle to a region of the r axis of rength
-\-r, then we introduce an uncertainty in its momentum given by:

6.1 Quantum confined
structures 115

6.2 Growth and structure of
semiconductor quantum
wells ll7

6.3 Electronic levels llg
6.4 Optical absorption and

excitons 124
6.5 The quantum confined

Stark effect 131
6.6 Optical emission 133
6,7 Intersubbandtransitionsl35

6.8 Bloch oscillators 135
6.9 Quantum dots 136

(6 1)

If the particle is otherwise free, and has a mass m, the confinement in the .r
direction gives it an additional kinetic energy of magnitude

fx

A"
LP, -

D  -  ( L P ' ) 2  h 2
Lconfinement : -;-

2m 2m(Lx)2

This confinement energy wilr be significant if it is comparabre to or greater than
the kinetic energy of the particle due to its thermal motion in the x direction.

(6.2)
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The principle 

of 

equipartition of 

energy 

tells

us that we have a thermal enetgy of kgT/2

for each degree of freedom of the motion.

We could in principle observe quantum srze

effects in a semiconductor layer of thickness

l plm if we were to work at exüemely low

temDeratures: see Exercise 6. l.

Certain types of quantum well structures are

calied superlattices (see Section 6.2), while

quantum dots 

are 

sometimes called quantum

boxes.

This condition may be written:

h 2  l ,  -
Econfinemenr - 

Z*(L_)t, iKsl 
,

and tells us that quantum size effects will be important if

Table 6.1. Number of degrees of freedom tabulated against the dimensionality of the quantum

confinement.

Structule Quantum Number of

conflnement freedimensions

Bulk none

Quantum well/superlattice 1-D

Quantum wire 2-D

Quantumdot/box 3-D

3
2
1
0

A,x - (6.4)

This is equivalent to saying that a.x must be of the same order of magnitude

as the de Broglie wavelength ld"B = prlh fot the thermal motion'

The criterion given in eqn 6.4 gives us an idea of how small the structure

must be if we are to observe quantum confinement effects. For an electron in a

typical semiconductor with mj :0'1'mo at room temperature' we find that we

must have Lx - 5nm. Thus a 'thin' semiconductor layer of thickness 1 plm

is not thin by the standards of the electrons. It is in fact a bulk crystal which

would not exhibit any quantum size effects. To observe quantum size effects

we need thinner layers.
Table 6.1 summarizes the three basic types of quantum confined stmctures

that can be produced. The structures are classified as to whether the electrons

are confined in one, two or three dimensions. These structures are respectively

called:

e quontum wells (1-D confinement);

r quontum wires (2-D confinement);

o quonlum dots (3-D confinement).

Table 6.1 also lists the number of degrees of freedom associated with the

type of quantum confinement. The electrons and holes in bulk semiconductors

ur" t "" to move within their respective bands in all three directions, and hence

they have three degrees of freedom. The electrons and holes in a quantum well,

by tontrast, are confined in one direction, and therefore only have two degrees

of freedom. This means that they effectively behave as two'dimensional (2-D)

materials. Similarly, quantum wire structures have l-D physics, while quantum

dots have '0-D' physics. This last point means that the motion of the electrons

and holes is quantized in all three dimensions, so that they are completely

localized to the quantum dot.

The very small crystal dimensions required to observe quantum confinement

effects have to be produced by special techniques.

(6.3)
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o Quantum well structures are made by techniques of advanced epitaxial
crystal growth. This will be explained in Section 6.2.

o Quantum wire structures are made by lithographic patterning of quan-
tum well structures, or by epitaxial growth on patterned substrates.

o Quantum dots structures can be made by lithographic patterning of quan-
tum wells or by spontaneous growth techniques.

In the sections that follow, we will mainly concentrate almost entirely on
.lantum well structures. This is because they have the most mature technolo-

-rcs, and are already widely used in many commercial applications. We will
, )t mention quantum wires at all, because these are only being developed at the
,':eärch level at present, due to the difficulties associated with the fabrication
-'chniques. In Section 6.9 we will briefly consider the optical properties of
Lrantum dots such as those found in semiconductor doped glasses.

6.2 Growth and structure of semiconductor
quantum wells

:erniconductor quantum wells are examples of heterostructure crystals. Het-
. fostructures are artificial crystals that contains layers of different materials
*rown on top of a thicker substrate crystal. The structures are made by the
-lecialized epitaxial crystal growth techniques introduced previously in Sec-
,rn 5.4.1. The two most important ones are moleculqr beom epitoxy (MBE)
ncl metol-orgonic chemicol vopour deposition (MOCVD), which is also

,;rl led metql-orgonic vopour phose epitoxy (MOVPE) by some aurhors. The
.irer thicknesses of the crystal grown by these techniques can be controlled
. ith atomic precision. This makes it easy to achieve the thin layer thicknesses
:quired to observe quantum confinement of the electrons in a semiconductor
t room temperature.

Figure 6.1(a) shows a schematic diagram of the simplest type of quantum
,. ell that can be grown. In this particular case, we show a GaAs/AlGaAs
.iructure, grown on a GaAs substrate. The structure consists of a GaAs layer of

crystal growth direction ---------> z GaAs quantum wells
, / / \ \

V.B.

(a) Single quantum well (b) MQW or superlattice

i:

6.2 Grcwth and structure of semiconductor quantunl wells 117

A typical example of the spontaneous growth
of quantum dots is the formation of mi-
crocrystals in semiconductor doped glasses
mentioned above.

Fig. 6.1 (a) Schematic diagram of a single
GaAs/AlGaAs quantum we1l. The quantum
well is lormed in the thin GaAs layer sand-
wiched between AlGaAs layers which have a
larger band gap. The lower half of the figure
shows the spatial variation of the conduction
band (C.8.) and the valence band (VB.). (b)
Schematic diagram of a GaAs/AlGaAs mul-
tiple quantum well (MQW) or superlattice
structure. The distinction between an MQW
and a superlattice depends on the thickness b
of the barrier separating the quantum wells.

. a . a
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Esaki and Tsu's original proposal specifi-
cally considered one of the special properlies
of superlattices, namely the possibility of
observing Bloch oscillations. This quantum
effect was predicted in the 1930s, but has
never been observed in ordinary solids. In
Section 6.8 we will explain how the advent
of the superlattice led to the successful ob-
servation of this effect.

thickness d sandwiched between much thicker layers of the alloy semiconduc-
tor AlGaAs. d is chosen so that the motion of the electrons in the GaAs layer
is quantized according to the criterion given in eqn 6.4. We set up axes so that
the z axis corresponds to the crystal growth direction, while the ,r and y axes
lie in the plane of the layers. We thus have quantized motion if the z direction,
and free motion in the r, y plane.

The bottom half of Fig. 6.1(a) shows the spatial variation of the conduction
and valence bands that corresponds to the change of the composition along
the z direction. The band gap of AlGaAs is larger than that of GaAs, and the
bands line up so that the lowest conduction and valence band states of the
GaAs lie within the gap of the AlGaAs. This means that electrons in the GaAs
layer are trapped by potential baniers at each side due to the discontinuity
in the conduction band. Similarly, holes are trapped by the discontinuity in
the valence band. These barriers quantize the states in the z direction, but
the motion in the x, y plane is still free. We thus effectively have a two-
dimensional system in which the electrons and holes are quantized in one
direction and free in the other two.

Epitaxial techniques are very versatile, and they allow the growth of a great
variety of quantum well structures. Figure 6.1(b) shows one such variant de-
rived from the single well structure shown in Fig. 6.1(a). The crystal consists
of a series of repeated GaAs quantum wells of width d separated from each
other by AlGaAs layers of thickness ä. This type of structure is either called a
multiple quontum well GrAQW) or a superlottice, depending on the parameters
of the system. The distinction depends mainly on the value of ä.

MQWs have large b values, so that the individual quantum wells are isolated
from each other, and the properties of the system are essentially the same as
those of single quantum wells. They are often used in optical applications to
give a usable optical density. It would be very difficult to measure the optical
absorption of a single 10 nm thick quantum well, simply because there is so
little material to absorb the light. By growing many identical quantum wells,
the absorption will increase to a measurable value.

Superlattices, by contrast, have much thinner barriers. The quantum wells
are then coupled together by tunnelling through the barrier, and new extended
states are formed in the e direction. Superlattices have additional properties
over and above those of the individual quantum wells.

Quantum well structures of the type shown in Fig. 6.I can only be made
if the physical properties of the constituent compounds are favourable to the
formation of the artificial crystals. We have already noted in Section 5.4.1 that
the unit cell size of GaAs and AlAs (and hence also the AlrGal_"As alloy)
are almost identical: see Fig. 5.11. This means that both the GaAs and AlGaAs
layers in the quantum well structure are lattice matched to the GaAs substrate,
enabling dislocation-free crystals to be grown.

In recent years it has been realized that it is also possible to make quantum
wells from materials with different unit cell sizes. This allows much more
flexibility in the combinations of materials that can be used. The mismatch
in the lattice constants introduces strain into the structure, but high quality
crystals can still be grown provided the total layer thickness is kept below
a critical value. We will briefly mention the application of these non-lattice-
matched quantum wells in light emitting diodes and laser diodes in Section 6.6.
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6.3 Electronic levels

The wave functions and energies ofthe quantized states in the conduction and
valence bands of a quantum well can be calculated by using Schrödinger's

equation and the effective mass approximation. Fortunately, we do not have

to solve the Schrödinger equation in three dimensions because the problem

separates naturally between the free motion in the x, y plane and the quantized

motion in the z direction. In this section, we will first explain how this sep-
aration of variables works, and then go on to discuss the quantized states in
rhe z direction in two different approximations. We will treat the electron and

holes separately here, postponing till Section 6.4 the discussion of the effects

of electron-hole Coulomb interaction that leads to the formation of excitons.

6.3.L Separation of the variables

The electrons and holes in a quantum well layer are free to move in the x, y

plane but are confined in the z direction. This allows us to write the wave

tunctions in the form:

V(x. y.  ,1 :  r [ (x.  y) pk) . (6.5)

and then solve separately for t@, y) atd 9(7). The states of the system are

described by two parameters: a wave vector k to specify the free motion in

the x, y plane, and a quantum number n to indicate the energy level for the

: direction. The total energy is then obtained by adding together the separate

e nergies for the z and x , y motion, according to:

Etotd(n, k) : En + E(k), (6.6)

where En is the quantized energy of the nth level.
We can deal with the x, y plane motion very quickly. Since the motion is

free, the electron and hole wave functions are described by plane waves of the

tbrm:

(6.7)

where k is the wave vector of the particle, and Ä is the normalization area. Note
rhat k and r only span the two-dimensional x, y plane here. The energy coffe-

sponding to this motion is just the kinetic energy determined by the effective

MASS:

h2k2
E ( k )  :  

Z m * .  
( 6 . 8 )

The total 

energy 

for 

an 

electron 

or 

hole 

in the nth quantum level is 

therefore

given by:
h2k2

E'u 'o ' (n.  k)  :  En + - .  (6.9)

6.3.2 Infinite pofential wells

The calculation of the wave functions and energies for the quantized states in
the z direction is determined by the spatial dependence of the conduction and

ür,@, y) : ft"'k' ,
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h = 3

l ' l = l

-dt2 0 dtz

Fig. 6.2 The infinite one-dimensional poten-
tial well. The first three energy levels and
conesponding wave functions are shown.
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valence bands. We begin by considering the simplest case in which we assume
that the confining barriers are infinitely high. This allows us to model the states
by those of a 1-D potential well with infinite barriers, as shown inFig.6.2.

We consider a quantum well of thickness d and define position and energy
coordinates such that the potential is zero for -d12 < z < +d12 (i.e. inside
the well) and oo elsewhere, as indicated in Fig. 6.2. The choice of 1 : Q a1 h"
centre of the well is convenient, since it corresponds to the symmetry axis of
the potential. The Schrödinger equation within the well is:

(6.10)
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Since the barriers are infinitely high, there is no probability that the particle
can tunnel out of the well. The solutions of eqn 6.10 are therefore subject to
the boundary condition that tp :0 at the interfaces.

It can be checked by substitution that the normalized wave functions that
satisfy eqn 6.10 and the boundary conditions are of the form:

n z \

T) (6 .11)

where n is an integer that gives the quantum number of the state, and

nft
kn:  

7  
.  (6 . t2)

This form of wave function describes a standing wave inside the well with
nodes at the interfaces. The energy that corresponds to the nth level is given by

l t /
sn(z) : y'; sin (ftn. +

N
h

*-
00

o

ö0
C)

rr l

(6.13)

The wave functions of the first three levels are shown inFig.6.2. Equation 6.13
describes an infinite ladder of levels with quantization energy increasing in
proportional to n2 in units of th2r2 12m*d2;. tfre ground state is the n : 1
level, and the levels ofhigher n are the excited states ofthe system.

The energies of the flrst two levels for an electron with m* : 0.1m0 in
a 10 nm quantum well are 38 meV and 150 meV respectively. These values
should be compared to the thermal energy ksT, which is 25 meV at room
temperature. It is clear that the quantization energy is greater than the thermal
energy at room temperature, and thus that the quantum description of the
motion is appropriate. The comparison of the quantization energies to the
thermal energy gives a criterion to decide whether a particular quantum well
will in fact exhibit quantum effects at a particular temperature. This criterion
can be compared to the one based on the Heisenberg uncertainty principle
given in eqn 6.4. It is easy to show that the two criteria predict a cross-over
from classical to quantum behaviour at roughly the same value of d. In fact,
the criterion based on eqn 6.4 is too strict by about a factor of five. (See
Exerc ise 6.2. ;

Although real semiconductor quantum wells have finite barriers, the infinite
barrier model is a good starting point for a discussion of their properties. The
accuracy of the model will be highest for states with small quantization ener-
gies in material combinations that give rise to high barriers at the interfaces. A
few useful general points emerge from the analysis:
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(1) The energy of the levels is inversely proportional to the effective mass
and the square of the well width. This means that low mass particles in narrow
quantum wells have the highest energies.

(2) Since the energy depends on the effective mass, the electrons, heavy
holes and light holes will all have different quantization energies. In the valence
band, the heavy holes will have the lowest energy, and are dominant in most
.ituations because they form the ground state level.

(3) The wave functions can be identified by their number of nodes, i.e. the
number of zero crossings within the well. It is evident from Fig. 6.2 that the
nth level has (n - l) nodes.

(4) The states are also labelled by their pority with respect to inversion
ebout the centre of the well, that is, whether gGz) : *rp(z) (even parity)
or q(-z) : -q(z) (odd parity). States of odd n have even parity, and vice
Iersa.

These points also apply to more realistic models of quantum wells in which
rhe barriers at the interfaces are only of finite height. As we will see below,
rhe infinite well model overestimates the quantization energy. In real quantum
u'ells with finite barriers, the particles are able to tunnel into the barriers to
vlme extent, and this allows the wave function to spread out further and thus
reduces the confinement energy.

6.3.3 Finite potential wells

Figure 6.3 shows the band diagram of a more realistic quantum well which
has a finite potential barrier ofheight Vg areach interface. There are now only
I finite number of bound states with energy E < Vo.These bound states are
labelled by a quantum number n, and it can be shown that there is always at
least one, no matter how small Vg is: see Exercise 6.4.

The Schrödinger equation within the quantum well is the same as before
,eqn 6.10). We will therefore have sine and cosine solutions of the form:

g*(z) : C sin(kz)

g* (z ) :Ccos(kz) ,

h2k2
_ - F

2*I

6.3 Electronic levels I2l

We can reach the same conclusion from the
uncertainty principle: see eqn 6.3.

In a bulk semiconductor like GaAs, the heavy
and 

light 

hole 

states 

are 

degenerate 

at 

fr : 0.
This is a consequence of the high symme-
fty of the cubic lattice. The lifting of this
degeneracy is caused by the difference in
the effective masses, but it can also be seen
as a consequence of the lower symmetry
of 

the 

quantum well. 

The 

bulk 

crystals 

are

isotropic, but quantum wells are not: the z
direction is physically distinguishable from
the other two. As explained in Section 1.5.1,
we therefore 

expect 

certain 

degeneracies 

to

be 

lifted, 

in the 

same 

way 

that 

a 

magnetic

field splits the heavy and light hole states
of 

bulk 

GaAs 

via 

their different masnetic
quantum numbers.
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(6.15)

(6.16)

(6.11)

Fig, 6.3 First two bound states of a finite
potential well of depth y0 and width d.

Note that we have added a subscript w to the effective mass to clarify that
it is the value for the semiconductor used for the quantum well layer. By
r'omparison with eqn 6.11 and also Fig. 6.2, we see that the bound states
with odd values of n have cosine solutions, while those with even n have sine
solutions with a node at z : 0. The wave functions given in eqns 6.14 and 6.15
are valid for -d /2 < z < *d /2.

We now consider the extension of the wave functions into the barrier regions.
This occurs because the finite potential discontinuity allows the electrons and
holes to tunnel into the barriers. We therefore no longer have nodes at the
interfaces. The Schrödinger equation in the barrier regions is given by:

h+f *vopk): E<p(z)'
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where mf, is the effective mass of the barrier material. In general, mf, and m{
will not be the same because the materials that constitute the quanium well
and barrier regions have different band structures. The solutions of eqn 6.lj
are exponentials of the form:

(6.18)

(6.1e)

( 6  ) ) \

(6.23)

(6.24)

(6.2s)
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well.

Solution

The first bo
with cosine
kd /2, we cz

where r satisfies:

For bound states we require that the solutions decay in the barrier, so we choose
q(z) : C' exp(-rc2) for 7 > -ld /2 and ek) : Cl exp(-rc2) for z < -d /2.

The wave functions and energies ofthe bound states can be found by apply-
ing the appropriate boundary conditions at the interfaces. These tell us that both
the wave function <p(z) and the particle flux (l lm*)drp /dz mustbe continuous
at *d /2. Hence we must have that

p*(Id/2) : q,r(Id/2), (6.20)

(6.21)

and

The wave functions must be symmetric about z : 0, so we just concenftate
or 2 : -td 12. we consider the solutions with cosine solutions in the quantum
wells flrst. The wave function continuity requires that

*(T),:+d,2 h(y),:.,,,

C cos(kd 12) : C' exp(-rcd 12),

while flux continuity requires that

-C + sin(kd 121 : -C' + exp(-rcct /Z) .nf i  mf,

On dividing eqn 6.23 by eqn 6.22, we f,nd:

on following a similar procedure for the solutions with sine solutions in the
quantum well, we find:

,  * , -
tan(kd l2) - 1'�'ry'

m b K

m!k
tan(kd /2) :  -  

" 'P ' -

m{rK

on substituting the values of ft and r from eqns 6.16 and6.19, we can now
solve for the energy E ofthe bound states, and hence find the wave functions.
unfortunately, there is no analytic solution for E. The equations have to be
solved numerically or graphically. An example of how this is done is given in
Example 6.1.

It is useful to make a few general observations about the solutions, as we did
for the case of the infinite well in the previous section.



(l) The spreading of the wave functions into the barrier by tunnelling re-
duces the quantum confinement energy compared to that of an infinite barrier
well.

(2) The decay constant can be found by substituting En for E in eqn 6.19.
This means that the levels near the top of the well with En close to V6 tunnel
more into the barrier regions because they have a smaller decay constant.

(3) The eigenstates can be identified by the number of nodes, just as for
infinite wells. The nth bound state has (n - 1) nodes. The potential energy
has inversion symmetry about z : 0, and so the eigenstates have well-defined
parities.

Figure 6.3 sketches the wave functions of a typical finite well with two
bound states. The similarity between these wave functions and the first two
states of the infinite well shown in Fig. 6.2 is apparent. The main difference
is that the wave functions of the finite well spread out more by tunnelling into
the barrier, 

whereas 

the 

wave functions of 

the 

infinite 

well 

stop 

abruptly 

at 

the

interface.
It is useful to compare directly the predictions of the finite and infinite well

models. Table 6.2 tabulates the energies of the bound states of a 10 nm GaAs
quantum well with Al6.3Ga6.7As barriers for the two models. In all cases, the
infinite well model overestimates the quantization energy. The discrepancy
gets worse for the higher levels. Note that the quantization energies of the
heavy holes are smaller than those of the electrons because of their heavier
effective mass. Note also that the separation of the first two electron levels is
more 

than 

three 

times 

the 

thermal 

energy at room temperature, 

where 

ftsI 

-

15 meV. This confirms that we expect to observe two-dimensional physics for
the electrons at 300 K. The quantum confinement of the heavy holes is less
good, but is still acceptable since Ez - Et is comparable to kB,T at 300 K.
.{lthough the infinite well model overestimates the confinement energies, it is
a useful starting point for the discussion of the physics because of its simplicity.

Example 6.1

Calculate the energy of the first electron bound state in a GaAs/AlGaAs quan-
tum well with d : 10nm and V6 : 0.3 eV. Take m{ : 0.067m0 and mf :

0.092ms. Compare this value to the one calculated for an infinite quantum
well.

Solution

The first bound state has a maximum at z : 0, and so we look for the solutions
with cosine wave function in the well region. By making the substitution r :

kd12,we can use eqns 6.16 and6.19 to recast eqn6.24 in the form:

6.3 Electronic leveLs 123

The possibility of tunnelling into the barriers
gives rise to a whole series of electronic
and 

optoelectronic 

quantum well 

tunnelling

devices.

Täble 6.2 Bound states of a 10 nm
GaAs/Al9.3Gag.7As quantum well cal-
culated 

using 

the 

finite 

and 

infinite 

well

models. The states are labelled by the
particle type (e for 

electron, 

hh 

for

heavy hole and lh for light hole) and by
the quanrum number n. All energies are
in meV.

State Finite well Infinite well

e l
ez

hh1
hhz
hh3
hh4

az

720
247

7
30
66

112

57
227
5 1 0

l l
44

100
177

40
160

21
78

lh l
lh2

tanx:(#) ' ' 'EZ (6.26)

(6.27), mld2Vs
' 

2h2
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Fig. 6.4 Graphical solution ofeqn 6.26 for the
parameters given in Example 6.1.

n--- 
Y =tan(l)----:s

) = 0.85 (I3.2-xzltrz 1,

x

2h2xz
E _

m { d 2
(6.28)

Our task is thus to solve eqn 6.26, with

: (ffi)'/ ' :o'8s,

O.067mo x (10-a1z x 0.30 eV -  1 ? ' � )

Figure 6.4 plots the functions ! :tanx and y : 0.85rnt2 -7lx onthe
same scales, and shows that the first value of x where the two functions are
the same is.r : 1.18. Hence from eqn 6.28 we find the required bound state
energy:

E  :  
2h2 (1 .18 )2  -  - :  31 .5  mev .

0.067mo x (10-8)2 
-

This value of E can be compared to that given by eqn 6.13 for an infinite well:

E I :
h2n2 1ry2 :  57meV.

2x0.067ms x (10-8)2

The infinite well model thus overestimates the energy of the bound state by a
factor of 1.8.

6.4 Optical absorption and excitons

In Sections 3.2 and 3.3 of Chapter 3 we used Fermi's golden rule to calcu-
late the absorption spectrum of a bulk semiconductor. Then in Section 4.2 of
Chapter 4 we studied how the spectrum is altered by excitonic effects. We now
follow a similar approach for quantum wells, beginning with the selection rules
and density of states for the optical transitions, and then moving on to consider
the excitonic effects.
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6.4.1, Selection rules

We consider a quartum well irradiated by light of angular frequency a.l prop-
agating in the z direction, as shown in Fig. 6.5. The photons are absorbed by
exciting electrons from an initial state ll) at energy E; in the valence band to
a final state I f I at energy Ei in the conduction band. Conservation of energy
requires that fu: (Ei I ftrtt),

Fermi's golden rule tells us that the absorption rate is determined by the
density of states and the square of the elecffic dipole matrix element. (See
Section B.2 in Appendix B.) The transition rate can be calculated by combining
eqns 3.2, 3.3 and 3.6 to obtain:

6.4 Optical absorption and excitons t25

quantum well

ha

rAAAfu+

______________) Z

Fig. 6.5 Photons incident on a quantum well
with light propagating in the z direction.

We are using Dirac notation here. See the
margin comment on Section 3.2.

We will discuss the effect of having the light
polarized in the z direction in Section 6.7.

valence band

Fig. 6.6 Interband optical transitions in a
quantum well. The 

n 

: I 

and 

n 

: 2
transitions are indicated.

where r is the position vector of the electron, I is the electric field amplitude
of the light wave, and g(ft@) is the density of states. We have simplified the
form of the electric dipole perturbation here by setting h" "*lk r factor of
the light in eqn 3.6 equal to unity. As discussed in connection with eqn 3.12,
this approximation is justified because the photon wave vector is negligible in
comparison to that of the electron.

We first consider the matrix element for the transition. This will allow us to
work out important selection rules. With photons incident in the z direction as
shown in Fig. 6.5 the polarization vector of the light is in the x, y plane. We
therefore have 

to 

evaluate 

matrix 

elements 

of 

the 

form

M : (f lxli) (6.30)

When we considered matrix elements of this type in Section 3.2, it made no
difference whether we evaluated (flxli) or {flyli) or (flzli). This was a
consequence of the isotropy of the cubic semiconductors we were considering.
In the case of the quantum well, however, the x and y directions are equivalent,
but the z direction is physically different. Therefore, for quantum wells we will
have:

(f lxli) : (f lyli) * (f lzli) . (6.31)

In this section we will concentrate on x, y polarized light, which is the usual
experimental arrangement.

We are interested in evaluating eqn 6.30 for transitions between bound quan-
tum well states in the valence and conduction bands. Figure 6.6 illustrates the
type of transition we are considering. The figure specifically shows a transition
from an n : t hole level to an n : 1 electron level, and from an.t] : 2 hole
level to &o fl : 2 electron level.

We consider a general transition from the nth hole state to the n'th electron
state. In analogy to the Bloch functions of eqns 3.'7 and 3.8, we can use eqns 6.5
nd 6.1 to write the initial and final quantum well wave functions in the form:

wi- r  : !  t  < f l  -  er .€ l i )  12 s@d,

I
Vi = l t )  :  

f tu,G)qnnk)" ikx'  
rx '

1'ur = l,f ) : 
ft 

u.(r) 9"n,(1) "iki' r'

: 
,/ 

*t,", xvig) d3r .

(6.2e)

(6.32)

(6.33)
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The three factors in these wave functions denote the envelope function for the
valence or conduction band as appropriate, the bound states of the quantum
well in the z direction, and the plane waves for the free motion in the x, y
plane. We have written explicit subscripts to show that the plane waves only
span the 2-D x. y coordinates.

The momentum of the photon is very small in comparison to that of the
electrons, and so conservation of momentum in the transition requires that
k') : k'ry. This is the two-dimensional equivalent of eqn 3.12 for 3-D bulk
semiconductors. Therefore, on substituting eqns 6.32 and 6.33 into eqn 6.30,
we see that the matrix element breaks into two factors:

M: Msy Mnn,

where M"u is the valence-conduction band dipole moment:

(6.34)

M"u -  (u" lx luu) (6.3s)

and Mnn, is the electron-hole overlap given by

Mnn, :  kn' lhn) (6.36)

It will usually be the case that the constituent material of the quantum well
(e.g. GaAs) has strongly allowed electric dipole transitions between the con-
duction and valence bands. We considered this point in Section 3.3.1. There-
fore, we can assume that M"u is non-zero. Hence the matrix element for the
optical transitions is proportional to the overlap of the electron and hole states
given by eqn 6.36. This allows us to work out some straightforward selection
ru les on An :  n ' -  n .

Consider first an infinite quantum well with wave functions of the form given
by eqn 6. 1 1. The overlap factor is

(6.37)

This is unity if n : fl' and zero otherwise. (See Exercise 6.6.) Hence we obtain
the followins selection rule for an infinite ouantum well:

A n  : 0 . (6.38)

This is why we only showed An : 0 transitions in Fig. 6.6.
In finite quantum wells the electron and hole wave functions with differing

quantum numbers are not necessarily orthogonal to each other because of
the differing decay constants in the barrier regions. This means that there are
small departures from the selection rule of eqn 6.38. However these An I 0
transitions are usually weak, and are strictly forbidden if An is an odd number,
because the overlap of states with opposite parities is zero. (See Exercise 6.6.)

: 
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conduction band

valence band v

6.4.2 Tlvo-dimensional absorption

The shape of the absorption spectrum in a quantum well can be understood by
applying the selection rules we have just derived. If we increase the photon
energy from zero, no transitions will be possible until we cross the threshold
for exciting electrons from the ground state of the valence band (the fl : 1
heavy hole level) to the lowest conduction band state (the n/ : 1 electron
level). This is a An : 0 transition and is therefore allowed. This threshold
occurs at a photon energy given by

ftrD: Ee * Ehhr * E"t, (6.3e)

where E* is the band gap of the quantum well material. This immediately gives
us a very important result. The optical absorption edge of the quantum well has
been shifted by (Er,rrr * Ee) compared to the bulk semiconductor. Since the
confinement energies can be varied by choice of the well width, this gives us a
way to tune the frequency of the absorption edge.

The right hand side of Fig. 6.7 shows the E-k, diagram for the transition
between the n : 1 levels. The bands have parabolic dispersions according to
eqn 6.9. Conservation of momentum and the negligible k vector of the photon
imply that the electron and hole states have the same ftrn values. The energy of
the transition shown by the vertical arrow is given by:

/  n2 t? . , \  /  n2*1 . , \
I ro :  Es*  lEnr , r  + ; t+  l+  l f " '  +  ^ -+  |

\  2 * i n l ^ ^ \  2 * t l

h'k:,,
: Eel Et'nr * nt + 

z[ 
'  (6.40)

where p is the electron-hole reduced effective mass defined in eqn 3.22. This
makes it clear that the transitions with ltat : (Ee * Ennr * E") occur at
k t v  : 0 '

Equation 6.40 can be compared directly to eqn 3.23 for the bulk semicon-
ductor. We have already noted the shift of the absorption threshold from -En
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Fig. 6,7 The n : 1 interband optical transi-
tion in a quantum well at finite ftrn.

E

k*,
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Fig. 6,8 The absorption coefficient for an
infinite quantum well of width d compared
to the equivalent bulk semiconductor. /-. is
the electron-hole reduced mass. Excitonic
effects are isnored.

h = 3

\ r_o

(fror-E) in units of (h2l8d27t)

to (Eg * Ennr * E"1). The other crucial difference is that the wave vector in
eqn 6.40 for the quantum well spans only the 2-D x, y coordinates, instead of
the full 3-D x, y, z space. This has a very important consequence for the joint

density of states factor that enters the transition rate in eqn 6.29 . The 3-D bulk
semiconductor had a parabolic density of states given by eqn 3.16, which led
to the absorption edge given in eqn3.25. By contrast, the joint density of states
for a2-D material is independent of energy and is given by (see Exercise 6.3):

(6.41)

This means that the absorption coefficient will have a step-like structure, being
zero up to the threshold energy given in eqn 6.39 , and then having a constant
non-zero value for larger photon energies.

The argument above can be repeated for the other allowed optical transitions
in the quantum well. The next strong An : 0 transition for the heavy hole
states occurs at an energy of (Eg * Ennzl 8"2) which corresponds to exciting
an electron from the n : 2heavy hole state to the n/ : 2 electron level. Once
the photon energy crosses this threshold, the absorption coefficient will show
a new step. There will also be other steps corresponding to transitions from the
light hole states to the conduction band.

The functional form of the absorption coefflcient for an infinite quantum
well is shown in Fig. 6.8. The confinement energies of the electron and hole
states are given by eqn 6.13, and the An : 0 selection rule is strictly obeyed.
The threshold energy for the nth transition is thus given by:
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The spectrum therefore consists of a series of steps with threshold energies
given by eqn 6.42. For comparison, the energy-dependence of the absorption
coefficient for the equivalent bulk semiconductor is plotted on the same scale.
The shift of the absorption edge by the confinement energy is evident, together
with the change of shape from the parabola of the bulk semiconductor to the
step-like structure for the quantum well. In essence, this simply reflects the
change in the density of states on going from 3-D to 2-D.
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Example 6.2

Estimate the difference in the wavelength of the absorption edge of a 20 nm
GaAs quantum well and bulk GaAs at 300 K.

Solution

We see from eqn 6.39 that the absorption edge of a quantum well occurs at
Egl Enill E"1. We can estimate the confinement energies by using the infinite
potential well model. Using eqn 6.13 and the effective mass data for GaAs
given in Table C.2, we find that Eprl : 2meY and E"y : 14meV. These
energies are small compared to typical quantum well barrier heights, and so
the infinite well approximation is going to be reasonably accurate. The band
edge therefore shifts froml.424 eY to (1.424 + 0.002 + 0.014) : 1.440eY.
This corresponds to a blue shift of 10 nm.

6.4.3 Experimentaldata

Figure 6.9 shows the absorption spectrum of a high quality GaAs MQW struc-
ture containing 40 quantum wells of width 7.6 nm. The barriers were made
of AlAs, and the sample temperature was 6 K. It is clear that the predicted
step-like behaviour shown in Fig. 6.8 is well reproduced in the data, although
the experimental spectrum is complicated by excitonic effects, which give rise
to the strong peaks in the absorption at the edge of each step. These excitonic
effects will be discussed further in Section 6.4.4, and we concentrate for now
on the gross features of the absorption spectrum.

The most pronounced steps in the spectrum are due to the An : 0 ftansi-
tions. The first of these occurs for the n : t heavy hole transition at 1.59 eV.
This is closely followed by the step due to the n : I light hole transition
at l.6l eV. This should be compared with the low temperature band edge

h h n = 3
f l  = 1

h h  n = 2  I
h h t t r

th

GaAs/AlAs MQW
d  = 7 . 6 n m

T  = 6 K

1.6  1 .8  2 .0
Photon energy (eV)

;  l .o
0)

F

C)

( , )  ̂_
-  i l \

0.0

2.2

Fig. 6.9 Absorytion coefficient of a 40 pe-
riod GaAs/AlAs MQW structure with 7.6 nm
quantum wells at 6 K. After [1], copyright
1996 Taylor & Francis Ltd., reprinted with
permission.
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The two weak peaks identified by arrows

are caused by parity-conserving An I 0

transitions. The one at 1.69 eV is the hh3 -->

el transition, while that at 1.94 eV is the

hh1 -+ e3 transition.

The reason why the exciton binding energy
is not enhanced by a factor of four is that a

real quantum well is not a perfect 2-D system.

The quantum well has a finite width, and

the wave functions actually extend into the

barriers due to tunnellins.

absorption spectra of bulk GaAs shown in Figs 4.3 and 4.4. We see that the

band edge has been shifted in the quantum well by 0.07 eV.

The steps at the band edge are followed by a flat spectrum up to 1.74 eV in

which the absorption is practically independent of energy. At 7.17 eV there is a

further step in the spectrum due to the onset ofthe n :2heavy hole transition.

This is followed by the step for the n : 2light hole transition at 1.85 eV.

Further steps due to the n - 3 heavy and light transitions are observed at

2.03 eV wtd2.16 eV respectively.

6.4.4 Excitons in quantum wells

We now return to consider the excitonic effects that give rise to the sharp

peaks that are very prominent in the experimental data shown in Fig. 6.9. As

discussed in Chapter 4, excitons are bound electron-hole pairs held together by

their mutual Coulomb attraction. Since the optical transition can be considered

as the creation of an electron-hole pair, the Coulomb attraction increases the

absorption rate because it enhances the probability offorming the electron-hole
pair. Hence we observe peaks at the resonant energies for exciton formation.

These peaks occur at the sum of the single particle energies less the binding

energy of the bound pair. Detailed analysis of the data shown in Fig. 6.9 reveals

that the binding energies of the quantum well excitons are about 10 meV.

This is substantially higher than the value of 4.2 meY in bulk GaAs. (See

Section 4.2.)
The enhancement of the excitonic binding energy in the quantum well is

a consequence of the quantum confinement of the electrons and holes. This

forces the electrons and holes to be closer together than they would be in a

bulk semiconductor, and hence increases the attractive potential. It is possible

to show that the binding energy of the ground state exciton in an ideal 2-D

system is enhanced by a factor of four compared to the bulk material (see

Exercise 6.9). This should be compared with the factor of - 2.5 deduced from

the experimental data. Although we do not observe perfect 2-D enhancement

of the binding energy, the increase is still substantial. The enhancement of the

excitonic effects in quantum wells is very useful for device applications, as we

will discuss further in the next section.
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One of the most useful consequences of the enhancement of the exciton
binding energy in quantum wells is that the excitons are still stable at room
temperature. This contrasts with bulk GaAs, which only shows strong excitonic
effects at low temperatures. This can be clearly seen in the data shown in
Fig. 6. 10, which compares the absorption coefficient of a GaAs MQW structure
ivith 10 nm quantum wells to that of bulk GaAs at room temperature. The bulk
rample merely shows a weak shoulder at the band edge, but the MQW shows
.trong peaks for both the heavy hole and the light hole excitons. The more or
less flat absorption coefficient expected for quantum wells above these peaks
rs also evident.
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A striking 

difference 

between 

the 

quantum
well and bulk absorption shown in Fig. 6.10
is the lifting of the degeneracy of the heavy
and light hole states. The buik sample shows
a single excitonic shoulder at the band edge,
but the quantum well shows two separate
peaks. As discussed in point (2) of Sec-
tion 6.3, this follows from the different ef-
fective masses of the heavy and light holes,
and it highlights the lower syrnmetry of the
quantum well sample.

6.5 The quantum confined Stark effect

In Section 4.3.1 of Chapter 4 we considered the effects of a DC electric field
on the excitons in bulk GaAs. We found that relatively small electric fields can
ionize the excitons by pushing the electrons and holes in opposite directions.
The situation in quantum wells is different if the fleld is applied along the z
direction. The field still pushes the electrons and holes in opposite directions,
but the barriers prevent the exciton from breaking apart. Hence the excitons are
stable up to very high field strengths. These quantum confined excitons interact
rvith the fleld and shift to lower energy. In analogy to the Stark effect in atomic
physics, this shift is known as the quontum confined Stork effect.

The shift of the quantum well energy levels with the electric fleld can be
calculated by perturbation theory. This can be done analytically in the case of
quantum wells with infinite barriers. (See Exercise 6.12.) For small fields, the
:hift to the n : 1 level is siven bv:

(6.43)

rvhere d is the well width, and t. is the component of the field in the z direc-
tion. This result is analogous to the quadratic Stark ̂ effect in atomic hydrogen:
the levels shift to lower energy in proportion to -€1.

The quadratic red-shift ofthe levels can be understood as follows. The shift
in energy is given by LE - - prt r, wherc p, is the electron dipole along the
field direction. In the absence ofthe field, the n : I electron wave function is
symmetric about the centre of the well at z : 0. Hence, the expectation value
of z for the electron, namely (z) : I rp* zrpdz, is zero. Thus p. : -e(z) is also
zero, and the field must induce a dipole to produce a shift in the levels. If the
field is applied in the positive z direction, the electrons will be pushed towards
negative z, and \z) acquires a negative value. This creates a positive dipole. At
small fields, the magnitude of this induced dipole will be proporlional to € r.
Hence p, a +.t.. and LE o -S?. The same argument can be applied to the
hole states.

To a first approximation, the energy shift of the quantum well excitons
will just be given by the sum of the shifts of the electron and hole levels.
Equation 6.43 shows that it is the hole states that contribute the most, due to
their larger effective mass.

A,E :  -24 (z \ t  e2 t lm*da
- 

\3r. ) n2



132 Semiconductor quantum wells

Fig. 6.11 Experimental set-up required to

observe the quantum confined Stark effect.

The quantum wells are grown in the i-region

of a p-i-n diode, and the device is operated

in reverse bias. This produces a strong elec-

tric field t. across the quantum wells. The

photocurrent generated when light is incident

is determined by the absorption of the MQW

layer.

The parity-forbidden transitions with An

equal to an odd number become allowed

when the field is applied due to the lowering

of the symmetry of the system. (See Exer-

c ise 6.15.)

The quantum confined Stark effect can be observed by growing the quantum

wells in the i-region of a p-i-n diode, as shown in Fig. 6. 1 1. By operating the

diode in reverse bias like a photodiode, strong DC electric fields can be applied

in the growth direction. The magnitude of the field is given by eqn D.3 in

Appendix D:

(6.44), , :Y,
where V61 is the built-in voltage of the diode, V6 is the applied bias, and /1 is the

i-region thickness. V6 is negative in reverse bias, and thus the applied voltage

augments the field due to the built-in voltage. As discussed in Section 4.3.1,

the photocurrent generated in the device follows the frequency dependence of

the absorption.
Figure 6.12 shows the photocurrent spectra of a GaAs/Als.3Gao 7As MQW

p-i-n diode at bias voltages of 0 V and -10 V. The well width was 9.0 nm'

and the temperature was 300 K. The i-region thickness was 1 pcm, and Vui was

1.5 V. From eqn6.44, we see that the voltages correspond to field strengths of

1.5 x 106Vm-l and 1.15 x 107Vm-1 respectively. The n : t heavy and

light hole exciton lines are clearly resolved at both field strengths, despite the

fact that the temperature is 300 K and that t. considerably exceeds the exciton

ionization field of bulk GaAs, which is of order 6 x l0) V m r.

The spectrum at -10 V shows a clear red-shift for both the heavy and light

hole excitons. As expected, the shift is larger for the heavy hole excitons due

to their larger mass. Since the electrons and holes shift in opposite directions,

their overlap integral (eqn 6.36) decreases. This accounts for the reduction

in the exciton absorption at the higher field strength. Two parity-forbidden

transitions are clearly identifled inFig.6.l2, namely the hh2 -+ e1 and hh1 -->

e2 lines.
The ability to control the shape of the absorption spectrum by applying bias

opens the possibility for making different types of optoelectronic devices. The

€

o

Fig. 6.12 Photocurrent spectra for a

GaAs/Al0.3Ga0.7As MQW p-i-n diode with

a 1 pm thick i-region at room temperature.
(a) Y0 : 0, (b) Ve : -10V. The quantum

well thickness was 9.0 nm. The transitions

are labelled by the electron and hole states

that participate. After [1], copyright 1996

Taylor & Francis Ltd., reprinted with
permission.

1.5 r .6
Energy (eV)

GaAs MQW, 300 K

( a ) 0 V

hhl-+e2 
(b) -ro v

absorpt
be swit
tunabk
The sa
voltagr
wells.
bibliog

6.6

The us
comm(
uel ls  i
be obti

The
in Cha
recoml
the lun
ui th a

The
essenti
injecte
before
lo*'est
confinr
a peak

This sl
the ele

Figt
quantu
VI alk
corTesl



absorption at 1.44 ev (864 nm) in the quantum wells studied in Fig. 6.12 can
be switched on and off by applying the bias. This allows us to make a voltage-
tunable photodetector using the same arrangement as that shown in Fig. 6. I 1.
The same device can also function as an intensity modulator by introducing a
'oltage-dependent loss on a 864 nm beam transmitted through the quantum
rvells. Furlher details of these optoelectronic devices may be founä in the
bibliography given in the further readins section.

6.6 Optical emission

The use of quantum well structures in electroluminescent devices is their main
commercial application at present. As we will see, the insertion of quantum
ivells into the active region allows a greater range of emission wavelengths to
be obtained, and also enhances the efficiency of the devices.

The general principles of light emission in semiconductors were discussed
in chapter 5. The light is generated when electrons in the conduction band
recombine with holes in the valence band. we saw in Sections 5.2-5.4 that
the luminescence spectrum generally consists ofa peak at the band gap energy
rvith a width determined by the carrier density and the temperature.

The physical processes responsible for light emission in quantum wells are
essentially the same as those in bulk semiconductors. The electrons and holes
injected electrically or optically rapidly relax to the bottom of their bands
before emitting photons by radiative recombination. In a quantum well, the
lowest levels available to the electrons and hole correspond to the h : I
confined states. Hence the low intensity luminescence spectrum consists of
a peak of spectral width - ksT at energy

h v : E e * E n n r  * E a . (6.4s)

This shows that the emission peak is shifted by the quantum confinement of
the electrons and holes to higher energy compared to the bulk semiconductor.

Figure 6.13 shows the photoluminescence spectrum of a2.5 nm ZncdSe
quantum well with a cadmium concentration of 20 vo. Zn6.scda.2Se is a II-
vI alloy semiconductor with a direct band gap of 2.55 ey at l0 K, which
corresponds to the blue/green spectral region. The barriers of the quantum

2.5 nm Zno.rCdo.rSe/ZnSe quantum well

2.5 2.6

Energy (eV)
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The shape of the emission spectrum is only
slightly affected by reducing the dimension-
ality of the system from 3-D to 2-D. The
low intensity emission spectrum of a bulk
semiconductor  is  g iven by eqn 5.12.  In a
quanlum wel l .  the thv -  ESI/2 faclor  f rom
the 3-D density of states will be replaced
by the unit step 

function 

derived from the
2-D density of stares. In both 3-D and 2-D
the net result is that we get a peak of width
- /cBZ starting at 

the 

threshold energy for
absorption.

Fig. 6.13 Emission spectrum of a 2.5 nm
Zng.gCdg.2SelZnSe quantum well at l0 K
and at 

room 

temperature. The spectra have
been 

normalized 

so 

that 

their 

peak 

heights
are the same. (After C.J. Stevens and R.A.
Taylor, Personal communication)
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The shift to lower energy between 10 K and

300 K is caused by reduction of the ZnCdSe

band gap with temperature. The emission
energy is still about 0.1 eV above the band
gap of the bulk Zng.sCdg.2Se at 300 K.

The blue and green emitting GaN-based
structures grown on sapphire substrates men-

tioned in Section 5.4.1 are typical examples

of a nonlattice-matched optoelectronic de-

vice. The commercial devices actually in-

corporate quantum we1ls in the active re-

gion. Other important examples include the

980 nm Gaalnl-"As quantum well lasers
grown on GaAs substrates for use with op-

tical fibre amplifiers: see Fig. 9.14 in Sec-

tion 9.4.

wells are made from ZnSe, which has a band gap of 2.82 eY. The spectrum

at 10 K peaks at 2.64 eY (470 nm) and has a full width at half maximum of

16 meV. The emission energy is about 0.1 eV larger than the band gap of the

bulk material, and the line width is limited by the inevitable fluctuations in the

well width that occur during the epitaxial growth. (See Exercise 6.16.) At room

temperature the peak emission energy has shifted to 2.55 eV (486 nm) and the

spectrum has broadened so that the line width is about 48 mev (- 2ksT).

As mentioned at the start of this section, the use of quantum wells in light

emitting devices is one of the main motivations for their development. Quan-
tum wells offer three main advantages over the equivalent bulk materials:

o The shift of the luminescence peak by the confinement energy (Ea -l

8661) allows the wavelength of light emitting devices to be tuned by

choice of the well width.
o The increased overlap between the electron and hole wave functions in

the quantum well means that the emission probability is higher. This

shortens the radiative lifetime, and the radiative recombination wins

out over competing non-radiative decay mechanisms. The radiative
efficiency is therefore higher in the quantum wells, which makes it

easier to make bright light emitting devices.
o The total thickness of the quantum wells in an electroluminescent de-

vice is very small (- 10nm). This is well below the critical thickness

for dislocation formation in non-latticed-matched epitaxial layers. This

allows the use of non-lattice-matched combinations of materials, and

hence gives even greater flexibility in emission wavelengths that can be

obtained.

Electroluminescent devices can easily be made from quantum wells by in.

corporating them in the active region at the junction of a p-n diode, as discussed

in Section 5.4 for bulk materials. The devices are operated in forward bias,

and the light is emitted when the electrons and holes injected by the current

recombine at the junction. GaAs quantum wells emitting around 800 nm are

widely used as the lasers in compact disc players and printers. GaAs-based

alloys are used to shift the wavelength into the red spectral region or into the

infrared to match the optimal wavelengths for optical fibre systems aI 7.3 ptm

and 1.55 pm. (See Exercise 6.17.)

Example 6.3

Estimate the emission wavelensth of a 15 nm GaAs quantum well laser at

300 K.

Solution

The emission wavelength is given by eqn 6.45. We estimate the conflnement
energies from eqn 6.13. Using the effective mass data given in Table C.2, we
find 861 : 3 meV and 8"1 : 25 meV. The emission energy is therefore
L424 + 0.003 + 0.025 : I.452eY, which corresponds to a wavelength of

854 nm.
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6.7 Intersubband transitions

An intersubbond konsition is one in which we excite electrons and hores
between the levels (or 'subbands') 

within the conduction or valence band. This
contrasts with the interband transitions that we have been considering up tilrnow in which the erectrons move from the valence band to the conduction
band and vice versa- Figure 6.14 illustrates a typicar intersubband absorption
transition in which an electron in the n : 1 level of a quantum well is excited
to the n = 2level by absorption of a photon.

A quick glance at Table 6.2 telrs us that intersubband transitions occur atmuch lower photon energies than interband transitions. For example, the en-ergy spacing between the n : 1 and n : 2 electron levels ä u ttt n_GaAs/AlGaAs quantum well is of order 0. 1 ev. This corresponds to an infiared
wavelength of about 12 1t'm. we can therefore use intersubband transitions
ro make detectors and emitters for the infrared spectral ."gion urrng"ü;
quantum wells. This offers considerable advantages over nalrow gap semicon_
ductors because better performance can be obtained and it is also easier tofabricate the devices.

Intersubband transitions are excited by light polarizedalong the z direction.
The matrix element for such a transition fiom the nth to the n/th subband is(nlzln'), and the selection rule on an : (n - n/) is that an must be an odd
number: see Exercise 6.1g.

The requirement that the polarization must be along the z direction creates
some technical difficurties. If the right is incident normal to the surface asshown in Fig. 6.5, there is no polarization component along the z direction.
To create a z component, the light must be incident at an ang'ie. However, it is
only possible to couple about r0 To oftheright to the intersubband transitions
in this way, due to the high refractive index of semiconductors like GaAs. (See
Exercise 6'19.) A better solution is to incorporate a metallic grating on the
top of the sample. This can produce a substantial z component even for light
incident normal to the surface.

Intersubband detectors have been under development since the late l9g0s.
They are made with n-type doped quantum wells so that there is u f*g. pop
ulation of electrons in the n : 1 lever of the conduction band to absorb the
light' In 7994 an intersubband laser cailed the .quantum 

cascade raser, wasreported. These intersubband devices work at wavelengths in the infrared, andare required for many important applications such as aimospheric sensing andpollution monitoring.

6.7 Intersubband transitions 135

electrons

Fig. 6.14 The el + e2 intersubband transi_
tion in an n-doped quantum well.

6.8 Bloch oscillators

In Section 6.2 we mentioned that Esaki and rsu's original paper considered thepossibility of observing Bloch oscillations using superlattices. It is a striking
predication of quantum mechanics that if a oc elecirrc field t i, upft"o to uperiodic structure with period z, the electrons oscillate with a frequän.y giu"n
DV

e tL

n (6.46)
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The most obvious way to make quantum dots
is by etching very small pillars on the surface
of a quantum well wafer by lithography.
The - 10nm length scale required makes
this approach very difficult and expensive
with present technologies. The fact that some
materials spontaneously fotm quantum dots
bypasses the need to use these complicated
lithographic methods.

This phenomenon is known as Bloch oscillotions. It has never been observed
in normal crystals because the periodicity is too small.

Consider a typical bulk crystal with a lattice constant of 0.5 nm. Equa-
tion 6.46 predicts that the oscillation period is 8 ps at a high field strength
of 106V m-1. This has to be compared to the time taken for an accelerating
electron to scatter from a phonon, which is usually in the range 0.1-1 ps. We
thus see that not even a small part of one period is completed.

Now consider a typical semiconductor superlattice, in which the repeated
quantum wells form an artificial periodic structure with period L : d * b. The
value of (d + b) will be - 10nm, so that the oscillation period will be - 20
times smaller than the bulk crystals. This gives the electron a fighting chance
of completing the oscillations before emitting a phonon.

In fact, it took more than 20 years of research to develop superlattices of
sufficient purity to be able to observe Bloch oscillations. The breakthrough
eventually came in 1993. The new Bloch oscillator devices have attracted
much attention because the oscillating electrons act like dipole oscillators,
and therefore emit electromagnetic waves at the Bloch frequency. The devices
therefore offer the potential to develop a whole new class of high frequency
solid state oscillators for the emission of photons in the far-infrared spectral
region.

6.9 Quantum dots

We mentioned in Section 6.1 that other types of quantum confined semicon-
ductor structures can be made in addition to the quantum wells that we have
been concentrating on so far. With reference to Table 6.1, we see that if we
confine the electrons in all three directions, we have a quantum dot structure.
These quantum dot structures can be made by complicated lithographic tech-
niques, but they also form spontaneously in certain materials. We will give two
examples of this below.

A quantum dot structure may be considered as a three-dimensional quantum
well, with no degrees of freedom at all. We thus have '0-dimensional' prop-
erlies, with quantized levels for all three directions of motion. If we have a
rectangular dot with dimensions (dr, dr, dr), the energy levels of the system
will be given by:

(6.47)

where the quantum numbers u-r, hy and n. specify the quantized levels in
each direction. We have assumed here that we have inlinite barriers in all
three directions, so that we can use eqn 6.13 separately for each direction. The
energy spectrum of the structures is therefore completely discrete, analogous to
the energy spectrum of atoms. The difference is that we can 'tune' the position
ofthe energy levels by altering the size ofthe quantum dot.

The change of the density of states of an electron in the conduction band on
reducing the dimensionality of a system is illustrated in Fig. 6.15. The dashed
line shows the (E - E )1 /2 dependence of the bulk material. The thin solid line
corresponds to a quantum well with the characteristic step-like density of states
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6.9 Quantum dots 13l.

Fig. 6.15 Variation of the electron density of
states with dimensionality. The dashed line is
for a bulk semiconductor with a band eao of
Ä*.  The th in sol id l ine is  ior  a quantuÄ wel l
of width d with infinite barriers. The thick
solid lines are for a cubic quantum dot of
dimension d with infinite barriers.

Fig, 6.16 Absorption spectra of glasses with
CdS microcrystals of varying sizes at 4.2 K.
The sample with d : 33nm effectively
represents the properties of bulk CdS. After
[3], reprinted with permission.

5 1 0
(E-E ) in units of (h2l8d2m.)

3.0 3.5
Energy (eV)

of 2-D materials. The thick solid line shows the density of states for the 0-D
quantum dot. The density of states is discrete, with a series of delta functions
at the energies described by eqn 6.47. (See Exercise 6.20.)

we have seen that the quantum confinement of the electrons and holes in
2-D quantum well structures gives rise to a host of interesting optical effects
and improvements in the performance of optoelectronic devices. Ii is thus to be
expected that the increased degree of confinement in quantum dots should give
turther benefits. By confining the carriers in all three dimensions, we increase
the electron-hole overlap and thus increase the radiative quantum efficiency.
The discrete nature of the density of states also reduces the thermal spread of
the carriers within their bands. Both these aspects are expected to reduce the
threshold current oflaser diodes and increase their quantum efficiency.

An attractive aspect of quantum dots is that they form spontaneously in
certain materials. The two best-known examples are discussed briefly below.

6.9.1 Semiconductor doped glasses

we introduced the idea of semiconductor doped glasses in Section 1.4.5. [-vI
semiconductors such as cdS, cdSe, ZnS and ZnSe are introduced into the glass
during the melt process, forming very small microcrystals within the glass
matrix. The dimensions of the microcrystals depend on the way the glass is
produced, and with careful preparation it is possible to make quunt r- dot,
with good size uniformity.

Figure 6.16 shows the absorption spectra of cdS quantum dots in a glass
matrix at 4.2 K. Spectra are shown for four different sizes of the microcrystals.
Quantum size effects are expected when the length d of the crystal is less than

4.0

L

l
l

:

T = 4.2K 'r= ' ' '  to 
/ ,,=i]Y*=

d=33nm \. . . -- f  I
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It is quite possible that some commercial
colour glass filters contain II-VI quantum
dots. This is also possibly the case for the
stained slass used in medieval churches.

about 3.5 nm. Hence the sample with d : 33 nm is not expected to show any
quantum size effects, and it may therefore be taken to represent the properties
ofbulk CdS. This is apparent from the fact that the observed band edge occurs
at2.58 eY which coincides with the band gap of bulk CdS at this temperature.

The other three samples with d - 2.3nm, 1.5nm and I.2nm respectively
all satisfy the criterion for quantum size effects. They show an increasing shift
of the absorption edge to higher energy with decreasing dot size, as expected
from eqn 6.47.The spectra also show a broad peak at the edge which is caused
by the enhanced excitonic effects in these 0-D structures. The magnitude of
the quantum size effect is very large, with a shift of over 0.5 eV for the sample
with d : l.2nm. The shift of the band edge with decreasing dot size is a very
clear demonstration of the quantum size effects that we have been discussing
throughout this chapter.

The shift of the absorption with dot size shown in Fig. 6.16 provides a way
to tune the transmission edge of colour glass fllters. By using different dots
(e.g. CdSe with a band gap of 1.75 eV at room temperature), it is possible to
move the transmission edge across the entire visible spectral region by altering
the dot size.

6.9.2 Self-organized III-V quantum dots

The formation of quantum dots in III-V materials by self-organized growth has
been discovered relatively recently. The dots are typically formed when we try
to grow layers of InAs on a GaAs substrate. By reference to Fig. 5.11, we see
that there is a large mismatch between the lattice constant of the epitaxial layer
and the substrate. In the right conditions, it is energetically advantageous for
the InAs to form small clusters rather than a uniformly strained layer. The sur-
face physics determines that the dimensions of these clusters is of order 10 nm,
which provides excellent quantum confinement of the electrons and holes in
all three directions. This subject is still in the early stages of its development
at present, but the fact that the dots are directly formed during the epitaxial
growth makes them a yety attactive option for optoelectronic applications.
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6.9 Quantum dots 139

Further reading

The seminal paper on semiconductor quantum wells is Esaki and Tsu (1970).
Complementary introductory reading to the treatment given here may be found
in Burns (1985) or Singleton (200I). The subject is treated at a more thorough
level in Yu and Cardona (1996), or in a number of specific quantum well texts,
such as Bastard (1990), Jaros (1989), Kelly (1995), Singh (1993), or Weisbuch
and Vinter (1991).

The Stark effect in hydrogen is discussed in most quantum mechanics texts,
for example Gasiorowicz (1996) or Schiff (1969), and also in atomic physics
texts, such as Woodgate (1980). The quantum conflned Stark effect and the
applications ofquantum wells in optoelectronic devices is discussed in Chuang
(1995) or Fox (1996).
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Blood (1999) gives a review of the use of quantum wells in visible-emitting

diode lasers. The physics of intersubband transitions is discussed in Helm
(2000), Liu and Capasso (2000a), and Liu and Capasso (2000b). Helm also

discusses Bloch oscillations, as does Grahn (1995). The physics of quantum

dots is described by Bimberg et al. (1999), Harrison (1999), and Woggan
(1997\.
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Exercises
(6.1) Estimate the temperature at which quantum size effects

would be important for a semiconductor layer of thick-

ness 1 pm if the effective mass of the electrons is 0.1n6.

(6.2) A, particle of mass n* is confined to move in a quantum

well with infinite barriers of width d. Show that the

energy separation of the first two levels is equal to ] frg f

when d is equal to (t : Qh2 l4m*ksTf 12. Evaluate d

for electrons of effective mass m 0 and 0.7mg at 300 K.

Hence show that this value of d is smaller than the value

of Ax given in eqn 6.4 by a factor ot Jä2.

(6.3t Consider a gas of spin ] part icles of mass z moving

in a two-dimensional layer. Apply Born-von Karmen

periodic boundary conditions 1i.e. etkt : "ik(x+L),

etc, where -L is a macroscopic length) to show that the

density of states in k-space is llQn)z. By considering

the incremental area enclosed by two circles in t-space

differing in radius by dft, show that the number of states

with k vectors betweenk and k+dk is givenby g(k)dk :

(kl2tt)dk. Hence show that if the energy dispersion is

given by E(k) : ttzkz/2m, the density of states in

energy space is given by

g ( E \ d E :  
t = a e .

(6.4) Explain, with ref.erence * "rt"u.'ru3hy a flnite quantum

well always has at least one bound state, no matter how

small Vp is.

(6.5) Calculate the energy of the first heavy hole bound state

of a GaAs/AlGaAs quantum well with d : 10 nm. Take

Vo : 0.15 eY, mfi -  0.34ms and mf, :  0.5rn0. How

does this energy compare to that of an equivalent well

with infinite barriers?

(6.6) Consider the electron-hole overlap integral Mnn, for a

quantum well given by:

r+oo
mÄn: I  w[n,kte1.,ne\dz.

J -OO

(i) Show that M^n is unity if n : nt and zero

otherwise in a quantum well with infinite barriers.

(ii) Show that Mhn is zero if ( n - n'; is an odd number

in a quantum well with finite barriers.

(6.7) Draw a sketch of the energy dependence of the absorption

spectrum of a 5 nm GaAs quantum well at 300 K between

1.4 eV and 2.0 eV. Assume that the confining barriers are

infinite and ignore excitonic effects. See Table C.2 for

band structure data on GaAs.

(6.8) Discuss how the spectrum in Exercise 6.7 would change

if (i) the barrier height is finite, and (ii) excitonic effects

- are included.

(6.9)* The variational technique introduced in Exercise 4.4 can

be used to calculate the energy and radius of a 2-D

exciton.l The Hamiltonian for the relative motion of an

electron-hole pair in a 2-D matenal is given in polar

coordinates by

l 0 r '  I
I
I

I

fr: -n(i# ('*) 1 a 2 \  e 2
I _ _ t _ -'  

,2  Ae2 )  4nese,r '

r 6 .  l l )  I
I

I

l

ErenI The 2-D exciton problem can also be solved exactly using Laguerre polynomials, but the variational approach is easier



where 12 : (r2 + y2). As for the 3-D exciton considered
in Exercise 4.4, we guess a trial wave function with a 1s_
like radial dependence:

/  )  \ , !  /  - . t

v t r . o . t : ( J  I  r \
\ ' � r €2  )  

t ^o  
\ - t / '

where f is the variational parameter.

(i) Verify that the trial wave function is properly
normalized.

(ii) The variational energy (E)u* is given by:

7a  72n
( E ) , * : l  I  v * H v r d r d o .

J r:O Je:o

Show that (E)u2. is given by: (6.12)*

/ E \
\ L / v a r  -  

; 1 ,  
-

z l t a -

Exercises l4l

aE (1 )

is zero.
(iii) The second-order energy shift ofthe n : 1 level is

given by:

6stzt  - �y-  l ( r ln ' ln)12
/ - r  I i , - F ^ '
n > l  

- t  " t l

where

1.s8 1.60 1.62 1.64
Energy (eV)

Fig. 6.17 Photoluminescence excitation (pLE) spectrum of a
GaAs/AlAs quantum well at 4 K. (After R.A. Taylor, p".ronut
communication)

The Stark shift of the confined levels in a quantum well
can be calculated by using second_order perturbation
theory. Consider the interaction between the electrons in
a quantum well of width d and a DC electric field of
strength t, applied, along the z (growth) axis.

(i) Explain why the perturbation to the enersy of an
electron is given by H, - et rz.

(ii) Explain why the flrsr-order shifr of rhe energy
levels, given by:

1.0

a

(.)

fr-l

l

0.0

e2

2relegf

(iii) Vary (E)u- with respect to f to obtain the besr
estimate for the energy. Show that this is four times
larger than that of the equivalent bulk semiconduc_
tor.

(iv) Show the Bohr radius of the 2_D exciton. namelv
rhe value of f that minimizes (E)uu,, is half that;f
the equivalent 3_D exciton.

5.10)* Discuss qualitatively how you would expect the exciton
binding energy in a GaAs/Al6.3Ga6.7As quantum well
to vary with the quantum well thickness, given that
the binding energy of the excitons in bulk GaAs and
Al6.3Ga6.7As are 4 meV and 6 meV respectively.

r6.11) Figure 6.17 shows the absorption spectrum of a
GaAs/AlAs quantum well at 4 K measured using the
photoluminescence excitation technique.

(i) Explain the principles of photoluminescence exci_
tation spectroscopy.

(ii) Account for the shape of the absolption spectrum.
(iii) Estimate the width of the quantum wells by assum_

ing that the wells behave like a perfect 2_D system
with infinite barriers. Would you expect the true
well width to be larger or smaller than the answer
you have worked out this way?

(iv) Deduce the binding energies of the heavy and light
hole excitons, and comment on the values you
obtain.

Band structure data for GaAs is given in Table C.2.

Exercises marked with an asterisk are more challenging.

( l l ä l l n )  :  
[ * *  Q t Q ) *  H t Q n k ) d . 2 .

This can o" """;;; exacrly if we have infi-
nite confining barriers. Within this approximation,
show that the Stark shift is given approxim ately by:

LE :  -24 (  3\ '  
e2t?m*da 

'
\ 5 1 f  /  h z

(6. 13) The magnitude of the n - t heavy hole exciton red shift
is 10.5 nm at - l0 V for the MeW p_i_n diode studied in
Fig. 6.12. The sample has an i_region thickness of 1.0 r^rm
and a built-in voltage of 1.5 V.

(i) Estimare rhe magnitude of the red shift at _5 V.
(ii) Estimate the average relative displacement of the

electron and hole probability densities at _10 V.

= 
E 

qk)* Htrp(z)dz,
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(6.14) Table 6.3 gives experimental data for the red shift ofthe
n : t heavy hole transition due to the quantum confined
Stark effect in two GaAs quantum well samples with well , . 1 - \
widths of l0 nm and 18 nm respectively. Compare the ex- 

( o' r / )

perimental data with the predictions of Exercise 6.12(ä1),
and account qualitatively for any major discrepancies.
Band structure data for GaAs is siven in Table C.2.

(6 .18)*

Table 6.3 Dependence of the n : t heavy hole transition on the
electric field strength tz for two GaAs quantum well samples.
Sample A had a well width of 10 nm, while sample B had a well
width of 18 nm. The transition energies are given in eV.

t.  (vm-l) A B

hole effective masses of Zn6.gCd6.2Se are 0.l5mg and
0.5mg respectively.

A Ga6.47In9.53As quantum well laser is designed to emit
at 1.55 p,m at room temperature. Estimate the width of
the quantum wells within the device. (Es : 0.75 eV
m!  :  0 .041m o .  *Än :  0 .47  ms. l

The matrix element for an intersubband transition be-
tween the nth and n/th subbands of a quantum well is
given by:

9ÄQ) zen,k)  dz.

(i) By considering the parity of the states, prove that
An : (n - n' ;  must be an odd number.

(ii) Compare the relative strengths of the I --> 2 and
the I -+ 4 transitions tn a 20 nm GaAs quantum
well with infinite barriers. What is the wavelength
of the 1 -+ 2 transition? (m[ : 0.067ms.)

(6.19) Linearly polarized light is incident on a quantum well
sample at an angle d to the normal (z) direction. The
polarization direction lies within the plane ofincidence.
What is the maximum fraction of the power in the beam
that can be absorbed by intersubband transitions if the
refractive index ofthe crystal is 3.3?

(6.20) Figure 6.15 shows the density of states for the conduction
band electrons in a cubic quantum dot of dimension d.
The barriers at the quantum dot interfaces are assumed
to be inflnite. Account for the energies of the quantized
levels, and state the energies of the next four levels above
g(h2 /8m*dz).
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(6.15) A DC electric field of magnitude t. is applied along
the growth (e) axis of a quantum well. Use symmetry
arguments to explain why transitions between confined
electron and holes states with ^n equal to an odd number
are forbidden at t, - 0, but not at finite t z.

(6.16) By assuming that the confinement energy varies as d-2,
estimate the shift in the luminescence emission energy
caused by a t57o change in d fot a 2.5 nm ZnCdSe
quantum well, given that the total confinement energy for
the electrons and holes at d : 2.5 nm is 0. I eV. Compare
this value to the measured linewidth of the 10 K data
shown in Fig. 6.13, and comment on the answer. The unit
cell size of the crystal is 0.28 nm, and the electron and



Free electrons

In this chapter we will investigate the optical properties associated with free

electrons. As the name suggests, these are electron systems that experience no

restoring force from the medium when driven by the electric field of a light

wave. The two main solid state systems that exhibit strong free elecffon effects

are:

. Metols. Metals contain large densities of free electrons that originate

from the valence electrons of the metal atoms.

. Doped semiconductors. n-type semiconductors contain free electrons,

while p-type materials contain free holes. The free carrier density is

determined by the concentration of impurities used for the doping.

We will begin our discussion of their optical properties by using the Drude-

Lorentzmodel introduced in Section 2.1.3 of Chapter 2. This will enable us to

explain the main optical property of metals that we mentioned in Section 1.4.3,

namely that they reflect strongly in the visible spectral region. We will then

apply our knowledge ofinterband transitions from Chapter 3 to obtain a better

understanding ofthe detailed form ofthe reflectivity spectra ofmetals such as

aluminium and copper. Next we will apply the Drude-Lorentz model to doped

semiconductors to explain why doping causes infrared absorption. Finally, we

will consider the collective oscillations of the whole free carrier gas. This will

naturally lead us to the notion of plasmons, which are elementary excitations

of the quantized plasma oscillations.

7.1 Plasma reflectivity

A neutral gas of heavy ions and light electrons is called a plosmo. Metals

and doped semiconductors can be treated as plasmas because they contain

equal numbers of fixed positive ions and free electrons. The free electrons

experience no restoring forces when they interact with electromagnetic waves'

This contrasts with bound electrons that have natural resonant frequencies in

the visible or ultraviolet spectral regions due to the restoring forces of the

medium.
In this section we will derive a formula for the dielectric constant of an

electron plasma using the classical oscillator model discussed in Section 2.2 of

Chapter i. As noted in Section 2.1.3, this approach combines the Drude model

of free electron conductivity with the Lorenlz model of dipole oscillators, and

is therefore known as the Drude-Lorentz model.

We begin by considering the oscillations of a free electron induced by the

AC electric field t(r) of an electromagnetic wave. The equation of motion for
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144 Free electons

We have assumed here that the light is polar-
ized along the x direction. The model is not
affected by 

this 

arbitrary 

choice 

provided 

the
medium is isotropic, as it usually will be for
a free electron system.

We will see in Section 7.5 that .dp corre-
sponds 

to 

the 

natural 

resonant frequency of
the whole free carrier gas. This contrasts
to the resonant frequency of the individual
elecffons, which is of course zero because
they are free.

The 

fact 

that 

the 

refractive 

index is 

imag-

inary below ap means that the extinction
coefficient r is large, and hence that the
medium is highly absorbing. This point will
be explained further in Section 7.2. It is a
general property of systems with high ab-
solption coefficients that they also have high
reflectivities.

the displacement x of the electron is:

Therefore:

d2x cJx
*o 

dtzz 
*  *orä :  -e€( t )  :  -e toe- i ' t

et (t)
x l t )  -  - - - - - r  

_ .
m j t @ -  +  t y @ )

where ar is the frequency of the light, and te is its amplitude. The first term
represents the acceleration of the electron, while the second is the frictional
damping force of the medium. The term on the right hand side is the driving
force exerted by the light. Equation 7.1 is the same as the equation of motion
for a bound oscillator given in eqn2.5, except that there is no restoring force
term because we are dealing with free electrons.

By substituting x : xse-''t into eqn 7.1, we obtain

(7.r)

(7.2)

The polarization P of the gas is equal to -Nex, where N is the number of
electrons per unit volume. By recalling the definitions of the electric displace-
ment D and the relative dielectric constant e,. (cf. eqns A.2 and A.3), we can
write:

D : €r€Ot

: e o t + P

Ne2e
: e o t  - (7.3)

(1.4)

(7.6)

(7.7)

(7.8)
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This equation is identical to eqn2.l4 for the bound oscillator except that the
resonant frequency cr.rg is zero and we have not yet considered the effects
of background polarizability. Equation 7.4 is frequently written in the more
concise form:

e'(a) : | -
(a2 + iya,)'

(t.s)
@'�e

Let us first consider a lightly damped system. In this case, we put y : 0 in
eqn 7.5 so that

where
,  ^ r  I

, o :  (  
* "  

\ ''  
\€omo /

a5 is known as the plosmo frequency.

rrl2

e r @ t ) - 1 - + .
a"

l n - r P
R :  l - l

l n + I l

The complex refractive index fi of the medium is related to the complex di-
electric constant by fi : Jr, @t. eqn 1.19). This means that fr is imaginary for
o < @p and positive for ro > a5, with a value of zero precisely at o : @o.
The reflectivity R can be calculated from eqn 1.26:
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Fig. 7.1 Reflectivity of an undamped free
carier 

gas 

as 

a 

function 

of 

frequency.

One of the best examples of plasma reflec-
tivity effects is the reflection of radio waves
from the 

upper 

atmosphere. The atoms 

in 

the
ionosphere are ionized by the ultraviolet light
from the sun to produce a plasma of ions
and free electrons. The plasma frequency is
in the 

MHz 

range, and 

so 

the 

low 

frequency

waves used for AM radio lransmissions are
reflected, but 

not 

the 

higher 

frequency waves
used for FM radio or television. (See Exer-
cise 7 .2.)

0.0
I

o / o p

Bv substituting the frequency dependence of fr into this formula, we see that
R is unity for rzr < atr, and then decreases for a-l > op, approaching zero at
.,.r : oo. This frequency dependence is plotted in Fig. 7.1.

The basic conclusion is that we expect the reflectivity of a gas of free elec-
:rons to be 100 %o for frequencies up to a5. This result is very well confirmed
rv experimental data. In Sections 7.3 andl .4below we will see how the plasma
:eflectivity effect is observed in both metals and doped semiconductors.

Example 7.1

Zinc is a divalent metal with 6.6 x 1028 m-3 atoms per unit volume. Account
;or the shiny appearance of zinc.

Solution

Zinc has two electrons per atom. and so the free electron density N is 2 x
,6.6 x 1028) : 1.3 x 1929^-3. We use this value of N in eqn7.6 to find
,4 : 2.0 x 1016 Hz. This corresponds to a wavelen gth of 2r c f rr4 : 93 nm,
* hich is in the ultraviolet spectral region. The free electrons in zinc will reflect
.rll frequencies below a.6. All wavelengths in the visible spectral region are
rherefore reflected, andzinc has a shiny mirror-like surface.

7.2 Free carrier conductivity

f n deriving eqn 7 .7 , we neglected the damping of the free carrier oscillations.
we can recast the equation of motion in a way that makes the physical signif-
rcance of the damping term more apparent. To do this we note that i is the
electron velocity v. Hence we can rewrite eqn 7.1 as:

dv
* o * * m o Y v : - e e '

Since m6v is the momentum p, we see that:

dp

dt
_ !

L

- e 8 ,

(7.e)

(7.10)
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Optical data on free carrier reflectivity is
frequently discussed in terms of the conduc-
tivity rather than the dielectric constants.

y ( t ) :  
- "  

.  
' ,  

ee ) .
m0 I - r(oT

The current densityj is related to the velocity and field through:

where we have replaced the damping rate y by the reciprocal of the damping
lime r . This shows that the electron is being accelerated by the field, but loses
its momentum in time z. In other words, z is the momentum scottering time.

In an AC field of the form t1t; : €oe-i'', we look for solutions to the
equation of motion with x : xle-''t .This implies that lvl : i also has a time
variation of the form y : voe-Lot . On substituting this into eqn L9,we obtain:

(7.rr)

(7.r3)

(7 .15)

(7.16)

(1.r7)
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where o is the electrical conductivity. On combining eqns 1.ll and7.l2, we
obtain the AC conductivity o(a):

where

oO
o t ( D l  :

l - i a r '

N ezt
v ( ,  -

mo
(7.r4)

o9 is the conductivity measured with DC electric fields.
In principle, the momentum scattering time can be deduced from eqn 7.13

by measuring the conductivity ofthe free carrier gas as a function offrequency.
However, for a metal or doped semiconductor, the value of r is typically in the
range 10-14-10-13 s. This means that we have to go to near optical frequencies
to notice any departure from the DC conductivity. Hence we must use optical
measurements to obtain information about z.

By comparing eqns 7.4 and 7.I3, we see that the AC conductivity and the
dielectric constant are related to each other throush:

i o (a )
€1(a) - I +

€04)

Thus optical measurements of <r(ar) are equivalent to AC conductivity mea-
surements of o(a).

At very low frequencies that satisfy o 11 r-1 , we can derive a useful
relationship between the conductivity ofthe free carrier gas and the attenuation
coefficient for electromagnetic waves. This can be achieved by first splitting
e.(ar) into its real and imaginary components in accordance with eqn 1.18.
Equation 7.5 with Ju : z-' gives:

, , 1 2  1 2
- ,  _  1  r

l  *  alrz
n , 2 r* p -

" - . ( I + a r z T \

We then work out n and rc, the real and imaginary parts of the complex re-
fractive index, using eqns 1.22 and I.23, and hence deduce the attenuation
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coefficient cv from r. Since q << 1 implies that e2 )) er, we can obtain
solutions with n x rc : (ezl2)i. Using eqn 1.16 we therefore obtain:

, : r !1t :(+)t

2t

(7.18)

We can put this equation in a more accessible form by noting from eqn 7 .14
. 1
thar a;r : o0 / €0 and lrom eqn 4.28 that cz : I I eo po. This gives:

u: (2os@lts) i  . (7.re)

Hence we see that the attenuation coefficient is proporlional to the square root
of the DC conductivity and the frequency.

Equation 7.19 implies that AC electric fields can only penetrate a short
Jistance into a conductor such as a metal. This well-known phenomenon is
.'alled the skin effect. If the field strength varies as exp(-z/6) with the distance
: from the surface, then the power falls off as exp(-22/S). By comparison with
the definition of c in eqn 1.4, we see that:

(7.20)

j is known as the skin depth.
At higher frequencies the relationship given in eqn 7.19 breaks down be-

--ause the approximation @r << 1 is no longer valid. In this case we can
derive a different frequency dependence for the attenuation coefficient. This
*'ill be discussed when we consider the absorption due to free carriers in doped
'emiconductors in Section 7.4.1

Example 7.2

The DC electrical conductivity of copper is 6.5 x 107 g-lm-l at room tem-

f,€rature. Calculate the skin depth at 50 Hz and 100 MHz.

Solution

The skin depth is given by eqn7.20. At 50 Hz we have a :2n x 50 : 3l4Hz.
lnserting this value of ar into eqn7.20 with o6 : 6.5 x 1079-lm-1 gives
-i : 8.8 mm. At 100 MHz, a : 6.28 x 108 Hz, and the skin depth ä is only
6.2 um.

7.3 Nletals

The free electron model of metals was proposed by P. Drude in 1900. The
model provides a basic explanation for why me[als are good conductors of

^  /  ^  ' 1
6 - z - - 1 " r . ^ ) '

3
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e
s
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l
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heat and electricity, and is the starting point for more sophisticated theories.
As we will see here, it is also successful in explaining a number of important
optical properties, such as the fact that metals tend to be good reflectors. On the
other hand, we will need to use band theory to explain the details of the optical
spectra, and also to account for the coloured appearance of some metals, for
example, copper and gold.

7.3.1 The Drude model

The Drude free electron model of metals considers the valence electrons of the
atoms to be free. when an electric field is applied, the free electrons accelerate
and then undergo collisions with the characteristic scattering time r introduced
in eqn 7.10. The electrical conductivity is therefore limited by the scattering,
and measurements of o allow the value of r to be determined through eqn7.l4.

The free electron density N in the Drude model is equal to the density
of metal atoms multiplied by their valency. Table 7.1 lists the Drude free
electron densities for a number of common metals. The values of N are in
the range 1028-1029 m-3. These very large free electron densities explain why
metals have high electrical and thermal conductivities. The plasma frequencies
calculated using eqn 7.6 are also tabulated in Table 7.1, together with the
wavelength l,p that corresponds to (dp. It is apparent that the very large values
of N lead to plasma frequencies in the ultraviolet spectral region.

In the visible spectral region where co/2n - l}ls Hz,we are usually in a
situation with ar )) Z. This is because r : y-r is typically of order 10-1a s.
Therefore the simplification of eqn 7.5 to eqn 7.7 is a good approximation.
With a1 in the ultraviolet, the visible photons have frequencies below a, and
thus e, is negative. As discussed in Section 7.1, this means that the reflectivity
is expected to be 100 7o up to rr.6. This explains the first and most obvious
optical property of metals, namely that they tend to be good reflectors at visible
frequencies.

Table 7.1 Free electron density and plasma properties of some metals. The figures are for room
temperatue unless stated otherwise. The electron densities are based on data taken from reference
[1]. The plasma frequency a-lp is calculated from eqn 7.6, and lp is the wavelength corresponding
to this 

ftequency.

Metal Valency N op/2r )"p

11028 --:; (1015 Hz) (n.)

1.95 t54
t.46 205
1.06 282
0.96 312
0.86 350
2.6 t  115
2.17  138
2.18  138
4.46 67
2.63 r14
1.93 156
3.82 79
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Li (77 K)
Na (5 K)
K ( 5 K )
Rb (5 K)
Cs (s K)
Cu
Ag
Au
Be
Mg
Ca
A1

4.70
2.65
7.40
l . l 5
0.91
8.47
s.86
s.90
24.7
8 .61
4.61
1 8 . 1



7.3 Metals 149

Fig. 7.2 Experimental reflectivity of alu-
minium as 

a 

function 

of 

photon energy. 

The

experimental data 

is 

compared 

to 

predictions
of the free electron model with frrp :

15.8 eV. The dotted curve is calculated with
no damping. The dashed line is calculated
with z : 8.0 x 10- D s, which is the value de-
duced from DC conductivity. The experimen-
tal data is taken from reference [3], copyright
1963 American Institute ofPhysics, reprinted
with permission.

Table 7,2 Ultraviolet
transmission threshold
wavelength .l.gy 

for 

the

alkali metals. After [2].

Metal 

).yy 

(nm)

We will see in Section 7.5 that the plasma

frequency 

can 

be 

determined 

directly 

using

electron energy loss spectroscopy.
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0.2

0.0
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Energy (eV)

A striking implication of the free carrier model is that the dielectric con-
rtant changes from being negative to positive as we go through the plasma
irequency. This means that the reflectivity ceases to be 100 Vo above a1 (see

Fig. 7.1) and some of the light can be transmitted through the metal. Thus
\re expect that all metals will eventually become ffansmitting if we go far

r'nough into the ultraviolet so that @ ) @p.This phenomenon is known as
:he ultroviolet tronsporency of metols.

In order to observe the ultraviolet transmission threshold at the plasma fre-
.luency, it is necessary that there should be no other absorption processes
,'ccurring at a5. This condition is best satisfied in the alkali metals. Table'7 .2
.ists the wavelengths of the ultraviolet transmission edges observed in the
-rlkalis. The experimental wavelengths can be compared with those predicted
irom the calculated plasma frequency tabulated in Table 7.1. The experimental
:esults are in reasonable agreement with the predictions, and show the correct
rend on descending the periodic table. The discrepancies can be explained to
r large extent by replacing the free electron mass with the electron effective
nass derived from the band structure of the metal. (See Exercise 7.4.)

Figure 7.2 shows the measured reflectivity of aluminium as a function of

:hoton energy from the infrared to the ultraviolet spectral region. We see that
:he reflectivity is over 80 7o up to - I 5 eV and then drops off to zero at higher
:requencies. Thus aluminium shows the characteristic ultraviolet transparency
:dge predicted by the Drude model. The relatively featureless reflectivity at
,. isible frequencies is exploited in commercial mirrors.

The plasma frequency listed in Table 7 .1 corresponds to a photon energy of
15.8 eV. The dotted line in Fig. 7.2 gives the reflectivity predicted fromeqn7 .7
.,,,ith tta4 : 15.8 eV. On comparing the experimental and theoretical results,
t'e see that the model accounts for the general shape of the spectrum, but there
-rre 

some 

important details that 

are 

not 

explained.

An improved attempt to model the experimental data can be made by com-

outing the dielectric constant with the damping term included using eqn 7.5.
Erample 3.3 explains how this is done. The reflectivity calculated for the value
of r deduced from the DC conductivity, namely 8.0 x 10-r) s, is plotted as the
Jashed line in Fis. 7.2.The main difference between the two calculated curves

o
o

f-

0)

1 5

Li 

205

Na 210
K  3 1 5
Rb 

360

Cs 

440

15.8 eV

experimental data
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is that the damping causes the reflectivity to be less than unity below a4, and
the ultraviolet transmission edge is slightly broadened. However, this is only a
relatively small effect because cop >> r-1.

The inclusion of damping makes a small improvement in the fit to the data,
but there are two important features that are still not explained. Firstly, the
reflectivity is significantly lower than predicted, and secondly, there is a dip
around 1.5 eY where we would have expected a featureless curve. Both of
these points can be explained by considering the interband absorption rates.
These are discussed in the next section.

Example 7.3

The conductivity of aluminium at room temperature is 4.1 x 107 g-1m-1.

Calculate the reflectivity at 500 nm.

Solution

We first work out the damping time z from the conductivity using eqn 7.14.
Taking the value of N : 1.81 x 1029 m-3 from Tablel.l, we find:

,  :  
^oo !  

:  8 .0  x  lO - l s  s .
Nez

Table 7 .I also gives us the value of the plasma frequency, namely @p : 2.4 x
1016 Hz. The wavelength of 500 nm coresponds to an angular frequency ,o :
2ncl),: 3.8 x 101sHz. We use these frequencies in eqns 7.16 andi.I l to
calculate the real and imaginary parts of the complex dielectric constant:

@;r '
€l :  I  -  

T;a7: 
-3e.

and )
, ^ : - - : F ' - : 1 . 3 .-  

ro( l  I  azrz)
We then work out the real and imaginary parts of the complex refractive index
using eqns 1.22 and 1.23. This gives:

I  ,  ^ ^ , )  , -  ^ . o - 1 . 1n :  o(-  39 + l (4r2 + e3;zf t ) i  :  0.10,
! L

and
|  '  I  . -  ̂  o - l ' l* :  +(+ 39 + te3D2 + e.3s21i) i  :6.2 .

\ / L

We finally obtain the reflectivity fromeqn I.26:

o: rr*?iffi:

a
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(-0.9)2 + 6.D2
( r .D2 + (6.2)2
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This shows that the inclusion of the damping only reduces the reflectivity by
1 7o in this case.
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Ftg. 7.3 Band diagram of aluminium. The
transitions 

at 

the 

W 

and 

K 

points that 

are

responsible for the reflectivity dip at 1.5
eV are labelled. After [4], copyright 1961
American Institute of Physics, reprinted with
permission.

X W L f
Wave vector ft

'.3.2 Interband transitions in metals

lhe absorption of light by direct interband transitions was discussed in detail
r Chapter 3. Direct transitions involve the promotion of electrons to a higher
-.ind by absorption of a photon with the correct energy. The electron does not
. range its /. vector significantly because of the very small momenfum of the
'roton. Thus the transitions appear as vertical arrows onthe E-k band diagram
: the solid.
Interband absorption is important in metals because the electromagnetic

iives penetrate a short distance into the surface, and if there is a significant
':obability for interband absorption, the reflectivity will be reduced from the
' :ee carrier value. The interband absorption spectra of metals are determined by
reir complicated band structures and Fermi surfaces. Furthermore, we need to
. 'nsider transitions at frequencies in which the free carrier properties are also
lportant. For this reason we will only consider two examples to illustrate the

::'oeräl principles, namely aluminium and copper, and then make some general

" )rrments about other metals such as silver and gold.

tluminium

lhe band diagram of aluminium is shown in Fig. 7.3. Aluminium has an elec-
':onic configuration of [Ne]3s23p1 with three valence electrons. The crystal
.:ructure is face-centred cubic, which has a body-centred cubic (bcc) reciprocal
,1uice, as shown in Fig. C.5 of Appendix C. The first Brillouin zone is com-
-letely full, and the valence electrons spread into the second, third and slightly
rto the fourth zones. The band structure appears quite complex due to the
regular shape of the bcc Brillouin zone. However, the bands are actually very
- lose to the free electron model, with significant departures only in the vicinity
i the Brillouin zone boundaries. The bands are filled up to the Fermi energy

I- s, which is marked on the diagram. Direct transitions can take place from any
'f the states below the Fermi level to unoccupied bands directly above them
'nthe E-k diagram.
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We came across a similar example of parallel
bands when we discussed the absorption rate
at the critical points in the band structure of
silicon in Section 3.5.

The positions of the W- and K-points on the
fcc Brillouin zone boundary are shown in
Fig. C.5.

Density of states

Fig.7.4 Schematic density of states for the
3d and 4s bands of a transition metal such as
copper.

Fermi's golden rule given in eqn 3.2 tells us that the absorption rate is
proporlional to the density of states for the transition. The dip in the reflectivity
at 1.5 eV which is apparent in Fig. 1.2 is a consequence of the .parallel-

band' effect. This occurs when there is a band above the Fermi level that is
approximately parallel to another band below Ep. In this case, the interband
transitions from a large number of occupied k states below the Fermi level
will all occur at the same energy. Hence the density of states at the energy
difference between the two parallel bands will be very high, which will result
in a particularly strong absorption at this photon energy.

Inspection of the band diagram of aluminium shows that the parallel-band
effect occurs at both the w- and K-points of the Brillouin zone. These tran-
sitions have been identified on Fig. 1.3. The energy separation of the parallel
bands is approximately 1.5 ev in both cases. The enhanced transition rate at
this photon energy thus explains the reflectivity dip observed at 1.5 ev in the
experimental data. Moreover, we can see from the band diagram that there
will be further transitions between bands below the Fermi level to unoccupied
bands above Ep at a whole range of photon energies greater than I .5 eV. The
density of states for these transitions will be lower than at 1.5 ev because
the bands are not parallel. However, the absorption rate is still significant, and
accounts for the reduction ofthe reflectivity to a value below that predicted by
the Drude model in the visible and ultraviolet soectral resions.

Copper

Copper has an electronic configuration of lArl3dr04sl. The outer 4s bands
approximate reasonably well to free electron states with a dispersion given by
E : h2k2 l2ms. They therefore form a broad band covering a wide range
of energies. The 3d bands, on the other hand, are more tightly bound and
are relatively dispersionless, occupying only a narrow range of energies. The
density of states for the two bands is illustrated schematically in Fig. 7 .4. The
nanow 3d bands can hold ten electrons, and therefore their density of states is
sharply peaked. The 4s band, which can hold two electrons, is much broader,
with a smaller maximum. The 11 valence electrons of copper fill up the 3d
band, and half fill the 4s band. The Fermi energy therefore lies within the 4s
band above the 3d band. Interband transitions are possible from the fired 3d
bands to unoccupied states in the 4s band above Ep, as illustrated inFig.7.4.
This implies that there will be a well-defined threshold for interband transitions
from the 3d bands to the 4s band.

Figure 7.5 shows the actual band structure and density of states of copper.
The general features indicated inFig. T .4 are apparent in the calculated curves.
The 3d electrons lie in relatively narrow bands with very high densities of
states, while the 4s bands are much broader with a lower density of states. The
Fermi energy lies in the middle of the 4s band above the 3d band. Interband
transitions are possible from the 3d bands below Ep to unoccupied levels in
the 4s band above .Ep. The lowest energy transitions are marked on the band
diagram in Fig. 7.5. The transition energy is 2.2 eY which corresponds to a
wavelength of 560 nm.

Figure 7.6 shows the measured reflectivity of copper from the infrared to the
ultraviolet spectral region. Based on the plasma frequency given in Table 7.1,
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Integrated density of states

2 4 6 8 1 0

t a

t - +
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...t')

copper
3d and 4s bands

2 4 6

Density of states (states eV-l)

f

Wave vector ft

4  6  8  1 0 1 2
Energy (eV)

.e would expect near-100 Vo reflectility for photon energies below 10.8 eV
" hich corresponds to an ultraviolet wavelength of 115 nm. However, the exper-
nental reflectivity falls off sharply above 2 eV due to the interband absorption
-"Jge discussed above. This explains why copper has a reddish colour.

iilver and gold

ihe arguments used for copper can be applied to the other noble metals. The
.nportant parameter is the energy gap between the d-bands and the Fermi
:nergy, as shown inFig.7.4.In gold the interband absorption threshold occurs
.r a slightly higher energy than copper, which explains why it has a yellowish

EF

l 3 d
J bands

FN

- r ä
oq

- 4 , ^' r D

- 6 "
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i'*, 75 Calculated band structure of copper. The transitions from the 3d bands responsible for the interband transitions around 2 eV are identified.
'- '-e right hand 

side 

of 

the 

figure 

shows 

the 

density 

of 

states 

calculated 

from the band structure. The strongly 

peaked features between 

about 

-2 eV
..:c -5 eV are due to the 3d bands. The dotted line is the integrated density of states. The Fermi level corresponds to the energy where the integrated
.crrity of states is equal to 1 1. After [5].
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h'E 0.6
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0.0 Fig.7.6 Reflectivity of copper from the in-
frared to 

the 

ultraviolet 

spectral 

region. 

The

reflectivity drops 

sharply 

above 

2 

eV 

due 

to

interband transitions. After [61.
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Silicon and germanium originate from group
IV of the periodic table, and are therefore
obviously four-valent. Compound semicon-
ductors such as the III-Vs and II-VIs also
behave 

as 

if 

they 

have 

a 

valency 

of 

four,

because they have a total of eight electrons
for every two atoms, and these electrons are
shared in a polar covalent bond.

colour. In silver, on the other hand, the interband absorption edge is around
4 eV. This frequency is in the ultraviolet, and so the reflectivity remains high
throughout the whole visible spectrum. (See Fig. 1.5.) This explains why silver
does not have any particular colour, and also why it is so widely used for mak-
ing mirrors. Gold is also be used for mirrors, but only at infrared wavelengths.

7.4 Doped semiconductors

The controlled doping of semiconductors with impurities is an essential part
of solid state technology. The general principles are discussed in Section C.1
of Appendix C. The atoms of the pure crystal have four valence electrons. The
introduction of donor impurities from group V of the periodic table provides
an excess of electrons, while occeptor impurities from group III lead to a
deficit of electrons, which is equivalent to an excess of holes. Doping that
produces excess electrons is called n-type, while doping that produces excess
holes is called p-type.

Experimental measurements on doped semiconductors show that the pres-
ence of impurities give rise to new absorption mechanisms and also to a free
carrier plasma reflectivity edge. Our aim here is to explain these effects by
applying a suitably modified version of the free carrier model and by consider-
ing the quantized levels created by the impurity atoms. In the two subsections
that follow, we will first consider the free carrier effects, and then move on to
discuss the absorption associated with the impurity levels.

7.4.1 Free carrier reflectivity and absorption

The free electron model developed in Sections l.l and J.2 can be applied
to doped semiconductors if we make two appropriate modifications. Firstly,
we must account for the fact that the electrons and holes are moving in the
conduction or valence band of a semiconductor. This is easily achieved by
assuming that the carriers behave as particles with an effective mass z* rather
than the free electron mass ,flg. Secondly, we must remember that there are
other mechanisms that can contribute to the dielectric constant as well as the
free carrier effects. The main extra effect that we will need to consider is
the contribution to the polarization due to the optical response of the bound
electrons.

The two modifications mentioned above can be handled if we rewrite eqn 7.3
in the followins form:

D : er€Tt

: eot * Potn"r * Pfree carrier
Ne2t

: €opt€Ot -
m*(a;2 i iya)

(7.2r)

The term P61hg1 nccounts for the polarizability ofthe bound electrons, while the
effective mass lz* accounts for the band structure of the semiconductor. The
carrier density N that appears in this equation is the density of free electrons or
holes generated by the doping process. Note that the sign ofthe charge cancels,
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.rnd so the only difference between electrons and holes in this treatment is in
rhe effective mass that is used.

The free carrier effects due to doping are most noticeable in the spectral
region 5-30 pm, where we would normally expect the semiconductor to be
completely transparent. Hence the value of e6ps that we use in eqn 7.21 is the
üne measured in the transparent spectral region below the interband absorption
edge. This value^ is known from the refractive index of the undoped semicon-
Juctor: €opt : nz. (See eqn I.24 with r : 0 below the band edge.)

Equation 1 .21 tells us that the frequency dependence of the dielectric con-
.tant is given by:

Ne2 1
e ' ko ) -  €op t -  *  h .  ( 1  . 22 )'  m"(0 \@'  + ty@)

This can be rewritten as:
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As explained in Section 2.2.2 of Chapter 2,
solids have a number ofresonant frequencies,
each of which can be modelled by dipole
oscillators. There are resonant frequencies in
the 

infrared 

due 

to 

the phonons, and 

others 

in

the near-infrared, visible or ultraviolet due to
the bound electrons. The phonon absorption
bands will be discussed in detail in Chap-
ter 10, and occur in the range 30-100 pm for
a tvoical III-V semiconductor.

We will see in Section 7.5 that ap can also
be determined directly by Raman scattering
measurements.

The data shown in Fig. 7.7 demonsffates the
phenomenon of the plasma reflectivity edge
more 

clearly 

than 

many 

of 

the 

equivalent

results obtained for metals. This is because it
is not possible to vary the electron density in
metals. Moreover, in metals the plasma fre-
quencies are much higher, and the reflectiv-
ity edge is frequently obscured by interband
transitions.

er(to): ."0,( ,  *+^)
*'here the plasma frequency a.6 is now given by

, Nrz
/ r l -  -  -*P 

€{rp1€gm*

(7.23)
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We have written the dielectric constant in this way to make the link to the
Drude model apparent. The difference between the plasma frequency for the
remiconductor given in eqn 1.24 and that given in eqn 7.6 is that we have
replaced mgby m*, and we have included a non-resonant dielectric constant to
rccount for the background polarizability of the bound electrons.

If we assume that the system is lightly damped, then we can ignore the
damping term in eqn7 .23. This then implies that e' is negative below a4 and
positive at higher frequencies. We thus expect to observe a plasma reflectivity
edge at @p just as we did in metals. Since the carrier density is much smaller
rhan in metals, the plasma edge occurs at frequencies in the infrared spectral

range. This prediction is very well borne out by infrared reflectivity data.

Figure 7.7 shows the measured reflectivity of n-type InSb as a function of

rhe electron density. The fundamental absorption edge at the band gap of InSb
occurs at 6 pm, while the phonon absorption band lies around 50 pm. Thus we
rvould expect pure InSb to be transparent in the wavelength range shown and
have a featureless reflectivity spectrum. Instead, the data shows a well-defined
reflectivity edge, which shifts to shorter wavelengths as the electron density
increases, in accordance with eqnT ,24.

One very striking feature of the data is the zero in the reflectivity at wave-
lengths just below the plasma edge. This occurs at a frequency given by (see

Exercise 7'8): 

,, : 
,on, 

. .? . (i.25)
€ o p t - l  Y

By fitting this formula to the data, the effective mass of InSb can be deter-
mined. (See Exercise 7.9.)

At frequencies above a5, the presence of free carriers leads to the absorption
of light. This effect is calied free corrier obsorption, and can be observed in
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Silicon and germanium originate from group
IV of the periodic table, and are therefore
obviously four-valent. Compound semicon-
ductors such as the III-Vs and II-VIs also
behave as if they have a valency of four,
because they have a total of eight electrons
for every two atoms, and these electrons are
shared in a polar covalent bond.

colour. In silver, on the other hand, the interband absorption edge is around
4 eV. This frequency is in the ultraviolet, and so the reflectivity remains high
throughout the whole visible spectrum. (See Fig. 1.5.) This explains why silver
does not have any particular colour, and also why it is so widely used for mak-
ing mirrors. Gold is also be used for mirrors, but only at infrared wavelengths.

7.4 Doped semiconductors

The controlled doping of semiconductors with impurities is an essential part
of solid state technology. The general principles are discussed in Section C.1
of Appendix C. The atoms of the pure crystal have four valence electrons. The
introduction of donor impurities from group V of the periodic table provides
an excess of electrons, while occeptor impurities from group III lead to a
deficit of electrons, which is equivalent to an excess of holes. Doping that
produces excess electrons is called n-type, while doping that produces excess
holes is called p-type.

Experimental measurements on doped semiconductors show that the pres-
ence of impurities give rise to new absorption mechanisms and also to a free
carrier plasma reflectivity edge. Our aim here is to explain these effects by
applying a suitably modified version of the free carrier model and by consider-
ing the quantized levels created by the impurity atoms. In the two subsections
that follow, we will first consider the free caffier effects, and then move on to
discuss the absorption associated with the impurity levels.

7.4.1 Free carrier reflectivity and absorption

The free electron model developed in Sections 7.1 and 
'7.2 

can be applied
to doped semiconductors if we make two appropriate modifications. Firstly,
we must account for the fact that the electrons and holes are moving in the
conduction or valence band of a semiconductor. This is easily achieved by
assuming that the caniers behave as particles with an effective mass ru* rather
than the free electron mass /1x0. Secondly, we must remember that there are
other mechanisms that can contribute to the dielectric constant as well as the
free carrier effects. The main extra effect that we will need to consider is
the contribution to the polarization due to the optical response of the bound
electrons.

The two modifications mentioned above can be handled if we rewrite eqnT .3
in the followins form:

D : ere\t

: eot * Pother * Pfr"" "u-".
Ne2€

: 66p1€9t -
m*Q72 * iya)

(7.2r)

The term P616e1 äccourts for the polari zability of the bound electrons, while the
effective mass rn * accounts for the band structure of the semiconductor. The
car:rier density N that appears in this equation is the density of free electrons or
holes generated by the doping process. Note that the sign ofthe charge cancels,
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rnd so the only difference between electrons and holes in this treatment is in

te effective mass that is used.
The free 

cafüer 

effects 

due 

to 

doping 

are most 

noticeable 

in 

the 

spectral

:egion 5-30 pm, where we would normally expect the semiconduct.or to be

--ompletely transparent. Hence the value of espl that we use in eqn 7.21 is the

]ne measured in the transparent spectral region below the interband absorption

.dge. This value is known from the refractive index of the undoped semicon-

luctor: €opt : n2. (See eqn 1.24 withr : 0 below the band edge.)

Equation 1.2I tells us that the frequency dependence of the dielectric con-
.mnt is given by:

Nez 1
e r ( o ) _ e o p t _  

m * e o @ + r y r ) .  
( r . z z )

This can be rewritten as:
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As explained in Section 2.2.2 of Chapter 2,

solids have a number ofresonant frequencies,
each of which can be modelled by dipole

oscillators. There are resonant frequencies in

the infrared 

due 

to 

the 

phonons, and 

others 

in

the 

near-infrared, 

visible 

or 

ultraviolet 

due 

to

the bound 

electrons. 

The phonon absorption
bands will be discussed in detail in Chap-

ter 10, and occur in the range 30-100 trlm for
a typical III-V semiconductor.

We will see in Section 7.5 that ap can also

be 

determined 

directly 

by 

Raman 

scattering

measurements.

The 

data 

shown 

in 

Fig. 

7.7 

demonstrates 

the
phenomenon 

of 

the 

plasma 

reflectivity 

edge

more 

clearly 

than 

many 

of 

the 

equivalent

results obtained for metals. This is because it
is 

not 

possible to 

vary 

the 

electrcn 

density 

in

metals. Moreover, 

in 

metals 

the 

plasma 

fre-

quencies 

are 

much 

higher, 

and 

the 

reflectiv-

ity 

edge 

is 

frequently 

obscured 

by 

interband

transitions.

e, (a ) : *p  ( r  
-

, 3 \
(a?+ iya ty f  '

(7.23)

s'here the plasma frequency a5 is now given by

(7.24)

We have written the 

dielectric 

constant in 

this 

way 

to 

make 

the 

link 

to 

the

Drude model 

apparent. 

The 

difference 

between the plasma 

frequency 

for 

the

.emiconductor given in eqn 7.24 and that given in eqn 7.6 is that we have

replaced msby m*, and we have included a non-resonant dielectric constant to

rccount for the background polarizability of the bound electrons.

lf we assume that the system is lightly damped, then we can ignore the

Jamping term in eqn7.23. This then implies that e, is negative below a4 and

positive at higher frequencies. We thus expect to observe a plasma reflectivity

;dge at arp just as we did in metals. Since the carrier density is much smaller

rhan in metals, the plasma edge occurs at frequencies in the infrared spectral

range. This prediction is 

very 

well 

borne 

out 

by 

infrared 

reflectivity data.

Figure 7.7 shows the measured reflectivity of n-type InSb as a function of

rhe 

electron 

density. The 

fundamental 

absorption edge 

at 

the 

band gap of InSb

occurs at 61um, while the phonon absorption band lies around 50 pcm. Thus we

would expect pure InSb to be transparent in the wavelength range shown and

have a featureless reflectivity spectrum. Instead, the data shows a well-defined

reflectivity edge, 

which 

shifts to 

shorter 

wavelengths 

as 

the 

electron 

density

increases, in accordance with eqnT ,24.

One very 

striking 

feature 

of 

the 

data 

is 

the 

zero 

in 

the 

reflectivity 

at 

wave-

lengths just below the plasma edge. This occurs at a frequency given by (see

Exercise 7.8):

, 2 :  
, o p r  

r r | .  e . 2 5 )
€opt - I

By fitting this formula 

to 

the 

data, 

the 

effective mass 

of 

InSb 

can 

be 

deter-

mined. (See Exercise 7.9.)
At frequencies above rrro. the presence of free carriers leads to the absorption

of light. This effect is called free corrier obsorption, and can be observed in

, Nr2
-P 

€oo1€gm*
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Fig.7.7 Free carrier reflectivity of n-type

InSb at room temperature as a function of

the free electron density. After [7], copyright

1957 American Institute ofPhysics, repdnted

with oermission.

The skin effect considered in Section7 .2 may

also be considered as free carrier absotption.

In the skin effect, however, we are consider-

ing the absorption at frequencies below rop

where the material is highly reflective. We are

now considering absorption above a1 where

the material should be transparent.

The approximation that z is independent of

a,r 

effectively 

says that 

the 

relaxation 

time

of the electrons does not depend on their

initial energy. This is equivalent to the energy

independent relaxation time approximation

of the Boltzmann equation used in electron

transport theory. It 

is 

well 

known 

that 

this 

ap-

proximation is only valid in a limited range of

conditions. See Ashcroft and Mennin (1976)

for further details.

€,  :€op,  ( t -#h)
e opt&r

z ^ - -

( D l r  +  @ " T ' )

r00

10 20 30
Wavelength (pm)

the near-infrared spectral region below the fundamental absorption edge at the

band gap, where the semiconductor would normally be transpa.rent. To see how

this effect arises, we split the dielectric constant given in eqn7.23 into its real

and imaginary parts. This gives:

,: 80
\\

,g uo
ö
# + o()

20

where we have made the usual substitution of r-l for y.In a typical semi-

conductor, with r - 16-t3 s at room temperature, it is safe to make the

approximation at ) I at frequencies in the near-infrared. Furthermore, the

free carrier term in e,. will be small. Therefore we can assume €1 ! €opt, änd

that ez ( e 1 . In these conditions we find solutions to eqns 1.22 and 1.23 with

n : Jeopt and rc : e2l2n.This allows us to deduce the absorption coefficient

using eqn 1.16. The result is:

Nez 1

m*egnct a2
('7.28)

This shows that the free carrier absorption is proportional to the carrier density

and should vary with frequency as a-2.
Experimental data on a number of n-doped samples leads to the conclusion

that a1"" carrier o( 

,6- 

F , where B is in the range 2-3 

. 

The 

departure 

of B from

the predicted value of 2 is caused by the failure of our assumption that z is

independent of ar. To see why this is important, we illustrate the physical

processes that are occurring during free carrier absorption in Fig. 7.8' The

figure shows the conduction band of an n-type semiconductor, which is filled

up to the Fermi level determined by the free carrier density. Absorption of a

photon excites an electron from an occupied state below the Fermi level to an

unoccupied level above Ep. The photon only has a very small momentum com-

pared to the electron, and therefore cannot change the electron's momentum

significantly. It is obvious from Fig. 7.8 that a scattering event must occur to

')
(ontU)l

- r _  y  _
u t r e e c a m e r  -  

1  
-

nca'T

(7.26)

(7.27)
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-onserve momentum in the process. Hence the absorption must be proportional
:.r the scattering rate I f t, in accordance with the prediction of eqnT .28.

The mechanisms that can contribute to the momentum conserving process
r free carrier absorption include phonon scattering and scattering from the
,rnized impurities left behind by the release of the free electrons from their
lopants. It is a sweeping oversimplification to characterize all the possible
.cattering processes with a single frequency-independent scattering time r
leduced from the DC conductivity. Thus it is hardly surprising that the ex-
rerimental data does not exactly show an al-2 dependence.

The free carrier reflectivity and absorption of p-type semiconductors can be
rodelled by a similar treatment to the one developed here for n-type samples.
fhe only change that has to be made is in the effective mass that is used in the
-alculation. Thus we would expect that all the main results will hold, provided
.ve take account of the fact that the scattering time for holes is not necessarily
:le same as that for electrons. However, p-type samples also show another
,'ffect in addition to those related with the free carriers. which is discussed
-elow.

Figure 7.9 shows the valence band of a p-type III*V semiconductor. This is a
.irger scale version of the band structure diagram given previously in Fig. 3.5,
,'rcept that now there are unfilled states near k : 0 due to the p-type doping.
Optical transitions can take place in which an electron is promoted from an
)ccupied state below Ep in the light hole (1h) band to an empty one in the
reavy hole (hh) band above Ep. This is called intervolence bond obsorption.
Other intervalence band transitions are possible in which an electron is pro-
roted from the split-off (SO) band to either the lh or hh band. The range of
:nergies over which these transitions occur can be calculated from the effective
nasses, the doping density and the split-off band energy (see Exercise 7.12).
fhe absorption occurs in the infrared, and can be a strong process because no
.cattering events are required to conserve momentum.

O @
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Fig.7.8 A free carrier transition in a doped
semiconductor.

Measurements of the intervalence band ab-
sorption give a value for the energy Ä of the
split-off 

band 

relative 

to 

the 

top 

of 

the 

va-

lence band, and also the ratio of the effective
MASSES.

Fig.7.9 Intervalence band absorption in a
p-type semiconductor. Ep is the Fermi en-
ergy determined by the doping density. The
labelled arrows indicate: (1) transitions from
the light hole (lh) band to the heavy hole (hh)
band; (2) transitions from the split-off (SO)
band to the th band; and (3) transitions from
the SO band to the hh band.

;i-.h
.:fi
\ . : . ;1H,#

hh band
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Equation 7.29 rs very similar to eqn 4.1 for

the exciton binding energy except that the

electron effective mass appears instead of the

reduced electron-hole mass. This is because

we are now considering the attraction of an

electron to a heavy ion which is bound in the

lattice. instead of that between a free electron

and a free hole.

Fig. 7.10 Impurity absorption mechanisms
in an n{ype semiconductor: (a) transitions

between donor levels; (b) transitions from

the valence band to empty donor levels. The

magnitude of the donor level energies has

been exaggerated in this diagram to make the

mechanisms clearer.

conduction band
n -

; f f i r [ : , x t

(a)

conduction band

(b)

7.4.2 Impurity absorption

The n-type doping of a semiconductor with donor atoms introduces a series of

hydrogenic levels just below the conduction band. These quantized states are

cailed donor levels, and are illustrated schematically in Fig. 7.10. The impurity

levels gives rise to two new absorption mechanisms, in addition to any of the

free carrier effects discussed in the previous section. If the donor states a"re

occupied, it will be possible to absorb photons by exciting electrons between

the levels as illustrated in Fig. 7.10(a). On the other hand, if the states are

empty, then it will be possible to absorb light by exciting electrons from the

valence band to the donor states as illustrated in Fig.7.10(b).

We consider first the transitions between the donor levels illustrated in

Fig. 7.10(a). For such a process to occur, the donor levels must be occupied'

This will be the case at low temperatures, when there is insufficient thermal

energy to promote the electrons from the donor levels into the conduction

band.
The frequencies of the donor level transitions can be calculated if the ener-

gies of the impurity states are known. In the simplest model, we assume that

the electron is released into the crystal, and is then attracted back towards the

positively charged impurity atom. The electron and the ionized impurity then

form a hydrogenic system bound together by their mutual Coulomb attraction.

As a first approximation, we can use the Bohr formula, provided we use the

effective mass mj instead of the free electron mass m0, and also include the

dielectric constant e,. for the semiconductor. Hence the energy of the donor

levels Ef; will be given by:

- D  m [  1 R n
"  m O € t '  n '

(1.2e)

where .Rs is the hydrogen Rydberg (13.6 eV) and n is an integer.

At low temperatures we can assume that all the electrons from the donors

will be in the ground state n : 1 impurity level. Optical transitions can then

take place in which the electrons are promoted to higher donor levels or into

the 
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Fig, 7.11 Infrared absorption spectrum of n-

type silicon doped wilh phosphorous at a
densi ty of  1.2 v 10'"m J.  The tempera-

ture was 4.2 K. After [8], copyright 1981

American Institute of Physics, reprinted with

permission.

The absolute value of the absorption coeffi-

cient for the impurity transitions is around

103 m-1 . This is much smaller than for inter-

band transitions which typically have values

in the range 106-108 m-1. However, if we

were to assume that the absorption strength

is simply proportional to the number of atoms

that contribute, we would expect the impurity

absorption to 

be 

weaker 

than 

the 

interband

absorption by about a factor of - 10-v. The

measured ratio is much larger because the

impurity lines are very sharp, whereas the

interband transitions spread out into bands.

0
34 36 38 40 42

Photon energy (meV)

the conduction band by absorption of a photon. Figure 7.10(a) illustrates two

possible transitions of this type, in which the electron is promoted to either the

n :2 or the fl : 3 donor level. These transitions give rise to absorption lines

analogous to the hydrogen Lyman series with frequencies given by:

(7.30)

rvhere rt is the quantum number of the final impurity level. If we insert typical

values into eqn 7.30 we find that the photon energies are in the range 0.01-

0.1 eV. This means that the transitions occur in the infrared spectral region.

Figure 7.11 shows the absorption spectrum of n-type silicon at liquid helium

temperatures. The sample was doped with phosphorous at a density of 1.2 x

1920--3. The absorption lines coffespond to transitions exciting electrons

from the n : 1 shell to higher shells. In the language of atomic physics, these

are ls -+ np ffansitions. These transitions converge at high n to the donor

ionization energy of phosphorous in silicon, which is 45 meV.

The spectrum shown in Fig. 7.11 is actually more complicated than eqn 7.30

would suggest. It actually consists of two series of transitions, which are la-

belled as either np6 or tlpa. The np6 series obey eqn 7.30 very well, but

the np1 transitions have a different frequency dependence. This complexity

is caused by the anisotropy of the effective mass of silicon. The frequency

dependence of the two series can be modelled by assigning different effective

Rydbergs for the '0' and '*' states. (See Exercise 7.13.)

We now consider briefly the absorption mechanism shown in Fig. 7.10(b).

These transitions can be observed at temperatures when the donor levels are

partly unoccupied due to the thermal excitation of the electrons into the con-

duction band. Absorption processes can then occur in which electrons are

excited from the top of the valence band to the empty donor levels.

The valence band -+ donor level transitions occur at photon energies just

below the band gap Er, with a threshold given by Et - E?.However, the

transitions tend to be broadened into a continuum both by the thermal effects

and by the fact that transitions can take place from a whole range of states

within the valence band. Hence the impurity transitions cause a smearing of

the abrupt absorption edge at the band gap found in pure semiconductors.

32 44
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The plasma oscillations with a natural res-

onant frequency of rLp correspond to a col-

lective oscillation of the whole free electron

gas. This should not be confused with the

single particle resonance of the free electrons

at zero frequency, which we have been dis-

cussing so far thoughout this chapter.

Fig.7.l2 Longitudinal plasma oscillations in

a slab from within the bulk of a metal At

equilibrium (a) the charges of the positive

ions and electrons cancel and the metal is

neutral. Displacements of the electron gas

as a whole in either direction are shown in

(b) and (c). This gives rise to the positive

and negative surface charges shown by dark

and light shading respectively. The displace-

ments lead to restoring forces that oppose the

displacement and sustain oscillations at the

plasma frequency.

The absorption strength will always be weak compared to the interband and

excitonic transitions due to the relatively small number of impurity atoms

compared to the density of states within the conduction band. On the other

hand, the transitions occur in the spectral regionjust below the band gap where

we would normally expect no absorption at all. Hence these transitions do have

an effect on the fundamental absorption edge, and make precise determinations

of E, from the absorption spectra at room temperature more difficult.

We have restricted our attention here exclusively to n-type semiconductors

for the sake of simplicity. The same effects can of course occur in p-type

materials.

7.5 Plasmons

Equation 7.7 tells us that the dielectric constant of a lightly damped gas of free

electrons is expected to be zero at a4. This suggests that something unusual

might happen at this frequency. This is indeed the case, as we discuss here.

A plasma system such as a metal consists of a fixed lattice of positive ions

together with a gas of free electrons which exactly cancels the charge of the

ions. Figure 7.I2(a) illustrates a slab of the ions and electrons from within

the bulk of the crystal. Consider a displacement of the whole free electron

gas as illustrated in Fig. 7.I2(b). The fixed lattice of positive ions will exert a

restoring force to oppose this displacement of the electrons. This may cause

the electrons to overshoot as shown in Fig. 1.12(c), which would then cause

a restoring force in the opposite direction. The net result is that the whole

electron gas can oscillate backwards and forwards with respect. to the fixed

lattice of positive ions. These oscillations are called plosmo oscillotions.

The frequency of the plasma oscillations can be calculated as follows. The

displacement of the electrons by tu illustrated in Figs. l.l2(b) and (c) gives

rise to surface charges at either side of the slab. The surface charge per unit

arcais - N eu, where N is the number of electrons per unit volume in the metal.

The unbalanced ions give an identical positive surface charge at the other end

of the slab. Gauss's law tells us that the electric fleld t is equal to Neuf e0.

The direction of this electric field is such as to oppose the displacement of the

(a)
+ - + - + - + - + -- + - + - + - + - +
+ - + - + - + - + -

(b)

(c)
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electrons. The equation of motion for a unit volume of the electron gas is thus:
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Note that the piasma oscillations are longitu-

dinal: 

the 

direction 

of 

the 

electric 

field 

is 

the

same as the displacement of the wave. This is

a rather surprising result, because Maxwell's

equations 

usually 

imply 

that 

electric 

field

waves have ro be transrerse. We will come
across anothet situation lite this when we

discuss the optical properties of phonons in

Section 10.2.2. We will see there that lon-
gitudinal electric field oscillations are only

allowed 

at 

the 

frequency 

where 

the 

dielectric

constant falls to zero.

In a III-V semiconductor such as GaAs, we

would normally 

expect 

to 

observe Raman

signals from.optical phonons in the same

energy range as the plasmon peaks. The

two weak peaks in Fig.  7.13 at  l272cm-l

and t296cm-i are in fact caused by op-

tical phonons. The Raman signals ftom the

phonons are linearly polarized, and have been

sfongly suppressed in the data by use of or-

thogonal polarizers in front 

of 

the 

detectors.

It 

is 

very 

common 

to 

use 

wave 

number 

units

in 

Raman 

spectroscopy. 

The 

wave 

number 

t

is 

equal 

to 

the 

reciprocal 

of 

the 

wavelength:

ü : 1 /l . It 

is 

effectively 

a 

unit 

of 

energy 

with

l cm-' = O.l24meY.

r , l ^ o * : - N e € : - ( Y ! \ ,
d t '  \ . 0  /

This can be recast in the more familiar form:

d2u
- ^ *

d tz (# )u :o

(7.3r)

t7.32)

This describes the harmonic oscillations of the gas at an angular frequency
^ 1

eiven by (N ez leyms)i, that is, at the plasma frequency a1 defined in eqtT .6.

This simple analysis confirms that the plasma has a natural resonant fre-

quency at a5. The polarization P (i.e. the dipole moment per unit volume) is

equal to N eu andis in the opposite direction to the field. Hence the electric dis-

placement D : eot * P is zero, which implies that the dielectric constant e. is

zero. Thus the plasma oscillations correspond to oscillations in the conditions

where €. : Q.

Quantized plasma oscillations are called plosmons. These can be observed

in metals by electron energy loss spectroscopy. A beam of electrons with

energy Ein - 2keY is fired at a thin sample. The electrons can excite plasmons

as they pass through the metal. The energy Esul of the transmitted electrons

rvill therefore be given by:

Eout : Etn - fittap , (7.33)

rvhere n is the number of plasmons emitted during the passage through the

sample. Thus by measuring the energy of the electrons emerging, the plasma

tiequency can be determined.
Plasmons can also be observed directly in doped semiconductors. Since the

plasma frequencies are much lower, it is possible to use Raman scattering

rechniques to measure the plasmon energies. The general principles of Raman

scattering will be discussed in Section 10.5. The basic point is that the photon

energy changes as it traverses the sample through inelastic light scattering

processes with the plasmons in the medium. Conservation of energy requires

that the energy frarou1 of the outgoing photon must satisfy:

fi(Dorr - ftai1, ! ha, , (1.34)

where hain is the energy of the incoming photon. The * sign corresponds to

plasmon absorption and the - sign to plasmon emission.
Figure 7.13 shows the results of a Raman scattering experiment on n-type

GaAs at 300 K. The doping density was 1.75 x IO23 m-3. The data is plotted

as a function of the frequency shift of the light in wave number units. The

data shows two clear peaks shifted by *l30cm-l relative to the incoming

laser beam due to plasmon emission and absorption. The electron effective

mass of GaAs is 0.O61ms and eonl is 10.6. Hence from eqn7.24 we find a4 :

2.8 x 1013 Hz, which is equivalent to 150 cm-r. The experimental data is thus

in reasonably good agreement with the model.
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Fig.7.13 Raman scattering measurements on

n-type GaAs at.300 K. The doping density

was 1.75 x 10zr m '. The data is displayed

as a function of the energy shift of the our
going photons re lat ive to the incoming ones

in wave number units. After [9], copyright

1972 Excerpta Medica Inc., reprinted with

permission.
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o Free electron effects are observed in metals and doped semjcon-

ductors. They can be modelled by the classical dipole oscil lator

model with no restoring force term. This approach is called the

Drude-Lorentz model.
o The free electron plasma reflects strongly up to a specific fre-

quency called the plasma frequency, which depends on the electron

density. The damping rate of the oscillations is determined by the

,norn.nrut s.uttäririg time deduced from electrical conductivity

measurements.
o Metals reflect strongly due to the plasma reflectivity effect' At

frequencies above the plasma f,requency, the metals becomP ffans-

parent. This effect is called the ultraviolel transparency of metals.
o Interband transitions are possible in metals from states below the

Fermi energy to empty levels above it. The interband absorption

can reduce the reflectivity from the value predicted by the"Diude-

Lorentz model, and must therefore be considered io obtain a good

fit to experimental reflectivity data. :
o Doped semiconductors reflect at frequencies in the infrared.due to

" the'plasma reflectivity of the fre.e electrons and hoies generafed ..

:nJff ".f :iilä.flill';;#tr,ffi:J:"ffi ll;iTtr'ililll'i€
fundamental absorption edge at the band gap.'

r P-type semiconduCtors show an addirional absorption meciranism .
in tf,. lnt *"d due to intervalence band transitions. .

o Doped semiconductors show sharp inlrarcd absofpt-ion lines due to '

impurity transitions at low temperatures. At room temperdture. th9

impurity states broaden the fundamental absorptign edge.
o Longitudinal plasma oscil lations occur at the plasma frequerrcy'

The quantized oscillations are called plasmons. These can be

observed by electron energy los, ,p"cüoscopy in metals, ör by

Raman scattering in doped semiconductors.
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Further reading

The properties of electromagnetic waves in a conducting medium are covered
in many electromagnetism and optics textbooks, for example Bleaney and
Bleaney (1976), Bom and Wolf (1999) or Hecht (1998).

The free carrier model of metals is covered in Singleton (2001). It is also

.'overed in Ashcroft and Mermin (I976), Burns (1985) or Kittel (1996). Kittel
gives a good discussion of plasmons in metals.

Free carrier reflectivity and absorption in semiconductors has been reviewed
bv Pidgeon (1980), and is also covered by Yu and Cardona (1996). Yu and

Cardona give further details about intervalence band and impurity absorption.
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Exercises
r7.l) Derive a relationship between the Fermi energy Ep of a

metal and its plasma frequency a->n.

t7.2) The ionosphere reflects radio waves with frequencies

up to about 3 MHz, but transmits waves with higher

frequencies. Estimate the free electron density in the
ionosphere.

(7.3) Estimate the skin depth of radio waves of frequency

200 kllz in sea water, which has an average electrical

conductivity of about 4S2-lm-1. Hence discuss the

difficulties you might encounter when attempting to

communicate with a submerged submarine using radio

(7.4) Cesium metal is found to be transparent to electromag-

netic radiation of wavelengths below 440 nm. Calculate a

value for the electron effective mass using the data given

in Table 7.1.

(7.5) The momentum scattering time of silver is 4.0 x 10-14 s

at room temperature. Calculate the dielectric constant at

500 nm, neglecting interband absorption effects. Hence

estimate the reflectivity of a silver mirror at this wave-
length. See Table'l .l for the plasma frequency of silver.

(7.6) Estimate the fraction of light with wavelength I pm that

is transmitted through a 20 nm thick gold film at 77 K,

where the DC electrical conductivity is 2 , 168 9- I -- I .

The plasma frequency and electron density of gold are

siven in Table 7.1.
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(7 .7) Fig.ure 7. 14 shows the measured refl ectivity of gold in the

wavelength range 100-1000 nm. Account qualitatively

for the shape ofthe spectrum, and deduce the energy gap

between the d bands and the Fermi energy. Use the data

to explain the characteristic colour of gold.

gold

200 400 600 800 1000

Wavelength (nm)

Fig.7.l4 Reflectivity of gold in the wavelength range 100-
1000 nm. After [6].

(7.8) What is the value of the dielectric constant of a medium

that has zero reflectivity? Use eqn 7.22 to show that the

reflectivity of a lightly damped doped semiconductor is

zero at the angular frequency given in eqn7.25.

(7.9) Use the data shown in Fig.1 .7 to deduce the value of the

electron effective mass of InSb at each carrier density.

Take e6p1 : 15.6.

(7.10) The absorption coefficient at room temperature of an

n-type sample of InAs with a doping level of 1.4 x

1023m-3 is found to be 500m-1 at l0prm. Estimate

the momentum scattering time, given that the electron

effective mass is 0.023mg and the refractive index is 3.5.

(7.11)* A laser beam operating at 632.8 nm with an intensity

of 106Wm-2 is incident on a sample of pure InP

at room temperature. The absorption coeff,cient at this

wavelength is 6 x 106m-1, and the carrier lifetime is

1 ns. Estimate the free carrier absorption coefficient at

the wavelength of a CO2 laser (10.6prm), where the

refractive index is 3.1. The effective mass and momen-

tum scattering time for the electrons are 0.08mg and

2 x 10-13 s, while the equivalent values for the holes are

0.6mg and5 x 10-14 s.

(7.12)* Consider the intervalance band processes illustrated in

Fig. 7.9 for a heavily doped p-type sample of GaAs

containing I x 1025 m-3 acceptors. The valence band

parameters for GaAs are given in Table C.2.

(i) Work out the Fermi energy in the valence band on

the assumption that the holes are degenerate. What

are the wave vectors of the heavy and light holes at

the Fermi energy?

(ii) Calculate the upper and lower limits of the photon

energies for the three absorption processes labelled
(1), (2) and (3) in Fig. 7.9, namely the lh -+ hh, the

SO -+ lh and the SO -+ hh transitions.

(7.13) Figure 7.11 shows the infrared absorption spectrum ofn-

type silicon, which has a dielectric constant of 16. Two

series of lines labelled np6 and np+ arc identified in the

data.
(i) Show that the np6 series is consistent with eqn 7.30,

and deduce a value for the electron effective mass fo;

these transitions.
(ii) Show that the np+ follows the following formula:

RÄ Ä1^ ' : i - E '

stating the values of Rfi and Rt you find from the data.

(7.14) lt is found that the infrared absorption spectrum of

a lightly doped n-type semiconductor with a relative

dielectric constant of 15.2 consists of a series of sharp

lines at low temperatures. The energies of the lines are

given by:
E ( n ) : R * ( l - I l n ' )

where R* is 2.1 meV and n is an integer greater than

L Explain why the energies of the absorption lines are

almost independent of the type of impurity atoms used

for the doping, and deduce a value for the electron

effective mass.

(7. 15) Explain why the fundamental absorption edge of InSb at

10 K shifts from 5 .26 pm to 5 .44 p,m when doped with

zinc acceptors, and deduce a value for the ground state

acceptor level energy relative to the valence band.

(7.16) An argon ion laser operating at 514.5 nm is incident

on an n-type GaAs sample. A peak is observed in the

intensity of the scattered light at 534.3 nm. Explain this

observation, and estimate the electron density, given that

mä :  O.067mo andn :3 .3 .

(1 .17) Calculate the doping density at which the plasmons in

n-type GaAs have the same wave number as the longi-

tudinal optic phonon at297 cm-r.Take m[ :0.067m0

a n d n : 3 . 3 .
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Moleculqr mäteriqls

ln this chapter we will be considering the optical properties of solid state

materials based on organic molecules. This subject was introduced in

Section 1.4.4, atd was also briefly mentioned when we considered Frenkel

excitons in organic crystals in Section 4.5.3.It is a topic which has come to

rhe fore during the 1990s, mainly as a result of technological advances that

have led to the development of a whole range of organic electroluminescent

devices.
The optical physics of organic materials is different to that of the inorganic

crystals that we have been considering up to this point in two significant ways.

(1) The electronic and vibrational states tend to be localized near individ-

ual molecules, which means that the properties of the solids are quite

similar to those of the constituent molecules' The solid state mainly pro-

vides a convenient way to incorporate large densities of light-emitting

molecules into an electroluminescent device, without necessarily lead-

ing to substantially new physical effects'

(2) The optical transitions are vibronic in character: the transition simul-

taneously changes the electronic and vibrational state of the molecule.

This is equally true for isolated molecules and for the solids that we will

be considering here. In the solids, the vibronic aspect of the transitions

is somewhat affected by the increased number of vibrational modes that

a.re present compared to isolated molecules.

Both of these points make it clear that we need to understand the physics

of electronic transitions in isolated molecules first before we can properly

explain the optical properties of molecular solids. Therefore, after first giving

an overview of the types of material that we will be considering here, we

start the chapter with a brief review of the electronic states in conjugated

molecules. We then consider the basic principles of vibronic transitions in

simple isolated molecules. This will provide us with a good introduction

to the physics of the molecular solids that are considered in the rest of the

chapter, and leads us to our goal of explaining the physical principles that

underpin the burgeoning subject of molecular optoelectronics. The physics of

the vibronic transitions studied here will also serve as a useful introduction

for the other types of vibronic systems that we will be considering in

Chapter 9.

8.1

8.2

8.3

8.4

8.s
8.6

Introduction to
molecular materials

Electronic states in

conjugated molecules

Optical spectra of

molecules

Aromatic hydrocarbons
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The difference between saturated and conju-

gated organic molecules will be explained in

Section 8.2 below.

The name 'aromatic' originates from the fact

that the liquids and gases tend to have strong

aromas.

The terminology 'monomer' and 'polymer'

will be explained in Section 8.5 when we

consider the properties of conjugated poly-

mgrs,

8.1 Introduction to molecular materials

The molecular solids that we will be considering in this chaptet are al7 based on

conjugated organic compounds. The reason for this restriction of the scope was

explained previously in Section 1.4.4: solids based on inorganic compounds

are considered elsewhere in this book, while the optical physics of saturated or-

ganic compounds is not significantly different to that of insulators and glasses.

By restricting our attention to conjugated organic compounds, we will be

concentrating on materials with delocalized n orbitals. The two main examples

that we will consider are:

r aromatic hydrocarbons;
o conjugated polymers.

The aromatic hydrocarbons are carbon-hydrogen compounds containing ben-

zene rings in their structure. Conjugated polymers, on the other hand, are

long chain molecules made by bonding many individual individual molecular

units ('monomers') together. The aromatic hydrocarbons have cyclic conju-

gation, while the polymers have linear conjugation. This distinction, and the

importance of z electrons in conjugated systems, will be explained when we

consider the electronic states of molecules in Section 8.2 below.

Single crystals of some conjugated organic materials have been prepared,

most notably for the aromatic hydrocarbons and simple polymers such as poly-

diacetylene. In many other compounds, however, the solid phase is amorphous,

and the samples are made by spin-coating thin films onto glass substrates from

the solution. Thus the molecular solids that we will be considering here will

sometimes fall within the category of traditional solid state physics based on

crystals, but more usually we will be within the realms of 'soft' condensed

matter.
The molecular solids are formed by condensation of neutral organic com-

pounds and are held together by van der Waals type interactions. These inter-

actions are relatively weak compared to the interactions within the molecule

itself, which originate from the strong covalent bonds between the atoms. This

is exemplified by the low melting point of organic solids and their generally

soft structure. It means that the electronic states remain tightly bound to the

constituent molecules. Therefore, we will be dealing mainly with locolized

electronic states. This contrasts with the delocalized band states that we have

been considering in Chapters 3-7.

The same conclusion can be reached for the vibrational states. The most

important phonons of molecular solids are localized modes with discrete fre-

quencies. These are essentially just the vibrational modes of the constituent

molecules, perhaps with their frequencies slightly altered in the condensed

phase. There will, ofcourse, be delocalized phonon bands present in molecular

crystals, but these play only a secondary role in the optical properties in most

instances.
As we have already noted in the preamble, the localized nature of the elec-

tronic and vibrational states means that the optical properties of the solid are

rather similar to those of the individual molecules. We must therefore study the

electronic states and optical properties of individual molecules before we can

understand molecular solids in any detail. This is the subject of the next two

sections.
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delocalized n orbital

(a) Ethylene CrHo (b) Benzene CuHu

E.2 Electronic states in conjugated molecules

r rhis section we will give a brief surnmary of the electronic states that deter-

:._rne the optical physics of conjugated molecular solids. The reader is referred
. rhe bibliography listed in the Further Reading section for a more thorough

. rposition ofthis subject.
The chemistry of organic molecules is based on the covalent bonds between

re carbon atoms. Carbon has an atomic configuration of lsz 2s2 2p2, with

.ur valence electrons in the n : 2 atomic shell. In elemental carbon (dia-

:rond), each carbon atom forms single covalent bonds with four adjacent car-

r-rn atoms. In organic compounds there may be single, double, or triple bonds
'ctween adjacent carbon atoms. In molecules with double or triple bonds, the

rlence electrons are divided between the o bonds and the n bonds. It is easiest
. explain how this works with the help of specific examples.

Consider the ethylene (H2C=CH) molecule shown in Fig. 8.1(a). Each

. rrbon atom is bonded to two hydrogen atoms, and has a double bond with the

rher carbon atom. The two 2s electrons hybridize with one of the 2p electrons

. form three sp2 bonds. These are the o bonds and are arranged at an angle

f about I20' to each other. This means that the carbon and hydrogen atoms

:le 

within 

a plane. The other 2p 

elecrron 

forms 

a 

r 

otbital 

derived from 

the

ip. atomic orbital. The wave functions have lobes above and below the plane

:edned by the nuclei. The electrons in these z orbitals are called n electrons.

lhe overlap ofthe z orbitals produces the second bond between the two carbon

.:lOIIlS.

Consider now the benzene molecule (CoHo) shown in Fig. 8.1(b). This is

.lso a planar molecule, with the six carbon atoms arranged as a hexagon. Each

-'arbon atoms forms sp2 o bonds with one hydrogen atom and its two adjacent

:arbon atoms. The n electrons now form a ring orbital above and below the

rlane of the hexagon.
The chemical structure of benzene is traditionally drawn as a hexagon with

,lternating double and single bonds between the carbon atoms. (See for exam-

rle, Fig. 8. 1 1.) We know in reality that this does not occur, and the z electrons

.re shared equally between the two bonds on either side of each carbon atom.

Organic molecules like benzene with alternating double and single bonds are

8.2 Electronic states in conjugated molecules 167

Fig. 8.1 (a) The ethylene molecule (CzHq).

The carbon and hydrogen atoms lie within a

plane defined by the o bonds shown by the

thick black lines. The z orbitals lie above and

below this plane. (b) The benzene molecule
(C6H6). The z electrons form a delocalized

ring 

orbital 

above and 

below 

the plane of the

hexagon defined by the six carbon atoms.
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LUMO

HOMO

a

a

a

o

Fig. 8.2 Schematic energy level diagram for
a conjugated molecule. The lowest energy
elecftonic transition takes place between the
HOMO (highest occupied molecular orbital)
and the LUMO (lowest unoccupied molec-

ular orbital) states. This is a :r - z*

transition.

Transitions to the o* excited states of the
o electrons occur at much higher energies,
because it takes a large amount of energy to
break a o bond.

said to be coniugoted. These contrast with other large molecules with only

single bonds between the carbons, which are called soturoted.
The z electrons in conjugated compounds are able to spread out in large

delocalized orbitals. For example, the formation of the ring orbital in benzene
allows the z electrons to spread out much more than the electrons in the o

bonds. If we apply the ideas of quantum confinement developed in Section 6.1,

we can understand that the spreading of the z electron wave function leads to

a reduction in the energy. This is appa.rent from the fact that the lowest elec-
tronic transition of ethylene occurs at around 6.9 eV whereas the equivalent
transition in benzene occurs at 4.6 eY.If we use larger molecules with more

delocalized z electrons, we can reduce the confinement energy even more, and
push the transition energies down into the visible spectral region. This is why

the transitions ofthe z electrons in large conjugated molecules are particularly

interesting.
The benzene ring is an example of a cyclic coniugoted molecule. The name

follows from the fact that the electron wave functions must have cyclic peri-

odicity around the closed ring. It is also possible to form lineor coniugoted
molecules, in which the n electrons delocalize along a chain rather than into

a ring. The conjugated polymers that we will consider in Section 8.5 are good

examples. It is easy to apply the ideas of quantum confinement to these linear

molecules and thus to obtain a rough estimate of the electron energy. This

approach shows that we need about seven repeat units to reduce the transition

energies down into the visible spectral region. (See Exercise 8.2.)
The electronic states of the molecule can be aranged in order of increasing

energy in much the same way as we do for atoms. Figure 8.2 gives a schematic
diagram of how this looks for a typical conjugated molecule. The electrons

from the constituent atoms of the molecule fill up the molecular orbitals until

they are all paired off in bonds. The highest filled energy level is called the
HOMO level (highest occupied molecular orbital). In the case of a conjugated
molecule, this will be a n orbital, because the electrons in the o bonds are
very tightly bound. The first energy level above the HOMO state is called the
LUMO level (lowest unoccupied molecular orbital). This will be an excited

configuration of the z orbitals, and is labelled a n+ state. The lowest energy

transition therefore involves the promotion of a n electron to a n* state, and is

thus labelled ar --> z* transition.
The electrons in the ground state of a molecule are all paired off in bonds

with their spins antiparallel. This means that the ground state HOMO level
has a spin quantum number S equal to 0. The excited states, however, can

either have S : 0 or S : 1. This is because the excitation process puts an

unpaired electron in the excited state and leaves an unpaired electron in the
HOMO state. According to the rules of addition of angular momenta, the two
spin j electrons can combine to give a total spin of either 0 or 1. This point is

illustrated in Fig. 8.3. The multiplicity of the spin states is equal to (2S + 1),

because there are (2S + 1) degenerate ms levels in each state. Hence the S : 0

states are known as singlets, while the S : 1 states are called triplets. Triplets

tend to have lower energies than the singlet counterparts.
The separation of the electronic levels into singlet and triplet states has

very important consequences on the optical spectra. Each molecule will have
a series of singlet excited states labelled Sr, Sz, 53, ..., in addition to its
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Fig. 8.3 The unpaired electrons of an excited

molecule 

can 

either have 

their 

spins 

antipar-

allel or parallel. The states with antiparallel

spins have 

spin 

quantum 

number 

S 

: 0 

and

are called 

singlets 

after 

their 

multiplicity. The

states with parallel spins have S : 1 and are

called triplets. The ground state is always a

sinslet.

We might 

have 

expected 

the tmnsition proba-

bility to be exactly zero due to the spin selec-

tion rule. However, spin-orbit coupling can

mix a small amount of singlet character into

the triplet states and allows some probability

for triplet-singlet transitions.

first singlet
excited state

s1

first triplet
excited state

T1

lllle

En-

red
into
pod

Far
lhis
lion

HoMo++
ground 

state

so

.inglet ground state which is labelled 56. There will be a similar series of

rriplet excited states labelled Tt, Tz, T3, .. . Since photons crury no spin,

rhey can only excite transitions between electronic states of the same spin.

Therefore, transitions from the Sg ground state to the triplet excited state are

not allowed. The main optical absorption edge therefore corresponds to the

56 -+ S1 singlet-singlet transition. The emission spectrum is likewise domi-

nated by the 51 + 56 transition.
The singlet excited states have short lifetimes of order 1-10 ns due to the

Jipole-allowed transitions to the So ground state. The lowest triplet state, on

rhe other hand, has a long radiative lifetime because of the low probability

tor the T1 -+ 56 transition. The different time scales for the singlet-singlet

end triplet-singlet transitions are conveniently distinguished by describing the

emission processes as fluorescence and phosphorescence, respectively. As

mentioned in Section B.3, this distinction is based on whether the emission

rs fast or slow, with the dividing line drawn at around 10-8 s. A schematic

Jiagram of the two types of emission processes is given in Fig. 8.12.

8.3 Optical spectra of molecules

The optical properties of molecules are generally divided into three spectral

regions:

o The far-infrared spectra: wavelength i' > 100 g.m.

o The infrared spectra: )' - | - 100 pm.
o The visible and ultraviolet spectra: )" < | pm.

These three spectral regions correspond respectively to transitions between the

rotational, vibrational and elecffonic states of the molecule. In this chapter

we will be concerned only with the visible/ultraviolet spectra related to the

electronic transitions. As we will see, the molecule can also change its vibra-

tional state during the transition, and thus we must understand the concept of

vibrotionol-electronic or vibronic transitions. The molecule can, of course,

also change its rotational state during an electronic transition, but since the

scale of the rotational energies is so much smaller than that of the electronic

energies, we will not need to be concerned with that much detail here.
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Fig. 8.4 Schematic diagram of the

vibrational-electronic transiÜons in a

molecule. The four processes indicated

are respectively: (1) absorption; (2) non-

radiative relaxation; (3) emission and (4)

non-radiative relaxation.

Thg 

energy 

of 

the 

vibrational 

quanta of a

typital molecule are of order - 0.1 eV. Thus

at room temperaturc, where kg 7 - 0.025 eY

there will 

be 

relatively 

few 

thermally 

excited

vibrational quanta. (See, for example, Exer-

cise 8.3.)
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8.3.1 Electronic-vibrational transitions

The basic physics of the vibrational-electronic spectra of molecules can be

understood with reference to Fig. 8.4. The diagram shows absorption and emis-

sion transitions between two electronic states of a molecule with energies of

E1 and.E2 respectively. For simplicity, we assume that the lower state is the Sg

ground state, and the upper state is a singlet exited state with allowed electric-

dipole transitions from 56.
The atoms in a molecule can vibrate about their bonds, which gives the

molecule vibrational energy in addition its electronic energy. Hence we must

associate a series of vibrational levels with each electronic state, as shown in

Fig. 8.4. Quantum mechanics tells us that the energy of a vibrational oscillation

of angular frequency f2 is equal to ( n + j )n O. *ft"te n is the number of quanta

excited. Thus the energy of the molecule in the ground state level when n1

quanta offrequency s21 are excited will be given by:

E : E t * ( n r * l ) n a r (8 1)

ln the same way, the energy of the molecule in the excited electronic state with

n2 quanta of frequency s22 excited will be given by:

E : E t * ( n r *  l ' t n A r .
z -

(8.2)

The subscripts allow for the possibility that the vibrational frequencies may be

different for the two electronic states.
We consider an optical transition in which an electron is promoted from

the ground state to the excited state by absorbing a photon. We assume that

the molecule is initially in the n1 : 0 vibrational level of the ground state.

The transition is indicated by process (1) in Fig. 8.4. Conservation of energy

requires that:

fi@u: (n, + 0t + DhQz) - (rt + inar)
- f icoo I nzhQz,



where aru is the angular frequency of the absorbed photon and

t t tos:  (n t  -  n t  + +h@z 
-  or ) ) . (8.4)

tta"- (at+ Lnar) - (rt + (nl + +)fro1)
-  f tao -  n1h91'

8.3 Optical specta of molecules l7l

The discrete lines described by eqn 8'3 are

frequently broadened into a 

continuum' 

See

the discussion of the experimental data in

Section 8.3.4.

In 

diatomic 

molecules there is 

only 

one vibra-

tional mode possible, namely the stretching

of the bond between the two atoms' The

vibrational configuration of the molecule can

therefore be given 

a 

direct physical interpre-

tation as the intemuclear separation.

This vibrational-electronic process causes the electron to jump to the excited

electronic state, and simultaneously creates vibrational quanta. Since n2 can

only take integer values' the absorption spectrum will in principle consist of a

series of discrete lines with energy given by eqn 8'3'

The absorption transition leaves the molecule in the excited electronic state

withalargeamountofvibrationalenergy.Thisexcessvibrationalenergyis
rapidly loit in radiationless relaxation processes, as indicated by the wiggly

anowlabelled(2)inFig.8.4.Therelaxationprocessoccursbyspreadingthe
vibrational energy of tlie individual excited molecule throughout the rest of

thesystem'(SeethediscussioninSection8.3.3below.)Ultimately,theexcess
vibrational energy ends up as heat.

oncethemoleculehasrelaxedtothebot tomoftheexci tedstate, i t then
returns to the ground state by emitting a photon at energy ha"' as shown by

process (3) in Fig. 8.4. This llaves the molecule in an excited vibrational level

äf the ground state. The frequency of the photon is given by:
t b e
mis-
s o f
p S o

tric-

I the
must
m i n
ilion
D:rnta
|r llt

( 8 . 1 )

(8.s)

(  8 .2)

E) 'h

from
E that
state.

nergy

Thus the emission spectrum consists of a series of vibrational-elecffonic lines

with frequency given by eqn 8.5. The molecule finally returns to the rl1 :

0 level oi the ground ,tut" ty losing the excess vibrational quanta in further

radiationless relaxation processes, as shown by step (4) in Fig. 8.4'

oncomparingeqns83and8'5,weseethattheabsorptionoccursatahigher
energytnanttreemission,exceptforthecaseswhennovibrationalquantaare
exciä during the electronic transitions' This is a very common phenomenon'

and should be contrasted with atomic transitions, in which the absorption and

emission frequencies coincide. The difference in energy between the maximum

absorption unO tt " maximum emission is called the Stokes shift'

8.3.2 Molecular configuration diagrams

The vibrational-electronic spectra of molecules can be understood in more

detail with the aid of configurotion diogroms. These are diagrams which

show the electronic energy Jf a molecule as a function of the configurotion

coo.dlnoter. In order to understand how these diagrams work' we will first

consider the simplest type of molecule, namely a diatomic molecule'

Theelectronicenergyofadiatomicmoleculeisusuallycalculatedbyap-
pfying th" Born-Oppänheimer opproximotion. This says that the electronic

and nuclear motions are independent, and means that we can draw graphs of

the electronic energy as a function of the internuclear separation. The approx-

imation is valid because the nuclei ale much heavier than the electrons, and

therefore move on a far slower time scale'

Figure 8.5 shows a schematic configuration diagram of a typical diatomic

molecule. The diagram shows the energy of the ground state and one of the

excited states as a function of the separation r between the two nuclei' If the
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Fig.8,5 Energy level diagram for the ground

state and an excited state of a simple di-
atomic molecule, as a function of the sepa-
ration 

r 

between 

the 

two 

nuclei. 

Vibrational-

electronic absorption and emission transi-
tions at energies of ftaa and ttas are indi-

cated. The schematic 'dumb-bell' diagrams
of the molecule, with the radius of one of
the 

atoms 

increasing 

in 

the 

excited 

state,

illustrate 

the 

point that 

the 

equilibrium 

sep-
arations 

of 

the 

nuclei 

in 

the 

two 

electronic
states 

are 

different.

The 

validity 

of 

the 

Bom-Oppenheimer 

ap-
proximation is demonstrated experimentally
by 

the 

fait 

that 

the 

vibrational 

oscillations 

of

the molecule (which are caused by displace-
ments of the nuclei from their equilibrium
positions) occur at frequencies in the infrared

spectral range (-10" Hz), whereas the elec-

tronic transitions occur in the visible and
ultraviolet spectral regions 11914-1915 Hz;.

Optical transitions 

from 

the 

ground state 

to

the ls 2p excited state ofH2 occur at 1 1.3 eV,
which 

is 

slightly 

larger 

than 

the 

Lyman 

o 

line

in atomic hydrogen: see Exercise 8.4.
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states are bound, there must be a minimum energy for some value of r. The
position of the minimum in the ground state is labelled 11 and corresponds

to the equilibrium separation of the nuclei in the unexcited molecule. The

minimum at 12 is the mean separation of the nuclei when the molecule is in

the excited electronic state. In general, 11 and12 are not the same.
We can understand why the minima occur at different positions by dis-

cussing the behaviour of the simplest diatomic molecule, namely hydrogen.

Consider the ground state of the H2 molecule. When r : oo, the atoms are
independent of each other, and the ground state energy is that of two separate
hydrogen atoms each in the ls level. As r decreases from oo, the total energy

of the system must decrease due to the cohesive energy of the H-H covalent
bond. However, if r becomes too small, the energy will increase again due to

the electron-electron and proton-proton repulsion. Therefore, the energy of

the system must go through a minimum at some value of r, labelled n, and

then increase strongly for smaller r. 11 is the equilibrium separation of the
nuclei in the ground state. For the H2 molecule, rt :0.0'74nm.

Now consider the energy of the first excited bound electronic state of the H2
molecule. At r : oo, this corresponds to one atom being in the ls level and
the other in flhe 2p level. The energy of the system will at first decrease with
r 

due 

to 

the 

attractive 

forces 

between 

the 

atoms. 

We 

then 

go through 

another

minimum labelled 12 inFig.8.5 as the repulsive forces for small r become
significant. In general, 12 wlll not be equal to 11 because the minimum energy
is obtained when we maximize the cross-attractions between the electron of
one atom and the proton of the other, while minimizingthe sum of the proton-
proton and electron-electron repulsions. This process obviously depends on
the overlap of the electronic wave functions, which will be different for the

orbitals ofthe lsz ground state and those ofthe Is2p excited state. In the case
of the first excited state of H2, the energy minimum occurs at 12 - 0.13 nm,
which is substantially greater than 11.



The difference between rr and 12 can be given a very simple interpretation
*'ith the aid of the schematic 'dumb-bell' pictures of the molecules which are
rncluded in Fig. 8.5. The equilibrium separation of the nuclei corresponds to
rhe point where the atomic orbitals begin to touch and bond together. In the
sround state, both atoms have the same radius, but in the excited state one of
ihem has a larger radius. It is thus obvious that 12 will be greater than 11.

The dependence of the electronic energy on the position coordinates shown
rn Fig. 8.5 is typical of other molecules, and can be used as a starting point
:br the discussion of the vibrational modes. The vibrational motion of the
molecule will be determined by the shape of the E(r) curve. Although the
Jetailed functional form of E(r) is complicated, it can be shown that for
.mall displacements from the minimum position, the curve can always be
rpproximated by a parabola. (See, for example, Exercise 8.5.) Therefore, near
:he minimum we can write:

E(x) :  Emin *  !W92x2 (8.6)

'*.here p is the reduced mass of the molecule. In the case of the ground state,
| : r - 11, while for the excited state, .r : r - 12. Equation 8.6 describes a
.imple harmonic oscillator of frequency g. The quantized vibrations about the
equilibrium position at x : 0 associates a series of uniformly spaced energy
ievels with each electronic state as shown in Fig. 8.5. The separation of the
"ibrational levels will be different for each electronic state because the value
.rf Q depends on the curvature of the E(r) curve (see Exercise 8.5), which will
liffer from state to state.

E.3.3 The Franck-Condon principle

The optical transitions between the coupled vibrational-electronic levels of a
:nolecule can be understood by invoking the Fronck{ondon principle. This
.ays that the electronic transitions take place so rapidly that the nuclei do not
move significantly during the transition. The Franck-Condon principle follows
t'rom the Born-Oppenheimer approximation, and is a consequence of the fact
üat electrons are much lighter than the nuclei.

The steps that take place when photons are absorbed and re-emitted by a
rnolecule according to the Franck-Condon principle are illustrated schemati-
:ally in Fig. 8.6. The molecule starts in the ground state with a mean nuclear
.eparation of 11. The absorption of the photon promotes an electron to the
excited state without altering r. The transition thus leaves the molecule in the
ercited state with a mean nuclear separation of 11 instead of the equilibrium
'eparation 12. The separation of the nuclei rapidly relaxes to 12 beforc re-
.'mitting a photon. This leaves the molecule in the ground state with a mean
nuclear separation of 12. Further rapid relaxation processes occur to complete
:he cycle and bring the molecule back to its equilibrium separation in the
ground state. These four steps correspond to the four processes indicated in
'Jre simplified energy level diagram shown in Fig. 8.4.

The 'rapid relaxation' processes that accompany the optical transitions need
some clarification. If we think of the nuclear vibrations as analogous to those
of a spring, we can see that the transition leaves the molecular spring in a
.'ompressed or extended stationary state at time / : 0. We know that in this

8.3 Optical spectra of molecules 173

relaxation
a l r r " r r r r r a

+ e
11 rz

Fig. 8.6 Schematic representation of the pro-

cesses that occur during the absorption and
emission 

of 

photons by 

vibronic 

transitions

in a molecule. The Franck-Condon principle
states 

that 

the 

nuclei 

do 

not 

move 

during

the 

optical 

transitions. 

11 and 12 

are 

the

equilibrium 

separations 

of 

the 

nuclei 

in 

the

ground and excited states respectively. One
of 

the 

atoms 

has 

a 

larger 

radius 

in 

the 

excited

molecule because the atom itself is in an
excited state.
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Fig. 8.7 Configuration diagram for two elec-
tronic states in a molecule. Vibrational-
electronic transitions are indicated by the

vertical arrows, together with a schematic

representation of the absorption and emission

specffum. The probability amplitudes for the

relevant vibrational levels for the absorption

transition are shown in Fig. 8.8.
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situation the spring will immediately begin to vibrate at its own natural fre-

quency for / > 0. This is equivalent to instigating the oscillations of a spe-

ciflc vibrational mode in one particular molecule. However, the molecule may

have other vibrational modes, and it can also interact with the other molecules

that surround it. The relaxation of the vibrational energy created during the

transition thus involves the spreading of the localized vibrational energy of

a particular molecule to the other modes of the molecule and to the other

molecules. This is a more technical way of saying that the excess energy ends

up as heat. The vibrational relaxation typically occurs in less than 1 ps in a

solid, which is much faster than the - 1 ns taken to re-emit a photon.

The Franck-Condon principle implies that we represent the optical transi-

tions by vertical affows in configuration diagrams, as shown in Fig. 8.5. The

absorption of a photon puts the molecule in an excited vibrational state as well

as an excited electronic state. The excess vibrational energy is lost very rapidly

through non-radiative relaxation processes, as indicated by the dotted lines in

Fig. 8.5. The frequencies of the photons absorbed and emitted are given by

eqns 8.3 and 8.5. These describe a series of sharp lines with equal energy

spacing.
In more complicated molecules with many degrees of freedom, the vibra-

tional motion is described in terms of the normal modes of the coupled system.

These vibrational modes are usually represented by a generalized coordinate

Q, which has the dimensions of length. The Born-Oppenheimer approxima-

tion allows us to produce configuration diagrams in which we plot the elec-

tronic energy as a function of Q. Figure 8.7 is an example of such a conflgura-

tion diagram. In general, the ground state and excited state have approximately
parabolic minima at different values of the configuration coordinate. The op-

tical transitions are indicated by vertical arrows, as prescribed by the Franck-

Condon principle. The absorption and emission spectra consist of a series of

lines with frequencies given by eqns 8.3 and 8.5, as shown in the righrhand

side of the figure.



The relative intensities of the manifold of vibronic transitions can be calcu_
lated in the Franck-condon approximation. The matrix element for an electric-
Jipole transition from an initial state v1 to a final state v2 is given by (c.f.
eqn B.25) :

Mn: (2ler.  ssl t )  = [  oC, I  nU* Vier.  €V1, (s.7)
J J

*.here r is the position vector of the electron, g is the electric field of the
light wave, and f1 , . . . , f,nl represent the coordinates for all the relevant internal
Jegrees of freedom of the molecure. For the coupled vibrationar-electronic
'tates that we are considering here, the total wave function will be a product of
rn electronic wave function that depends only on the electron coordiiate r, and
l vibrational wave function that depends only on the configuration coordinate
0. we thus write the vibronic wave function for an electronic state i and a
vibrational level n as:

,I;,n(r, Q) : üiG) pn(Q - eü .

8.3 Optical spectra of molecules ll.5

In an electronic transition, the.r that appears
in Mp is the electron coordinate, because
we are specifically considering the interac_
tion with the dipole moment of the electron.
The light will, of course, also interact with
the dipole moment of the nucleus, but these
transitions occur at much lower frequencies
in the infrared. and can be ignored in the
Franck-Condon approximation.

Harmonic oscillator wave functions oeak
near the classical tuming points at the edge of
the potential well as n gets larger. Therefore
we can give an approximate rule of thumb
that the Franck{ondon factor will be larsest
for the levels with the edge of their classlcal
potential well close to Q9.

The vibrational wave function gn(e- e6) is just the wave function of a simple
harmonic oscillator centred at es, the equilibrium configuration for the i th
electronic state. on inserting the vibronic wave functions fiom eqn g.g into the
matrix element given in eqn 8.7, we find:

f f
Mn a I I üies,pi|.(Q - Q'i * ütt)pnt(e - e() d3r de, (8.e)J . l

* here we have arbitrarily taken the light to be polarized along the x axis. Note
rhat the equilibrium positions are different because they conespond to different
electronic states. The matrix element can be separated into t*o purtr,

" 
I  vä,{0 - Qfiqn,@ - Qüde. (8.10)

The first factor is the usual electric-dipole moment for the electronic transition,
rvhich we are assuming to be non-zero. The second is the overlap of the initial
.rnd final vibrational wave functions. From Fermi's golden rule leqn 8.13), we
know that the transition rate is proportional to the square of the matrix element.
Hence the intensity of a specific vibronic transition will be proporlional to the
Fronck-Condon foctor:

1n1,n2 o< 
llr* ,;rto - ed q,,@ - oo) dol'

Mnq 
l , t ; f r l x {1g )d3 r

(8 8)

(8 .  i  1 )

The Franck-condon factor basically states that the intensity of the transition is
proportional to the overlap of the initial and final vibrational wave functions.

To see how the Franck-condon factor works in practice, we need to look
at the probability amplitudes (i.e. the square of the wave functions) for the vi_
brational levels involved in the rransition. In the absorption transition shown in
Fig.8.7, the molecule starts in the nl - 0 revel of the ground state, which has
its equilibrium position at es, andfinishes in the n2th level of the excited state,
which is centred at Q/0. The relevant wave functions are shown in Fie. g.g. we
see that that we have a good overlap for several transitions, with Äe larsest
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fig. 8.8 Probability amplitudes for the vibra-

tional levels involved in the absorption transi-

tion shown in Fig. 8.7. The initial wave func-

tion has been shaded. The molecule starts in

the n : 0 level of the ground state, and

finishes in the n2th level of the excited state.

Qo and Qo are the equilibrium positions for

the ground and excited states respectively.

We do not show spectra for the simplest
molecules like H2 here because the first elec-
tronic 

excited 

state 

is 

above 

the 

ionization

limit 

of 

the 

molecule. 

and 

the 

vibronic 

lines

are not well resolved. Ammonia shows dis-

crete vibronic lines because it is a small, rigid

molecule with 

very 

well 

defined 

vibrational

freouencies.

Franck-Condon factor for I12 - 2. Hence we would expect the intensity to be

largest for the fi2 : 2level, as indicated by the schematic absorption spectrum
shown in Fig. 8.7.

The reverse argument can be applied to the emission transitions. This leads

to the schematic emission spectrum shown on the right of Fig. 8.7. In the sim-
ple model, we expect the emission spectrum to be the 'mirror' of the absorption
spectrum when reflected about the centre frequency fiar6. This is called the

mirror symmetry rule.

8.3.4 Experimentalspectra

The electronic transitions for small molecules usually occur in the ultraviolet
spectral region. Figure 8.9 shows the absorption spectrum of ammonia (NHs).

Ammonia is a colourless gas at room temperature, with an absorption edge

at 5.'7 eY (211 nm). For photon energies above 5.7 eV a series of discrete

lines are observed which exhibit the general behaviour shown schematically
in Fig. 8.7. The spacing of the lines corresponds to the out-of-plane bend-

ing vibrational mode of the molecule with a quantized energy of approxi-
mately 0.114 eV. The progression peaks at n2 - 6. Further progressions

of vibrational-electronic transitions can be discerned in the data starting at
1.3 eY and 8.6 eV. These correspond to electronic transitions to higher singlet

excited states of the molecule. It is evident that the data agree very well with the
general predictions of the configuration diagram model, although the detailed

interpretation can be quite complicated due to the overlapping of the different

electronic-vibrational bands.
Figure 8.10 shows the absorption and emission spectra of the laser dye,

pyrromethene 56'7, in benzene solution. Pyrromethene 567 is a large organic

molecule with strong electronic transitions in the visible spectral region. The

smaller transition energy compared to ammonia is, to a first approximation,
just a consequence of the fact that the molecule is larger, and hence that the
quantum confinement of the electrons is smaller. The spectra demonstrate rea-

sonably well the mirror symmetry between the absorption and emission, with

the emission occurring to the red of the absorption.
No discrete vibronic lines are observed for the laser dye because the large

molecule possesses many vibrational modes of differing frequencies, which
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Fig. 8.10 Absorption and emission spectrum
of pynomethene 567 in benzene solution.
After [2], copyright 2000 Excerpta Medica
Inc., reprinted with permission.

We 

have 

already 

noted 

that 

the 

transition

energies 

are 

detemined, 

to a large 

extent, 

by

the 

size 

of 

the 

molecule. 

We 

need several

benzene rings 

to 

make 

the 

molecule 

large

enough that its transitions occur in the vis-
ible spectral region. The absorption edge of
benzene itself occurs well into the ultraviolet
at4.6eY (267 nm\.

H H H

CroHro molecule

Fig. 8.11 Chemical structure of the an-
thracene molecule (Cr+Hro).

500 550 600 650
Wavelength (nm)

generate overlapping progressions of lines that fill out into a continuum. Fur-
rhermore. the thermal motion of the molecules and also collisions with the
benzene solvent broaden the transitions so that the individual lines cannot be
resolved. We therefore obtain continuous absorption and emission bands that
tollow the envelope of the vibrational-electronic progressions.

Having discussed the spectra of isolated molecules, we can now apply this
knowledge to conjugated organic solids. We start with the aromatic hydro-
;arbons in Section 8.4 below, and then consider conjugated polymers in Sec-
tion 8.5.

8.4 Aromatichvdrocarbons

.\romatic hydrocarbons are carbon-hydrogen compounds containing benzene
nngs in their structure. As explained in Section 8.2, their optical properties
ere determined by the large delocalized r orbitals around the benzene rings.
t --> 7r* transitions are possible from the Ss singlet ground state to the singlet
ercited states. In this section we will concentrate on one of the most widely
rtudied aromatic hydrocarbons, namely onthrocene (Cr+Hro). This has three
benzene rings, as shown in Fig. 8.11. The excitonic absorption spectrum of
.rnother aromatic hydrocarbon, namely pyrene, was discussed previously in
Section 4.5.3 of Chapter 4.

Anthracene forms crystals of high optical quality with a melting point of
217 "C. The relatively low melting point of anthracene is an indication of
rhe weak nature of the van der Waals forces that bind the crystal together.
Ionic or covalent crystals, by comparison, melt at much higher temperatures:
e.g. 801 'C for NaCl, 93'7 "C for germanium. The weak nature of the van der
Waals forces means that the covalent bonding within the molecule is much
\tronger than the interactions between the adjacent molecules in the crystal. We
rherefore expect the electronic states to be strongly localized, and the spectra
of the crystals to be fairly similar to those of anthracene in solution.

Figure 8.12 gives a simplified level diagram for the first three electronic
itates of the anthracene molecule. As explained in Section 8.2, the states are
classified by their spin quantum number S. The ground state is a singlet and is
labelled 56. The first singlet excited state (S1) occurs at 3.3 eY which is 1.5 eV

450



178 Molecular materials

Fig. 8.12 Level diagram for the anthracene

molecule. Absorption and fluorescence tran-
sitions can occur between the Sg ground state
and the S 1 excited state. Phosphorescent tran-

sitions from the Tl state to the ground state
are spin-forbidden and occur on a slow time
scale. Electrons in the 51 state have a small
probability of transferring non-radiatively to
the T1 state by intersystem crossing.

Fig. 8.13 Absorption spectrum of anthracene

at 90 K. The absorption spectrum of sin-
gle crystals is compared to that of a dilute

molecular solution in ethanol. The vibronic
transitions of the solution are labelled by the

vibrational quantum numbers of the ground

state and excited state. After [3], reprinted
with permission.

Note that the absorption strength is very high

with values approaching 107m-1. The in-
crease in absorption above 4.2 eV is caused
by the onset of Sg -+ 52 transitions.
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above the first triplet excited state (Tr) at 1.8 eV. In Section 8.2 we explained
how singlet-triplet transitions have a very low probability due to the spin
selection rule. The absorption and emission spectra are therefore dominated by

56 + 51 transitions. Phosphorescent T1 -+ Sg transitions are only observed

using special techniques. (See below.)
Figure 8. 13 compares the absorption spectrum of a dilute solution of molec-

ular anthracene in ethanol with that of anthracene crystals at 90 K. At higher

temperatures, the vibrational structure is less well resolved due to the thermal

broadening of the vibronic lines. The absorption edge of the solution occurs
at the energy for the 56 -+ 51 transition at 3.3 eV. About six vibrational-
electronic lines with approximately equal spacing are resolved, with the largest
intensity for the n2 : 1 line. Similar vibrational structure is observed in the
absorption spectrum of the crystal. Three main peaks with approximately the
same spacing as in the solution are resolved. These cor:respond to transitions
involving localized vibrations of the anthracene molecules. Additional lines are
also observed due to coupling to new vibrational modes present in the crystal.
Furthermore, the absorption edge occurs at a slightly lower energy than in the
solution.

The 51 excited state has a lifetime of 27 ns due to the dipole-allowed 51 -->

Sg fluorescent transition. The fluorescence spectrum of the crystal consists of a
broad vibronic band running from about 3.2 eY (390 nm) to 2.3 eY (530 nm).

5.03.53.0



.)rominent vibronic peaks occur at 3.05 eY,2.93 eY 2.76 eV and 2.61 eY.

fhese compare very favourably with the energies expected by applying the

:linor symmetry rule to the absorption spectrum shown in Fig. 8.13. (See

:rercise 8.1 1.)
Phosphorescent transitions from the T1 state at 1.8 eV can be observed by

:!'chniques of deloyed fluorescence. This involves exciting the crystal with a
rser pulse, and then observing the emission at long times afterwards. Only the
j I states are populated by the laser pulse due to the spin selection rule. Most
'f the molecules return directly to the ground state by radiative transitions,

:rereby generating prompt fluorescent emission within the firstZ1 ns after the

:ulse has arrived. However, there is a small probability for non-radiative S1 -->

l1 intersystem crossing. The T1 state has a long lifetime of 24 ms due to
:re low probability for radiative emission. The weak phosphorescent emission

:rom the T1 states thus persists as an 'afterglow' for 24 ms aftet the pulse has

-'rcited the sample.
The effects described for anthracene are typical of many molecular materi-

.ls. The absorption and emission spectra are determined by transitions to sin-

:let excited states. The triplet states are only observed in emission experiments

.r we&k phosphorescence. Each electronic transition shows a manifold of vi-
"ronic peaks with energy separation determined by the vibrational frequencies
'i the system.

There has been much development work on light emitting devices based

n aromatic materials like anthracene. However, the technological emphasis at

rresent is focussed more on the conjugated polymers described in Section 8.6.

lhis is due to the simpler fabrication techniques required for amorphous thin
':lm oolvmer devices.

8.5 Conjugatedpolymers

?olymers are long-chain molecules composed of repeated sequences of

:lonomer units based on carbon-carbon bonds. The name polymer is the
,gical progression of the sequence starting from the monomer (single

:rolecule), then to the dimer (double molecule), and on to polymer (many

rolecule). This progression is illustrated for ethylene (CzH+) in Fig. 8. 14. The

:imer is [CzH+]2, which is cyclobutane (C+Ha). The polymer is polyethylene,
,r polythene for short, with a formula of [CH2]n, where n is a large number.

Polymers can be subdivided into two generic types, namely conjugated or
.rturated. As explained in Section 8.2, this division is based on whether there

.re alternating single-double bonds along the polymer backbone or not. The

:olythene structure shown in Fig. 8.14 is an example of a saturated polymer.

-n saturated polymers like polythene, all the electrons are incorporated into
- bonds, and are therefore very tightly bound. Their transitions are at high

-'nergies in the ultraviolet spectral region, and are not of particular interest

:"ere.
Figure 8.15 shows the chemical structure of two conjugated polymers. Fig-

:re 8.15(a) shows the simplest conjugated polymer, namely polyacetylene.

fhis polymer is formed by combining many acetylene molecules (CzHz, bond-

r-e HC : CH) into a long chain with alternating single and double bonds

8.5 Conjugated polymers l'19

Triplet-singlet transitions can only occur by

way 

of 

the 

spin-orbit 

coupling 

which 

causes

a weak mixing between the singlet and triplet
states. In anthracene, the phosphorescence is
always very weak because of the competi-
tion 

with 

non-radiative 

recombination 

mech-

anisms. (See the discussion in Section 5.1.)

An organic injection laser was demon-

strated for the first time in 2000, us-

ing tetracene single crystals. The tetracene

molecule (C y gHl 2 ) has four benzene rings in

a row. The emission wavelength was 576 nm.

See Schön et aI. (2000).

(a) HrC-_. CH,

H,C - CH,
( b )  

- l  
l -

HzC- CH2

H H H
l l l

( c )  " "  -C -  c -  C - " "
t t l

H H H

Fig, 8.14 (a) Ethylene (C2H4) monomer. (b)

Ethylene dimer [C2Hfi2: C+Hr (cyclobu-

tane). (c) Poly-ethylene (polythene): [CHz]n.
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Fig. 8,15 Chemical structure of two conju-
gated polymers. (a) Polyacetylene. (b) Poly-
diacetylene (PDA).

The depiction of altemating single and dou-
ble bonds for the conjugated polymers in
Fig. 8.15 is obviously only schematic. In
reality, the 

spare 

electron 

of 

the 

double 

bond

is shared equally between both bonds in a
delocalized z orbital.

Fig. 8.16 Absorption spectrum of polydi-
acetylene (PDA) crystals at room temper-
ature. The photocunent spectrum of the
same crysta1 is shown for comparison. After

[4], copyright 1999 Excerpta Medica Inc.,
reprinted with permission.
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Figure 8.15(b) shows the chemical structure of a slightly more complicated
conjugated polymer, namely polydiacetylene (PDA), which incorporates both
double and triple bond z electrons. PDA is one of the most widely studied
conjugated polymers because it is able to form high quality crystals at room
temperature. The r --> z* transitions occur in the visible spectral region for
many of these conjugated polymers.

The absorption spectrum of polydiacetylene (PDA) single crystals is shown
in Fig. 8.16. The spectrum shows a broad 56 -+ 51 absorption band staring
at 1.8 eV. The band shows clear substructure, with two well-resolved vibronic
peaks at 1.9 eV and 2.7 eV. The peaks around 3.6 eV are caused by 56 -+ 52
transitions.

The optical spectra of conjugated polymers like PDA are strongly affected
by excitonic effects. In Chapter 4 we discussed how the Coulomb interaction
between the electrons and holes in a semiconductor has a strong effect on the
optical spectra through their tendency to bind together. Excitonic effects are
present in molecular materials because the unpaired electron left in the ground
state by an optical transition can be regarded as a hole state, in the same way
that unfilled states in the otherwise full valence band of a semiconductor are
considered as holes. This hole acts like a positive charge because it represents
the absence of a negative electron.

We have already mentioned that the electronic states of molecular materials
are strongly localized. Therefore, the excitons formed are of the tightly bound,
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rr Frenkel, type. (See Section 4.5, especially Section 4.5.3.) The excitonic
3lTects create bound states below the band edge and enhance the probability
:br radiative transitions.

The binding energy of the excitons in PDA can be deduced by comparing
:he absorption and photocurent spectra of the same crystal. The photocurrent
.pectrum of PDA included in Fig. 8.16 shows a threshold at 2.4 eY, which
:s about 0.5 eV above the absorption edge. This is a clear indication that the
.rbsorption line at 1.9 eV is excitonic in character. The creation of the neutral
:ightly bound excitons does not affect the conductivity, and the photon energy
:nust exceed the HOMO-LUMO band gap at2.4 eV before free electrons and
roles are available to produce a photocurrent. The measurements therefore
:ndicate that the binding energy of the exciton is 0.5 eV.

Figure 8.17 shows the absorption and emission spectrum of a thin film
.ample of the conjugated polymer called 'MeLPPP' at room temperature. The
S9 -+ S1 transition lies in the green-blue spectral region, and is thus important
:br optoelectronic applications, as will be described in the next section. The
.rpproximate mirror symmetry between the absorption and emission is evident
:n the data, with four vibrational lines clearly distinguishable. The clarity of
:he vibrational structure in this material is very striking. This is particularly
.o if we compare the spectra of MeLPPP with those of the dye molecules in
.olution shown in Fig. 8.10. The improved resolution of the vibronic structure
rn the solid is a consequence of the greatly reduced thermal motion of the
rnolecules compared to a solution.

8.6 Organicoptoelectronics

lt is clear from Figs 8.16 and 8.17 that the electronic transition frequencies
rn conjugated polymers such as PDA and MeLPPP lie in the visible spectral
region (-1.7-3 eV). The emission band of the polyfluorene-based polymer
'F8' mentioned in Section 1.4.4 also occurs in the visible spectral region.

100
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Fig. 8.17 Absorption and emission specrra
of thin films of the ladder polymer MeLPPP
at room temperature. MeLPPP is a methyl-
substituted ladder-type polymer based on
poly(paraphenylene). After [5], copyright
1999 American Institute ofPhysics, reprinted
with oermission.

This is a different situation to the photocur-
rent spectra offree excitons shown in Figs 4.5
and 6.12.  The weakly bound f ree exci tons in
GaAs can easily dissociate after formation to
produce free electrons and holes. The Frenkel
excitons in molecular materials, by contrast,
do not easiiy dissociate into free electrons
and holes due to their much larger binding
energy.

The data in Fig. 8.17 shows that the vibronic
structure is more clearly resolved in emis-
sion than in absorption. This is because of
the disorder in the thin film. The absorption
averages over all the states, whereas the emis-
sion occurs from excitons that have had time
to migrate to the lowest energy states of a
particular vibronic level within the sample.

The absorption band ofF8 shown in Fig. 1.6
peaks in the ultraviolet at 380 nm, and the
emission is Stokes shifted into the blue sDec-
tral region.
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lighremitting
polymer

metallic
cathode

These visible-emitting polymers give rise to the possibility of a new technology

for light-emitting devices. The subset of conjugated polymers used in this

application are generally known as luminescent or light-emitting polymers.

The fundamental operating principle of a polymer light-emitting diode
(LED) is much the same as that of its inorganic semiconductor counterpafi.

Electrons and holes are injected from opposite sides of the diode, and they

recombine by emitting light in the active region in the centre of the structure.
(cf. Fig. 5.10(a).) Figure 8.18 shows the basic layer sequence used in a typical
polymer LED. The light-emitting polymer layer is sandwiched between a

cathode for injecting the electrons, and an anode for injecting the holes. The

cathode is typically made of aluminium, magnesium or calcium, while the

anode is usually made from the alloy indium-tin oxide (ITO), which has

the advantage of being both an efficient hole injector and also transparent at

visible wavelengths. The whole structure is grown on a glass substrate, and

the light generated in the polymer is emitted through the ITO layer and the

substrate.
The first successful demonstration of a polymer light-emitting diode was

reported in 1990, and used poly-phenylenevinylene (PPV) as the active layer.

This gave bright emission in the green-yellow spectral region when a voltage

of about 15 V was applied. Since then, much research has been done to develop

new polymers that can emit over the whole range of wavelengths in the visible

spectral region. Figure 8.19 shows the emission spectra for three copolymers

ofPPV. It can be seen that the whole visible spectrum can be covered by appro-

priate choice of the polymer structure, which opens the possibility for making

full-colour organic displays. This technology is under active development by

several optoelectronics companies.
One of the reasons why organic lighremitting polymers are attracting so

much industrial interest is because of the low intrinsic cost of the active ma-

terials and also because of the ease of fabrication of the devices. In contrast

to inorganic optoelectronic devices, polymer light-emitting diodes do not need

to be crystalline. Instead, it is often sufficient to spin-coat thin film layers of

amorphous materials onto the substrate. We have already noted that the optical

properlies of molecular materials are not markedly different from those of the
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Fig. 8.18 Layer sequence for a typical poly-

mer LED. The hole-injecting anode is usually

made from indium-tin oxide (ITO) alloy,
whi ie metals such as aluminium. magne-

sium or calcium are commonly used for the

electron-injecting cathodes.

One of the main technological challenges
that must be overcome before polymer light

diodes become widely-used is the optimiza-

tion of the injection and transport of the elec-

trons and holes into the active region. This
is not as easy as for inorganic semiconductor
devices because of the absence of delocal-

ized band states. The electrons and holes

must move by hopping between electronic

states that are localized on pafiicular polymer

molecules rather than by band transport.

Fig. 8.19 Emission spectra of three poly-
phenylenevinylene (PPV) based copolymers
at room temperature. The shift in the emis-

sion wavelength between the three polymers

is achieved by incorporating different sub-
stitutional units to the PPV backbone. After

[6], copyright 1996 Excerpta Medica Inc.,
reprinted with permission.
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rdividual molecules. Therefore, the absence of long range order has only a
':nall effect on the main features of the optical spectra. This makes the prepa-
'.:tion of the materials much easier and cheaper, and make them an attractive
--ternative to crystalline inorganic semiconductor LEDs for applications in
:rsplays.

Chapter summary

Further reading

-'he electronic states of simple molecules are discussed in many introductory
.uantum mechanics texts, for example, Gasiorowicz (1996). More detailed
.rscussions of molecular spectra can be found in Banwell and Mccash (1994)
r Haken and Wolf (1995). Klessinger and Micht (1995) give an advanced
:eatment of the photophysics of organic molecules.
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An introductory treatment of molecular crystals is given in Wright (1995),

while Pope and Swenburg (1999) give an authoritative treatment of the optical
properties of both molecular crystals and polymers.

For review articles on light-emitting polymers, see Bradley (1996),Fiend et
al. (1999), or Mueller (2000). Schön et al. (2000) describe an organic injection
laser based on a tetracene crystal.
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Exercises
(8.1) The Schrödinger equation for a one-dimensional har-

monic oscillator is given by:

. 1  . A
h ' d ' V  I  i  1-  
2 *  N  

- l  
) m Q - x ' Ü :  E Ü  '

Show that the following wave functions are solutions,
stating the value ofzz and the energies ofthe three states.

Wt : Ct "- '2 12o2

- . 2  t t  - 2
VZ :  CZ x e-^ /Lu

and 7 x 1013 Hz. Calculate the ratio of the number of

molecules with one vibrational quantum excited to those
with none for the three modes when the temoerature is

300 K.

(8.4) Calculate the energy difference between two pairs of
isolated hydrogen atoms, one of which has both atoms

in the ls state, and the other has one atom in the ls state

and the other in the2p state. Account qualitatively for the

difference between this value and the measured transition

energy of 11.3 eV between the ground state and the first

electronic excited state of the H2 molecule.

(8.5) The potential energy U(r) of two neutral molecules

separated by a distance r is sometimes described by the
Lennard-Jones potential:

(8.12)

where A and B are positive fitting constants.

(i) Justify the r-6 dependence of the attractive part of
the potential.

(ii) Sketch the form of U(r) and show that the energy
has a minimum at r : r0 : QAI B)r/6.

r  1 - i r  
' l

(

v : : c : ( r '#)"-*212o2

(8.2) Consider the z electrons along a conjugated polymer as
a one-dimensional system of length d defined by the total
length of the molecule. This allows us to use the infinite
potential well model described in Section 6.3.2 to esti-
mate the electron energy. Use this approximation to find
the value of d required to give the lower energy transition
at 500 nm. Hence estimate the number of repeat units
within a polymer that emits at this wavelength, given that
the C-C bond length is about 0.1 nm.

(8.3) The three vibrational modes of the carbon dioxide
molecule have frequencies of 2 x l}r3 Hz,4 x lo13 Hz

A B
u ( r ) :  n _ _  a ,r "



(iii)* Write down the Taylor expansion of U(r) for
small displacements about 16 and hence show
that the form of the potential is parabolic near
the minimum. Calculate the angular frequency for
harmonic oscillations about this minimum in terms
of A, B and the reduced mass & of the molecule.

3.6) The absorption spectrum of benzene is found to consist
of a series of lines with wavelengths given by 267 nm,
261 nm,254 nm,248 nm,243 nm,238 nm and 233 nm.
Estimate the energy of the 51 excited state, and the
dominant vibrational frequency of the molecule.

8.7) Use the data shown in Fig. 8.9 to draw a schematic
configuration diagram for the ground state and the first ,g 15,x
two singlet excited states of the ammonia molecule.

..8)* Explain why spin-orbit coupling can allow radiative
transitions between singlet and triplet states.

8.9) Under certain circumstances it is possible to observe
weak emission at 760 nm from the pyrromethene dye
studied in Fig. 8.10. This emission is found to have a
lifetime of 0.3 ms. Suggest a possible explanation for this
result.

..10) Use the data shown in Fig. 8.13 to estimate the energy
of the dominant vibrational modes of anthracene crystals
and molecules in solution.

. l1) Apply the mirror symmetry rule to the absorption spec-
trum of anthracene crystals shown in Fig. 8.13 to deduce
the shape of the emission spectrum.

..12) Repeat Exercise 8.11 for the PDA absorption spectrum
shown in Fig. 8.16.

..13) The absorption edge of crystalline anthracene (Cr+HrO)
occurs at 400 nm, but photoconductivity experiments

Exercises marked with an asterisk are more challenging.
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show a 

different 

threshold 

at 

295 

nm. 

Account 

for 

the

difference, and deduce the value of the binding energy of
the ground state Frenkel exciton of anthracene.

(8.14) In Raman scattering, photons are shifted to lower energy
by emitting vibrational quanta as they pass through
the sample. The angular frequency of the down-shifted
photon is equal to (ro - A), where a-l and Q are the
frequencies of the incoming photon and the vibrational
mode. By referring to the data given in Fig. 8.17, estimate
the wavelength of the Raman-shifted photons generated
when a helium neon laser operating at 633 nm is incident
on a sample of MeLPPP.

Equal numbers of electrons and holes are injected into
two identical samples of a molecular material. In one
case, the electrons and holes are injected optically; in
the other, they are injected electrically. Explain why
the luminescence from the electrically excited sample
is expected 

to 

be 

four 

times 

weaker 

than 

that 

from

the optically excited one. (Hint: this is related to the
formation of triplet excitons.)

(8.16) A polymer light-emitting diode emits at 550 nm at an
operating current of 10 mA.

(i) Explain why the maximum quantum efficiency we
might expect from the device is only 25 Vo.

(ii) Calculate the total optical power emitted on the
assumption that the internal quantum efftciency is
25 %.

(iii) If the operating voltage is 5 Y what is the power
conversion effrciency? Would you expect to obtain
this efficiency in a practical device ?
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In this chapter we will be considering the physics of defects and impurities
that act as luminescence centres in crystalline host materials. We briefly con-
sidered a good example of optically active impurities when we discussed the
transmission spectrum of ruby in Section 1.4.5. Rubies consists of chromium
ions doped into sapphire crystals. Pure sapphire itself is colourless, and the
characteristic red colour arises from the optical transitions of the chromium
impurities. Similarly, colourless alkali halide crystals acquire strong colours
when certain types of vacancies are present.

The electronic states of the luminescence centres are strongly coupled to
the phonons of the host crystal by the electron-phonon interaction. We are
thus dealing with a vibronic system, with optical properties analogous to the
vibrational-electronic spectra of molecular materials studied in Chapter 8. We
therefore begin by reviewing the physics of vibronic transitions, and then focus
on two general categories of luminescence centres, namely colour centres and
paramagnetic ion impurities. These materials are widely used in solid state
lasers and phosphors.

9.1 Vibronic absorption and emission

The electronic states of the impurity atoms doped into a crystal couple strongly
to the vibrational modes of the host material through the electron-phonon
interaction. This gives rise to continuous vibronic bands that are conceptually
different from the electronic bands studied in the band theory of solids. The

electronic states are localized near specific lattice sites in the crystal, and the
continuous spectral bands arise by coupling the discrete electronic states to a
continuous spectrum of vibrational (phonon) modes. This contrasts strongly
with interband transitions which involve continuous bands of delocalized elec-
tronic states.

The basic processes involved in the vibrational-electronic transitions in
molecular materials were described in Sections 8.3.1-8.3.3. The principles
developed there form a good starling point for the more general vibronic
systems that we will be studying here. There are, however, two additional
aspects ofthe physics that need to be discussed.

(1) We will usually be considering the optical transitions involving a low
density of luminescent dopant ions or defects within an optically inert
crystal. The interaction with the crystal host therefore has a strong effect
on the spectra.

(2) We must consider the coupling of the electronic states to a continu-
ous spectrum of vibrational modes, rather than the discrete modes of a
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In principle, molecular crystals also have
continuous phonon bands. In practice, how-
ever, the vibronic transitions in many molec-
ular materials involve localized vibrationai
modes associated with the intemal vibrations
of the molecule itself rather than delocalized
phonon modes of the whole crystal.
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molecule. The density of states for the vibrational modes is determined
by the phonon dispersion curves.

The formation of vibronic bands is depicted schematically in Fig. 9.1. Fig-
ure 9. I (a) shows the optical transitions between the ground state of an isolated

.rtom (e.g. a dopant ion) at energy E1 and one of its excited states at energy E2.
f f this atom is inserted into a crystalline host material, the electronic levels can
.'ouple to the vibrations of the lattice through the electron-phonon interaction.
\t this stage, we do not wish to enter into the microscopic details of how such
.rn interaction might occur, but merely consider the possibility that the coupling
might be present. The presence of the coupling associates a continuous band
of phonon modes with each electronic state, as shown in Fig. 9.1(b).

Optical transitions can occur between the vibronic bands if the selection
rules permit them. We first consider an absorption transition. Before the photon
is incident, the electron will be at the bottom of the ground state band. The
rbsorption of a photon simultaneously puts the electron in an excited electronic
)tate and creates a phonon, as shown in Fig. 9.1(b). Conservation of energy
requires that the angular frequency O2 of the phonon involved must satisfy

hrou - @z * tt0) - Er : (Ez - E) + hQ2, (9.1)

s'herc ftou is the energy of the photon. Equation 9.1 shows that absorption is
possible for a band of energies from (E2 - Ei ) up to the maximum energy of

rhe phonon modes.
After the photon has been absorbed, the electron relaxes non-radiatively to

rhe bottom of the upper band. The system then returns to the ground state band

by a vibronic transition of energy:

t t@":  Ez -  (Et  + f rS2r)  :  (Ez -  Ei  -  t tQt ,  (9.2)

*'here O1 is the frequency of the phonon created in the ground state band.

Once the electron is in the ground state band, it relaxes to the bottom of the

band by non-radiative transitions, dissipating the excess vibrational energy as

heat in the lattice.

(b) Atom doped into a
vibronic solid

In the relaxation process, the vibrational en-

ergy of 

the 

localized 

phonon excited dur-

ing the absorption transition rapidly spreads
throughout 

the 

whole 

crystal 

and 

ultimately

becomes heat.

Fig. 9.1 (a) Optical transitions between the
ground state 

and 

an 

excited 

state 

of 

an

isolated atom. (b) Absorption and emission
transitions in a vibronic solid, in which
the 

electron-phonon 

interaction 

couples 

each
electronic state to a continuous band of
nhonons.
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Fig, 9.2 Configuration diagram for the
ground state and one of the excited electronic

states of a vibronic solid. The optical transi-

tions are indicated by the vertical arrows. The
right hand side ofthe figure shows the general
shape ofthe absorption and emission spectra
that would be expected.

On first encountering conf,guration dia-
grams, it is quite confusing to understand ex-
actly what the configuration coordinate rep-
resents physically. In the case of molecules

discussed in Section 8.3.2, it is easy to see
that O corresponds to the amplitude of one of

the normal modes of the vibrating molecule.

In a vibronic solid, Q might, for example,
represent the average separation ofthe dopant
ion from the cage of neighbouring ions in the
host lattice. In this case. the vibrations would

correspond to a breathing mode in which

the environment pulsates radially about the

optically active ion. This is equivalent to a
localized phonon mode of the whole crystal.
In general there will 

a 

large 

number 

of 

vibra-

tional modes in a solid, and the configuration
coordinate can represent the amplitude of
any one of these modes or perhaps a linear
combination of several of them.

tta lta

On comparing eqns 9.1 and9.2, we see that in a vibronic system the emis-

sion generally occurs at a lower energy than the absorption. This red shift is

called the Stokes shift. ft is apparent from Fig. 9.1(b) that the Stokes shift arises
from the vibrational relaxation that takes place within the vibronic bands. This

contrasts with isolated atoms in which the absorption and emission lines occur
at the same frequency.

The Stokes shift between absorption and emission can be understood in
more detail by using configuration diagrams. The concept of configuration
diagrams was introduced in Section 8.3.2 in the context of the vibrational-
electronic spectra of molecules. This model carries over directly to the dis-

cussion of the optical transitions in a vibronic solid. The electronic energy

of the optically active species is a function of the vibrational configuration
of the system as shown schematically in Fig. 9.2. This diagram shows the
energy of two electronic states of a vibronic system as a function of Q, the
configuration coordinate. We have assumed that the electronic states are bound,
and they therefore have a minimum energy for some value of Q.It general,

the equilibrium positions for the two states will occur at different values of the
configuration coordinate. Therefore we label the position of the minima for the
ground state and excited states as Qs, and 0i respectively.

The basic physical processes involved in the optical transitions of a vibronic
solid are similar to those in a molecule, and we only give a brief summary
here. More details can be found in Section 8.3.2. The energy of the electronic
ground state can be expanded as a Taylor series about the minimum at Q0 as
follows:
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Since we arc at a minimum, we know that dE /dQ must be zero. Hence the
E(Q) cwve will be approximately parabolic for small displacements from Qs.
Ihe same analysis can be applied to the excited state. This means that to first
,rder we have harmonic oscillator potentials with a series of equally spaced
-'nergy levels as sketched ir'Fig.9.2.

The Franck-Condon principle discussed in Section 8.3.3 tells us that optical
:ransitions are represented by vertical alrows on the configuration diagram.
fhe absorption transition begins in the lowest vibrational level of the ground
.tate, while the emission commences at the lowest vibrational level of the
:rcited state following non-radiative relaxation. This gives rise to vibronic
,bsorption and emission bands as shown in the right hand side of the figure.
-n principle, the absorption and emission bands for a particular vibrational
rrode should consist of a series of discrete lines similar to those observed in
:rrolecules, each corresponding to the creation of a specific number of phonons.
i{owever, in practice the electronic states can couple to many different phonon
"nodes with a whole range of frequencies, and thus the spectra usually fiIl out
:o form continuous bands.

The transitions from the lowest vibrational level of the ground state to the
.owest level of the excited state are called the zero-phonon lines. Since there
.re no vibrational quanta involved, the absorption and emission lines occur at
:he same frequency. In the absorption spectrum there will be a band of vibronic
:ransitions to higher energy of the zero-phonon line, while in the emission
.pectra there will be a corresponding band to lower energy. The shape ofthe
,bsorption and emission bands depends on the overlap ofthe vibrational wave
:unctions as determined by the Franck-Condon factor given in eqn 8.11. In
:eneral, the peak occurs away from the zero-phonon line due to the difference
Ttween Qg afld Q'o. ns with molecules, we would expect mirror symmetry
\tween the emission and absorption about the zero-phonon line.

In the sections that follow, we will apply these general principles to the
'ptical spectra of colour centres and luminescent impurities. In many cases, it
,i ill be sufficient to use simpler level diagrams of the type shown in Fig. 9.1(b)
:o explain the absorption and emission, without delving into the complications
'i the configuration coordinate model in any detail.

9.2 Colour centres

Colour centres are optically active vacancies in ionic crystals such as the alkali
ralides. The perfect crystals are colourless insulators with band gaps in the
.rltraviolet spectral region. (See Table 4.3.) However, it is quite common to
rnd alkali halide crystals that are coloured. Extensive work has demonstrated
:hat this colouration is related to the presence ofcation vacancies in the crystal.
These defects are aptly named colour centres or F-centres, where the F stands
;or Farbe, the German word for colour.

Figure 9.3 gives a schematic representation of an F-centre in an alkali halide
-'rystal. The F-centre consists of an electron trapped at a cation vacancy. The cations are negative ions.
;ation vacancies are typically created by introducing an excess of the metal Anions are positive ions.

ron. This might be done, for example, by heating the crystal in alkali vapour
rnd then cooling it quickly. Alternatively, the vacancies can be produced by
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Fig. 9.3 An F-centre in an alkali halide crys-
tal. The centre consists of an electron trapped
at a cation vacancy. The shaded region repre-
sents the orbit of the electron.

Fig. 9.4 Configuration diagram conespond-
ing to the vibronic transitions of the trapped
electron in an F-centre.

Fig. 9.5 Energy (E) of the peak absorption
in the F-band for several face-centred cubic
alkali halide crystals. The energies are plot-
ted against the anion-cation distance a. The
sol id f ine is  a f i (  wirh E u l /a2.  Al ter
[1], reprinted with permission from Plenum
Publishers.

2a

gä@äg12
E

F-centre absorption

RbCI

0.20 0.25 0.30 0.35 0.40

Anion-cation distance (nm)

irradiation with X-rays or by electrolysis. The absence of the negative ion acts
like a positive hole that can atftact an electron. The trapped electron is in a
bound state with characteristic energy levels.

optical transitions between the bound states of the trapped electron cause
the colouration of the crystals. The trapped electrons couple to the vibrations
ofthe host crystal and this gives rise to vibronic absorption and emission. The
processes that take place are illustrated in the generic configuration diagram
shown in Fig. 9.4. These transitions are known as F-bands.

Experimental measurements on the F-centres in alkali halides indicate that
the frequency of the F-band absorption is proporlional to a-2 where a is the
cation-anion distance in the host crystal. This is clearly evident in the data
shown in Fig. 9.5, which plots the energy of the peak in the F-band absorption
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Fig. 9.6 Absorption and emission bands of

the F2+ centre in KF. After [2], copyright
1985 Excerpta Medica Inc., reprinted with
oermission.

Most of the alkali halide crystals have the
face-centred cubic sodium chloride structure,
in which the cube edge dimension is equal to
2a. The exceptions are CsCl, CsBr and CsI,
which have simole cubic structures.

This is only a very simple model, and it is
not sulprising that eqn 9.5 overestimates the
energy. A more realistic approach would have
to calculate how the electron wave function
tries to maximize its overlap with the positive

ions while minimizing the overlap with the
negatlve ones.

The transition energies in the F2r centres
are lower than those of F-centres because
the electron can move over two lattice sites,
and hence the box in which the electron is
confined is larger. (See Exercise 9.4.)

1.0  1 .1  t .2  1 .3  1 .4

Wavelength (pm)

as a function of a. The solid line is a fit to the data with the energy proportional
to | /a2.

This inverse square dependence on a can be explained by a simple model
rvhich gives an intuitive understanding of the basic physics. We assume that
the trapped electron is confined inside a rigid cubic box of dimension 2a, as
shown in Fig. 9.3. The energy levels of an electron of mass ms trapped in such
a box are siven bv:

1.5

rvhere nr, n, and nz are quantum numbers that specify the bound electronic
states. (See Exercise 9.1.) The ground state has fi, : fly - hz : 1, while
the first excited state has one of the quantum numbers equal to 2. The lowest
energy transition thus occurs at a photon energy given by:

- ) )
E : -::L-tn? + n2, +n!.

2ms(2a)z ^  l

, 3 h 2 1
h 1 t  -  -  -" "  -  

8 m o ( 2 a f  
'

(e.4)

(e.5)

The model therefore predicts the correct a-' dependence of the F-band ab-
sorption energy, but overestimates the transitions energies somewhat. (See Ex-
ercise 9.2.)

The simple electron in a box model can also explain the microscopic origin
of the coupling between the trapped electrons and the vibrations of the host
crystal. A displacement of the neighbouring ions from their equilibrium posi-
tions would alter the size of the box in which the electron is trapped. This in
turn would alter the electronic energy through eqn 9.4. Such a displacement of
the ions could be caused by a vibration ofthe crystal. Hence the vibrations are
coupled to the electronic energy levels, and we have a vibronic system.

Figure 9.6 shows the absorption and emission bands of a slightly more
complicated type of colour centre. namely the F2' centre in KF. The emission
bands of this F-centre are in the near-infrared spectral region, and the crystals
can be used to make tunable lasers, as will be discussed further in Section 9.4.
The F2+ centre consists of a single electron trapped at two adjacent cation
vacancies. Since the centre consists of one electron and two holes, it has a net
positive charge of one unit. The Stokes shift and the minor symmetry between
the absorption and emission is clearly evident in the data.
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Table 9.1 Atomic number Z and electronic
configuration of the atoms from the transi-
tion metal and rare earth series of the oeri-
odic table.

Series Z Conflguration

Transition 2l-30 3da 4s2
metal

Rare earth 58-70 4ft 5sz 5p6 6s2

Fig. 9.7 The octahedral crystal environ-
ment. The anion dopant is surrounded by six
equidistant cations which are located at the
corners of an octahedron.

9.3 Paramagnetic impurities in ionic crystals
In this section we will discuss the optical transitions of paramagnetic metal
ions doped into ionic crystals. We will focus on ions from the transition metal
and rare earth series of the periodic table. These have optically active unfllled
3d or 4f shells respectively, as listed in Table 9.1. They are naturally present
in certain minerals, but are deliberately doped into synthetic crystals for tech-
nological applications. The optical transitions of these doped crystals are the
basis for many solid state lasers, and are also widely used in phosphors for
fluorescent lighting and cathode ray tubes.

9.3.1 The crystal field effect and vibronic coupling

Metal ions doped as impurities in an ionic crystal substitute at the anion lattice
sites. For example, when Cr2O3 is doped into an Al2O3 crystal to form ruby,
the Cr3+ ions directly substitute for the Al3+ ions. The impurities will normally
be present at a low density, so that the interactions between neighbouring
dopants are negligible due to their large separation. Hence, the main effect that
we need to consider is the perturbation of the electronic levels of the dopant
ions due to the crystalline environment in which they are placed.

The optical properties of free ions in the gas phase are charccterizedby sharp
emission and absorption lines with wavelengths determined by their discrete
electronic levels. When the same ions are doped into a crystalline host, the
optical properties will be modified by the interactions with the crystal. If the
interaction is weak, the emission and absorption spectra will remain as discrete
lines but perhaps with their frequency slightly shifted and certain degeneracies
lifted. On the other hand, if the interaction is strong, the frequencies of the
transitions will be quite different from those of the isolated ions, and the spectra
may be broadened into a continuum. We will see below that the 4/ series
dopants are generally weakly coupled to the crystal, while the 3d series tend
to be strongly coupled.

A positive ion doped into a crystal finds itself surrounded by a regular matrix
of cations. For example, the Cr3+ ions in ruby are surrounded by six 02- ions
ananged in an octahedral arrangement, as depicted in Fig. 9.7. These negative
ions produce an electric field at the anion site, which perturbs the atomic levels
of the ion. This interaction is known as the crystol field effect.

The shift of the energy levels of the dopant ion caused by the crystal field
can be calculated by pefiurbation theory. The calculation starts with the gross
structure of the free ion with the electrons arranged in the principal atomic
shells. It then proceeds by adding on perturbations in order of diminishing
size. The details ofthese pefturbation calculations are beyond the scope ofthis
volume, and at this level we are just able to make four qualitative remarks.

(1) The crystal field coupling can be considered to consist of two different
contributions. The first arises from the stotic crystal field. This is the pertur-
bation to the energy levels caused by the electric field of the crystal when
all of the ions are at their time-averaged equilibrium positions. The second
is the dynomic effect. This refers to the additional pefturbation caused by
displacing the neighbouring cations from their equilibrium position, which
alters the electric field experienced by the dopant ion and hence alters the
perturbation to the energy levels of the atom.
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(2) The lifting of the degeneracies of the atomic levels of the free ion due to
the static field is determined by the symmetry of the crystalline environment.
(See, for example, Exercise 9.6.) A useful analogy can be made here with the
case of a free atom in a magnetic field. The free atom is spherically symmetric,
which implies that the magnetic levels are degenerate. The application of an
external field defines a preferred axis, and the levels split by the Zeeman effect.
The same is true for the ions doped in the crystal. The magnetic levels of the
free ion are degenerate, but are split in the crystal because the host defines axes
so that not all directions a"re equivalent. This point is illustrated in Fig. 1.8.

(3) The dynamic crystal field effect is the origin of the vibronic coupling
in these systems. Vibrations of the crystal cause the ions to be displaced from
their equilibrium positions and therefore alter the electric field experienced by
the dopant ion. This in turn alters the perturbation ofthe electronic levels, and
thus couples the vibrations to the electronic levels of the system. This is equiv-
alent to an electron-phonon interaction. One way to look at this is to consider
the phonon as acting like an amplitude modulation on the crystal field. This
induces side bands at the phonon frequency on the electronic levels through
the crystal field effect. In some cases it is possible to resolve distinct side
bands in the optical spectra that correspond to specific phonon frequencies, but
more often than not, the side bands form a continuum due to the continuous
distribution of frequencies of the phonon modes.

(4) The magnitude of the crystal field effects for the transition metal and
rare earth ions are very different. This is a consequence of the electronic con-
figurations of the optically active electrons. (See Table 9.1.) Transition metal
ions are formed when the outermost 4s electrons of the neutral atoms are
removed. The 3d orbitals therefore lie on the outside of the ion and have a
large radius. Rare earth ions, by contrast, are formed when the outermost 6s
electrons are removed, leaving the optically active 4f orbitals inside the filled
5s and 5p shells. This means that they have a smaller radius (see Exercise 9.5)
and are also partly shielded from external fields. These two factors mean that
the transition metal ions are much more sensitive to the crystal field than the
rare earths.

These points apply to a wide range of paramagnetic ions in crystalline hosts.
ln the following subsections, we will discuss the properties of the 3d and 4f

series ions separately, starting with the rare earths.

9.3.2 Rare earth ions

The magnitude of the crystal field effect in rare eafih ions is relatively small,
due to the screening of the optically active levels (see point 4 above). Fur-
thermore, the spin-orbit coupling is quite large because it varies as Z*, and
Z is in the range 58-70. This means that the crystal field effects are smaller
than the spin--orbit coupling. Therefore, in treating the crystal field effects by
perturbation theory we must apply the spin-orbit interaction first.

The spin-orbit interaction splits the gross structure of the free ions into
fine structure terms defined by the quantum numbers ILSJ) (Russell-Saunders

coupling), denoted in spectroscopic notation as 2s+1L.1. The crystal field then
perturbs these states, shifting their energies slightly and causing new splittings.
However, the size of these shifts is much smaller than the spin-orbit splittings,
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Fig. 9,8 (a) Energy level diagram for Nd3+
ions in a YAG crystal. (b) Crystal field
fine structure ofthe 1.06pm transition. The
energies are given in wave number units.
(l cm-l = 1.240 x 10-a eV.)

The aF3p - 4h/z and 4F312 --t 4ln/z

laser transitions in Ndr+ have ÄJ : 5 and
4 respectively. They are therefore electric-
dipole forbidden for the free ion. In the crys-
tal. the crystal field perturbalion mixes srales
of different J and provides a linite probability
that the transitions can occur. The upper state
still has a long lifetime of 230 1.ts at 300 K,
which allows it to store energy efficiently.
This explains why Nd3+ lasers give such
high pulse energies.
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and so the optical spectra of the dopant ions are generally fairly similar to those
of the free ions.

As an example of these effects, we can consider the optical spectra of Nd3+
ions doped into an yttrium aluminium gamet (y3Al5o12 or 'yAG') crystal. we
choose this example because Nd:YAG crystals form the gain medium in one
of the most impofiant solid state lasers. The electronic configuration of Nd3+
is 4f3. Hund's rules tell us that the ground state has S :-3/2, L : 6 and
J : 912, that is, aals/z term. Above this ground state there is a progression
of excited states. Figure 9.8(a) shows the first five excited states without the
crystal field fine structure. Two important transitions are identified, namely the

lrt,, 
--, al1,pline atl.32 p unitheaF3p --> 4Irt/zline atI.06 trom. Lasing

has been demonstrated for both transitions, although the 1.06plm line is the
more important.

Figure 9.8(b) shows the crystal field fine structure for the aF3p __> al11p
transition at 1.06 pcm. The octahedral symmeffy of the yAG crystal field lifts
the degeneracy of the mJ states of the free ion, with states of the same lm3 l
having the same energy. Thus the upper 4F372 term, which has four degenerate
mJ states in the free ion corresponding to m,t : -312, -l12, +l 12 and _1312,
is split by the crystal field into two levels identified by lmt j : 3 12 and lml | :
1/2. similarly, the lower 4r11p term splits into six sublevels. The size of the
crystal field splittings is of order 100cm-1, which is approximately an order
of magnitude smaller than the spin-orbit splitting.

. Figure 9.9 shows experimental data for the emission spectrum of theoFr/, --, 4I1p transition at':.7 K and 300 K. The spectrum consists of
sharp lines rather than a continuum, which demonstrates the weak nature of
the crystal field interaction. Transitions involving most of the sublevels of
the upper and lower terms are clearly identifiable in the spectra. The laser
transition at 7.064trcm is identified in the emission spectra, and the states
involved are indicated in Fig. 9.8(b).

The emission lines in Fig. 9.9 are broader at 300 K than at 77 K. This is a
consequence of the stronger electron-phonon coupling at the higher temper-
ature. The linewidth of the 1.064 prm emission line is 120 GHz at 300 K. As
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.i e will see in Section 9.4, this broadening is very beneficial for making short
:ulse lasers.

9.3.3 T[ansition metal ions

fransition metal ion dopants have a strong interaction with the crystal field. As
lentioned in point 4 of Section 9.3.1, this is due to the relatively large radius
,i the 3d orbitals and the fact that they are unshielded by outer filled shells.
fhis makes their electronic states very sensitive to the crystalline environment.
\ striking example of this is that Cr3+ ions are responsible for both the red
-'olour of ruby and the green colour of emerald. The change in colour arises
:'rom the shift in the energy levels in chalging the host crystal from sapphire
\lzO:) in ruby to beryl (Be3Al2Si6O1s) in emerald. This can be contrasted

.r ith the behaviour of rare earth dopants when the crystal host is changed. For
:rample, the I.064 pmtransition of Nd:YAG only shifts to 1.053 ,pm when the
rost crystal is changed to YLF (YLiF4).

On comparing the 3d group dopants with the rare earths, the crystal field
:ffect is stronger and the spin-orbit interaction is smaller. The latter point is
.1 consequence of the Za dependence of the spin-orbit interaction. This means
:hat in treating the crystal field effect by perlurbation theory, we should con-
.ider the crystal field interactions first, and then apply the spin-orbit coupling
-itierwards. This means that the character of the states will be very different
:rom those of the free ion.

As an example we can consider a transition metal ion dopant in the octahe-
Jral crystalline environment shown in Fig. 9.7. We take the simplest case in
,r hich the metal has_ only a single 3d electron, namely Ti'r, with an electronic
,'onfiguration of 3d' . The metal anion lies at the origin with six cation nearest
:reighbours at (*.a ,0, 0), (0, Ia , O) and (0, 0, *a). The octahedral crystal field
:nteracts with the degenerate 3d levels of the free atom and splits them into a
Joublet and a triplet, as shown in Fig. 9.10.

The nomenclature used for the crystal-field-split levels in Fig. 9.10 is taken
rrom group theory. The doublet is labelled as an E state, and the triplet as a
T2 state. These states are sometimes further specified by their spin multiplicity
.rnd their parity. Thus the doublet is a 2E, state. with 2T2rfor the triplet. The
ruperscript prefix of 2 tells us that there are two spin states for each electron
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Fig. 9.9 Emission specffum for the
4F3n - 411172 transition in a Nd:YAG
crystal at 77 K and 300 K. The laser
transition aI 1.064 1.tm has been highlighted
by shading. After [3], copyright @ 1966 by
Academic Press, reproduced by permission
of 

the 

oublisher.

The transmission spectrum ofruby is given in
Fig. 1.7. The red colour is caused by the two
strong 

absorption 

bands in 

the 

green/yellow

and blue spectral regions respectively.
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Fig.9.10 Splitting ofthe degenerate 3d levels
of a transition metal ion in an octahedral
crystal environment.
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Fig. 9.11 Absorption and emission spectra

for Ti3+ ions doped into sapphire (Al2O3)
at 300 K. After [4], copyright 1983 Pennwell
Corp., reprinted with permission.

A brief explanation of how population in-
version produces optical gain is given in
Section 5.4.3. The reader is referred to the
bibliography listed under Furlher Reading for
a more detailed treatment of the ohvsics of
solid state lasers.
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state, while the subscript g refers to the parity and is shorl for gerade, the
Getman word for 'even'.

Figure 9.11 shows the absorption and emission spectrum of Ti3+ ions doped
into the octahedral sapphire (Al2O3) host at 300 K. The spectra correspond
to transitions between the T2, ground state level and the E, excited state.
Since the upper and lower levels both have even parity, conventional electric
dipole transitions are forbidden. The transitions become possible because the
introduction of the Ti3+ impurities slightly distorts the octahedral environment
of the host, and mixes in states of odd padty. This gives an upper state ra-
diative lifetime of 3.9 p.s, which is shorter than the non-radiative lifetime at
300 K. The luminescent efficiency at 300 K is therefore high (see eqn 5.5 and
Exercise 5.4), which explains why Ti:sapphire makes good laser crystals.

It is evident from the experimental data that the absorption and emission
spectra consist of continuous bands rather than sharp lines. This is a conse-
quence of the strong vibronic broadening of the ground state and the excited
states. The Stokes shift of the emission is also apparent in the data, together
with the approximate mirror symmetry of the emission and absorption about
the zero phonon wavelength of around 630 nm.

The general shape of the spectra shown in Fig. 9.1 1 is typical of many other
transition-metal-ion-doped crystals. The details of the level schemes become
more complicated if there is more than one 3d electron present and/or the
crystal environment has lower than octahedral symmetry. However, the basic
point is that the crystal field splits the atomic levels derived from the 3d states,
and then the strong coupling to phonons broadens these states into continuous
vibronic bands. This gives rise to continuous vibronic absorption and emission
bands, which are particularly useful for making tunable lasers, as we will see
in the next section.

9.4 Solid state lasers and optical amplifiers

Many important solid state lasers use transition metal ion or rare earth ions
as the gain medium. For example, the first laser ever demonstrated used ruby
(Cr3+ doped into Al2O3) as the active material. The lasers can be generally
classified as having either a fixed or tunable wavelength. The emission spectra
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of rare earth ions usually consist of very specific wavelengths, and generally
tall into the first category. Transition metal ions, on the other hand, usually
.how broad emission bands, which give rise to the possibility for tunable laser
operation over a very wide range of wavelengths.

The optical gain in a laser crystal is produced by populotion inversion
between the upper and lower laser levels. The population inversion is achieved
by 'pumping' atoms into the upper laser level by a variety of mechanisms.
Figtre 9.12 indicates how this is done for the 1.064 pm line of the Nd:yAG
laser. The upper laser level is the aF3p state. This level is populated by first
pumping electrons from the ground state to excited states such as the aF5p

ievel identified in Fig. 9.8(a). Alternatively, the upper laser level can be popu-
lated by pumping to other excited states not shown in Fig. 9.g(a). Some of these
are broadened into bands by vibronic coupling, and can thus absorb a wide
range of frequencies, which makes it easier to pump them. The electrons in the
higher excited states then relax to the upper laser level by rapid non-radiative
decay. This gives rise to population inversion with respect to the 4r11p state,
.rnd if a suitable cavity is provided, lasing can occur. Rapid non-radiative decay
to theargp state ensures that the electrons do not accumulate in the lower laser
level and reduce the population inversion.

Nd:YAG lasers have been traditionally pumped by bright flash lamps.
However, the transition from the ground state to theaF5p state conveniently
matches the optimum emission wavelength of GaAs quantum well diode
lasers around 800 nm (see section 6.6). This has given rise to a new generation
of Nd:YAG lasers pumped by semiconductor lasers, which are much more
effrcient and stable than their counterparts using flash lamps.

The population inversion mechanism in Ti:sapphire lasers follows the gen-
eral procedure shown in Fig. 9.13. Electrons are pumped from the ground state
of the2T2 band to an excited level within the 2E band. These electrons relax
to the bottom of the 2E band by phonon emission, and this creates population
inversion with respect to the vibronic levels of the2T2 band. Laser emission
can then occur over a broad range of wavelengths within the emission band
shown in Fig. 9.11. Phonon emission finally depletes the lower laser level,
allowing a large population inversion to be achieved.

Ti:sapphire lasers are frequently pumped by argon ion lasers, whose emis-
sion lines at 488 nm and 514 nm match very well to the absorption bands of the
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Fig.9.12 Population inversion scheme for the
1.064 pm transition in a Nd:YAG laser.

Fig. 9.13 Level diagram for the tunable vi
bronic emission in a Ti:sapphire laser.
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I98 Luminescence centres

It might seem strange to use one laser to
pump another, but it actually makes sense
because it is an efücient way to conveft the
discrete frequencies of a fixed wavelength
high power laser to continuously tunable ra-
diation.

The fibre losses are very small at 1.55 p.m.
Neverlheless, in long distance systems (e.9.
transatlantic) the signals in the fibre must still
be amplified at regular intervals to compen-
sate for the small (but non-zero) losses.

Table 9.2 Common solid state lasers based on rare earth or transition metal ions. All results are
at room temperature except for the cobalt laser which operates at 77 K. YAG stands for yttrium
aluminium gamet (Y3A15 012).

Configuration Host Wavelength (nm)

.  - . ? r
I ltantum I r" '

Ruby Cr3*

Alexandrite Cr3*

Cobalt Co2t

Neodymium Nd3+

Neodymium Nd3+

Erbium Er3*

3dl

3d3

3d3

3d7

4 f3
t 1 3

4 71t

41203

,{I203

BeAl20a

MgFz

YAG

glass

optical fibre

700 1100
694
700-820
1500-2500
7064
1054
1 530-1560

Ti:sapphire crystal. (See Fig. 9.11.) Another possibility is to use a frequency
doubled Nd:YAG laser operating at 532 nm. The 532 nm radiation is obtained
by doubling the frequency of the 1064 nm laser line using the techniques of
nonlinear optics discussed in Chapter 11.

Table 9.2 lists a number of important solid state lasers based on transition
metal or rare earth ions. As is apparent from the table, it is possible to cover
a wide range of frequencies in the visible and near-infrared spectral regions
using these sources. Of the lasers listed, the Nd3+ lasers have found the most
widespread applications in industrial and medical environments, due to their
high power output and rugged structure.

The last gain medium listed in Table 9.2, namely the erbium-doped opti-
cal fibre, has become increasingly important for use in telecommunications
systems. The level scheme for the Er3+ ion is shown in Fig. 9.14(a). The
aI1112band of the Er3+ ions is 1.27 eV above the ground state, which makes it
suitable for pumping with 980 nm diode lasers. Rapid non-radiative relaxarion
occurs to the bottom of the 4I1372 band, where the electrons accumulate due to
the long lifetime of the state (11 ms). This creates population inversion with
respect to the vibronic band of the 411572 ground state. in a similar fashion to
the Ti:sapphire laser shown in Fig.9.13. We thus obtain optical gain for the
altz 

/z --> aI6 p vibronic band between I .53 p,m and | .56 p,m.
The erbium ions are doped into a section of fibre, and the output of the

980 nm pump laser is introduced using a fibre coupler, as shown schematically
in Fig. 9.14(b). Lasing can occur if mirrors are placed around the gain medium,
but usually there is no cavity and the gain of the erbium ions is used to am-
plify signals. The gain peaks around 1.55 p,m, which is one of the preferred
wavelengths for silica fibre systems. Amplification factors of about 103 can be
obtained with a few metres of erbium fibre.

We mentioned in Section 9.2 that colour centres can also be used as laser
crystals. The pumping mechanism follows the same general scheme as for the
Ti:sapphire laser shown in Fig. 9.13. The electrons are flrst excited to the upper
band by absorption ofphotons from the pump laser. They then relax to the bot-
tom of the band by emitting phonons, before emitting the laser light and finally
returning to the bottom of the ground state band by a second phonon emission
process. The colour centre systems are mainly used for spectroscopic studies
in the infrared spectral region around the telecommunications wavelengths of
I.3 pm and 1 .55 pm. For example, laser operation has been demonstrated for
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Fig. 

9.14 
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erbium-doped 

fibre amplifier.
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:he F2+ centre in KF between I.22 p'm and 1 '50 trlm, which covers most of the

:mission bands of this crystal (see Fig. 9.6). The laser is convenient$ pumped

ry the 1.064 p.m line of a Nd:YAG laser, which matches well to the absorption

rand between I.O p,m arrd 1.2 pm. With other combinations of host crystals

rnd types of colour centre, it is possible to cover a wide range of wavelengths

rn the infrared spectral region between I p'mand2 p'm.

In many modem laser applications it is desirable to be able to produce very

.hort light pulses. The duration a/ ofthe shortest pulses that can be produced

rv a laser is set by the spectral width Au of the emission line according to:

A u Ä /  -  1 . (e.6)

This time-bondwidth product is a type of uncertainty principle. It means that

.aser crystals with broad emission lines are good candidates for producing very

.hort pulses. The precise value of the time-bandwidth product depends on the

,hape of the pulse. For example, if the pulses are Gaussian, Lv Lt : 0.441.

See Exercise 9.l0.)
We mentioned in connection with Fig. 9.9 that the linewidth of the 1064 nm

emission line in Nd:YAG is about 120 GHz at 300 K. This allows for the

rossibility of generating pulses as short as a few picoseconds, which has indeed

leen demonstrated. However, the present world record is set by a mode-locked

Ti:sapphire laser. The extremely broad spectral width of the emission band

lu - 10la Hz) makes it possible to generate pulses shorter than 10 fs with

:his laser.
The ultra-short pulse Ti:sapphire laser mentioned above tepresents a tour

Je force of present-day solid state optical technology discussed throughout
,lris book. ThB pump source - a 532 nm diode-pumped Nd:YAG laser - com-

:ines quantum well technology (Chapter 6) with nonlinear optics (Chapter 11)

end solid state laser technology (the present chapter). The ultra-short pulse

Ti:sapphire laser pushes the technology to its theoretical limit, and provides an

extremely useful tool for studying dynamical effects in many interesting solid

\mte systems.

9.5 Phosphors

The term phosphor covers a wide range of solids that emit visible light when

excited either by a beam of elecffons or by ultraviolet light. In this section we

(a) (b)
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Fig. 9.15 Emission spectrum of a tricolour
fluorescent lamp with a colour balance equiv-
alent to a black body source at 4000 K.
The main emission lines from the blend of
Eu2+, Eu3+ and Tb3+ phosphors in the lamp
are identified. The sharp lines at 405 nm
and 436 nm originate fiom the mercury dis-
chtrge. There is also a mercury line at 545 nm
which is  very c lose to the main Tbl l  emis-
sion line. After [5], reprinted with permission
from Plenum Publishers.

The description of electric lights as 'fluo-

rescent' is somewhat misleading. The light
emission process should more accurately be
described as phosphorescence rather than flu-
orescence. This is because we are dealing
with dipole-forbidden transitions with long
lifetimes.
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will briefly discuss some phosphors based on rare earth ions. These phosphors
find widespread application in cathode ray tubes (oscilloscope screens, televi-
sions and computer monitors) and also in fluorescent lighting. In the former
case, an electron beam strikes a screen coated with a suitable phosphor which
then releases the energy in the form of light. In the latter case, the phosphors
coated on the inside of the lamp tube are excited by the ultraviolet photons
from a mercury discharge and re,emit in the visible.

Fluorescent lighting was developed around the time of the second world war
and quickly established itself for general lighting applications due to its greater
efficiency compared to incandescent lamps. The tubes contain mercury vapour
at a low pressure, and the inside of the glass is coated with the phosphor. An
electrical discharge excites the mercury atoms, which emit ultraviolet radiation
at254 nm and 185 nm. This ultraviolet light is then absorbed by the phosphor,
and re-emitted in the visible spectral region.

For many years fluorescent lighting was dominated by halophosphate phos-
phors incorporating Sb3+ and Mn2+ dopants. However, the advent of rare-
eafth based phosphors in 1915 revolutionized the market. As discussed in Sec-
Iion 9.3.2, rare earth ion dopants emit with characteristic colours determined
mainly by the spin-orbit splittings of the atoms. By using a blend of three rare
earth dopants, one emitting in the blue, one in the green, and one in the red, it
is possible to make highly efficient lights with a very good white light colour
balance.

Figure 9.15 shows the emission spectrum of a tricolour lamp blended
to give a colour balance equivalent to a black body source at 4000 K.
The lamp incorporates a carefully selected mixture of BaMgAl16O17:Eu2+,
CeMgAl1101e:Tb3+, and -Y2O3:Eu3+. The Eu2+ (41'7) ions emit in the blue
at 450 nm, the Tbr+ (4/E) ions in the green at 550 nm, and the En3+ @ f6)
ions in the red at 610 nm. These emission lines are clearly visible in the
spectrum of the tricolour lamp, together with other weaker emission lines
from the phosphors and the mercury lines at 405 nm, 436 nm and 545 nm.
These tricolour lamps are much more efflcient than the older halophosphates,
and also offer a much better colour balance. Similar phosphors are used for
the red, green and blue pixels in colour televisions and computer monitors.

A recent advance in phosphor science has been the development of white
light semiconductor LEDs (light emitting diodes). This approach is much sim-

300
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9.5 Phosphors 201

-ier than trying to blend separate blue, green and red LEDs to make white
ght. The white light diodes incorporate GaN-based materials. As discussed

r Section 5.4, GaN itself emits in the UV while GaInN alloys can be grown
, emit in the blue. This suggests two possibilities for making white I,EDs.

.'he first is to use the UV emission of GaN to excite a phosphor blend as in
re tricolour lamp. The second is to use some of the blue emission of a GaInN
,loy directly, and to use the rest to excite a blend of green and red phos-

"rors. These options offer the possibility of developing highly efficient low
'rltage white light emitters that could completely revolutionize the lighting
'rarket.

Chapter summary
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Further reading

The basic physics of colour centres is covered in Ashcroft and Mermin (19761.

Burns(1985)orKittel(1996).Agoodintroductiontoluminescentimpurit ies
is given by Elliott and Gibson (1974). The crystal field effect is explained in

more detail by Blundell (2001).

Henderson and Imbusch (1989) give an authoritative treatment of vibronic

systems. Detailed information about solid state lasers is given in Svelto (1998)

oi Silfvast (1996). A collection of review papers on colour centres, transition

metal ions and phosphors may be found in Di Bartolo (1992)'
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Exercises
(9.1) A colour centre may be modelled as an electron of mass

/??0 confined to move in a cubic box with a cube edge

lengthof 2a.On the assumption that the potential barriers

at the edge of the box are infinite, solve the Schrödinger

equation for the electron and hence derive eqn 9'4'

(9.2) The solid line in Fig. 9.5 is a fit to the data with E :

0.2I1a2, where E is measured in eV and a in nm' How

does this fit compare to the prediction of eqn 9'4 ?

(9.3) The änion-cation distance in KBr is 0.33nm' Estimate

the energy of the F-band absorption peak in this crystal'

(9.4) An electron is trapped in a hard rectangular box with

square ends orientated along the z axis. Calculate the

energy of the electron if the length of the box is 2b and its

cross-sectional area is b2 . Hence explain why we might

expect the transitions of an Ff cenffe to be at about half

the energy of the equivalent F centre. Does this model fit

the experimental data for KF given in Figs 9'5 and 9'6?

(9.5) According to the Bohr model of the atom, the radius of

the nth quantum level in an atom with atomic number Z

is proportional b nz lZ. Use this model to argue that:

(a) The radius of the 3d orbitals in the transition metal

series is larger than that of the 4/ orbitals in the

rare earlh series.

(b) The 3d orbitals of a transition metal ion are the

outermost orbitals of the ion, whereas the 4f
' orbitals of a rare earth ion are not'

(9.6)* Consider the interaction between an electron in an outer

p orbital with the electric field of a crystalline host

environment.

(i) Explain why the Px, Py ald p. orbitals are degen-

erate if the ion is placed in an octahedral crystal, as

sketched in Fig. 9.7.

(ii) Explain why the p states split into a singlet and a

doublet if the crystal has uniaxial symmetry that ' Ererr



is, if the ions of the crystal host are closer along
the z axis than in the x and y directions.

(iii) State whether the energy of the singlet is higher
or lower than that of the doublet if the nearest
neighbour ions are negative.

,.7) Explain why the intensity of the 1.064pm line of the
Nd:YAG crystal is greater at 300 K than at 77 K. (See
F i g . 9 . 9 . r

,.8) Explain why population inversion between two levels
gives rise to optical gain at the energy difference between
the two levels.

9 )* The lower level of the 694 nm laser line in a ruby crystal
is the ground state. A bright flash lamp pulse pumps 60 Zo
of the atoms from the ground state to the upper laser
level of a ruby rod, which then emits a shoft laser pulse.
Calculate the maximum energy of this pulse if the laser
rod has a volume of 10-6 m3 and the doping density of
the Cr3+ ions in the crystal is 1 r 1625 rn-3-

i0) A laser emits pulses with a Gaussian time dependence of
the form I(t) : I0exp1-t21:'21. The centre frequency
of the laser light is a4.

(i) By considering the Fourier transform of the electric
field, show that the pulses have a spectrum of the
form 1(ar) : I (t;ü expl-r2(a - aü21.

Exercises 203

(ii) Hence show that the time-bandwidth product of
the pulses, namely AuÄ/, where Au and Ar are
the full width at half maximum of the pulse in the
frequency and time domains respectively, is equal
t o 2 h 2 / t .

(9.11) The linewidth of the 1.054prm transition of Nd3* in a
phosphate glass host is 7 .5 x 1012 Hz. Suggest a possible
explanation for why this is about 60 times larger than
that of the 1.064 p.m line in Nd:YAG crystal. Estimate
the duration of the shortest pulses that can be obtained
from a Nd:glass laser.

(9.12) Explain why the radiative lifetime for the E, --> T2p.
transition in titanium doped sapphire is in the microsec-
ond range. Would you classify this emission as fluores-
cence or phosphorescence?

(9. 13) The radiative lifetime of the upper laser level of Co:MgF2
is 1.8 ms. The measured excited state lifetime decreases
from 1.4 ms at77 K to 0.06 ms at 300 K. Account for the
temperature dependence of the excited state lifetime, and
explain why the operating temperature for the Co:MgF2
laser is 77 K and not 300 K.

(9.14) A titanium-doped sapphire laser operating at 800 nm is
pumped by an argon ion laser at 514 nm. Calculate the
maximum possible power output if the pump power is
5 W, stating the assumptions you make. What happens to
the energy that is not emitted as laser light?

Exercises marked with an asterisk are more challenging.



I O Phonons

In this chapter we will turn our attention to the interaction between light and the
phonons in a solid. Phonons are vibrations of the atoms in a crystal lattice, and
have resonant frequencies in the infrared spectral region. This contrasts with

10.1 Infrared active phonons 204 the optical properties of bound electrons, which occur at visible and ultraviolet
10.2 Infrared reflectivity and frequencies.

absorption in polar The main optical properties ofphonons can be explained to a large extent by
solids 206 classical models. We will therefore make extensive use of the classical dipole

10.3 Polaritons 214 oscillator model developed in Chapter 2. This will allow us to understand
10.4 Polarons 215 why polar solids reflect and absorb light strongly within a band of infrared
10.5 Inelastic light scattering 218 frequencies. We will then introduce the concepts of polaritons and polarons,
10.6 Phonon lifetimes 222 before moving on to discuss the physics of inelastic light scattering. We will

see how Raman and Brillouin scattering techniques give us complementary
information to infrared reflectivity data, which is why they are so extensively
used in phonon physics. Finally we will briefly discuss why phonons have
a finite lifetime, and how this affects the reflectivity and inelastic scattering
spectra.

We will assume that the reader is familiar with the basic physics of phonons,
which is covered in all introductory solid state physics texts. A partial list of
suitable preparatory reading is given under Further Reading at the end of the
chapter.

10.1 Infrared active phonons
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The group theory approach is beyond the
scope of this book, although we will give
some simple arguments based on syrnrneffy
when we consider inelastic light scattering in
Section 10.5.

The atoms in a solid are bound to their equilibrium positions by the forces that
hold the crystal together. When the atoms are displaced from their equilibrium
positions, they experience restoring forces, and vibrate at characteristic fre-
quencies. These vibrational frequencies are determined by the phonon modes
of the crystal.

The resonant frequencies of the phonons occur in the infrared spectral re-
gion, and the modes that interact directly with light are called infrored octive
(IR active). Detailed sölection rules for deciding which phonon modes are IR
active can be derived by using group theory. At this level we just discuss the
general rules based on the dispersion of the modes, their polarization, and the
nature of the bonding in the crystal.

The phonon modes of a crystal are subdivided into two general categories:

o acoustic or optical;
o transverse or longitudinal.

It will come as no surprise to realize that it is the 'optical' rather than the
acoustic modes that are directly IR active. These optically active phonons are
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,ble to absorb light at their resonant frequency. The basic process by which

, photon is absorbed by the lattice and a phonon is created is represented in

:rig. 10.1. Conservation laws require that the photon and the phonon must

rave the same energy and momentum. We will see below that this condition

- an only be satisfied for the optical modes.

Figure 10.2 shows the generic dispersion curves for the acoustic and optical

rhonons in a simple crystal. The angular frequency g of the acoustic and
,ptical phonons is plotted against the wave vector q in the positive half of

tre first Brillouin zone. At small wave vectors the slope of the acoustic branch

. equal to u., the velocity of sound in the medium, while the optical modes ate

-':sentially dispersionless near q - 0.
The figure also shows the dispersion of the light waves in the crystal, which

rrrve a constant slope of u : c I n,wherc n is the refractive index. The refractive

ndex has been highly exaggerated here in order to make the dispersion ofthe

:hoton noticeable on the same scale as the phonon dispersion. The requirement

:rat the photon and phonon should have the same frequency and wave vector is

..rtisfied when the dispersion curves intersect. Since c f n )) ur, the only inter-

.r-ction point for the acoustic branch occurs at the origin, which corresponds to

:te response of the crystal to a static electric field. The situation is different for

ne optical branch: there is an intersection at finite ar, which is identified with

:he circle in Fig. 10.2. Since the optical branch is essentially flat for small 4,
:he frequency of this resonance is equal to the frequency of the optical mode

. : t Q - 0 .
Electromagnetic waves are transverse, and can only apply driving forces

:0 the transverse vibrations of the crystal. Therefore they can only couple to

the transverse optic (TO) phonon modes. This does not mean that we can now

-ompletely forget about the longitudinal optic (LO) phonons. As we will see in

iection 10.2.2, the LO modes do in fact play an important role in the infrared

rroperties of crystals.
Photons couple to phonons through the driving force exerted on the atoms

"r the AC electric field of the light wave. This can only happen if the atoms

.!re charged. Therefore, if the atoms are neutral, there will be no coupling to

optical branch

-

acoustic branch

Wave vector (4)
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-+
a ,k  e> ,q

Fig. 10.1 Lattice absorption process by an

infrared active phonon. The straight arrow

represents the photon that is absorbed, while

the wiggly arrow represent the phonon that is

created.

The phonon dispersion curves for real crys-

tals are more complicated than those shown

in Fig. 10.2 because the longitudinal and

transverse polarizations tend to have different

frequencies.

Fig. 10.2 Dispersion curves for the acoustic

and optical phonon branches in a typical crys-

tal with a lattice constant of {i. The dispersion

of the photon modes in the crystal is shown

by the dotted line.
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Table 10.1 Infrared activity ofthe
phonon modes in polar and non-
polar crystals. LA: longitudinal
acoustic. TA: transverse acoustic,
LO: longitudinal optic, TA: trans-
verse optic.

Mode Polar Non-polar
crystal crystal

LO modes do not interact with light because
the displacement of the atoms generates a
longitudinal electric field, which is perpen-
dicular 

to 

that 

of 

the 

light 

wave.

interact with electric fields. Provided the bond has some
phonons can be IR active.

The conclusions of this section are summarized in Table

the light. This means that the crystal must have some ionic character in order
for its TO phonons to be optically active.

The ionicity of a solid arises from the way the crystal binding occurs. An
ionic crystal consists of an alternating sequence of positive and negative ions
held together by their mutual Coulomb attraction. Covalent crystals, by con-
trast, consist of neutral atoms with the elecffons shared equally between the
neighbouring nuclei. This means that none of the optical phonons of purely
covalent solids like silicon are IR active. Most other materials fall somewhere
between these two limits. For example, the bond in a III-V semiconductor is
only partly covalent, and the shared electrons lie slightly closer to the group V
atoms than to the group III atoms, which gives the bond a partly ionic character.
The bonds with an ionic character are called polor bonds to stress the point
that the asymmetric electron cloud between the atoms creates a dipole that can

3
J
/

LA no no
TA no 

no

LO no no
TO yes no

polar character, its

1 0 . 1 .

10.2 Infrared reflectivity and absorption in polar
solids

Experimental data show that polar solids absorb and reflect light very strongly
in the infrared spectral region when the frequency is close to resonance with the
TO phonon modes. We have come across several examples of this already. For
example, the transmission spectra of sapphire and CdSe given in Fig. 1.4 show
that there are spectral regions in the infrared where no light is transmitted. This
is a consequence oflattice absorption.

The aim of this section is to account for this result by modelling the interac-
tion of photons with TO phonons. To do this we will make extensive use of the
classical oscillator model developed in Chapter 2, especially Section 2.2. This
will allow us to calculate the frequency dependence of the complex dielectric
constant E (ar), from which we will be able to determine the important optical
propefties such as the reflectivity and absorption.

10.2.1 The classical oscillator model

The interaction between electromagnetic waves and a TO phonon in an ionic
crystal is most easily treated by considering a linear chain, as illustrated in
Fig. 10.3. The chain consists of a series of unit cells, each containing a positive
ion (black circle) and a negative ion (grey circle). The waves are taken to be
propagating along the chain in the z direction. We are dealing with a trans-
verse mode, and so the displacement of the atoms is in the x or y directions.
Furtherrnore, in an optic mode the different atoms within each unit cell move
in opposite directions, with a fixed ratio between their displacements which is
not necessarily equal to unity.

We are interested in the interaction between a TO phonon mode with 4 *
0 and an infrared light wave of the same frequency and wave vector. This
means that we are considering phonons with a very long wavelength of -

10 pm matched to that of an infrared photon. This phonon wavelength is huge
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,mpared to the size of a unit cell in a crystal, which is usually less than
, em. The size of the atoms has been highly exaggerated in Fig. 10.3 to

.rke the physics of the interaction clearer. In fact, the real size of the atoms
. riny compared to the wavelength, and there will be thousands of unit cells

rthin one period of the wave.
The solid line in the figure represents the spatial dependence of the AC

.'ctric field of the infrared light wave. At resonance, the wave vector of

L' photon and the phonon are the same. This means that the driving force

rerted by the light on the positive and negative ions is in phase with the lattice

:bration. At the same time, the antiparallel displacements of the oppositely

rarged atoms generate an AC electric field in phase with the external light.

ris implies that there is a strong interaction between the TO phonon mode

rd the light wave when the wave vectors and frequencies match.

For long wavelength TO modes with q ! 0, the motion of the atoms in

::t'fbrent unit cells is almost identical, and we therefore need to concentrate on
. hat is happening within the unit cell itself. This enables us to see that there is

rlose connection between the TO phonons at q - 0 and the vibrational modes

:'the molecules from which the crystal is formed. We can therefore make use

:' some of the principles developed in molecular physics, for example: the
.,'lection rules for deciding whether a particular phonon mode is IR or Raman

.:tive. (cf. Section I0.5.2.)
The interaction between the TO phonon and the light wave can be modelled

-r writing down the equations of motion for the displaced ions. The displace-

:rents of the positive and negative ions in a TO mode are in opposite directions

.ird are given the symbols "x1 and x- respectively, as indicated in Fig. 10.3.

. he appropriate equations of motion are:

l0.2 Infrared reflectivity and absorption in polar solids 207

Fig. 10.3 Interaction of a TO phonon mode
propagating in the e direction with an electro-

magnetic wave of the same wave vector. The

black circles represent positive ions, while

the grey c i rc les represent the negat ive ions.
The solid line represents the spatial depen-
dence of the electric field of the elechomaq-
netic wave.

The data for SiO2 glass shown rn Fig. 2.7

illustrates the connection between the in-

frared absorption in solids and that of the

constituent molecules quite well. The glass is

amorphous, and therefore does not have long

range order with delocalized phonon modes.

The absorption in the range 1013-1014H2

is basically caused by the vibrational ab-

sorption of the SiO2 molecules themselves,

although the frequencies are not necessarily

exactly the same in the solid as in the free

molecule.
,)

m - + - - K { x - - x - ) + q t ( 1 )
CTIZ
,)

m - + : _ � K t x - - x + ) - q t ( 1 )
d t /

(10 .1)

(r0.2)

l.here m+ and m- are the masses of the two ions, K is the restoring constant
,l the medium, and t (r) is the external electric field due to the light wave. The

-'ffective charge per ion is taken to be +q.
By dividing eqn 10.1 by m+ and eqn l0.2by m-, and then subtracting, we

'btain:
d '  ,  K  q  ^ . .

7 U @ + -  
x _ � ) :  - ' * ( x + -  x - ) l  - t ( t ) .  ( 1 0 . 3 )

For a strongly ionic crystal such as NaCl,
q would just be equal to *a. However, for

crystals with polar covalent bonds such as

the III-V compounds, q will represent an
effective charge which is determined by the
asymmetry of the electron cloud within the
bond.
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In principle, we should consider the local
field corrections discussed in Section 2.2.4
here. This is an unnecessary complication at
this level which does not add much to the
main conclusions. We will therefore neglect
local field effects, and base our discussion on
eqn 10.10.

where pc is the reduced mass given by

1 1 1
I

l.L ma m-
(10.4)

(10.s)

(10.8)

(10.e)

(10.10)
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eqn 10.12 i

By putting x : x+ - x- for the relative displacement of the positive and
negative ions within their unit cell, we can recast eqn 10.3 in the simpler form:

where we have written Ofo for K /p. f2to represents the natural vibrational
frequency of the TO mode at e : 0 in the absence of the external light field.

Equation 10.5 represents the equation of motion for undamped oscillations
of the lattice driven by the forces exerted by the AC electric field of the light
wave. In reality, we should have incorporated a damping term to account for the
finite lifetime of the phonon modes. The physical significance of the phonon
lifetime will be discussed further in Section 10.6. At this stage, we simply
introduce a phenomenological damping rate y , and rewrite eqn 10.5 as

d2x "  o
-  *  Q16x :  - i  t ( / ) .

d t '  u

d2x dx " o'  ^ .  '  ^ L  , .  _  t ( r ) .
a P - r d t - o , t o ^ - u

e s = e . ( 0 ) : l + X * # k ,

e - : e r ( o o ) - I + X .

er(at) :€oo * (€st - .-; ----.9?o-'' 
(e?rn - a2 - iyo)

(10.6)

This now represents the response of a damped TO phonon mode to a resonant
light wave.

Equation 10.6 is identical in form to eqn2.5 in Chapter 2,withm0replaced
by p, ao by Oro and -e by q. Therefore, we can use all the results derived in
Section 2.2 to model the response of the medium to a light field of angular fre-
quency a with € (t) : t lei 

'' . In particular, we can go directly to the formula
for the frequency dependence of the dielectric constant without repeating all
the steps in the derivation. By adapting the symbols appropriately in eqn 2.14,
we immediately write down:

No2
e r k ' t ) -  f  + X +  _  ( o 2€01,r r-.ro

-  @ 2  -  t y r ) '
(10.7)

where e.(ar) is the complex dielectric constant at angular frequency co. X rep-
resents the non-resonant susceptibility of the medium, and N is the number of
unit cells per unit volume.

Equation 10.7 can be tidied up by introducing the static and high frequency
dielectric constants €s1 änd e- respectively. In the limits of low and high
frequency, we obtain from eqn 10.7:

and

Thus we can write:



d
L:

l f
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This is our main result, which will be used in the next subsections to derive the
:nfrared optical coefficients. As discussed in Section 2.2.2, and in particular
rn connection with Fig. 2.6, we should understand '(D : 6' in a relative
'ense here. €co represents the dielectric constant at frequencies well above the
rhonon resonance, but below the next natural frequency of the crystal due, for
*ample, to the bound electronic transitions in the visible/ultraviolet spectral
:egion.

10.2.2 The Lyddane-Sachs-Teller relafionship

Before working out the frequency dependence ofthe infrared reflectivity, it is
.rseful to investigate one rather striking implication of eqn 10.10. Suppose we
rave a lightly damped system so that we can set y - 0. Then at a certain
:requency which we label a' , eqn 10.10 tells us that the dielectric constant can
tall to zero. The condition for this to happen is:

n2
erkt ' )  -  0 :  €oo *  (er t  - . - )  t -  IE -  .  (10.11)

la?"'o 
- ''')

This can be solved to obtain:

gro. (r0.r2)

What does €r : 0 mean physically ? In a medium with no free charges, the
rotal charge density will be zero. Hence Gauss's law (eqn A.10) tells us that

i

i
. '
I6

t
c
D

I

I

I
)

,  . ]
, ' : ( * ) '

V . D : V . ( e r e e 8 ) : 9 , (10 .13)

u'here we have made use of eqn A.3 to relate the electric displacement D to
rhe electric field I in a dielectric medium.-When we consider the propagation
of electromagnetic waves through the dielectric, we look for wave solutions of
the form:

€(r , t )  -  o6si (k ' r -@r; (10.14)

On substituting eqn 10.14 into eqn 10.13, we usually assume that e, I 0 and
therefore conclude that k . O : 0. This tells us that the electric field must
be perpendicular to the direction of the wave and therefore that the waves
are transverse. However, if e, :0, we can satisfy eqn 10.13 with waves in
which k ' e + 0, that is, with longitudinal waves. Thus we conclude that the
dielectric can suppoft longitudinal electric field waves at frequencies which
satisfy e'(a.r) : Q.

In the same way that TO phonon modes generate a transverse electric field
wave, the LO phonon modes generate a longitudinal electric field wave. Thus
the waves at ot : ar' correspond to LO phonon waves, and we identify o' with
the frequency of the LO mode at e : O, namely Oro. This allows us to rewrite
eqn 10.12 in the following form:

We came 

across 

another 

situation 

in 

which
e1 is zero when we discussed plasmons in
Section 7.5. We saw there that the plasma
oscillations that cause e1 robe zero also cor-
respond to longitudinal electric field waves.

a?,o - .,,
e?o 

- 
t- (10.15)
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Table 10.2 Comparison of the measured
ratio Q1g/Q16 for several materials
to the 

value 

predicted by 

the 

Lyddane-

Sachs-Teller relationship. After [1].

Crystal Ar-o/ S2ro (esle*; ä

This result is known as the Lyddone-Sochs-Teller (LST) relotionship. The va-
lidity of the relationship can be checked by comparing the values of S2;e/ g1s

deduced from neutron or Raman scattering experiments with those calculated
from eqn 10.15 using known values of the dielectric constants. Some results
are given in Table 10.2. It is apparent that the agreement is generally very good.

An interesting corollary of the LST relationship is that it implies that the
LO phonon and TO phonon modes ofnon-polar crystals are degenerate. This
follows because there is no infrared resonance, and therefore €st : 6oo. This
is indeed the case for the purely covalent crystals of the group IV elements,
namely diamond (C), silicon and germanium.

10.2.3 Restrahlen

Having discussed the properties ofthe system at the special frequency of at :

f2p6, we can now calculate the infrared optical constants. It is easier to under-
stand the general behaviour if we assume that the damping term is small. We
thus set y : 0 in eqn 10.10, and discuss the properties of a material with a
dielectric constant that has the following frequency dependence:

Si
GaAs
AlAs
BN
ZnSe
Mgo
A o F

1
1.08
1 . 1  1
1.26
1 . 1 9
1.83
1.88

I
t.07
l . t 2
1.24
l . r 9
1 . 8 1
1.88

t,2  ̂
e r ( v ) :  e *  *  ( e 5 1  -  e o o ) ; - - ' i 9 - .

\vio - v")
(10 .  l6 )
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We have divided all the angular frequencies by 2n here, so that we can com-
pare the predictions to experimental data, which are usually presented against
frequency (u) rather than angular frequency (ar). We will discuss the effect of
including the damping term when we compare our model to the experimental
data in connection with Fig. 10.5.

Figure 10.4(a) plots the frequency dependence of the dielectric constant
er(u) calculated from eqn 10.16 for a polar crystal with the following parame-

ters: u1g : I}THz, uLo : 11 THz, e.1 : 12.I and e66 : 10. These figures are
quite close to those that would be found in a typical III-V semiconductor. Note

that the phonon frequencies have been chosen to satisfy the LST relationship
given in eqn 10.15.

20
qJ

0

_20

Frequency (THz)
6 8 1 0 1 2 1 4

Frequency (THz)

Fig. 10.4 Frequency dependence of the dielectric constant and reflectivity for a crystal with ryg : 10 THz, vlo : 11 THz, e51 : 72.1 and

<m : 10. The curves have been calculated from eqns 10.16 and 10.17. Phonon damping is ignored in this calculation.
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Fig. 

10.5 

Infrared reflectivity of 

InAs 

and

GaAs at 4.2 K. A wave number of I cm-l is

equivalent to a frequency of 2.998 x 1010 Hz.

After [2], copyright @ 1967 by Academic

Press, reproduced by permission 

of 

the 

pub-

lisher.

We can see from eqn L.l1 that./<6 corre-

sponds to 

the 

refractive index 

of 

the 

medium

at frequencies well 

above 

the optical phonon

resonances. This will be the refractive index

measured at 

near-infrared 

and 

visible 

fre-

quencies the below band gap ofthe material'

Experimental infrared spectra are frequently

plotted against the wave number ! = 1/Ä.

The 

wave 

number is 

effectively 

a frequency

unit, with 1cm-1 equivalent to 2.998 x

1o1o Hz.
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At low frequencies the dielectric constant isjust equal to €st. As u increases

:om 0, er(u) gradually increases until it diverges when the resonance at u19

. reached. Between u16 and vLo, €r is negative. Precisely at v : vLo, €r : 0.

lhereafter, e, is positive, and gradually increases asymptotically towards the

, elue of e6s.
The most important optical propefty of a polar solid in the infrared spectral

.rgion is the reflectivity. This can be calculated from the dielectric constant

-.ing eqn 1.26:

ili
l l '

!lr
, i L

i l i
( r0 .17)

:igure 10.4(b) plots the reflectivity calculated using eqn 10.17 for the di-

:tectric constant shown in Fig. 10.4(a). At low frequencies the reflectivity is

166 - D2ICFJ + 1)2. As u approaches uro, R increases towards unity.

-r the frequency region between u1s and vLo, JE is imaginary, so that R
-.mains equal to unity. R drops rapidly to zeto as u increases above u19

.ee Exercise 10.2), and then increases gradually towards the high frequency

r . \mptore of  ( \^ ;  -  l )21(Je* + t l2 .

We see from this analysis that the reflectivity is equal to 100 %o in the

:requency region between uTo and 46. This frequency region is called the
-estrohlen band. Restrahlen is the German word for'residual rays'. Light

iennot propagate into the medium in the restrahlen band.

Figure 10.5 shows experimental data for the reflectivity of InAs and GaAs

n the infrared spectral region. InAs has TO and LO phonon frequencies at

ll8.9cm-1 and 243.3cm-1 respectively, while for GaAs we have uro :

173.3 cm-1 and us6 : 29l .3cm-1. We see that the reflectivity is very high

:or frequencies between the TO and LO phonon frequencies in both materials,

ind there is a sharp dip in the reflectivityjust above the LO phonon resonance.

On comparing these results with the prediction shown in Fig. 10.4(b)' we see

:hat the general agreement between the model and the experimental data is very

3ood. The main difference is that in both materials the,maximum reflectivity

:n the restrahlen band is less than IOO 7o. This reduction in the reflectivity is

-'aused by ignoring the damping term. (See Example 10.1 and Exercise 10.4.)

The damping also broadens the edge so that there is only a minimum in R just

rbove ulg ratherthan azero.

^:l#l':lffil'
l-

t
t
ü
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1 ps  :  10-12  s .

The magnitude of y can be found by fitting the experimental data to the full
dependence given in eqn 10.10. The values of y obtained in this way are around
10ll-1012 s-I, which implies that the optical phonons have a lifetime of about
1-10 ps. The physical significance of this short lifetime will be discussed in
Section 10.6.

10.2.4 Lattice absorption

When we introduced the classical oscillator model in Section 2.2 of Chapter 2,
we made the point that we expect high absorption coefficients whenever the
frequency matches the natural resonances of the medium. The reader might
therefore be wondering why we have been concentrating on calculating the
reflectivity rather than the absorption due to the TO phonon resonances.

This question is further prompted by recalling the analogy between the
infrared absorption of polar solids and that of isolated molecules. In both
cases we are basically treating the interaction of photons with quantized vi-
brational modes. In molecular physics we usually discuss this in terms of
the infrared absorption spectrum. The absorption spectra show strong peaks
whenever the frequency coincides with the infrared active vibrational modes
and the molecule can absorb a photon by creating one vibrational quantum.
This is directly analogous to the process for solids shown in Fig. 10.1 in which
a photon is absorbed and a phonon is created.

The answer to these questions is that the lattice does indeed absorb very
strongly whenever the photon is close to resonance with the TO phonon. As
stressed in Chapter 2, the fundamental optical properties of a dielectric - the
absorption, refraction and reflectivity - are all related to each other because
they are all determined by the complex dielectric constant. The distinction
between absorption and reflection is merely a practical one. Polar solids have
such high absorption coefficients in the infrared that unless the crystal is less
than - I pr,m thick, no light at all will be transmitted. This is clearly seen
in the transmission spectra of A12O3 and CdSe shown in Fig. 1.4. For this
reason, it is only sensible to consider lattice absorption in thin film samples. In
thick crystals, we must use reflectivity measurements to determine the vibra-
tional frequencies. This contrasts with molecular physics, where we are usually
dealing with low density gases, which give rise to much smaller absorption
coefficients.

The absorption coefficients expected at the resonance with the TO phonon
can be calculated from the imaginary pafi of the dielectric constant. At o :
S21e we have from eqn 10.10:

e.(9ro) : €oo * i(ert - eoo)9I9
v

(10 .1  8 )

The extinction coefficient rc canbe worked out from e. using eqn 1.23, and
then the absorption coefficient cv can be determined from r using eqn 1.16.
Typical values for cy are in the range 106-107 m-1. lSee Example 10.1 and
Exercise 10.6.) This is why the sample must be thinner than - 1 pcm in order to
perform practical absorption measurements. Infrared absorption measurements
on thin film samples do indeed confirm that the absorption is very high at the
TO phonon resonance frequency.
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; rample 10.1
'.1' static and high frequency dielectric constants of NaCl äre €51 : 5.9 and
. : 2.25 respectively, and the TO phonon frequency v1s is 4.9THz.
i) calculate the upper and lower wavelengths of the restrahlen band.

ri) Estimate the reflectivity at 50p,m, if the damping constant y of the
phonons is 1012 s-l.

.ri) Calculate the absorption coefficient at 50pm.

.ution

i) The restrahlen band runs from u19 to u1g. we are given u19, and we can
calculate u16 from rhe LST relationship (eqn 10.15). This gives

. .  / . " \ ,  / s . s l i' ' -o:  
\e/  

X 016 -  
\ - t )  

x4'erHz :7 'erHz'

Therefore the restrahlen band runs from 4.9 THz to r .9 THz, or 3g 1u,m
to 61t"tm.

ri) At 50 /,m we are in middle of the restrahlen band. we therefore exDect
the reflectivity to be high. We insert the values for €st, €oo, 7 and g1e _
2nvls into eqn 10.10 with a :2trv (v :6THz) to f,nd:

@.r2
( 4 . D 2 - e 2 - i ( D 6 W n:  -5 .0  +0 .57 i

we then obtain the rear and imaginary parts of the refractive index from
eqns 1.22 ar'd I.23:

I ,n -  - ( -5 .0+  t ( -s .0 )2  +  es l f l+ ) i  :  0 .13 ,
J 2 '

and
I  r  ^ r  I,  :  :6(+ s.o + t ( -5.0)2 + e.st121i1i  :2.2.

\ /z
we finally substitute these varues of n and r into eqn 1.26to find the
reflectivity:

^  (n  -  t )2  +  *2  t -0 .82 .y2  +  (2 .D2R -
(n + ty a *z:  

-1ky 
+ A2p 

:  o '91.

This value is close to the measured reflectivity of Nacl in the restrahlen
band at room temperature.

rii) we can calculate the absorption coefficient cy from the extinction coeffi-
cient using eqn 1.16. We have already worked out that rc : 2.2 in parl
(ii). Hence we find:

4t r rc  4r  x2.2
s1 : ---__ : 

SO 
: 5.5 x 10s m-1 .

This shows that the light would be absorbed in a thickness of about
2 Ltm.

€ r : 2 . 2 5 + 3 . 6 5
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Fig. 10.6 Polariton dispersion predicted from
eqn 10.19 with et given by eqn 10.16. The
curves are calculated for a crystal with u16 :

10 THz, est -- 12.I and e* : 10. The
asymptotic velocities us1 änd u6 are equal to
c / Jesl and c/r/e6 respectively.
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10.3 Polaritons

The dispersion curves ofthe photons and TO phonons were discussed in broad
terms in connection with Fig. 10.2. We now wish to consider the circled in-

tersection point in Fig. 10.2 in more detail. As we will see, the two dispersion
curves do not actually cross each other. This is a consequence of the strong
coupling between the TO phonons and the photons when their frequencies and
wave vectors match. This leads to the characteristic anticrossing behaviour
which is observed in many coupled systems.

The coupled phonon-photon waves are called poloritons. As the name sug-
gests, these classical waves are mixed modes which have characteristics of
both polarization waves (the TO phonons) and the photons. The dispersion of
the polaritons can be deduced from the relationship:

c
( D : D q :  _ 4 ,

J e ' '

where the second part of the equation comes from eqn 4.29 , with ,r.r,t : I . The
resonant response of the polar solid is contained implicity in the frequency
dependence of er.

Figure 10.6 shows the polariton dispersion calculated for a lightly damped
medium. The dielectric constant is given by eqn 10.16, and is plotted for the
same parameters as in Fig. 10.4(a). At low frequencies the dielectric constant
is equal to er1, and the dispersion of the modes is given by a - cSlJ€"t.
As ar approaches f,21s, the dielectric constant increases, and the velocity of
the waves decreases, approaching zero at S21s itself. For frequencies in the
restrahlen band between O1s and QLs, the dielectric constant is negative. No
modes can propagate, and all the photons that are incident on the medium
are reflected. For frequencies above f21-o, €. is positive again and propagat-
ing modes are possible once more. The velocity of the waves gradually in-
creases with increasing frequency, approaching a value of clJe* at high
frequencies.

The dispersion of the polariton modes has been measured for a number of
materials. Figure 10.7 shows the measured dispersion of the TO phonons and
LO phonons in GaP at small wave vectors. The results were obtained by Raman
scattering techniques. (See Section 10.5.2.) The experimental data reproduce
very well the polariton dispersion model indicated in Fig. 10.6. The solid line
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. the calculated polariton dispersion, which gives a very accurate fit to the
:rperimental points. Note that the LO phonons do not show any dispersion
'ere because they do not couple to the light waves.

10.4 Polarons

\r far in this chapter we have been considering the direct interaction between
, light wave and the phonons in a crystal. As we have seen, this gives rise
' strong absorption and reflection in the infrared spectral region. The optical

'oonons can, however, contribute indirectly to a whole host of other optical
:roperties that depend primarily on the electrons through the electron-phonon
:lpling. In this section we will consider the poloron effect, which is one of
r most important examples of this.

Consider the motion of a free electron through a polar solid, as shown in
'rs. 10.4. The electron will attract the positive ions that are close to it, and
:pel the negative ones. This produces a local displacement of the lattice in
:c immediate 

vicinity 

of 

the 

electron. The 

lattice 

distortion accompanies the
:.ectron as it moves through the crystal. The electron with its local lattice
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Fig. 10.7 Dispersion of the TO and LO
phonons in GaP 

measured 

by 

Raman 

scat-
tering. The 

solid 

lines 

are 

the 

predictions 

of
the polariton model with htfo :45.5 meY
eo : 9.1 and er1 : 11.0. After [3], copy-
right 1965 American Institute of Physics,
reprinted with permission.

Fig. 10.8 Schematic representation of a po-
laron. A 

free 

electron moving through 

an

ionic lattice 

attracts 

the positive 

(black) 

ions,
and 

repels 

the 

negative 

(grey) ones. 

This 

pro-
duces 

a 

local 

distortion of 

the 

lattice 

within
the polaron radius shown by 

the 

dashed 

circle
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It 

can 

be 

shown 

that 

the 

average 

number

of virtual 

LO 

phonons that move 

with 

the

electron is equal to osp/2. We do not consider
the longitudinal acoustic modes here because

they do 

not 

produce a polarization in 

the

medium: the positive and negative ions move
in the same direction, and this produces no
electric dipole moment.

The polaron theory 

can 

be 

applied 

equally 

to

electrons 

or 

holes 

by 

taking 

the 

appropriate

effective masses in the formula. In a non-
polar crystal such as silicon, €@ : €st, and
dep : 0. 

There 

is 

therefore 

no 

polaron effect.

Table 10.3 Electron-phonon coupling con-
stant cvep calculated from eqn 10.20 for

GaAs, ZnSe, and AgCl. The figures for
ZnSe are for the cubic crystal structure.
After [1].

GaAs ZnSe AgCl

o"p :# (# ) ' [ * - * ]

distortion is equivalent to a new elementary excitation of the crystal, and is

called a polaron.
The polaron effect can be conceived in terms of an electron surrounded by

a cloud of virtual phonons. We think of the electron absorbing and emitting
phonons as it moves through the crystal. These phonons produce the local

lattice distortion. The displacement of the ions is in the same direction as the

electric field of the elecffon, we ale therefore dealing with longitudinal optic
phonons.

The strength of the electron-phonon interaction in a polar solid can be
quantified by the dimensionless coupling constant cv"n, which is given by:

(10.22)
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where I lL31 is the fine structure constant from atomic physics. The mass m*

that appears here is the usual effective mass deduced from the curvature of the

band structure (c.f. eqn C.6):

(10.21)

Values for cv.n for three binary compound semiconductors, namely GaAs, ZnSe

and AgCl, are given in Table 10.3. We see that the coupling constant increases

from GaAs (0.06) through ZnSe (0.40) to AeCl (2.2). This is because the ion-

icity increases as we go from the III-V semiconductor, in which the bonding

is predominantly covalent, to the I-V[ compound, which is highly ionic.
This effective mass given by eqn 10.21 is calculated by assuming that the

lattice is rigid. Howeveg the concept of a rigid lattice is only a theoretical

one, and any experiment we perform to measure m* w1ll actually measure the
polaron mass rt ** instead. This is because it is not possible to hold the lattice

rigid as the electron moves. The polaron mass is larger than the rigid lattice

mass because the electron has to drag the local lattice distortion with it as it

moves.
An example of an experiment to measure the effective mass is cyclotron res-

ononce. In this technique, we measure the infrared absorption in the presence

of a magnetic field B. As discussed in Section3.3.6, the electron energy is

quantized in terms of the cyclotron energy:

E n : ( n + + ) h @ " ,

eB
( D c :  -  .

Optical transitions with An : *1 can take place between the ladder of levels

defined by eqn I0.22.We therefore observe absorption at a wavelength )' given

bY: 
!: : g!! . (10.24)
)" m*

This absorption usually occurs in the far-infrared spectral region, and the ef-
fective mass can be deduced from the values of ). and B at resonance. In a

m * : t t . ( # ) '

^tlrno 0.06'1 0.13
€6 10.9 5.4
€st 12.4 7.6
Q16 $Hz) 53.7 47.7
uep 0.06 0.40

0.30
3.9
I  1 . 1
36.9
2.2

where n is an integer, and
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rpical experiment, we use a fixed wavelength source from an infrared laser
.rd find the value of B which gives the maximum absorption. For example,
-re cyclotron resonance occurs at about 6.1 T in GaAs (z* : 0.067mü for
:re 118 pcm line from a methanol laser. The effective mass we find this way is
:e polaron mass rt **, not the value determined by the curvature of the bands
::r 'en by eqn 10.21.

If the electron-phonon coupling constant cv"o is small, we can give an ex-
:-icit relationship between the rigid lattice effective mass m* and the polaron
:Jss rn **:
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A particularly clear 

manifestation 

of 

the

electron-phonon coupling can be 

observed 

in

cyclotron resonance experiments when B :
m+Qyg/e, so that rr.rg : QLO. The degen-
erate electron and phonon modes 

anticross

with 

each 

other 

as 

the 

field 

is 

swept 

through
this condition, and the cycloüon resonance
line splits into a doublet. The magnitude of
the 

splitting 

is 

directly 

proportional 

to 

the

electron-phonon coupling constant a"o. This
effect was first observed in n-tvoe InSb.

Polaronic hopping effects 

are 

also 

important

in the conduction processes in organic semi-
conductors like polydiacetylene.

m * n 1 1

m * :  r - % r / 6 N r *  u d " p '

, , :(#n*)'

(10.2s)

b
13
>
!

'Jues of n* are actually worked from the measured values of m** by applying
nn 10.25. For III-V semiconductors like GaAs with cv"n < 0.I, m** only dif-
:n from m* by about I Vo.The polaron effect is thus only a small correction.
lhis correction becomes more significant for II-VI compounds (e.g. - j Vo
v ZnSe). With highly ionic crystals like AgCl, the small cz"n approximation
r not valid. The actual polaron mass of AgCl is 0.43, which is abolt 50 Vo
,rger than the rigid lattice value.

It can be shown that, in addition to the change of the mass, the polaron effect
ruses a reduction in the band gap by an amount:

LEe- -asp f t { } ys . (r0.26)

,r ith a III-V material like GaAs, this again produces only a relatively small
::lect: Ä,E, - -0.1 Vo.Inpractice, when we measure E, by optical spec-
--oscopy we always measure the polaron value.

.{nother important parameter of the polaron is its radius, rp, which spec-
res how far the lattice distortion extends. This is depicted schematically in
:rg. 10.4 by the dashed circle drawn around the electron that causes the lattice
:rstortion. If a"n is small, we can give an explicit formula for ro:

E
J
E
te
DE
I

F

DC

b

(10.27)

nis gives rp : 4.0 nm for GaAs and 3.1 nm for ZnSe. Both values are signifi-
-.tntly larger than the unit cell size 1- 0.5 nm), which is important because the
-reory used to derive eqns 10.25-10.27 assumes that we eanteatthe medium
.i a polarizable continuum. This approximation is only valid if the radius of the
:olaron is very much greater than the unit cell size. A polaron which satisfies
ris criterion is called a lorge poloron. In highly ionic solids such as AgCl and
re alkali halides, cr"n is not small and the polaron radius is comparable to the
-nit cell size. In this case we have a smoll poloron. The mass and radius have
r be calculated from first principles.
The small polaron effect in highly ionic crystals leads to selFtropping of the

-harge carriers. The local lattice distortion is very strong, and the charge carrier
.ü get completely trapped in its own lattice distortion. The carrier effectively
:igs itselfinto a pit and cannot get out ofit. This is particularly the case for the
:oles in alkali halide crystals. The only way they can move is by hopping to
i new site. The electrical conductivity of most alkali halide crystals is limited
.1'this thermally activated hopping process at room temperature.

t)
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We presented a Raman scattering spectrum
from plasmons in n-type GaAs in Fig. 7.13.

oz,  kzx

0 ,  . k ,  - /
# i

\
o .  o h

Fig. 10.9 An inelastic light scattering pro-
cess. The straight anows represent pho-
tons, while the wiggly anow represents the
phonon. The process shown corresponds to
Stokes scattering in which the photon is
shifted to lower frequency.

Self-trapping effects are important in determining the energies of Frenkel
excitons. As discussed in Section 4.5, these are bound electron-hole pairs
localized at individual atom or molecule sites within the lattice. The self-
trapping of either the electron or hole can exacerbate the tendency for the
exciton to localize, thereby instigating the transition from Wannier (free) to
Frenkel exciton behaviour. The ground state excitons observed in many alkali
halide, rare gas and organic crystals are ofthe self-trapped Frenkel type.

10.5 Inelastic light scattering

Inelastic light scattering describes the phenomenon by which a light beam is
scattered by an optical medium and changes its frequency in the process. It
contrasts with elastic light scattering, in which the frequency of the light is
unchanged. The interaction process is illustrated in Fig. 10.9. Light incident
with angular frequency @1 and wave yector k1 is scattered by an excitation
of the medium of frequency 0 and wave vector q. The scattered photon has
frequency @2 and wave vector k2. Inelastic light scattering can be mediated by
many different types of elementary excitations in a crystal, such as phonons,
magnons or plasmons. In this chapter we will be concerned exclusively with
phonon processes.

Inelastic light scattering from phonons is generally subdivided as to whether
it is the optical or acoustic phonons that are involved:

o Romon scottering. This is inelastic light scattering from optical
phonons.

. Brillouin scottering. This is inelastic light scattering from acoustic
phonons.

The physics of the two processes is essentially the same, but the experimental
techniques differ. We will thus consider the general principles first, and then
consider the details ofeach technique separately.

10.5.1 General principles of inelastic light scattering

Inelastic light scattering can be subdivided into two generic types:

o Stokes scottering:
o Anti-Stokes scotlering.

Stokes scattering conesponds to the emission of a phonon (or some other type
of material excitation), while anti-Stokes scattering corresponds to phonon
absorption. The interaction shown in Fig. 10.9 is thus a Stokes process. Con-
servation of energy during the interaction requires that:

a t :  a 2 L 9 ,

while conservation of momentum gives:

(10.28)

k r : k z t q . (r0.2e)
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10.5 Inelastic light scattering 279

ne * signs in eqns 10.28 and 10.29 correspond to phonon emission (Stokes
-.ittering), while the - signs correspond to phonon absorption (anti-stokes
-'ittering). Thus the light is shifted down in frequency during a Stokes process,
rd up in frequency in an anti-Stokes event.

.\nti-Stokes scattering will only be possible if there are phonons present
r the material before the light is incident. The probability for anti-stokes
- rttering therefore decreases on lowering the temperature as the phonon pop-
-rtions decrease. This means that the probability for anti-stokes scattering

'.rm optical phonons is very low at cryogenic temperatures. on the other hand,
':okes scattering does not require a phonon to be present and can therefore
,J.ur at any temperature. The full quantum mechanical treatment shows that
rL' ratio of anti-Stokes to Stokes scattering events is given by:

* 
: exp(-t1e/ksr).

ris will be the ratio of the intensities of the anti-stokes and Stokes lines
.served in the Raman or Brillouin spectra.
The frequencies ofthe phonons involved can be deduced from the frequency

:ift of the scattered light using eqn 10.28. Thus the main use of inelastic
:ht scattering is to measure phonon frequencies. This means that inelastic
:ht scattering can give complementary information to that obtained from
.' infrared spectra. For example, infrared reflectivity measurements tell us
'rhing about the acoustic phonons, but we can measure the frequencies of
'me of the acoustic modes using Brillouin scattering experiments. we will
'nsider this complementarity in more detail when we discuss the selection
les for Raman scattering in subsection 10.5.2 below.
The maximum phonon frequency in atypical crystal is about l0r2 _�1013 Hz.

ris is almost two orders of magnitude smaller than the frequency of a photon
the visible spectral region. Equarion 10.28 therefore rells us thar the maxi-

um frequency shift for the photon will be around I vo.The wave vector of
e photon is directly proportional to its frequency, and we can therefore make
e approximation:

l k 2 l  k 1  l : 9  ,
c

(10 .31)

here zz is the refractive index ofthe crystal and ro is the angular frequency of
:e incoming light.
We know from eqn 10.29 that lql : lkr - k2l. The maximum possible value

' 
,ql thus occurs for the bock-scottering geometry in which rhe ourgoing

roton is emitted in the direction back towards the source. In this case. we

q N lk- (-k)l * tT (r0.32)

-r inserting typical values into eqn 10.32, we conclude that the maximum
rlue of _4 that can be accessed in an inelastic light scattering experiment is of
:der 107 m*1. This is very small compared to the size of the Brillouin zone
r a typical crystal (- 10to m-l). Inelastic light scattering is thus only able to
'robe small wave vgctor phonons.

Raman and Brillouin scattering are generally weak processes, and we there-
rre expect that the scattering rate will be small. This is because we are dealing

,. ith a higher order interaction than for linear interactions such as absorption.

(10.30)
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Figure 10.9 shows us that three particles are present in the Feynman diagram
for inelastic light scattering rather than the two for absorption (see Fig. 10.1).
Therefore, a higher order perturbation term must be involved. This means that
we usually have to employ very sensitive detectors to observe the signals even
when using a powerful laser beam as the excitation source.

10.5.2 Raman scattering

C.V. Raman was awarded the Nobel prize in 1930 for his discovery of inelastic
light scattering from molecules. The process which now carries his name refers
to scattering from high frequency excitations such as the vibrational modes of
molecules. In the present context of phonon physics, it refers specifically to
inelastic light scattering from optical phonons.

Optical phonons are essentially dispersionless near e :0. We argued above
that inelastic light scattering can only probe the phonon modes with 4 r 0.
Therefore, Raman scattering gives little information about the dispersion of
optical phonons, and its main use is to determine the frequencies of the LO
and TO modes near the Brillouin zone centre. For example, when Raman
techniques are used to measure polariton dispersion curves (see Section 10.3,
and especially Fig. 10.7), we are only probing a very small portion of the
Brillouin zone near e :0.

The complementarity of infrared reflectivity and inelastic light scattering
measurements become more apparent when we consider the selection rules for
deciding whether a particular optical phonon is Raman active or not. These
rules are not the same as those for determining whether the mode is IR active.
The full treatment requires the use of group theory. However, a simple rule can
be given for crystals that possess inversion symmetry. In these centrosymmet-
ric crystals, the vibrational modes must either have even or odd parity under
inversion. The odd parity modes are IR active, while the even parity modes
are Raman active. Thus the Raman active modes are not IR active, and vice
versa.This is called the rule of muluol exclusion, and is a well-known result
in molecular physics. In non-centrosymmetric crystals, some modes may be
simultaneously IR and Raman active.

As an example of these rules, we can compare silicon and GaAs. Silicon
has the diamond structure with inversion symmetry, while GaAs has the non-
centrosymmetÄc zinc blende structure. The TO modes of silicon are not IR
active, but they are Raman active, while the TO modes of GaAs are both Raman
and IR active.

The observation of a Raman spectrum requires specialized apparatus to
overcome the difficulties that are inherent to the technique. We pointed out
above that the signal is relatively weak, which means that we have to use an
intense source such as a laser to produce a sizeable scattering rate. However,
the frequency shift of the scattered photons is quite small. We thus need to re-
solve a weak Raman signal which is very close in wavelength to the elastically
scattered light from the laser.

Figure 10.10 shows a basic experimental arangement that can be used to
measure Raman spectra. The sample is excited with a suitable laser, and the
scattered light is collected and focussed onto the entrance slit of a scanning
spectrometer. The number of photons emitted at a particular wavelength is
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scanning
double

specrometer

collection
lenses

300 400

Energy shift (cm-t)

:istered using a photon-counting detector and then the results are stored on a
:nputer for analysis. Photomultiplier tubes have traditionally been employed

' rhe detector in this application, but modern arrangements now tend to use
..n'detectors made with charge coupled devices (CCD anays). By orientat-
: the sample appropriately, the reflected laser light can be arranged to miss
,' collection optics. However, this still does not prevent a large number of
.,.tically scattered laser photons entering the spectrometer, and this could

, :entially saturate the detector. To get around this problem, a high resolution
','ctrometer with good stray light rejection characteristics is used.
Figure 10.1 I shows the Raman spectrum obtained from four III-v crystals
100 K. The laser source was a Nd:YAG laser operating at 1.06 p,m, and a
Lrble monochromator with a photomultiplier tube were used to detect the

:nal. Two strong lines are observed for each crystal. These correspond to
.' Stokes-shifted signals from the TO phonons and LO phonons, with the
) phonons at the higher frequency. The values obtained from this data agree

-'rv well with those deduced from infrared reflectivity measurements. (See
\erc ise 10.13.)
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Fig. 10.f0 Experimental apparatus used to
record Raman spectra. The sample is excited
with a laser, and the scattered photons are
collected and focussed into a spectrometer.
The signals are recorded using a sensitive
photon-counting detector such as a photo-
multiplier tube or a charge coupled device
(CCD).

Fig, 10.11 Raman spectra for the TO and
LO phonons of GaAs, InP, AlSb and GaP at
300 K using a Nd:YAG laser at 1.06 prm. The
spectra are plotted against the wave number
shift: I cm-r is equivalent to an energy shift
of 0.724meY. The LO mode is the one at
higher frequency. After [4], copyright 7972
Excerpta Medica Inc., reprinted with permis-
slon.

One way to achieve good stray light rejection
is to use a double spectrometer, which is
essentially two spectrometers in tandem. This
both increases the spectral resolution and
enhances the rejection of unwanted photons.
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10.5.3 Brillouinscattering

L. Brillouin gave a theoretical discussion of the scattering of light by acoustic

waves in 1922. The technique named after him now refers to inelastic light

scattering from acoustic phonons. Its main purpose is to determine the disper-

sion of these acoustic modes.

The frequency shift of the photons in a Brillouin scattering experiment is

given by (see Exercise 10.14):
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where ar is the angular frequency of the incident light, n is the refractive index

of the crystal, u. is the velocity of the acoustic waves, and 0 is the angle through

which the light is scattered. Measurements of äar therefore allow the velocity

of the sound waves to be determined if the refractive index is known.

The experimental techniques used for Brillouin scattering are more sophisti-

cated than those for Raman scattering due to the need to be able to detect much

smaller frequency shifts. Single-mode lasers must be used to ensure that the

laser linewidth is sufficiently small, and a scanning Fabry-Perot interferometer

is used instead of a grating spectrometer to obtain the required frequency

resolution.

Example L0.2

When light from an argon ion laser operating at 514.5 nm is scattered by

optical phonons in a sample of AlAs, two peaks are observed at 524.2 nm and

525.4 nm. What are the values of the TO phonon and LO phonon energies?

Solution

We can work out the energies of the phonons by using eqn 10.28. The photons

have been red-shifted, and thus we are dealing with a Stokes process. For the

524.2 nmline we therefore have:

O :  cdt  -  (D2 :2rc( l l )q  -  l /L) :  6 .8 x lO13 Hz '

For the 525.4 tmlinewe find {2 : J .6x 1013 Hz. The higher frequency phonon

is the LO mode. Hence we find h{27s :45 meV and frO16 : 50meV'

10.6 Phonon lifetimes

The discussion of the phonon modes as classical oscillators in Section ll.2led

us to introduce a phenomenological damping constant 7. This damping term is

needed to explain why the reflectivity in the restrahlen band is less than unity.

Analysis of the experimentaT data led us to conclude that 7 is typically in the

range 1011-1912 t-l. This very rapid damping is a consequence of the finite



itime r of the optical phonons. Since y is equal to r-r , the data implies that
. in the range 1-10 ps.
The very short lifetime of the optical phonons is caused by onhormonicity
rhe crystal. Phonon modes are solutions of the equations of motion with the
.umption that the vibrating atoms are bound in a harmonic potential well. In
,lity, this is only an approximation that is valid for small displacements. In
:reral, the atoms sit in a potential well of the form:

U(x) :  Czr2  +  Czr3  +  C+x1 + . . (10.34)

r example of how interatomic interactions lead to a potential of this form rs
:rsidered in Exercise 10.15.
The term in x2 in eqn 10.34 is the harmonic term. This leads to simple
: rnonic oscillator equations of motion with a restoring force -dU ldx pro-
tional to -,r. The terms in -r3 and higher are the onhqrmonic terms. These
harmonic terms allow phonon-phonon scattering processes. For example,
,' term in x3 allows interactions involving three phonons. Figure 10.12 illus-
.res two possible permutations for a three-phonon process.
Figure 10.12(a) shows a three-phonon interaction in which one phonon is
:rihilated and two new phonons are created. This type of anharmonic in-
:..iction is responsible for the fast decay of the optical phonons. We can
-' why this is so by referring to the generic phonon dispersion curve for
-'first Brillouin zone shown in Fig. 10.13. Lattice absorption or Raman
.lltering creates optical phonons with q x 0. Three-phonon processes allow
,'\e phonons to decay into two acoustic phonons as indicated in Fig. 10.13.
l,rmentum and energy can be conserved if the two acoustic phonons have
.posite wave vectors, and their frequency is half that of the optical phonon.
:th more complex dispersion relationships, and also the possibility for higher
.ier processes, many other types of decay can contribute to the short lifetime
the optical phonons.
The lifetime of the optical phonons can be deduced from Raman data in
tr different ways. Firstly, the spectral width of the Raman line is affected by
..time broadening. Provided that other sources of broadening are smaller, the
rs-width in frequency units is expected tobe (2rr)-1. Thus measurements of

0
Wave vector (q)

10.6 Phonon lifetimes 223

Fig. f0.13 Decay of an optical phonon into
two acoustic phonons by a three-phonon in-
teraction of the type shown in Fig. 10.12(a).

Qz,4z

(a) 
"{

" r^ ^rirlf
Q r  ' 4 r  

\
Q t ' Q z

Q , , Q ,

\
tbr  

) ; " " -
" f  

sza '  Qt

Q z ' Q z

Fig. 10.12 Three phonon interaction pro-
cesses. Each wiggly arrow represents a
phonon. These processes are caused by an-
harmonicity in the crystal.

Qro

H Q,o
R .
ira

f r

I L

i
It

a

optical branch

acoustic
branch



224 Phonons

the linewidth give a value for r independently ofthe reflectivity data. Secondly,
t canbe measured directly by time-resolved Raman spectroscopy using short
pulse lasers. The lifetime of the LO phonons in GaAs has been determined in
this way to be 7 ps aI ll K. This value agrees with the linewidth measured in
the conventional Raman spectrum. It is also similar to the lifetime of the TO
phonons deduced from refl ectivity measurements.

Chapter summary

o The TO phonon modes of polar solids couple strongly to photons
when their frequencies and wave vectors match. Asoustic phonons
and LO phonons do not cauple directly to light waves.

r The interaction between the light and the TO phonon can be
modelled by using the classical oscil lator model. This model
explains why the reflectivity of a polar solid is very high for
frequencies in the restrahlen band between r4-g and u1-g.

r The reflectivity in the restrahlen band is IOO 7o lor an undamped
sy:tT,but.damping due to ttre finite phonon lifetime reduces Lhe
reflectivity in real crystals.

o The frequencies of the TO and LO phonon modes are related
to each other bv the Lvddane-Sachs-Teller relationship given in
e q n  1 0 . 1 5 .

o The lattice absorbs strongly at the TO phonon frequency. The
absorption can be measured directly in thin fitm samples. 

.
e Tbe strongly coupled phonon-photon waves at frequencies near

the restrahlen band are described as polariton modes.
o The electron-phonon coupling in polar crystals leads to polaron

effects. Polarons are charge carriers surrounded by a locai lattice
distortion. The phonon cloud around the electron or hole increases
its mass. Polaronic effects are strong in ionic crystals like the alkali
halides.

r Raman and Brillouin scattering are inelaslic Light scattering pro-
cesses from optical and acoustic phonons respectively. Energy and
momentum must be conserved in the scattering process.

r Stokes and anti-Stokes inelastic light scattering processes cor-
respond to phonon emission and absorption respectively. Anti-
Stokes scattering from optical phonons is very improbable at Iow
temperatures.

o Opticat phonons have short lifetimes due to the possibility of decay
into fwo acoustic phonons by anharmonic interactions.

Further reading

Introductory reading on phonons may be found in practically any solid state
physics text, for example: Ashcroft and Mermin (1976), Burns (1985), Ibach
and Luth (1995\ or Kittel (1996\.
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Exercises 225

The theory of polaritons and polarons is described in more detail in
\ladelung (1978). Pidgeon (1980) and Seeger (199j) discuss cyclorron
-isonance experiments in detail. The properties of self-trapped excitons are
-overed by Song and Williams (1993), while pope and Swenberg (1999)
jiscuss polaronic hopping transport, especially in organic semiconductors.

A classic text on the infrared physics of molecules and solids is Houghton
,nd Smith (1966). The techniques of inelastic light scattering are described in
:etail by Mooradian (1912) or Yu and Cardona (1996). The srudy of phonon
.:rnamics by ultra-fast laser techniques is described by Shah (1999).
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Exercises
10.1) State, withreasons, which of the following solids would

be expected to show strong infrared absorption: (a) ice,
(b) germanium, (c) solid argon at 4 K, (d) ZnSe, (e) SiC.

10.2) Show that the reflectivity of an undamped polar solid
falls to zero at a frequency given by

I

' : ( " ' - l \ 2 " -= \ . - J /  u r o '

where es1 and e66 are the low and high frequency
dielectric constants, and u19 is the frequency of the TO
phonon mode at the Brillouin zone centre.

10.3) The static and high frequency dielectric constants of
LiF are €st : 8.9 and e* : 1.9 respectively, and
the TO phonon frequency v.pg is9.2THz. Calculate the
upper and lower wavelengths of the restrahlen band.

, 10.4) Estimate the reflectivity in the middle of the restrahlen
band for a crystal with ryO : 10 THz, est : 12.1, and
€oo : 10, when the damping constant y is (a) 1011 s*1
and ft) 1012 s-1.

r 10.5) Figure 10.14 shows the measured infrared reflectivitv of
AlSb crystals. Use this data to estimate:

(i) the frequencies of the TO and LO phonons of
AlSb near the Bri l louin zone centre;

(ii) the static and high frequency dielectric constants,
€st and €öo;

(iii) the lifetime of the TO phonons.

Are the experimental values found in parts (i) and (ii)
consistent with the Lyddane-Sachs-Teller relationship?

1.0
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Fig. f0.14 Infrared reflectivity of AlSb. After [5], copyright
1962 Ameican Institute of Physics, reprinted with permission.
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(10.6) Estimate the absorption coefficient at the TO phonon
frequency in a typical polar solid with a damping
constant y of (a) 1011 s-1 and (b) 1012 s-1. Take
uTo : 10 THz, e51 : 12.1, and €co : 10.

(10.7) Explain qualitatively why the reflectiviry of NaCl in the
middle of the restrahlen band is observed to decrease
from 98 7o at 100 K to 90 Vo at 300 K.

(10.8) The static and high frequency dielectric constants of Inp
äro €51 : 12.5 and eoo : 9.6 respectively, and the TO
phonon frequency u16 is 9.2THz. Calculate the wave
vector of a polariton mode with a frequency of 8 THz.
(Ignore phonon damping.)

(10.9) In an infrared absorption experiment on n-type CdTe,
the cyclotron resonance condition is satisfied at 3.4 T
for the 306prm line from a deuterated methanol laser.
Calculate (i) the polaron mass, and (ii) the rigid lattice (10.15)*

electron effective mass, given that €co : 7.1, est :
70.2, and OLo : 3l.9THz.

(10.10) Discuss the qualitative differences you would expect
between the Raman spectrum observed from diamond
to that shown for the III-V crystals in Fig. 10.11.

(10.11) In an inelastic light scattering experiment on silicon
using an argon ion laser at 514.5 nm, Raman peaks
are observed at 501.2 nm and 528.6 nm. Account for
the origin of the two peaks, and estimate their intensity
ratios if the sample temperature is 300 K.

(10.12) NaCl is a centrosymmetric crystal. Would you expect
the TO phonon modes to be IR active, or Raman active,
or both?

(10. 1 3) Use the data in Fig. 10. 1 1 to deduce the energies in meV
of the TO and LO phonons of GaAs, InP, AlSb, and Gap
at 300 K. How do the values for GaAs obtained from /rn jÄ\
this data relate to the infrared reflectivity data given in
Fig. 10.5 ?

(10.14) A photon of angular frequency rr.r is scattered inelas-
tically through an angle 0 by an acoustic phonon of

angular frequency Q. By considering the conservation
of momentum in the process, show that Q is given by:

a:  r r22  r in l ,
c /

where u, arrd n are the velocity of sound and the
refractive index in the medium respectively. (You may
assume that a-> )) Q.) Hence justify eqn 10.33.

A Brillouin scattering experiment is carried out on a
crystal with a refractive index of 3 using light from
a laser with a wavelength of 488 nm. The scattered
photons are found to be down-shifted in frequency by
10 G}Iz when observed in the back-scattering geometry
with d : 180o. Calculate the speed of sound in the
crystaJ.

The potential energy per molecule of an ionic crystal
with a nearest neighbour separation of r may be approi-
imated by the following form:

f l  on2
" " ' -  

r l 2  4 t r e g r '

where a is the Madelung constant of the crystal, and B
is a f i t t ing parameter.

(i) Account for the functional form of U 0).
(ii) Show that U (r) has a minimum value when r :

16, where ,11 : 480rro/o"2.

(iii) Expand U(r) as a Taylor series about r0, and
hence show that the potential takes the form given
by eqn 10.34 for small displacements about rg,
stating the value of the constant Cj in terms of a
and 16.

High resolution Raman experiments on a GaAs crystal
indicate that_ the LO phonon line has a spectral width
of 0.85 cm-'. Use this value to estimate the lifetime of
the LO phonons, on the assumption that the spectrum is
lifetime-broadened.
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Nonlineqr optics

:rctically everything we have been describing so far in this book falls into
!' realm of linear optics, where it is assumed that properties such as the

. r'ractive index, absorption coefficient and reflectivity are independent of the

:.tical power. This approximation is only valid at low power levels. With a

th power laser, it is possible to enter a different realm of behaviour called
-onlineor optics. In this subject we consider the consequences of allowing the

!'ctric susceptibility, and all the properties that follow from it, to vary with
r. strength of the electric field of the light beam.
Nonlinear optics is a subject in its own right that has grown in importance as

rplications of lasers have become more common. A solid state optics text such
. this would be incomplete without some mention of the types of phenomena
.rt can occur. The objective here is to give a brief introduction to the subject,
rth a particular emphasis on the relevant aspects of the solid state physics.

re treatment we give is predominantly classical, and is mainly based on the
pole oscillator model developed in Chapter 2. We will also make some use

: the propefiies of excitons discussed in Chapter 4 and Section 6.4.4. It is
,ped that this may form a basis for further reading in more comprehensive
jatments. A partial list of introductory nonlinear optics texts is given under
-rrther Readins.

11.1 The nonlinear susceptibility tensor

ne optical properties of materials are described through the real and imagi-

.lry parts of the dielectric constant e'. The dielectric constant is derived from

re polarization P of the medium according to:

D : e o € * P

:  € o € r € .  ( 1 1 . 1 )

:r linear optics, we assume that P depends linearly on the electric field I of
re l ight wave. so that we can write:

P : € o x € ,  ( I 1 . 2 )

,,here 1 is the electric susceptibility. By combining eqns 11.1 and Il.2we
:crive the usual relationship between et and X, namely:

€ r : l + X .  ( 1 1 . 3 )

In nonlinear optics we consider the possibility that the relationship between
[' and 6 is more general than that given by eqn I1.2. We start by considering a

t l
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228 Nonlinear optics

It is not necessary that €p and t7 in

eqn 11.11 should be derived from different

light beams. In many cases there will only

be a single light beam incident on the crystal,

and t6 and t7 will just be the components of

the polarization 

vector 

of the 

light 

resolved

along the appropiate axes.

nonlinear medium in which the polarization is parallel to the electric field, so

that we do not need to consider the vector nature of P and € at this stage. We

split the polarization P into the first-order linear response P(l), plus a whole

series ofnonlinear terms ofincreasing order according to:

pnonl inear  -  p(1)  + pQ) + p(3)  +. . . (11 .4)

(1  1 .5 )

where P(n) is the nth-order nonlinear polarization.

In analogy with eqn 71.2, we now introduce the nonlineor susceptibility

,nonlinear, and the nth-order nonlinear susceptibility, x(n). These are defined

by the following equations:

(11.e)
(1 f . i0)

( 1  1 . 1  1 )

The quant
ity tensor.
axes jr, _)' i
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larization
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:  eo (x(r,t  * xQt tz * xQ) gz + ) ,

where t is the magnitude of the applied field.

The various terms in eqns 1 1 .4 and 1 1.5 correspond directly with each other

so that

p(1) - €'XQ)€
p Q ) : e o x Q ) g z

pQ) - eoX3)gz

:

By comparing eqns 11.3 and 11.5, we see that:

anonlinear - I 1 lnonlinear

:  |  1 r ( 1 )  i  x Q ) u  I  x @ t z  * . . .

where X(1) is just the normal linear susceptibility. Equation 11.10 implies

that the dielectric constant depends on the electric field through the nonlinear

susceptibilities. Since the optical power is proportional to tr, this means that

e, also depends on the optical power. Hence properties like the refractive index

and absorption coefficient become power-dependent in nonlinear materials.

The different order nonlinear susceptibilities give rise to a whole host of

nonlinear effects. The majority of these phenomena can be attributed to either

the XQ) or XQ) terms in the polarization. These are either called second-

order or third-order nonlineor effects as appropriate. Some of these will be

discussed in Sections 1 1.3 and 1 1.4.

The well-defined axes of crystalline materials make it necessary to consider

that the nonlinear response of the medium may depend on the directions in

which the fields are applied. For example, we could apply two optical fields

in different directions and then generate a nonlinear polarization along a third

direction. This type of behaviour can be described by generalizing eqns 11.7

and 1 1.8 to allow for the anisotropic response of the medium. For example, the

components of the second-order nonlinear polaization P(2) can be written in

the following form:

P!') :ro t x$)e1en
i  , k : x ,Y , z

(11 .6)

(11 .7)

( 1 1 . 8 )
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The quantity X;f) tutappears here is the second-order nonlineor susceptibil-

ify tensor, and ihe subscripts l, j and k correspond to the cartesian coordinate

axes r, y and z. It will usually be convenient to define these axes so that they

,'oincide with the axes of the crystal whenever this is possible. !

Equation 11.11 shows that there are nine different contributions for each

.ornpon"n, of P(2). For example, the term witn xl\ gives the nonlinear po-

larization generated along the x 

axis 

when one 

optical 

field is 

applied 

along

rhe y axis and 

another 

along the Z axis. We can 

also 

generate 

a 

nonlinear

polarization 

along 

the x 

axis 

by 

applying 

two fields along x 

using 

the xi?|
rerm, and so on for all nine possible permutations of j and k. At first sight

it 

might 

therefore appear that we 

have 

to 

measure 

27 

dtffetent 

quantities 

in

order to fully quantify the second-order nonlinear response of an anisotropic

medium. Fortunately, this is not usually the case, because the high degree of

symmetry found 

in 

crystals 

requires that many 

of 

the 

terms ure zero, 

and 

many

of the others are the same. This point is developed further in Section 11.3.2.

The third-order nonlinear response of an anisotropic medium is also de-

,cribed by a tensor relationship. We can genenlize eqn 11.8 by writing the

components of the third-order nonlinear polarization as follows:

rr(3) : es I
t - -

(r1.r2)xf,),e 1e1,e1 ,
, y ,z

*frere x,fl1, is the third-order nonlinear susceptibility tensor. x!l), it a fourth-

rant tensäi with 81 components. As with the second-order nonlinear suscepti-

bility, symmetry may require fhat many of 

these 

terms are the 

same 

of zero.

: L

Example 11.1

potassium dihydrogen phosphate (KDP) is a uniaxial crystal with a four-fold

axis of rotation about the z axis. The teffagonal 42m symmetry class of the

crystal demands that the only non-zero components of the second-order non-

linear susceptibilitv tensor are the ones with l, j and k all different, namely

xltr\. xj?. x:i), i:?'r. xj2,t,. ana x|y2). r'u'trt"tmore, svmmeffv also requires
that

x:?),: xj'),: xl?, : xi?I,
and

(1  1 .13)

(1 1.14)x!\ 'r: xSI'
Determine the 

direction 

of the nonlinear polarization 

when 

a powerful laser

beam is propagating 

along 

the optic 

axis.

Solution

If the laser is propagating in the z direction, then the electric field of the light

will be polarized along the x ot y directions. The nonlinear polarization is

rherefore given by eqn 11.11 with tz : 0. This gives:

p:t) : ro(yf)e ,e" + xf)re..er + x,alere. + xflerer) . (11.1s)
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If i : x or I : v. then all the terms on the risht hand side are zero because
t2\

X)ii, is zero unless i , j and k are all different. This means that the nonlinear
polarization vector is given by:

P!2) : O
P j D : o

P:D : ro (xfi)re"e:, + xf).ere,)

We therefore conclude that the nonlinear polarization is pointing along the
optic axis, irrespective of the direction of the polarization of the input laser
beam.

Ll.z The physical origin of optical nonlinearities

The discussion in the previous section gave no indication as to why a particular
material should be nonlinear or not. The magnitude of the electric field that
binds an electron to an atom is typically around 1910-1911 V m-l. (See Ex-
ercise 1 1. 1 .) It might therefore be expected that nonlinear effects will become
important when the electric field of the light is comparable to this value. From
the relationship between the intensity of a light beam and its electric field given
by eqn 4.40 in Appendix A, namely:

7 : |cet)nt2 (rr.n)

we see that we need optical intensities around 1019 W m-2 to produce fields of
this magnitude. Intensities as high as this can just about be achieved with very
powerful lasers, but in fact the nonlinear effects set in at much lower intensity
levels. This is because we can produce a sizeable macroscopic result by adding
together the very small nonlinear effects in a very large number of atoms. This
only works if the nonlinear phenomena in all the individual atoms are in phase
with each other. This effect is called 'phase-matching', and is discussed in
Section 11.3.3.

The approach taken to explaining the microscopic origin of optical non-
linearities depends on whether the frequency is close to one of the natural
transition frequencies of the atoms or not. If it is, then we are dealing with a
resonont nonlinear effect, while if it is not, we are considering a non-resonont
nonlinearity. These two situations are discussed separately below, starting with
the non-resonant nonlinearities. It turns out that the non-resonant effects can be
explained in terms of the classical oscillator model by introducing anharmonic
terms. On the other hand. we need to use a ouantum model to account oronerlv
for resonant effects.

11,.2.1 Non-resonant nonlinearities

In Chapter 2 we explained how we can calculate the response of a medium
to electromagnetic waves by assuming that it consists of a series of oscilla-
tors with characteristic resonant frequencies. In the near-infrared, visible or

(1  1 .16)
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ll.2 The physical origin of optical nonlinearities 231

-lrraviolet spectral ranges we will normally be considering the response due
. the electrons. We have been assuming that these are bound to the atoms by

:.rmonic restoring forces such that the displacement induced by the driving
'..eld of the light wave is linear. As with most oscillatory systems, thie will
nly be true for small displacements. If the system is driven hard by the strong
cld of an intense laser beam, the displacements will be large, and it may no
rnger be valid to assume that the displacement varies linearly with the driving
,eld.

We can account for the non-resonant nonlinear effects by assuming that the
--.ectron is bound in an onhormonic potential well of the form:

tJ (x) : 
)*orl*' + !*oC*3 + )*oc+*a+ 

. .., (1  1 .18)

"here a;6 is the natural resonant frequency and x : 0 corresponds to the
.luilibrium position of the electron. It is assumed*rat rof, )) C3x )) Caxz . . .,
.. that it makes sense to carry out the power series expansion, and that the
^rrmonic term dominates for small displacements. The power series expansion
. a simplification of the more complicated functional forms that would appea.r
: a real atom. (See Exercise 10.15 for a worked example for the vibrational
-rrtential energy.)

We concentrate here on the second-order effects, and consider only the x3
-'rm in eqn 11.18. The restoring force for displacements from the equilibrium
'.)sition is given by:

F (x) : - 
drry 

: - (*0,,ß* + moCzx2) (1  1 .19)

. his shows that the strength of the restoring force now depends on the direction
: the displacement; the electron experiences a stronger force for positive

:rsplacements.than for negative displacements. If we drive the electron with
:e AC electric field of a light wave, the displacements will be smaller during
:e positive part of the cycle than for the negative part. Since the dipole moment
-er unit volume of the medium is equal to -N ex,thepolanzation will likewise
-e asymmetric in the field direction. Hence the relationship between p and, t
" ill not be linear and will involve powers of t greater than one.

The nonlinear relationship between P and, t is sketched in Fig. 11.1. For
nall fields the departure from the linear response shown by the dashed line is
'egligible. Hence the polarization closely follows the applied field, as shown
: Fig. 1 I . 1 (a). However, if the magnitude of the applied field is increased, the
':\ponse becomes asymmetric, with larger displacements for negative fields.
.his point is illustrated in Fig. 11.10), which shows how rhe application of
- sinusoidal electric field gives a distorted output if the material is nonlinear.
: is well known from electrical circuit theory that the distorted output can be
:r'scribed by including higher harmonics. In the case shown in Fig. 11.1O),
1e output 

contains 

a 

second 

harmonic 

wave with 

20 

Vo 

of 

the 

amplitude 

of the
.rndamental.
This simple discussion shows that the inclusion of the anharmonic term

:snerates a signal at twice the frequency as the applied wave. We can see
:om eqn 7I.7 that this is equivalent to a second-order nonlinearity, because
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Fig. 11.1 Response of an anharmoni.c
medium to a sinusoidal driving field. The
linear dependence between P and t is shown
by the dashed line, while the solid line
corresponds to a nonlinear dependence. (a)

Small electric field: the deparlure from linear
response is small. (b) Large applied field:
the polarization is asymmetric, with larger
displacements for negative t.

It is impoftant to keep track of all the con-
jugate terms in this model, for otherwise we
can lose some of the imoortant cross-tems.

if t (/) : te sin a-1/, then

t(t)

(a) (b)

On substitu

( -
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lhe polarizatior

P(2a'

Thus if x(2) is non-zero, the medium generates a wave at2ot when driven at
frequency ar. This is the same conclusion as that derived from the consideration
of the anharmonic term in the potential, and shows that the two treatments are
equivalent.

The relationship between C: and XQ) "anbe made more precise by finding
an approximate solution to the equation of motion of the electron when driven
by an AC electric field at frequency rr;. To do this, we proceed as in Section 2.2,
but now include the anharmonic term in the restoring force. The equation of
motion is thus:

PQ ft) : eox(2) tlsin2 at
1  , " .-  
t q x " ' t 6 ( 1  

-  c o s 2 r o r ) .

dzx dx*oli * *orfr * msazox I msc3x2 - -et ,

(11 .20)

(rr.2r)

where y is the usual damping term. t is the driving field of the electromagnetic
wave, which is assumed to have the following time dependence:

€ ( t ) : t o c o s @ / :  ] t o  ( r ' ' '  + . - i ' r )  ." \  /

We have seen above that the inclusion of the C3 term leads to a
at frequency 2at in addition to the one at a.r. Therefore we write
dependence of the electron displacement as:

(rr.22)

(rr.23)

where 'c.c.' stands for complex conjugate. We assume that the nonlinear term
is small, so that Xr )) Xz.

x ( / ) :  ä ( x r r , - ,



On substitutingeqnll.23 into eqn ll.2l,we obtain:

(-r2 + iay *. f , ) \ {xrci ' '  f  c.c.)

+ e4a2 | 2iay + .f;)l{xze2i't + c.c.)
Cr

+  j \ x l e ' 2 i ' t  + 2 x l x 2 e i ' '  + . . . *  c . c . )
+

:  
-e€o 

|6i . t  + c.c. ;  ( l l .z4)
m0

:ere it is assumed that the anharmonic term is small and the ellipsis rep-
.ents the higher order cross-terms at frequencies other than o and 2o. For
t 11.24 to hold at all times, the coefficients of etl,/ un6 "r2iar must be
-' same on both sides of the equation. We are assuming that the nonlinear
.ponse is small, and so we can neglect the term at frequency at generated
,m the anharmonic part of the potential. Hence we obtain:

-eto 1
X l  : (rr.2s)

mo @3 - 12) * iyro

rs is exactly the same result as eqn2.9 in Section 2.2, which is hardly sur-
.ing, since it represents the linear response of the system. The polarization
;requency a-l follows directly:
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(tt.26)

(rr.29)

(11 .30)

P ( a , t ) :  - N e x k o , t )

:  -Ne l{Xrci ' '  * c.c.)
:  eox(a)€( t ) ,

We now solve for X2 to flnd the nonlinear response
'nts of  e21- '  in  eqn |  1 .24.  This g ives:

rere the third line isjust the standard deflnition ofthe linear susceptibility as
:qn 11.2. By combining eqns 11.22, 11.25 and 11.26, we obrain the usual
.u1t for the linear susceptibility:

Ne2
x \ @ ) :

m o e o l k D f , - @ 2 ) + i y @ l
. (rr.27)

by equating the coeffi-

( -4r2 *2 iay +.b;n.l ^
Xt Cz-  

|  ' V L
-  -  - 4 1

a ^ l

-  0 ,  ( 1 1 . 2 8 )
4

,rn which we obtain, using eqns 11.25 and 11.21:

X 2 :
-czx?

a ,  )  ,  1  ,  ^ .zta;o - +@' + ztoy I

_ee2€f ,

2m2o@3 - az + i y @)2 (0)A - 4ro2 a 2i ay)
-nsC jelx(a\2 X(2u-t t  ^,

2 y 4 +  
c o '

re polarization at frequency 2ro is given by

P(2a , t ) :  -Nex (2 to , t ) :  _ �Ne4 (X2"2 iu "  * c . c . . 1  .
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We have restricted our attention to the

second-order nonlinearity here, but it is ob-

vious that the derivation can be generalized

by including higher order anharmonic terms,
which would then explain the origin ofhigher
order nonlinearities.

N,' ^
- .

t l

w\AAr | 

| 

^nnrw
t l

u v l V . l

N,

Fig, 1L.2 Transitions induced by a resonant
laser beam of energy density au. Photons
are-removed from the beam by absorption
transitions from level | + 2 and are added
by stimulated emission transitions from level
2 + 1 .

Now in the case we are considering where the polarization at frequency 2a.r is
generated by nonlinear conversion of the driving field at frequency o, P (fu't)

will also be given by eqns ll.l and II.22 as'.

P (2a, t)  :  €o xQ) t  Q )2 :  eo xl2) (Lt  ü2 (e2i ' '  *  c.c.)  .

Thus by combining eqns 1 1.29-1 1.3 1 we obtain the final result:

_ ( 2 )  _
moCzXk't l2 XQa,t ' tef i (r1.32)

N2e3

This shows that the second-order nonlinear susceptibility is directly propor-

tional to C3, the anharmonic term in the equation of rnotion. Equation I7 .32 is
reasonably successful in predicting the dispersion of x(2) in a large number of
crystals. This is because it is found empirically that the anharmonic constant

C3 does not vary very much from material to material.
Equation 1 1.32 tells us that X 

(2) increases as al approaches ar6, through the
frequency dependence of X@) given by eqn IL27. This effect is known as
resonance enhancement. In a lightly damped system, the classical treatment
breaks down as we get closer to the resonant frequency due to the divergence in

X (ar). Hence we have to adopt a different approach ifwe are close to resonance.
This is discussed in the next section.

11.2.2 Resonant nonlinearities

The off-resonant nonlinear effects discussed in the previous section are all
'virtual' processes. This means that no real transitions take place because the
photon energy does not coincide with any of the transition frequencies of the

atoms. The situation is obviously completely different if the laser frequency
is in resonance with an atomic transition. In this case, the atoms can absorb
photons and make transitions to excited states as the beam propagates through
the medium.

The absorption rate is normally determined by the matrix element for the

transition and the density of states according to Fermi's golden rule (eqn B. 13).

This allows us to determine the absorption coefficient for a particular mate-

rial at a particular frequency. All this presupposes that the intensity of the

light beam on the sample is small. If the intensity is high, we will find that

the absorption coefficient becomes intensity dependent. Since the absorption
coefficient is related to the dielectric constant, this means that the dielectric
constant is intensity dependent. In other words, we are dealing with an optical
nonlinearity.

The intensity dependence of the absorption rate can be understood through
the Einstein B coefficients discussed in Section B.1 of Appendix B. Consider
the propagation of an intense laser beam of frequency u through an absorbing
medium. Figure 11.2 illustrates the simplest case to discuss, namely a medium
containing atoms with just two levels: level 1 at energy Ey atdTevel2 at energy
82. where Ez > Et We assume that there are Nt atoms per unit volume in
the lower level, and N2 per unit volume in level 2. The total number of atoms
per unit volume is N6, where No : Nr * Nz.

We consider the case in which the laser is resonant with the atomic transition
frequency of the atoms, such that hv : Ez - E1 . The laser beam will be

( 1 1 . 3 1 )
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-,bsorbed as it propagates through the medium by transitions upwards from
e'el I to level 2. At the same time, photons will be added to the beam by
.rimulated emission. The stimulated emission rate is not normally considered
'i hen discussing the propagation through an absorbing medium because it
' assumed that 1y'2 is negligible. If the laser intensity is large, we can no
'rnger make this assumption, because the absorption transitions will create
, substantial population in the upper level. This gives rise to a significant
.timulated emission rate, and effectively reduces the absorption coefficient.

The reduction of the absorption coefficient due to stimulated emission can
'e modelled by considering an incremental beam slice of thickness dz as
.lustrated in Fig. 11.3. The number of photons absorbed per unit time in the
rcremental slice is given by:

öNabsorbed : BnNtuu x Adz ( l  1 .33)

' here uv is the energy density of the beam at position z, and A is its area. Adz
. thus the volume of the slice. In the same way, we can see from eqn 8.6 that
re number of photons added per unit time to the beam by stimulated emission
. eiven bv:

SNsti-ulat.d :  B21N2uu x Adz (1 1.34)

lence the total reduction in the photon number per unit time is given by:

äNtotal - SNabsorbed - äNstimulated

: (BpN1 - 821N2)urAdz (11 .3s )

. his is effectively the net absorption rate.
The intensity of the beam decreases as it propagates through the medium

:ue to absorption. If we take the intensity at position z to be 1(z), and the
-'duction in the intensity in the incremental slice to be d I . we can write

A d I : ä N 1 6 6 1  x / z u

:  - (BpN1 -  821N2)u ,hvAdz. (1  1 .36)

- he left hand side is the energy absorbed per unit time from the beam in the
:rcremental slice at z. The right hand side is the change in the photon number
'r'r unit time given by eqn 11.35 multiplied by the energy of each photon.-onservation 

of energy requires that these two quantities must be the same.
Equation 11.36 can be simplifled by noting from eqn A.35 in Appendix A

:rat 1 : curf n,wherc n is the refractive index of the medium. Hence we
btain:

dI  Bn(Nt  -  N)hvn

E : _  ,  
I ,  ( 1 1 . 3 1 )

'. here we have assumed that the degeneracies of the two levels are the same so
tat Bp : Bzt (cf. eqn B.10). Equation 1I.3'7 canbe compared to the standard
:efinition of the absorption coefficient a given in eqn 1.4, which implies that

d I

E :  
- o I  '

:Jence by comparing eqns 11.37 and 11.38 we see that

u : B n ( N t - N ) h v n / c .
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Equation 11.33 follows from eqn 8.5, with
the appropriate redeflnition of the Einstein B
coefficient to the case of a monochromatic
light source with total energy density ay in-
stead of a continuous spectrum with spectral
energy density a(u).

A
tL . + l l +

I (z)  l l  I -at
__><-

dz- -_>z

Fig. 11.3 Propagation of a laser beam of
area A through an absorbing medium.

The argument can easily be generalized to the
case where the degeneracies are different.

(1  1 .38)

( l  1 .3e)
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The approach based on the Pauli principle
is essentially the same as that based on the
Einstein B coefflcients, but it is easier to
apply in practice.

This shows that the absorption coefficient is proportional to the population
difference between the lower and upper levels.

At low intensities we can assume that N1 ry No and Nz x 0. Equation 11.39
thenjust reduces to the usual result where the absorption coefficient is propor-
tional to the number of atoms in the system. However, at high intensities, the
laser pumps a large number of atoms into the upper level so that N2 increases
and N1 deceases. Hence the absorption coefficient begins to decrease as the
population difference between the upper and lower levels decreases.

The decrease of the absorption with the laser power can be characterized
by introducing the soturotion intensity 1.. The absorption coefficient is found
experimentally to depend on the intensity 1 according to the following rela-
tionship:

u ( I S :  .  . o o - , - ,  ( u . 4 0 )
l + I l I s

where cv6 is the absorption measured in the linear regime when 1 ( 1r. A
medium which shows the behaviour indicated by eqn 11.40 is called a sot-
uroble obsorber. The saturation intensity measured for a particular absorption
line will depend on the detailed rate constants for the transitions of the atoms.

At low intensity levels, eqn 11.40 can be expanded to obtain:

u( I )  :  qo -  @o/I ' ) I  . ( 1 1 . 4 1 )

This shows that the absorption decreases linearly with 1. Now o is proportional
to the imaginary part of e,. (cf. eqns 1.16 and 1.21), and 1 is proportional to t2.
Hence e. varies in proportion to t2, and from eqn 11.10 we see that this is
equivalent to a X(3) process. In other words, the resonant nonlinearities due to
saturable absorption are third-order nonlinear effects. (See Exercise 11.9).

The analysis of the saturable absorber above applies primarily to the discrete
absorption lines found in atomic systems. Howeveq in solid state materials we
will often be more interested in the saturation of an absorption band rather
than a discrete line. For example, in Section I 1.4.3 we will present data for the
saturable absorption ofinterband transitions and also ofexcitons.

In treating the nonlinear saturation of interband absorption, it is useful to
take a slightly different approach which is based on the Pauli exclusion prin-
ciple. The dependence of cy on (Nr - Nz) in eqn 11.39 can be considered as
a consequence of the Fermi-Dirac statistics of the electrons. For absorption
to be possible, the lower level must contain an electron, while the upper level
must be empty. Hence the absorption coefficient will obey
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where fi and f2 are the Fermi occupancies of the lower and upper levels
respectively. cv6 is the low power absorption when the lower level is full and
the upper level empty: that is, when fi : I and fz : 0. The absorption at
high powers is calculated by working out the fllling of the levels after alarge
number of electrons and holes have been excited by absorption of a laser pulse.

11.3 Second-ordernonlinearities

In this section we will discuss a few of the more impofiant effects that are
associated with the second-order nonlinear susceptibility XQ) . We begin by



Iscussing the general principles of nonlinear frequency mixing, and then dis-
,'uss the effect of the crystal symmetry on the nonlinear coefficients. Finally,
re introduce the concept of phase-matching which is crucially important for
'ötaining large 

nonlinear 

signals. 

3

ll3.L Nonlinear frequency mixing

llre second-order nonlinear polarization is given by eqn 1 1.7. ff the medium is
:rcited by sinusoidal waves at frequencies a,l1 and a2 with amplitudes t t and
: : respectively, then the nonlinear polarization will be equal to:

PQ) Q) -  eoxQt x t l  cos af i  x  t2cosa2t

: eoxQ) t rtz | lcos (ar I az)t * cos (a-l1 - @)tl. (11.43)

lhis shows that the second-order nonlinear response generates polarization
baves at the sum and difference frequencies of the input fields according to:

11.3 Second-order nonlinearities 237

o1+o2
(a) 1-

a)sum: (Dl + (Ir2

@ditr: @l - @2

l}e medium then 

re-radiates 

at asum and 

rrr6i6, 

thereby 

emitting 

light 

at 

fre-

:rrncies (al -f at) and (arr - @). This effect is called nonlineor frequency
rixing. If the frequencies are the same, the sum frequency is at twice the
:rput frequency. This effect is called frequency doubling or second hormonic

Frerotion, and has already been introduced in the discussion of eqn 1 1.20.
Nonlinear frequency mixing processes can be represented by Feynman di-

€lrams as indicated in Fig. 11.4. Figure ll.4(a) shows the process for sum
':equency mixing, while Fig. 11.4(b) represents difference frequency mixing.
lus usual, conservation 

of 

energy 

applies 

at 

each vertex. The 

negative 

input

'rquency at @z for the difference frequency mixing process in Fig. 11.4(b)
-sflects the fact that cosar/ = |1e+i't + "-i't), so that we can represent
-cal waves either 

with 

positive or negative 

frequencies 

on 

a 

Feynman 

dia-

.-ram. In quantum mechanical 

tems, 

we 

would 

say 

that 

the sum frequency

rixing process annihilates two input photons at frequencies co1 and az, wilh
re creation of 

a 

new 

photon at 

frequency 

arr*rr, 

while 

difference 

frequency

eixing 

annihilates 

one photon at frequency @r 

and 

creates 

two 

photons, one
{ frequency @2 

ard 

the 

other 

aI 

a4ifJ,. 

The creation of the 

photon at 

frequency

,1 in the latter case is stimulated by the presence of a large number of existing
*rctons at frequency a2 

from 

the 

input 

field.

One of the most important uses for nonlinear optical processes is to generate
:ew frequencies from fixed-wavelength lasers. The most common technique is
'requency doubling. In this case, we just have a single input beam, and the
.um frequency 

mixing 

works 

by 

taking 

two 

photons from 

the 

input 

beam 

and

:enerating a 

new 

photon at 

the 

doubled 

frequency.

Figure 11.5 shows a schematic experimental arrangement that can be used to
:enerate the second, third and fourth harmonics of a Nd:YAG laser operating at
,064 nm. The second harmonic atlo64/2: 532 nm is generated by frequency
"loubling of the fundamental. The second harmonic beam can then be doubled
igain 

using 

an additional nonlinear crystal 

to 

generate the fourth 

harmonic

t 

266 

nm. 

Alternatively, 

we 

can 

generate the 

third 

harmonic 

by 

carrying 

out

(rr.44)
(11.4s)

X. 
ot-02

rb, y '-
/,,

Fig. 

11.4 

Feynman 

diagrams 

for 

second-

order nonlinear frequency mixing processes.
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Fig. ll.5 Nonlinear frequency conversion
of a Nd:YAG laser operating at 1064 nm.
The beam is first doubled to 532 nm. This
beam can then either be used as the output,
or doubled again to 266 nm. Altematively,
the output at 532 nm can be mixed with
the 

fundamental 

at 

1064 

nm 

1o 

generate
the third harmonic at 355 nm. The residual
pump beams 

transmitted 

through 

the 

nonlin-

ear crystals are separated from the harmonics
by suitable filters that are not shown in the
diasram.

A very interesting aspect of down-converslon
processes is that the photons are always cre-
ated in pairs. This means that the photon

statistics at frequency rrl1 are directly cor-
related with those at ro2. This gives rise to
a whole host of beautiful quantum optical
effects. For example, the pairs of photons
are ideal for use in Einstein-Podolsky-Rosen
experiments 

to 

test 

for 

quantum 

nonJocality.
Furthermore, the fluctuations in the photon
number for the pair can be smaller than the
usual Poissonian statistics of laser lisht.

hhhJ 
266nm

532nm

355 nm

nonlinear
crystal

sum frequency mixing in another crystal using the fundamental and the second
harmonic beams. These techniques are standard procedures in modern laser
physics.

When the two input fields are at the same frequency, we see from eqn 11.45
that the difference frequency is zero. This effect is called opticol rectificotion,
and refers to the phenomenon by which a static electric field is produced
from fields of optical frequencies. The Pockels effect, which is also known
as the lineor electro-optic effect, is the reverse of this process. In the Pockels
effect we apply a DC electric field tnc and produce a change in the dielectric
constant at optical frequencies which is linear in toc. This effect modifies the
refractive index of the medium (see Exercise lI.7) and can be used for making
optical phase modulators or for inducing a controlled amount of birefringence.

The sum frequency mixing process shown in Fig. 11.4(a) can work the other
way round as well. In this case, we bring in a single input field at frequency
@ and create two new photons at frequencies of ar1 arrd o2, where a-lt *
(Dz : a. This process is called down conversion. It is apparent that the output
frequencies generated by down-conversion are not uniquely deflned. Any com-
bination of frequencies that satisfies the conservation of energy requirements
can in principle be generated. However, the number of photons emitted at
any particular frequency will only be large if the phase-matching conditions
discussed in Section 11.3.3 below are satisfled.

Down-conversion can be used to amolifv a weak beam bv a orocess called
porometric omplificotion. If we introduce a weak 'signal' neia aifrequency ar,
in the presence of a strong pump fleld at frequency o, it can generate an 'idler'

field at (Di : o)-as by difference frequency mixing with the pump field. These
new idler photons then generate more signal photons by further mixing with the
pump field. This process then repeats itself. If the phase-matching conditions
are satisfied, it is possible to transfer power from the pump beam to the signal
and idler beams. Furthermore, if the crystal is inside an optical cavity which
is resonant with either as er @i, then oscillation can occur. This process is
called porometric oscillqtion, and can lead to the generation of intense beams
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feble 

11.1 

Second-order nonlinear effects. 

The 

third 

column 

lists 

the 

frequencies of 

the 

light

'eams ilcident on 

the 

nonlinear 

crystal, while 

the 

forrrth 

gives 

the frequency of 

the 

output 

beam
r the 

nonlinear 

polarization. A 

frequency 

of 

zero 

indicates a 

DC 

elecric 

field.

Altemative nafie Input
frequencies

Outdrrt
frequencies

Frequency 

doubling 

Second 

harmonic 

generation

Optical 

rectification

Down 

conversion

Sum frequency mixing
Difference 

frequency 

mixing
Pockels 

effect 

Linearelectro-ootic effect

a

a

a

a l ,  02

41, a2

a , v

2a
0

a1'  0,
(ay -t a2)

lo1 -  azl
a

;r 

tunable 

frequencies 

even though we 

started 

from 

a 

fixed-wavelength 

laser.
The different types of second-order nonlinear effects considered in this sec-

:on are summarized in Table 11.1.

11.3.2 Crystal symmetry

fhe second-order nonlinear susceptibility introduced in eqn I | . l I is a third
:rnk tensor with 27 components. Fortunately, it is not necessary to measure
.ll of these components to determine the nonlinear response of the medium.
-r is immediately obvious that some of the 27 components are the same. For
--rample the term xl2r\rtr€,- must be the same ut xjlnere, because the re-
.ponse of the medium cannot depend on the mathematical ordering of the
-.elds. Hence there are in fact only 18 physically distinct components of the
:onlinear susceptibiüty. This means that we can write the nonlinear response
n a-simpler form in terms of a contracted tensor called the nonlineor opticol
:oefficient tensor d;;. Written out explicitly, the components of the trooiitr"*
slarizations are given by:

€"t"
ty ty
t  r t ,

2 ty tz
2tztx
2txey

(rr.46)

3v comparing this with eqn ti.tt we see that d11 : eoxl2)r, d1a : esX!?r,
_'lc.

ln 

many 

crystals 

the 

nonlinear 

optical coefficient tensor 

can 

be 

further 

sim-
:lified because the crystal symmetry requires that many of the terms are zero,
.nd many others are the same. This is a consequence of Neumann's principle
.i hich states that the macroscopic physical properties of a crystal must be
nvariant under the symmetry operations of the crystal. (cf. Section 1.5.1.) This
nakes 

the 

task 

of 

characterizing 

the 

nonlinear 

material 

much 

easier than 

it

night seem at first.
The simplest case to consider is that of a centrosymmetric crystal. This is

: crlstal 

that 

has 

inversion 

symmetry. Suppose we generate a 

nonlinear 

polar-

zation in such a crystal by using a single applied field, €, The components of

/  pJ ' \  /  d , ,  dn  dn

| ,j', | : I d.zt dzz dzt

\ , 1 "  )  \ d l  d z z  d n

drq ds drc
dzq 

dzs 

dze
dzq dzs dsa
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The non-zero terms in d;; for the cubic crys-
ta1 

are 

derived 

from 

the 

terms 

of the tvoe

xj2"f . rt i, obvious that ,1'r', = ,t11, = ^.!]t,
in a cubic crystal in which the x, y and z axes
are equivalent.

r!2) ee): .o I x$lr+;r-en>
j , k

: €o I xf,)e 1en
j , k

: PiQ) (+e) .

P(2) will be given by eqn 11.11. If we now reverse the direction of the electric
field, nothing happens because:

(11.47)
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However, since the crystal has inversion symmetry, we know from Neumann's
principle that we must get the same physical result by keeping the field in the
original direction and inverting the crystal. In terms of the coordinate axes of
the inverted crystal, all the components of € andPQ) change sign. Therefore,
for the inverted crystal we have:

-P:2) : rolx!z]1-s )(-sü.
j , k

(11 .48)

The only way that eqn 11.48 can be compatible with eqn 1I.47 is ff X9, :

0 for all permutations of i, j,k. Hence we conclude that the second-örder
nonlinear susceptibility of centrosymmetric crystals is zero, so that dij : 0
for all I and j.

We can come to the same conclusion by a more obvious but less rigorous
route by making reference to eqn 11.i8. In a centrosymmetric crystal we must
have that U(x) : U(-x) because the physical properties cannot alter on
inverting the crystal. This means that C3 : 0. Hence from eqn 11.32 we see
that XQ) must be zero in a centrosymmetric crystal.

If the crystal does not possess inversion symmetry then some of the com-
ponents of d;1 wlll be non-zero. In triclinic crystals with the lowest possible
symmetry, it will be necessary to specify all 18 values of d;1 to describe the
nonlinear response fully. At the other extreme, in materials with the zinc blende
structure (class 43m), it is only necessary to specify one value because the very
high degree of crystal symmetry requires that the only non-zero terms are ds,
dzs, and dz6, and that these three are all identical.

In crystals with intermediate symmetry it will be necessary to specify a
varying number of physically different terms in d;i. For example, we already
considered the uniaxial nonlinear crystal KDP (potassium dihydrogen phos-
phate, KH2POa) in Example 11.1. KDP belongs to the tetragonal crystal class
42m and has four-fold rotational symmetry about the z axis. The non-zero

^  ( ) \
components of X)ii specified in eqns 1 L 13 and I I . 14 imply that the only non-
zero components"of d;i are dA, dzs, and d36, with d1a equal to d25. Hence
we can characteize the nonlinear response completely by making just two
separate measurements to determine d14 and fu6. In other types of crystal,
there will be different relationships between the coefficients of di1. Tables
of these relationships are given in books on crystallography and nonlinear
optics. Exercise 11.6 works through a specific example for the case of an
orthorhombic nonlinear crystal.
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I1.3.3 Phase matching

\onlinear effects are generally small, and we therefore need a long length
i the nonlinear medium to obtain a useful nonlinear conversion efficiency.

;,rr this to work, we need that the phases of the nonlinear waves generated
:roughout the whole crystal are all the same so that the fields add together

- 'herently. when this is achieved, we are in a regime called phose motching.
l. we will see below, phase matching does not normally occur, and can only
'c achieved if the nonlinear crystal is orientated in a very precise direction.

We can see why phase matching is an important issue by considering a
' mple example. suppose we wish to use a nonlinear crystal to double the
:cquency of a Nd:YAG laser from 1064 nm to 532 nm, as shown schematically
: Fig. 11.5. All materials are dispersive to some extent, and this means that
:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::e refractive 

index 

at 

532 

nm will 

be 

diferent to 

that 

at 

r064 

nm. Therefore,
re second harmonic waves at 532 nm will propagate with a different phase
:locity to the fundamental at ro64 nm. The second harmonic waves generated

": the front will arrive at the back of the crystal at a different time to the
-indamental, and so the 532 nm waves generated at the back of the crystal
, ill be out of phase with those from the front.

The phase mismatch introduced by the frequency doubling process can be
. :lculated from the wave vectors of the two waves. If the beams are travellins
: the z direction, then the nonlinear waves will propagate as exp ikQa)2, wtrer!

, :o) is the wave vector at frequency 2o. Onthe other hand, the fundamental
-cam propagates as exp ifr("')Z, where fr(r) is the wave vector at frequency ar.
" crw 

since 

p 

Q) 

o t 2 
, the nonlin ear polarization at 

a 

given point in thä medium
u ill be created with a phase of (exp ik@) 42 : exp2ik@) z. Hence the phase
:rfference a<D between the nonlinear waves created at a distance z into the
.:\'stal and those created at the front ofthe crystal is given by

LQ :  (k(2 ' )  -  2k ' , ) ,  . (r1.49)

,\-e introduce the coherence length /. for the nonlinear process as the distance
rer which the phase mismatch becomes equalto 2r:

(ft(2a1 - 21r@)y x L:2tr . (11 .50)

lhis can be rewritten in terms of the refractive indices n2, and no at the two
:equencies as:

-  n - l l " : 2 f t  . (11 .s1 )

(rr.s2)

', here ), is the free space wavelength of the fundamental beam. Taking a typical
-'rample with ). : I p,mandn2a - na - l0-2 we find thatl" - 50 lrm"

Equation 11.52 shows us that only the waves emitted within a very short
:istance of the surface will add together coherently. This clearly greätly re-
-tricts the efficiency of the nonlinear conversion process, because only a very
.hort length of the nonlinear crystal is actually useful. The situation would be
-ompletely different if we could somehow anange that n2o : na.In this case
'he nonlinear waves generated throughout the whole crystal would all have the

2o_ fn.-
c

li

ti
li
li
r
i

, f t c L
- 

aln2tu - ntol 2[n2a _ aa1 
'
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same phase and would thus add together coherently. This is the phase matching
condition.

At first sight it might seem that there is no way to satisfy the condition
n2t : no in any material with normal dispersion properties. However, this
neglects the fact that the anisotropic crystals that are used for nonlinear mixing
are birefringent. This opens new possibilities to balance the dispersion against
the birefringence. For example, in a uniaxial crystal with normal dispersion
such that n2' > n', it is possible to obtain phase matching by propagating the
beam at frequency 2at as an extraordinary ray, and the beam at at as an ordinary
ray. It is shown in Example I 1.2 below that phase matching can be achieved
for a very specific orientation ofthe crystal.

The phase matching condition can be given an intuitive physical interpre-
tation if we notice that if nzo : no, thel pQto) - 2k@) . This corresponds
to momentum conservation in the nonlinear process. In the more general case
when a photon of wave vector k is generated by mixing two photons with wave
vectors k1 and k2, the phase matching condition can be written as

k :  k r  *  k z .  ( 1 1 . 5 3 )

In down-conversion where one photon is split into two output photons, the
phase matching condition of eqn 1 1.53 applies to each pair of photons created
in the process.

Example 11.2

The ordinary and extraordinary refractive indices of a uniaxial crystal are n.
and no respectively. A laser beam is propagating at an angle d to the optic (a)

axis as shown in Fig. 2.I2. The laser is linearly polarized along the x direction.

(i) Show that there is an angle 0 at which the phase matching condition can
be met for second-harmonic waves polarized as extraordinary rays.

(ii) Evaluate the phase matching angle for potassium dihydrogen phosphate
(KDP) at the wavelength of a Nd:YAG laser (1064 nm). The relevant
refractive indices for KDP arc: no(l064nm) - 1.494, no632nm) -

7.572, andn"(532nm) : 1.477.

Solution

(i) The general condition for phase matching is that

n 2 ' : n ' (11.s4)

The fundamental is polarized along the x axis, and so its refractive index
is nf;, irrespective of 9. The refractive index for the second harmonic
waves polarized as extraordinary rays is given by the result of Exer-
cise 2.15, namely:
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where no and n" are evaluated at 2o. Hence the phase matching condi-
tion given in eqn 11.54 is met when

1 sin2 0 cosz 0
f _

(n ! t2  (n !u ' t2  g2 ' f

r We insert the appropriate values for the refractive indices into eqn 11.56
to write:

1 sin2 g cosz o

l .4gP 
:  

* ,  U 
- r  

|  .51 '22 
'

This is satisfied with 6 : 41". To achieve phase matching we therefore
hold the crystal in a gimbal mount and carefully rotate its orientation
until the optic axis is at 41o to the direction of the laser beam.

I 1.4 Third-order nonlinear effects

:d-order nonlinear effects are pafiicularly important in isotropic media,
. r as gases, liquids and glasses. This is because an iso^tropic medium pos-
..r's inversion symmetry, and all the components of X,1,.'f must therefore be

' (See Section 11.3.2.) Hence the lowest order nonlinear susceptibility
:r non-vanishing components is X(3). In this section we start by giving
'r'erview of third-order nonlinear phenomena, and then focus on isotropic

.lia in more detail, mentioning optical fibres as a specific example. Finally
Jiscuss resonant third-order nonlinear effects in semiconductor crystals.

1.J.1 Overview of third-order phenomena

:hird-order nonlinear polarization is generated when three input fields are
.lied to the nonlinear medium. If the input fields are at frequencies ar, a2
.: ar3, then the nonlinear polarization will be given by eqn 11.8 or more
'rerally by eqn 11.12. In the simplest case without considering the tensor
:.cct of the susceptibility, this gives:

PQ)G) -  esX(3)  x  t l  cos ro l t  x  t2eos@2t x t3cos@3t (11.s7)

ere t1, t2 and t3 are the amplitudes of the three waves. Hence the fre-
:ncy @4 of the nonlinen polaization must satisfy:

@ 4 - a I + a 2 + @ 3 , (  I  1.58)

':ere the frequencies on the right hand side can be either positive or negative.
i\ reflects the fact that cos at : )rc+i*, + e-t.t; and lherelore contains
:h positive and negative frequency terms.
Figure 11.6 shows the Feynman diagram for several third-order nonlinear
)cesses. Figure 11.6(a) gives the diagram for the general process, with three

:ut photons corresponding to the driving fields and one output photon corre-
onding to the nonlinear polarization. The output frequency is the sum of

(1 1.56)
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As with the second-order processes, the neg-
ative frequencies represent the addition of
photons to the driving field in the nonlinear
process. This is a legitimate outcome because
photons are bosons and hence the nonlinear
interaction can stimulate the creation of pho-
tons at the input frequency as well as causing
annihilation of input photons.
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Fig. 11.6 Feynman diagrams for third-order
nonlinear processes. (a) Four-wave mixing.
(b) Frequency 

tripling. 

(c) The optical 

Kerr

effect. (d) The Raman effect.

In practice it is usually easier to gener-
ate the third harmonic of a laser beam by
two second-order processes according to the
scheme shown in Fig. 11.5, rather than by
using.a. single third-order conversion using
the X 

('' nonlinearity.
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the input frequencies, as required by conservation of photon energy. Since
four photons are involved, the general phenomenon is often called four-wove
mixing. In the discussion below, we concentrate on the three specific examples
of four-wave mixing illustrated in Fig. 1 1.6(b)-(d), namely: frequency tripling,
the optical Kerr effect, and stimulated Raman scattering. There are, of course,
many other important third-order nonlinear phenomena, but we do not have
space here to discuss them all. The main effects that we will consider here are
summarized in Table 11.2.

Frequency tripling

Figure 11.6(b) shows the Feynman diagram for frequency tripling. This is the
equivalent of frequency doubling for a XQ) process. Three collinear flelds at
the same frequency are incident on the medium from a single input laser beam.
With a;l1 : a)2 : ro3 : la, we find from eqn 11.58 that the output frequency
is equal to 3ar. In other words, the nonlinear process directly generates the
third harmonic of the fundamental. As with frequency doubling, the conversion
efficiency will only be large if the phase matching condition determined by
momentum conservation is satisfied. (See Section 11.3.3.) Frequency tripling
experiments are useful for the spectroscopic information they give about the
magnitude of X 

(:) and its relation to the atomic transitions of the medium.

Table 11.2 Third-order nonlinear effects. The third column lists the frequencies of the light beams
incident on the nonlinear crystal, while the fourth gives the frequency of the output beam or the
nonlinear polarization. A frequency of zero indicates a DC electric field. Note that there are several
other third-order nonlinear effects such as two-photon absorption which have not been included in
this table.

Effect

Generic 

four-wave 

mixing

Frequency 

tripling

Optical 

Kerr 

effect

DC Kerr 

effect

Stimulated four-wave mixing

Third-harmonic 

generation

Degenerate four-wave mixing
Nonlinear refractive index
Self-phase modulation

Quadratic electro-optic effect
Stimulated Raman scattering
Stimulated Brillouin scattering

u t . a 2 . a 3  t X a l l a 2 l a 3 l

a 3 a
a a

a , 0
a, as

@

@S
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Ihe optical Kerr effect and the nonlinear refractive index

eure 11.6(c) shows the Feynman diagram for the optical Kerr effect. In
'.is process we again have just a single beam at frequency ar incident on
:L' nonlinea.r medium, and the nonlinear interaction produces a third:order
. 'larization at the same frequency as the input laser beam. This works by
.ing ar1 - a2 : lro and (D3 : -o) in eqn 11.58. No phase matching
:oblems occur in this case because the nonlinear polarization is at the same
'r'Quenc] as the driving fields and thus the fields are in-phase throughout the
hole medium. Since the frequencies of all four photons are the same, the
Itical Kerr effect is sometimes called degenerate four-wave mixing.
one of the main consequences of the optical Kerr effect is that the refractive
Jex begins to depend on the intensity of the beam. This can be seen by

,lculating the change of the dielectric constant produced by the light. From
.rn 11.10 we see that the dielectric constant in a nonlinear medium with
l' - 0 is given by:

.nonl inear :  |  1r(1) _l / l )gZ (11.se)

,here 1(1) is the linear susceptibility and t is the optical electric field ampli
:Je. We split this into its linear and nonlinear parts by writing:

' here

rd

'. is the usual dielectric constant for the linear regime and Ae is the change
-rused by the nonlinear process. In a non-absorbing medium, the refractive
-idex n is equal to the square root of the relative dielectric constant (cf.
,qn 4.31). Hence we may write:

aaonlinear : er * ae ,

e . : 1 + x ( 1 )

Le :  XQ)92.

r _ A e
n  = ( € r  * A e ) z  :  J e r +  

Z u , a : n o I  
L n .

r (3 \  gZ y (3)
t t : n 0 + "  : n 0 * + f  ,

znj n'nceg

1  , , t
n2 :  - - ; - -  X ' " '

ndce0

(11.60)

( 1 1 . 6 1 )

(rr.62)

(11 .63)

(11 .66)

, here we have assumed that Ae ( e. in the second equality, and in the third
, e have split the refractive index into its linear part ng : ntQ and its nonlinear
',rt Ln. On comparing eqns 11.62 and 11.63 we find that

(rr.64)

.,, here we have used the proportionality between 1 and €2 given by eqn 1 1. 17
r the second identity.

We now introduce the nonlineor refroctive index n2 according to:

n( I )  :  ns *  n2I  .

3y comparing eqns 11.64 and 11.65 we find that:

(11 .65)
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The quadratic Kerr{ype effects contrast with
the Pockels effect discussed in Section I 1 .3.1
and Exercise 11.7. The Pockels effect is a
linear electro-optic effect in which Äz varies
linearly with t.

The spontaneous Raman scattering processes
discussed in Section 10.5 can be related to
the stimulated effects we are considering here
by making an analogy with spontaneous and
stimulated radiative emission. Spontaneous
radiative emission can be considered to be a
stimulated process that is triggered by a vac-
uum photon from the zero-point fluctuations
of the quantized electromagnetic field. In the
same way we can regard spontaneous Raman
scattering as a stimulated nonlinear process
instigated by vacuum photons. In fact, when
we generate stimulated Raman beams by
passing a laser through a suitable medium,
there is usually no initial field at frequency
.rs to start the process. This fieid has to come
from spontaneous Raman scattering, which
itself is instigated by vacuum fluctuations.
Hence the generation of a stimulated Raman
beam is considered to start from the zero-
point fluctuations of the field.

This shows that n2 is directly proportional ß X(3) , and hence that third-order
nonlinearities cause the refractive index to vary with the intensity.

^From eqn 1I.64 we see that in the optical Kerr effect, An is proportional to
t', where t is the electric field of the lisht wave. This is reminiscent of the
DC Kerr effect, in which the refractive inäex of a medium at wavelength .1, is
modulated by a DC electric field according to the relation:

L ,n :  ) "K t2 (rr.61)

where K is the Ker:r constant. The optical and DC Kerr effects are therefore
both quodrotic electro-optic effects, since An varies as t2.TheDC Kerr effect
is used for making optical modulators, and can be considered as a X 

(3) process
in which a1 : a)z: 0 and (D3 : @.

Stimulated Raman scattering

Figure 11.6(d) shows the Feynman diagram for the stimuloted Romon effect. A
weak beam at frequency ar. is incident on the medium together with a powerful
pump beam at frequency ar. With o)1 : !at, o)2 : -o), and 14 : @s, w€ See
from eqn 11.58 that the nonlinear wave is at frequency arr. Hence the presence
of a field at a-ls generates more photons at the same frequency through nonlinear
mixing with the pump field. The beam at frequency co, can then experience gain
by the same sort of parametric mixing that was discussed in Section 11.3.1.
The process becomes a Raman effect if we tune the frequency of ar, such
that at - &)s : f,2, where f,2 is the frequency of one of the vibrational modes
of the medium. The nonlinear susceptibility is resonantly enhanced in these
conditions because the two frequencies are strongly coupled together through
the natural vibrations of the medium.

Stimulated Raman scattering was discovered very soon after the invention
of the laser. In 1962 E.J. Woodbury and W.K. Ng observed that when passing
a strong beam from a ruby laser at 694.3 nm through a nitrobenzene cell,
a second intense beam was generated at 166 nm. Analysis of these results
showed that the difference in the frequency of the two photons corresponds
exactly with one of the vibrational modes of the molecule at4.0x 1013 Hz. The
same phenomenon has subsequently been observed in many different liquids
and gases, and also in solids.

In solids the scattering can be mediated either by the optical or the acous-
tic vibrational modes. In the former case it is the Raman active LO and TO
phonons at q - Q that ne involved, where q is the wave vector of the phonon,
as discussed in Section 10.5.2. This gives rise to discrete frequency shifts
analogous to those observed in molecules. In the latter case, it is the acoustic
phonons that are involved, and the process is usually called stimuloted Bril-
louin scottering. The frequency shift caused by stimulated Brillouin scattering
depends on the angle through which the light is scattered, as determined by the
energy and wave vector conservation laws. (See eqn 10.33.)

A further possibility that occurs in solids is that the stimulated light scatter-
ing can be mediated by other types of fundamental excitations of the medium.
One particularly interesting example is spin-flip Raman scattering in a doped
semiconductor in a magnetic field. The Raman scattering is mediated by the
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Iable 11.3 Non-zero components of the third-order nonlinear susceptibility
:redium.
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Glasses are isotropic because they do not
possess a crystal structure and therefore have
no preferred axes. Doped glasses have optical
transitions in the visible spectral region (see
Section 1.4.5) and the Kleinman symmetry
condition does not hold at freouencies close
to 

the 

band gap of 

the 

dopant.

,l?",: ,j1)rr: rf),,
x:3)w : x{,?},, : ,l?-: ,f). : ^{t}*: ,f),
,f,),, : ,r')r, : ^'1),,: ̂3),, : ,jl)r,: ,31,
,:?,. : ^j'), : ^12)" : x3),,: ,!?,, : ^f,),,

'iip of the electron spin in the magnetic field, and this has been demonstrated
'"r give sufficient gain to allow laser operation.

11.4.2 Isotropic third-order nonlinear media

Ihe third-order nonlinear response is described by the nonlinear susceptibility
.ntor 1,.(,3f, defined in eqn 11.12. This has 81 elements, many of ,"hi"h *"
:re same'or zero in materials with a high degree of symmetry. In a completely
'otropic medium such as a gas, there are2r non-zero elements which are listed
r Table 11.3. The interrelationships listed in the table suggest that there are
,'ur independent values, but this is not the case because it can be shown that
re susceptibilities must also satisfy:

xl3)** : xl3)r, + x:3r),, + x::r)r,

lhis means that there are in fact only three independent elements. Furthermore,
: we are well below the natural resonance frequencies of the atoms, it will also
re true 

that:

. ( 3 )  ( 3 )  r 3 )  I  r r r
Xi*'yy : Xr-y'ry : Xry'y* : 

1X)7** 
'

lhis result is only valid at low frequencies, and is called Kleinmon symmetry.
.r this limit, there are thus only two physically different third-order nonlinear
. usceptibilities.

Glasses are perhaps the most important examples of isotropic optical ma-
:rials. We usually use glasses at wavelengths where they are transparent. We
.re therefore well below the band gap in the ultraviolet, and the Kleinman
.r mmetry condition given in eqn 11.69 will normally hold.

when an intense laser propagates through a glass, it can alter the refractive
rdex by the optical Kerr effect in accordance with eqn 1 1.65. This produces a
:onlinear phase shift given by

4pnonr inear  :2(  o,  t  :2 !  n2I  I  ,
)" )"

^ here .1" is the waveletgth, I is the length of the medium and 1 is
.ity. The laser beam therefore alters its own phase, an effect called
nodulotion.

\onlinear propagation in optical fibres and solitons

ielf-phase modulation effects can be observed very clearly in optical fibres,
-'r'en though the nonlinear refractive index is very small. This is because the

in an isotropic

(11 .68)

(11.6e)

(11 .70 )

the 

inten-

self-phose
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Fig. 11.7 A group of runners on a mattress
is an analogy of a soliton pulse in an optical
fibre. The indentation of the group slows the
faster runners and speeds the slower ones,
thereby compensating for the tendency of the
group to break up. In the same way, the non-
linear phase shift of an intense short pulse can
compensate for the pulse broadening effect
due to the dispersion of the optical fibre.
From [1], reprinted with permission from
Plenum Publishers.
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beam is focussed to a very small area in the fibre, so that the intensity is
very high even at only moderate power levels. Large phase shifts can then
be achieved by using long fibre lengths.

The subject of solitons is a very interesting aspect of the propagation of
light pulses down an optical fibre in the nonlinear regime. A short laser pulse
must necessarily contain a spread of frequencies in order to satisfy the Fourier
transform limit given approximately by eqn 9.6. Since the glass that makes
up the fibre is dispersive (see Fig. 2.9), the different frequency components of
the pulse will experience slightly different refractive indices. This means that
their velocities will be different, and the pulse will gradually broaden in time
as it propagates down the fibre. (See Exercise 2.14.) This becomes a serious
problem if we are trying to transmit a sequence of closely spaced data pulses
down the fibre. The soliton effect discovered by John Scott Russell in 1834
can eliminate the problem. Russell noticed that the bow wave of a Scottish
canal barge did not disperse when the amplitude of the wave was large enough.
He successfully explained his observation by realizing that the dispersion of
the water wave was being balanced by the nonlinear effects due to the large
amplitude. The same phenomenon can occur in optical fibres.

Solitons can be observed in optical fibres at frequencies where the dispersion
is negative. This is because the n2 of the fibre is positive, and so the dispersion
must be negative if the two effects are to cancel. Most glasses have positive
dispersion at optical frequencies due to the electronic absorption in the ultravi-
olet. However, as noted in Section 2.3,the dispersion of the SiOz used to make
optical fibres is zero at 1.3 p,m and becomes negative for longer wavelengths.
This can be seen in the data shown in Fig.2.7. This means that we are in the
right regime to observe solitons at 1.55 6lm, which is the preferred wavelength
for telecommunication systems because the losses of the fibre are smallest.

The basic physics of soliton propagation can be understood in a simple way
without recourse to heavy mathematics by reference to the cartoon given in
Fig. 1I.7. This shows a group of athletes crossing a mattress, with the faster
runners at the front. The group creates a valley in the mattress that retards the
faster runners but helps the slower ones. On a hard surface the group would
break up with the faster runners leaving the slower ones behind, but the valley
in the mattress opposes this effect and keeps the group together. In the right
conditions the nonlinear phase shift of an intense pulse in an optical fibre
can have a similar effect, creating a trapped light pulse similar to the trapped
group ofrunners in the cartoon. The resulting pulse can travel indefinitely long
distances along the fibre without significant broadening. This is a very useful
property for long-distance optical fibre telecommunication systems.

v v v  v  v v v  
- . -

v v v v v v - * \
V V  v V V' v V v V V V



rample 11.3

,.rser pulse at 1.55 pcm of intensity l0r2 W m-2 is propagating down an op-
.,1 fibre of length 100 m. Calculate the nonlinear phase shift if the nonlinear
:ractive index is 3 x 10-20 m2 W-1.

.ution

-' calculate the nonlinear phase shift from eqn I 1 .70 with ,i. : 1 .55 x 10-6 m,
:3 x 10-20 m2 W-1, and I :1012 w m-2. This sives :

2r
^Ononrlnear - ----:::- x (3 x 10-20) x 1012 x I00 :12.2.

1 .55  x  l 0 -o

-.r' nonlinear phase shift is thus 3.12. This example shows that the nonlinear
'.rse shift can be very large, even though the nonlinearity is small. This occurs
rause ofthe very large value of/ that can be used in optical fibres.

I 1.4.3 Resonant nonlinearities in semiconductors

Section 17.2.2 we explained how the absorption coefficient of an absorbing
-'dium is expected to depend on the intensity at high power levels. This
:.nomenon has been studied extensively in semiconductors, with a particular
:rphasis on developing nonlinear switching devices for applications in optical
:brmation processing.
The simplest mechanism that can cause saturable absorption in a semicon-

.ctor is illustrated in Fig. 11.8. This shows the band diagram of a direct gap
. niconductor when a large number of electrons have been excited from the
nduction band to the valence band. The electrons are excited by absorption

: an intense laser pulse with photon energy greater than the band gap. The
!'ctrons fill up the states at the bottom of the conduction band, leaving empty
-rtes at the top of the valence band. This blocks further interband absorption

'insitions at photon energies close to the band gap such as the one shown in
e figure, because there are no electrons in the valence band to be excited, and
.rthermore, the destination states in the conduction band are full. Therefore,
- we turn up the intensity of the exciting laser, we will find that the absorption

-:adually saturates as the bands fill up. This effect is therefore called a bond-
- ling nonlinearity.

.\nother mechanism which can cause the absorption to depend on the in-
-'nsity is the saturation of the excitons at high carrier densities. This effect
as described in Section 4.4. At high canier densities the Coulomb force
rlding the excitons together is screened, and the electron and hole states near
: 0 required for the formation of excitons are filled. Both these effects cause

'.eaching of the exciton absorption. If the carriers are excited by absorption
i a laser beam, the excitonic absorption will decrease with increasins laser
rtensity.
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Fig. 11.8 Band-filling nonlinearity in an ex-
cited semiconductor. The interband absorp-
tion transition shown by the thick arrow in
the diagram is blocked because there are no
electrons in the valence band to absorb, and
the destination states in the conduction band
are 

filled.
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Quantum wells are good materials to demon-
strate excitonic nonlinearities because they
show strong excitonic absorption even at
room temperature. See Section 6.4.4 for fur-
ther details.

40

GaInAs/InP
MQW
300 K

exciton

+

0.9 1.0

Photon energy (eV)

(a)

lntensiff (W cp-z;

(b)

Figure 11.9 shows the intensity dependence of the exciton absorption in a
GaInAs multiple quantum well sample at room temperature. The linear ab-
sorption spectrum is given in Fig. 11.9(a). The step-like spectrum expected for
the 2-D quantum wells is clearly apparent in the data, together with the peaks
due to the excitons. Figure 11.9(b) shows the dependence of the absorption
coefficient cv on the intensity I atthe first exciton peak in the linear absorption
spectrum. The data show that cv decreases as 1 increases, and flts reasonably
well to a dependence of the form:

:-
tr

- ' 6

A ' t

:-
E ? o
u  - '

a 2 0

.3 10

105104103r021 0t . 2l . l0.80.7

Fig. 11.9 Saturable excitonic absorption in a semiconductor multiple quantum well. The sample contained 30 Ga9.53Ing.47As quantum wells of
width 15.4 nm with InP barriers. The temperature was 300 K. Paft (a) shows the linear absorption of the sample, while (b) shows the intensity
dependence of the absorption at 0.77 eV. This photon energy corresponds to the first excitonic peak in the linear absorption spectrum, and is
identified by the arrow in (a). The solid line in (b) is a fit to the data using eqn 11.71. After [2] and [3], copyright 1987 American Institute of
Physics. reprinted witi permission.
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with a6 : 2000 cm-I, oto : 6J00 cm- I and I s : 290W cm-z. The o6 term in
eqn ll.7l represents an unsaturable background absorption, while the second
term represents a saturable absorption of the form given in eqn 1 1.40.

The intensity dependence of a shown in Fig. 11.9(b) gives rise to a rela-
tively large change in the refractive index. (See Exercise 1 1 . 1 3.) The nonlinear
refractive index n2 associated with the exciton saturation was estimated to be
-3 x 10-8 m2 W-l. This is about 12 orders of magnitude larger thanthe n2
value of an optical fibre at the same wavelength. This illustrates the point that
resonant nonlinearities are much larger than non-resonatt ones. However, the
price that has to be paid for the large ln2l value is the high absorption at the
operating wavelength. This restricts the length of the devices that can be used,
and therefore puts a limit on the maximum nonlinear phase shift that can be
obtained.

The resonant nonlinear refractive index of semiconductors can be used to
make optical switching devices. Figure I L l0 shows the results obtained from
an InSb sample at 5 K. InSb is a direct gap III-V semiconductor with E, -

0.23eY. The band-filling nonlinearity at photon energies close to En can be

Nl! ao1=- 99!--+2ooo
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Fig. 11.10 Optical bistability in an InSb
platelet of thickness 0.56mm at 5 K. The
laser wavelength was 5.277 p.m. The platelet

functions as a weak optical cavity, with the
mirrors formed by the natural reflectivity of
the air-lnSb interface. The experiment con-
sisted in measuring the output power as a

function of the input power, as shown in the
inset. After [4], copyright O 1981 IEEE,
reprinted with permission.

The optical cavities formed between two par-

allel mirrors are called Fabry-Perot etalons.

The resonance condition 0 : integer x 2z

can be re-expressed from eqn 1 1.73 as 2nl :

integer x l. The light that bounces around the

cavity is therefore in phase, and the fields add

up constructrvely to g ive uni ty t ransmission.

If the resonance condition is not satisfied,

then sorne of the field will be out of phase

and destructive interference will occur at the

output. The transmission is thus less than

unity. For further details, see Hecht (1998).

50
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'.ploited by using a carbon monoxide laser, which has several emission lines
-,rund 5.3 1um. The experiment consisted in measuring the power transmitted
::ough a platelet sample as the input laser power was increased. The data

.'arly demonstrates that the output power is not a linear function of the input
'*er, with sharp jumps observed at several power levels.
The nonlinear input-output characteristic of the device can be understood

. tbllows. The front and back surfaces of the InSb platelet have a natural

,rlectivity R of 36 Vo, and the sample forms a weak optical cavity. In the
.rence of background absorption, the transmission I of the cavity is given

1
T : ----------------

L -l F sin'(A/2)

here F : 4R /(I - R)2 is the 'finesse' of the cavity. The phase O is deter-

ined by the optical path length per round trip according to:

4nnl

)'
(rr.13)

here n is the refractive index, / is the thickness of the platelet (0.56mm),

rd I is the laser wavelength (5.211 pm). Whenever Q : 2rM, where M is

r integer, the etalon is on resonance and Z : 100 Vo. On the other hand,
' o - 2n x (M + r, T drops to 22 %o.The phase varies with the input
.'rver because n decreases linearly with the intensity inside the etalon through

rc nonlinear refractive index, which has a value of -3 x I0 9 m2 W-l at
' )77 p,m. The jumps in the input-output characteristic occur whenever the
:tensity 1 inside the etalon is such that 2(ns -l nzl)l l)" : M.

One striking aspect of the data shown in Fig. 11.10 is the hysteresis loop
, hen the input power is between 480 mW and 510 mW. At these power levels
,, e have two possible output powers for the same input power. This effect
. called opticol bistobility. The hysteresis occurs because of the feedback

rechanism between 1 and the output power. High output power corresponds
' high 1, and vice versa. In the right conditions, the high intensity inside the

:alon can pull the cavity onto resonance by producing the correct nonlinear
.nase shift, which is turn further increases 1. The two bistable states thus corre-

rond to the hish-intensitv. on-resonance and the low-intensity, off-resonance

500r00

(r1.72)

Ä _  a * _
v - - L J L -

,).
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conditions. We can use these bistable states to store information, with one state
representing binary ' I ', and the other representing binary '0' . The device can
be switched back and forth between 0 and I by altering the power of the input
beam, and can act as a binary logic gate whose state is entirely controlled by
optical beams.

Chapter summary

r Nonlinear optical effects become important at rhe high power
levels available from lasers. Nonlinear effects cause the optical
susceptibility, and all the properties rhat follow from it. to depend
on the magnitude of the electric field of the light.

o The nonlinear polarization can be calculated from the nonlinear
suscepribil i ty tensor and lhe components of the electric f ield.
The form of the tensor is determined by the syrruneffy class of
the crystal. All the components of the second-order nonlinear
susceptibility tensor of materials with inversion symmetry are zero.

o Non-resonant nonlinearities are caused bv anharmonicitv in the
restoring force of the bound electrons.

o Resonant nonlinearit ies are caused by stimulated emission from
the upper level when its population becomes significant. The
saturation of interband atsorpiion can be understood in terms of
the blocking of the transitions due to the Pauli exclusion principle.

r The nonlinear polarization in a second-order elfect is proportional
to the product of two electric fields. This gives rise to a series of
second-order effects such as frequency doubling, sum frequency
generation. and difference frequency generafion.

o Strong second-order nonlinear signals are only achieved when the
phase matching condition is satisfied.

o The nonlinear polarization in a third-order elfecr is proportional to
the product ofthree fields. Third-order effects are generally known
as four-wave mixing.

o The third-order susceptibility is the lowest order non-zero term in
the nonlinear response of isotropic media such as gases, liquids
and glasses.

o Third-order effects give rise to the nonlinear refractive index.
frequency tripling. and stimulated Raman scattering. Sell-phase
modulation describes the nonlinear phase shift induced by a beam
t-hrough Lhe nonlinear refractive indäx.

. The saturation of interband transitions and excitonic absorption in
a semjconductor gives rjse to large third-order nonlinear coeffi-
cients.

Further reading

More extensive introductory reading on nonlinear optics may be found in Yariv
(1997). Butcher and Cotter (1990) give a comprehensive introduction to the
theory of nonlinear optics.
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Exercises 253

\ classic discussion of the effects of the crystal symmetry on the physical
:rerties of materials is given by Nye (1957).
lhe optical nonlinearities due to excitons are reviewed in Chemla (1985). A
:e detailed review on excitonic nonlinearities in quantum wells is given by
:nitt-Rink et al. (1989).
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l-rercises
. . I ) Use the Bohr model of the atom to show that the electric

field experienced by an electron bound in the nth shell
of a hydrogenic atom of atomic number Z is equal
b (23 ln\e/4orgo?1. where as is the Bohr radius of
hydrogen. Make a rough estimate of this value for the
valence electrons of silicon.

1 .2) Estimate the magnitude of the electric field of the light
wave for: (a) a 10 ns long pulse of energy 1 J from a
Nd:glass laser with a beam diameter 5 mm; (b) a 1 mW
continuous wave semiconductor laser focussed into an
optical fibre with a core zrrea of 20 p,m2 and a refractive
index of 1.45.

I .3) A gas of atoms is subjected to a strong DC electric field.
State with reasons whether you would expect to be able
to observe any frequency doubling or not from the gas.

1.4) Which of the following materials would you expect to
have non-zero components in the second-order nonlin-
ear susceptibility: (a) NaCl, (b) GaAs, (c) water, (d)
glass, (e) crystalline qua.rtz, (f) ZnS (wurtzite).

..5)* An intense laser is propagating through an absorbing
medium as described in Section 1I.2.2. The medium
contains atoms with two non-degenerate levels 1 and
2, and the separation of the levels is resonant with the
laser frequency. The atoms are initially in a state with

Exercises marked with an asterisk are more challenging.

Nt : No and N2: 0, and the laser beam is tumed on
a t t i m e r : 0 .

(i) Explain why it is not possible to get population
inversion between the two levels, no matter how
intense the laser is.

(ii) Show that if spontaneous emission is neglected,
then the time dependence of the population dif-
ference AN : Nr - Nr between the two levels
is given by:

AN(r) :  N1exP(-2BnuYt) '

where z, is the energy density of the beam, and
812 is the Einstein B coefficient for absorption.
What does this relationship imply about the ab-
sorption coefficient?

(1 1.6) .The nonlinear optical coefficient tensor of a crystal from
the orthorhombic crystal class is given by

/  o  o  o  d , ,  o  o  \
I  

'  - t +  
I

d : l  0  0  0  0  d z s  0  I .
\ 0  0  0  0  0  d x /

A laser beam is incident on the crystal. The beam travels
in the .xy plane, and is polarized with its electric field
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in the "ry plane. Show that a second harmonic beam is
produced which is polarized along the z axis. Show also
that the magnitude of the second harmonic beam is a
maximum if the incomins beam travels at 45" to the .r
axis.

(1 1.7) The electro-optic effect for a crystal with the cubic zinc
blende structure can be written in the following form:

nxt :  n0 + |n3gra1t '

nYt :  n0 - 
1"30'a1t '

n z :  n o

where.r' and yt are axes at 45o to the crystallographic
axes x and y, and the field is applied along the e
direction. n6 is the refractive index at tz : 0, and
r41 is the electro-optic coefficient. nxl a[d nyl are
the modified refractive indices along the xt and yl
directions when the field is applied.

(i) Show that when light of air wavelength ). prop-
agates through the crystal in the z direction, the

( 1 1 .9) Explain why the imaginary part of the third-order non-
linear susceptibility must be non-zero in a saturable
absorber medium.

(11.10) Show that the third-order nonlinear polarization pro-
duced by a linearly polarized laser beam in an isotropic
medium is always parallel to the I vector of the laser.

(1 l� l 1) A laser beam of wavelength 1.55 pm propagates down
an optical fibre of length 10 m with a core diameter
of 5,r"lm. Calculate the power that must be launched
into the fibre to produce a nonlinear phase shift of
t, if the fibre has a nonlinear refractive index of
3  x  1 0 - 2 0 _ 2 W  1 .

(11.12)* A short laser pulse excites 1024m*3 electron-hole
pairs into a sample of GaAs at 4 K. Calculate the shift in
the absorption edge at the band gap due to the presence
of the photoexcited carriers. The band parameters for
GaAs are given in Table C.2. Ignore excitonic effects.

The n : t heavy hole exciton of a GaAs multiple
quantum_well sample has a peak absorption coefficient
of 8 x 10) m-1 at 847 nm. By assuming that the exciton
behaves like a classical dipole oscillator, estimate the
change of the refractive index that can be obtained from
this sample by completely saturating the absorption.
The non-resonant refractive index is 3.5.

(11.14) Calculate the saturation density for excitons in InP. If
the carrier recombination time is 1 ns, and the absorp-
tion coefficient is 106m 1, estimate the saturation in-
tensity when a laser is tuned to the exciton wavelength.
The relevant band structure parameters for InP are given
in Table C.2, and the dielectric constant is 12.5.

phase difference introduced between the x'and (11.13)x
y'polarizations is equal to

nO:  
l ra1n3oV

where V is the voltage applied across the crystal
to produce the field along the z direction.
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(ii) Evaluate the voltage at which the phase change
is equal to:r for CdTe at 70.6 pm, wherc r41 -

6 .8  x  10- "  m/V and no  :2 .6 .

(11.8) Calculate the phase matching angle for KDP at the
wavelength of the ruby laser (694 nm). The rele-
vant refractive indices are: no(694nm) 1.506,
n6(347 nm) : 1.534, n"(347 nm) : 1.490.
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Electromqgnetism in
dielectrics

,tris appendix summarizes the principal results of electromagnetism that are

-.ed throughout the book. It is hoped that the reader will be familiar with this

:rarerial. The main purpose of the appendix is to collect together the equations

r a concise form for quick reference, and also to define the notation. SI units

-:e used throughout. A shorl bibliography of suitable supplementary texts is

:;r.en under Further Reading.

.{.1 Electromagnetic fields and Maxwell's

AppTdix

A

4.2

Electromagnetic fields

and Maxwell's equations255

Electromagneticwaves 258

equations

-'he response of a dielectric material to an external electric field is character-

,'ed by three macroscopic vectors:

r the electric field strength e;

r the polorizotion P;

o the elecfic displocement D.

.-he microscopic response of the material is determined primarily by the po-

,rization. For this reason, the first task in all the examples treated by elec-

:omagnetism in this book is to calculate P. The dielectric constant e, is then

ir'termined from P, and the optical properties are deduced from er.

The polarization is defined as the net dipole moment per unit volume. The

.nplication of a field produces a polarization by the forces exerted on the pos-

:r\ e and negative charges of the atoms that are contained within the medium.

: the atoms have permanent dipole moments, the field will apply a torque
'. these randomly orientated dipoles and tend to align them along the field

:irection. If there are no pennanent dipoles, the field will push the positive

..nd negative charges in opposite directions and induce a dipole parallel to the
':eld. In either case, the end result is the same: the application of the field tends
'r produce many microscopic dipoles aligned parallel to the direction of the

-'\ternal field. This generates a net dipole moment within the dielectric, and
-,cnce a polarization.

The microscopic dipoles will all tend to align along the field direction' and

..r the polarization vector will be parallel to 8. This allows us to write:

P :  e o X € , (4.1)

.ihere es is the electric permittivity of free space and 1 is the electric suscep-
' ib i l i ty  of  the medium. ro :  8 .854 x 10-12 Fm - l  in  S[  uni ts
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Equation A.l makes two assumptions that need a brief word of explanation.

(1) We have assumed that the medium is isotropic, even though we know
that some materials are anisotropic. In particular, anisotropic crystals
have preferred non-equivalent axes, and P will not necessarily be parallel
to  8.

(2) We have assumed that P varies linearly with 8. This will not always be
the case. In particular, if the optical intensity is very large, we can enter
the realm of nonlinear optics, in which eqn A.l is not valid.

Both of these qualifications introduce unnecessa"ry complications at this stage,
and are not considered further in this appendix. A discussion of how to treat
non-isotropic materials may be found in Section 2.4, whlle nonlinear optics is
the subject of Chapter 1 1.

The electric displacement D of the medium is related to the electric field
€ andpolarrzation P through:

D : e o € * P . (4.2)

This may be considered to be the definition of D. By combining eqns A.1 and
A.2,we can write:

D :  eo€r€, (4.3)

where
e , : l l x .  ( 4 . 4 )

e, is the relotive dielectric constont of the medium, and is an extremely im-
portant parameter in the understanding of the propagation of light through
dielectrics.

In electrostatic problems we are frequently interested in calculating the spa-
tial dependence of electric field, and hence the electric potential V, from the
free charge density q. This calculation can be performed by using the Poisson
equation:

v2v  : (4.5)
€r€0

Poisson's equation is derived from Gauss's law of electrostatics:

o
v . e  -  -  ( 4 . 6 )

€r€o

We recall that the electric field strength is the gradient of the potential:

€ :  -VV. (4.7)

Equation ,A.5 follows directly by substituting for I in eqn A.6 using eqn A.7.
Once we know V, we can then calculate € from eqn A.7. This approach is also
useful when we are treating devices in which the potential across the device is
fixed by an external voltage source.

The response of a material to external magnetic fields is treated in a similar
way to the response of dielectrics to electric fields. The mognetizotion M
of the medium is proportional to the mognetic field strength H through the
mognetic susceptibil i ty 1y :

M :  X u H . (4.8)
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re mognetic flux density B is related to H and M throush:

B : p s ( H * M )

: tLo(l * Xu)H
: layqrH, (A.9)

" nere l,r,0 is the magnetic permeability of the vacuum and p,r: 1 * Xu is the
elotive mognetic permeobility of rhe medium.

The laws that describe the combined electric and magnetic response of a
:r'dium are summarized in Monvell's equotions of electromagnetism:

V . D :  g

V , B :  O

V n e : - 4
0t

V n H : i + P
0 t '

', here Er is the free charge density, and j is the current density. The first of these
'ur equations is Gauss's law of electrostatics (eqn A.6) written in terms of D

",rher than 8. The second is the equivalent of Gauss's law for magnetostatics
- ith the assumption that free magnetic monopoles do not exist. The third
.luation combines the Faraday andLenz laws of electromagnetic induction.
, :re fourth is a statement of Ampere's law, with the second term on the right
md side to account for the displacement current.
The second Maxwell equation naturally leads to the concept of the vector

:otentiol. This is defined rhrough the equation

4.1 Electromagnetic fields and Maxwell,s equations 257

tto:4r x i0-7Hm-1 in SI units

(4.10)

(A. i  1)

(4.12)

(4.13)

(4.17)

(4 .18)

B : V n A . (4.14)

,\e see that the vector potential A automatically satisfies eqn A.11, because
' ' (v A A) : 0 for all a. However, this definition does not define a uniquely.
'\'e can add any vector of the form v g to A without changing B. This follows
.\�cause

V  n  ( A  + V q )  :  V  A A +  V  n  ( V p )  :  V n A . (4.1s)
- tr) can be any scalar function of r. For this reason, we have to sive an
,Jditional definition, which specifies the gouge in which we are workiig. The
loulomb gouge is defined by

V . A : 0 . (4.16)

I-his gauge is a convenient one because it allows us to derive a simple rela-
:ronship between I and A. By substituting for B in the third Maxwell equation
eqn 4.12) using eqn A.14, we see that:

v n 8 : - # , o A A ) : " " ( - # )

The solution is

e : -#+ constant,
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where the constant is any vector whose curl is zero. If the electrostatic potential
is V, then we can combine eqn A.18 with eqn A.7 by writing

AA
e : - U _ V V .

This works because V n VV : 0. By taking the divergence of eqn A.19, we
can recover Poisson's equation (A.5) if we satisfy eqn A.16, that is, if we are
in the Coulomb gauge. The more general definition of € given in eqn A.19
reduces to eqn ,A..7 when the magnetic field does not vary with time, and to

AA
E - _ _

d t

when the static potential is constant throughout space. The vector potential in
the Coulomb gauge is used in the semiclassical treatment of the interaction of
light with atoms discussed in Section B.2 of Appendix B.

4.2 Electromagneticwaves

Maxwell was able to show that eqns A.10-A.13 were consistent with wave-
like solutions in a medium with no free charges or currents. To see this we first
simplify eqns A.12 and A.13 by setting j : 0 and eliminating B and D using
eqns 4.3 and A.9. This gives:

V n 8 e :  - p * p r # ,

V n H  : r r r r # .

We then take the curl of eqn A.2l and eliminate V
sives:

v r' (V A e) : - ttopreo€, # 
.

The left hand side can be simplified by using the vector identity

V n ( V A € ) : V ( V . e )  - V 2 e .

Equation 4.6 with e : 0 tells us that V . I : 0. Therefore
result:

.  a 2 e

Equation 4.25 is of the same form as the wave equation:

02y 1 32y

6x2  u2  a t2 '

where u is the velocity of the wave. We therefore identify eqn A.25 as describ-
ing electromagnetic waves with a phase velocity u given by

I
1 :  l -LOPr€\€r .

and

(4.1e)

(4.20)

(4.2r)

(4.22)

n H using eqn A.22. This

(4.23)

(4.24)

we obtain the final

(4.2s)

(4.26)

(4.21)
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^. tree space €r : &r : I and the velocity of the wave is c, so we have:

, :  + : 2 . 9 9 8 x  t O s m s - 1 .  ( A . 2 S )
J Poeo

\f the same time, we see from eqns A.27 and A.2g that the velocity in a':c-dium is siven bv
1

t /€'&'
,\ e define the refroctive index n of the medium as the ratio of the velocity of
_rht in free space to the velocity in the medium:

n : 9  ,
u

\r optical frequencies we can set p,r - l, and thus conclude:

n :  J e r .

his allows us to relate the propagation constants of electromagnetic waves in
. medium to the dielectric constant.

The solutions to eqn A.25 are of the form

€ (2, t)  -  € s ei(kz-at) , (4.32)

' here €6 is the amplitude of the wave, z is the direction of propagation, /< is
:e wave vector, and ro is the angular frequency. The wave vector k is given by

(4.29)

(4.30)

(4.31)

(4.33)

(4.36)
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The use of complex solutions of the type
given in Eq. A32 simplifies the mathemat-
ics and is used extensively throughout this
book. Physically measurable quantities are
obtained by taking the real parl of the com-
olex wave.

', here Ä is the wavelength inside the medium. The first equality is the deflnition
r A, the second follows by substitution of eqn A.32 into eqn A.25 with u given

't eqn 4.27 , and the third follows from the definition of n given in eqn A.30.
The energy flow in an electromagnetic wave can be calculated from the

roynting vector:

I : O I H .  ( A . 3 4 )

fhis gives the power flow per unit area in w m-2, which is equal to the
ntensity of the light wave. The intensity is deflned as the energy crossing a
.nit area in unit time, and is therefore siven bv:

I : 'uttu 
, (4.35)

.'' here u is the velocity of the wave and zz, is the energy density per unit volume
'i the beam.

The Poynting vector given by eqn A.34 can be evaluated easily for the
-ase of plane waves. consider a wave polarized along the -r axis of angular
:requency ro propagating in the z direction. From eqn A.2I or A22 we see
:hat the magnetic field is perpendicular to the electric field. g and H therefore
:orm a right handed system as depicted in Fig. A.l. Hence the components of
:he wave must satisfy:

t  r(2, t)  :  g ,o " i(kz'61' '

t  r ( 2 ,  t )  : 0

H, (2 ,  t )  :0

Hr(2, t)  :  Hyoei(kz- ' t)
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Fig. A.l The electric and magnetic fields of
an 

electromagnetic 

wave 

form 

a 

right 

handed
system. The figure shows the directions of the
fields in a wave polarized along the -r axis and
propagating in the z direction.

Z has a value of 37'7 Q in free space.

On substituting these fields into eqn A.21, we find that:

and hence that

k t ro - 11o1-trro Hyo ,

H^,n : 
€'o

Z

I

c€0n

(4.37)

(4.38)

(4.3e)

where

k
7 - _ -

&o&ra

The second equality in eqn A.39 follows from eqns A.33 and A.27, while the
third follows from Eq. A.28 and A.3 I with pr. : 1. The quantity Z is called the
wove impedonce. On substituting eqns A.36-A.39 into eqn A.34, we obtain:

(4.40)

where (t(t)').-, represents the root-mean-square time average. This shows
that the intensity of a light wave is proportional to the square of the amplitude
of the electric field. The relationship can be generalized for all light waves
irrespective of the particular polarization of the beam.

In many topics covered in this book, it will be necessa"ry to treat the refrac-
tive index as a complex number. A well-known example of how such a situation
arises occurs when treating the propagation of electromagnetic waves through
a conducting medium such as a metal. In a conductor, the current density is
related to the electric field throueh the electrical conductivitv o accordins to:

j : o € ' (4.41)

Using this relationship to substitute for j in eqn A. 13, and eliminating D, B and
H in the same way that led to eqn A.25, we obtain:

v2€ : o tlo&rff * uor,ror,#

B r c
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(4.42\

We now look for plane wave solutions of the type given by eqn A.32. Substi-
tution of eqn A.32 into eqn A.42 gives:

k2 : io l- to[tra I  ptgp,rege ,a2. (4.43)

This can be made compatible with the usual relationship between ar and ft given
in eqn A.33 by allowing n to be a complex number. The complex refractive
index is usually written fr, andis defined by

(4.44),  _ a )
K :  n -

c

li'o&r

€0€r
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reflected

tsr,combining eqns A.43 and A.44 we obtain:

optical medium
refractive index fr

air or vacuum
n = l

€ I

f'u:5-4*a@-e-"*;ffi.

H,'

€;

t
ta.,a-a'a:@v.-1H.."

ray'

q

f
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Hr'

transmitted
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Fig. A.2 Transmission and reflection of light
at an interface between air and a medium of
refractive index ä. The incident, transmitted
and reflected rays are shown displaced from
each other for clarity. All rays are 

normal 

to
the interface. The symbol O for the magnetic
fields of the incident and transmitted rays
indicates that the field direction is out of the
page, while the symbol g for the reflected
wave indicates that the field is pointing in to
the page.

It is shown in Chapter 7 that eqn A.45 is only
valid at low frequencies. This is because the
AC conductivity at high lrequencies is nor
the same as the DC conductivity that enters
eqn 4.41.

- )  & rd
f l - : - 1  l l l r e r ,

€0(D

.i here we have made use of eqn A.28. This of course reduces to eqn A.31 if

.i e set o : 0 and &r : l. The physical significance of the complex refractive
ndex implied by eqn A.45 is developed in more detail in Section 1.3.

The Maxwell equations also allow us to treat the transmission and reflection
'i light at an interface between two materials. This situation is depicted in

:jig. A.2. Part of the beam is transmitted into the medium and the rest is
:eflected. The solution for an arbitrary angle ofincidence was treated by Fres-
rel, and the resulting formulre are known as Fresnel's equotions. we restrict
'urselves here to the simpler case when the angle of incidence is zero: that is,

iormal incidence.
we consider again an x-polaized light beam propagating in the z direction,

'r ith the field directions as shown in Fig. A. 1. The electric and magnetic fields
-.re given by eqn A.36. The beam is incident on a medium with complex
:efractive index fi. The fields are related to each other through eqn A.3g, with
1- given by eqn A.39, although we now have to allow for the possibility that n
rray be complex.

The boundary conditions at the interface between two dielectrics tell us that
:he tangential components of the electric and magnetic fields are conserved.
\pplying this to the situation shown in Fig. A.2, we must have that both t,
:nd Hy are conserved across the boundary. Hence we can write:

t "  +  e i :  s r ,

H t y - H ; : H j ,

''here the superscripts i, r and t rcfer to the incident, reflected and transmitted
:reams respectively. By making use of the relationship between the magnetic

(4.4s)

(4.46)

( .47)
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and electric fields given in eqns A.38-A.39, we can rewrite eqn A.47 as:

e' ,  -  s ; :  nt r , (4.48)

where we have assumed that the light is incident from air with li : 1 and that

&r : I at the optical frequencies of interest here. Equations ,4..46 and A.48
can be solved together to obtain

(4.4e)

This can be rearranged to obtain the required result for the reflectivity R:
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This formula is used in many examples throughout the book.

Further reading

The subject matter of this appendix is standard electromagnetism, and there are
numerous books on the market that cover the material, for example: Bleaney
and Bleaney (1916), Duffin (1990), Good (1999), Grant and Phillips (1990),
Lorrain, Corson and Lorrain (1988). The subject is also covered in many optics
text books such as Hecht (1998) or Born and Wolf (1999\.

l n  -  t l '
l m + r l



Quqnfum theory of
rqdiqtive qbsorption
qnd emission
- he discussion of the absorption and emission of light by atoms throughout this
-.ok presupposes that the reader is familiar with the basic treatmeni of these':ocesses found in all introductory quantum physics texts. The purpose ofthis
-:pendix is to give a brief summary of the main results. we begin by discussing
:.c Einstein coefficients in order to introduce the concepts of absorption and
i:r'lission, and the connection between them. we then move on to discuss how
:e absorption and emission rates can be calculated using quantum mechanics.
:nally, we briefly discuss the selection rules that apply to radiative transitions.

- ie reader is encouraged to refer to a quantum physics textbook if any of the
,ncepts are unfamiliar.

8.1 Binsteincoefficients

he quantum theory of radiation assumes that light is emitted or absorbed
. henever an atom makes a jump between two quantum states. These two-.ocesses are illustrated in Fig. B.l. Absorption occurs when the atom jumps
' a higher level, while emission corresponds to the process in which a photon
. emitted as the atom drops down to a lower level. It is customary to label the
.pper state as level '2' and the lower one as level 'l'. conservation of energy.:quires that the frequency y ofthe photon satisfies;

h v  :  E z  -  E t ,  ß . 1 )

'here E2 is the energy oflevel 2 and E1 is the energy oflevel 1.
Statistical physics tells us that atoms in excited states have a natural ten-

-:'ncy to de-excite and lose their excess energy. Thus the emission of a photon-\ an atom in an excited state is a spontaneous process. The radiation of
rht by atoms in excited states is therefore called sponfoneous emission. This':ocess is illustrated in Fig. 8.1(a). one of the electrons in the atom is in level

- at the start of the process and drops to level I by emitting a photon. The
:equency ofthe photon corresponds to the energy difference ofthe two levels
-'cording to eqn 8.1. Hence each type of atom has a characteristic emission

.:rectrum determined by its energy levels.
The process of obsorption is illusrrated in Fig. B.l(b). The arom is pro-

:roted to an excited state by absorbing the required energy from a photon.-his 
promotes an electron from level 1 to level z. unht" emission, it is not a

.rontaneous process. The electron cannotjump to the excited state unless it is

.:imulated by an incoming photon.
In section 8.2 below we will explain how quantum mechanics enables us

, calculate the spontaneous emission and absorption rates. At this stage we

Appendix

B
8.1 Einstein coefficients
8.2 Quantum transition

rates
8.3 Selection rules
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266
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(b) Absorption
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(a) Emission

Fig. B.1 Optical transitions in an atom: (a)
emission, (b) absorption.
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In 

the 

full quantum fteatment 

of 

radiative

emission, the photon fleld is quantized, with
a harmonic oscillator energy spectrum given

b Y r

E n : ( n + ) ) h v ,

n being the number of photons. The factor
^ l

of j conesponds to the zero-point fluctu-
ations of the electromagnetic field. Spon-
taneous emission is then considered to be
a stimulated emission process instigated by
the ever-present zero-point fluctuations of the
electromagnetic f,eld.

restrict ourselves to a simpler analysis based on the Einstein coefficients for
the transition.

Spontaneous emission is governed by the Einstein A coefficient. This gives
the probability per unit time that the electron in level 2 will drop to level 1 by
emitting a photon. The photon emission rate is therefore proportional to the
number of atoms in the excited state and to the A coefflcient for the transition.
We thus write down the following rate equation for Nz(r), the number of atoms
in the excited state:

4L : _�AzrNz. (8.2)
clt

The subscript '21' on the A coefficient in eqn B.2 makes it plain that the
transition starts at level 2 and ends at level 1.

Equation 8.2 can be solved for Nz(r) to give:

N2(t) : Nz(0) exp(-Azrt)

: Nz(0) exp(-t lt) ,

where
I

L  - - .

Azt

z is the noturol rodiqtive lifetime of the excited state. Equation 8.4 shows that
the number of the atoms in the excited state decays exponentially with a time

constant z due to spontaneous emission. The value of z for a transition can
range from about 1 ns to several milliseconds. The selection rules that govern
whether a pafiicular transition is fast or slow are discussed in Section B.3
below.

The absorption rate between levels 1 and 2 is governed by the Einstein
B coefficient. As mentioned above, this process must be stimulated by the
incoming photon field. Following Einstein's treatment, we write the rate of
absorption transitions per unit time as:

where N1 (r) is the number of atoms in level 1 at time t , Be is the Einstein B
coefficient for the transition, and u(v) is the energy density of the electromag-
netic wave in J m-3 at frequency u . By writing u(v) we are explicitly stating
that only the parl of the spectrum of the incoming radiation at frequency u,
where hv - E2 - E1, can induce the absorption transitions. Equation B.5 may
be considered to be the definition ofthe Einstein B coefficient.

The processes of absorption and spontaneous emission that we have de-
scribed above are fairly intuitive. Einstein realized that the analysis was not
complete, and introduced a third type of transition called stimuloted emission.
In this process, the incoming photon field can stimulate downward emission
transitions as well as upward absorption transitions. The stimulated emission
rate is governed by a second Einstein B coefflcient, namely 821. The subscript
is now essential to distinguish the B coefficients for the two distinct processes
of absorption and stimulated emission.

In analogy with eqn 8.5, we write the rate of stimulated emission transitions
by the following rate equation:

dNt
------:  :  -BttNtu(v\ .

f , .
u t

dN,-- - - - :  :  -8 ,>rN,>u(v) .
ct t

(8.3)

(8.4)

(B.s)

(B.6)
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Level2: population N,

stimulated
emission

\A/\A/>
u w )

Level 1: population N,

':imulated emission is a coherent quantum mechanical effect. The ohotons
ritted are in phase with the photons that induce the transition. Stimulated
:nission is the basis of laser operation, as the name suggests: ,laser, stands for
:,uht amplification by stimulated emission of radiation'.
The three Einstein coefficients introduced above are not independent param-

:L'rs: they are all related to each other. If we know one of them, we can work
-rr the other two. To see how this works, we follow Einstein's analysis.
we imagine that the atom is inside a box at temperattre T with black walls.

.'re atom will then be bathed in black body radiation. The black body radiation
:ll induce both absorption and stimulated emission transitions, while sponta-
-'ous emission transitions will also be occurring at arate determined by the
nstein Ä coeff,cient. The three types of transition are indicated in Fig. B.2.' *e leave the atom for long enough, it will come to thermal equilibrium with

::' black body radiation. In these steady state conditions, the rate of upward
rnsitions due to absorption must exactly balance the rate of downward tran-
:ions due to spontaneous and stimulated emission. From eqns 8.2, B.5 and
6. we must therefore have:

BpNp(v) : AzrNz * BzrNzu(v) . (8.7)

B.1 Einstein cofficients 265

Fig. 8.2 Absorption, spontaneous emission
and stimulated emission transitions between
two levels of an atom in the oresence of
electromagnetic radiarion with energv den-
si ty  a(u) .

(8.9)

(8.10)

If the atom is embedded within an ootical
medium with a refractive index n. we reolace
c by c/n in eqn B. l l  ro accounr lo i  rhe

(t t .  I  t ,  reduced veloci ty  of  l ight  wirh in the medium.

:nce the atoms are in thermal equilibrium with the radiation field at temper-' re T , the distribution of the atoms among the various energy levels will be
'r'erned by the laws of thermal physics. The ratio of N2 to N1 will therefore
: given by Boltzmann's iaw:

N 2  s 2  /  h r \

N y  B t  
' \  

k s T / '
(B.8)

here g1 *d g, are the degeneracies of levels I and,2 respectively. Now the
rergy spectrum of a black body source is given by the planck formula:

8nhv3
u\v) - --cz-

exp (hv I ksT) - 1

re only way that eqns B.7-8.9 can be consistent with each other is if:

S t B n :  & z B z t ,

.  8nhv3
Az t :  

oz  
Bz t
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The quantum optical treatment of the light
matter interaction tells us that the atoms
oscillate between the initial and final states
while the light fieid is present. This effect
is called Rabi oscillations. We can reconcile
this picture with the notion of discrete tran-
sitions by realizing that the oscillations can
only be observed if the atoms do not scatter in
any way. If scattering does occur, the coher-
ence of the oscillations will be broken, and
the atom will end up either in the initial or
final state, depending on where it is when the
scattering event occurs. This then gives the
probability that the atom makes a transition
to 

the 

flnal 

state 

due 

to 

the 

interaction 

with

the light. In the systems we are studying in
this book it will always be the case that the
Rabi oscillations are heavily damped. Rabi
oscillations at optical frequencies can only
be observed in speciai conditions and do not
concern us here.

A moment's thought will convince us that it is not possible to get consistency
between the equations without the stimulated emission term. This is what led
Einstein to introduce the concept. Equation B.10 tells us that the probabilities
for stimulated absorption and emission are the same apart from the degeneracy
factors. Furthermore, the interrelationship of the Einstein coefficients tells us
that transitions that have a high absorption probability will also have a high
emission probability, both for spontaneous processes and stimulated ones.

The relationships between the Einstein coefficients given in eqns B.l0 and
B.l1 have been derived for the case of an atom in equilibrium with black
body radiation. However, once we have derived the inter-relationships, they
will apply in all other cases as well. This is very useful, because we then only
need to know one of the coeffrcients to work out the other two. For example,
we can measure the radiative lifetime to determine A21 using eqnB.4, and then
work out the B coefficients using eqns 8.11 and B.10.

8.2 Quantum transition rates

The calculation of radiative transition rates by quantum mechanics is based on
time-dependent perturbation theory. The light-matter interaction is described
by transition probabilities, which can be calculated using Fermi's golden rule.

Fermi's golden rule gives the transition rate between levels I and 2 in terms
of the motrix element Me. Refening to the absorption process illustrated in
Fig. 8.1(b), we write the rate of transitions as

Wr -2 :  
7 lMn l "8 (Ez  

-  E r  -  hv )  ,

2  g l h v \  .wt-2 - 
TlMnl

(8.r2)

(B .13)
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The first form is used for the transitions between discrete levels such as those
found in individual atoms. The conservation of energy in such a process is
contained explicitly in the Dirac delta function. The second form is used for
transitions to a continuous bands of levels. This situation is the usual one in
solids, and also occurs in atoms when considering transitions to the continuum
of levels above the ionization threshold.

The signilicance of the density of stotes factor g(hv) in eqn B.13 is illus-
trated in Fig. B.3. This diagram shows a transition from a discrete level to a
continuum of levels. g (hv)d E is the number of states that fall within the energy
range E to E +dE, where E : /zu. Transitions are possible to any of the states
that fall within this energy range, and eqn 8.13 is just the integral of eqn B.12
over the many levels that can participate. The density of states factor is very
important in solid state problems, and will be discussed in detail wherever it
occurs in the main text. It will frequently be the case that both the initial and
final levels will be continuous bands. In this case, the density of states that has
to be used in eqn 8.13 is a suitably weighted joint density of states for both the
in i t ia l  and f ina l  bands.
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The matrix element that appears in Fermi's golden rule can be written in the
"ompact Dirac notation or explicitly in terms of the overlap integral as:

8.2 Quantum transition rates 267

I g(hv) dE

Fig. B.3 Optical transitions from a discrete
level to a continuum of states.

Mn:  (2 lH ' l r )

A(r ,  r )  :  Aoexp l (k  . r  -  @t) ,

: 
I r;n u'1r;,y11r1d3r,I  (8 .14)

(8.1s)

(8.16)

(8.17)

(B.le)

xhere H' is the perturbation caused by the right wave, r is the position vector'f the electron, and tfu(r) and {t2@) are the wave functions of the initial and
rnal states. To evaluate M2, we need to know the wave functions of the srates,
.nd also the form of the perturbation due to the light wave.

The perturbation due to the light can be evaruated by carculating the effect'f the electromagnetic fierd on the electron in the atom. From classicar electro_'ragnetism we know that the field changes the momentum of a charged particle':om p to (p - qA), where q is the charge and A is the vector poteniia äefinea
r eqn ,A.14 of Appendix A. The Hamiltonian for an electrorrwith q : _e in
.n electromagnetic field is therefore:

n : ) ; r o * e A ) 2 + z ( r )

: H o . - * r n ' A + A  D + ' # ,
'i here ,F19 represents the Hamiltonian of the electron before the fierd was ap-'lied. It is given by:

Ho:  !  *  v( r ) ,
zmo

' here v(r) is the potential energy of the electron in the atom. The perturbation:/' due to the light field is thus:

, ' : * @ . A + A  i l + t t
The interaction Hamiltonian given by eqn B.r7 can be simprified in two''ays. Firstly, we car neglect the term in Atcompared to the other two terms

n the right hand side because it is much smaner. Secondly, we can group
'lsether the first two terms of r1l because the two operators commute. This
ccurs here because V.A - 0 in the Coulomb gauge (cf. eqn A.li.l, anO
rerefore if p : -iryy, it follows thatp . A : A . p.

with these two simplifications, we can write the perturbation due to the light':eld as:

H l  :  . ! - � p .  A .  (B . iS )m0
lhis is now in a form that can be evaluated for the vector potential of an
-'lectromagnetic wave.

If the electric and magnetic fields g and B of the light wave both vary in
:me and space as exp i (k . r - at) with a-t : ck, itfollows from eqns A.lL4 and
\.20 that A must also do so. Hence we may write:

The term in A'2 corresponds to two-photon
rather than one-photon interactions bitween
the atom and the light field. These two-
photon interactions are usually very weak,
although they may become important with
intense laser light fields.

'vhere from eqn A.20 we see that 46 must be pointing in the same direction as
€. namely along the polarization direction.

' l

i I
, t
I
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The time dependence of A does not appear
here because it has already been assumed that
the perturbation has a time dependence of
the form e-r@t in the derivation of Fermi's
solden rule.

The exponential in k.r that appears in eqn 8.19 should be understood in
terms of its Taylor expansion:

" r k r  -  1  + i k .  r +  + ( t k .  r ) 2  + . . . (8.20)

At optical frequencies the wavelength is around I p,m, and the dimension of a
typical atom is - 1g-t0 m. Thus lk . rl * 2trlrllLl - l0-3. This means that
we need only consider the first term in eqn 8.20 and can take exp lk . r - I
to a very good approximation. This is called the electric dipole approximation
for reasons that will become clear below. In this approximation we thus need
to evaluate matrix elements of the type:

M r 2 :  L e p . a o l l )
m0

Equation B .21 can be simplified further by remembering that p : msdr I dt .In
the interaction picture we can write the equation of motion of a time-dependent
operator O as:

d ^  i  ^

a t o ( t )  
:  

, l H o '  
o ) :

Therefore, we can write:

i ^
; (HoO -  OHü.
n

(8.21)

(8.22)

(8.23)
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where lto2y is the transition energy. The intermediate step in the third line
of eqn B.23 follows because we know from the Schrödinger equation that
HsV; : E;V;. Since the As that appears in eqn 8.21 is just a simple vector
and not an operator, we can use eqn 8.23 to rewrite eqn 8.21 as follows:

Mn  :  i ea t21 (21 r .  Ao l l )  . (8.24)

Finally, we note from eqns 8.19 and A.20 that €o : irloA.o. Therefore, if a; :
@2r as we have been presuming all along, the electric dipole matrix element is
given by:

Mr2: Qler .  €sl l )  . (B.2s)

On comparing. eqns B.14 and 8.25 we see that in the electric dipole approxi-
mation, the interaction Hamiltonian is iust

H '  :  - p " . € 0 , (8.26)

where p" : -er is the electric dipole moment of the electron. This is in
fact exactly equal to the interaction energy we would expect for a dipole in
an electric field, and explains why the transitions are called 'electric dipole'
transitions.
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The result given in eqnB.25 allows us to evaluate the matrix elements for
..nicular transitions if the wave functions of the initial and final states are
-.()wn.'We can then use Fermi's golden rule to work out W1-2fromeqns B.12
: B.l3 as appropriate. This gives us the absorption rate, which must be the
.ne as Beu(u) in eqn 1.5. The energy density u(v) of an electromagnetic
"1\.e is proportional to tfr (cf. eqns A.35 and A.40), and we can thus work
"-r BpfromWt-2. Wb can then obtain the corresponding A coefficient using
" r  8 . 1 1 .
The final result for transitions between non-degenerate discrete atomic lev-
. by absorption or emission of unpolarized light is:

'u hen the levels are degenerate, we must modify eqnsB.27 and B.28 to allow
r the different transition pathways. For example, if we consider the transi-
'ns between atomic levels with quantum numbers j and i, each of which
,nsists of a manifold of degenerate levels labelled by additional quantum
.rmbers ril7 and tT1;, then eqn 8.28 is modified to:

re2
B t 2  :  _  l ( 2 l r l  l ) l '  .

3eon'

,212,
A z t : . - I ] - - l ( 2 l r l l ) 1 2  .

JT€OnC'

0,, :39-l  f  1r,, .  m;lr l i .  m;)12' '  3teghct Si ,n7-,

2ma.t;;
f i i  : -1f l(.t lr l i) l '

(8.27)

(8.28)

(8.2e)

here g7 is the degeneracy of the upper state. In solid state systems, the sum-
:rtion over discrete levels is replaced with integrals over bands with known
:nsities of states.
The matrix element for a transition is directly proportional to the oscillo-

'rr strength ,fi; introduced in the classical treatment of absorption of light
-,, atoms in Section 2.2.2. For transitions between non-degenerate levels, the
:lationship between them is given by:

(B.30)

,'he oscillator strength was introduced before quantum theory was developed
. explain how some atomic absorption and emission lines are stronger than
rhers. With the hindsight of quantum mechanics, it is easy to understand that
ris is simply caused by the different matrix elements for the transitions.

8.3 Selection rules

fhe electric-dipole matrix element given in eqn 8.25 can be easily evalu-
,ted for simple atoms with known wave functions. This leads to the notion
,f selection rules. These are rules about the quantum numbers of the initial
,nd final states. If the states do not satisfy the selection rules, the electric-
.lipole transition rate will be zero. For an electron in a hydrogenic system with

luantum numbers l, m and rTls, the electric-dipole selection rules are:
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Magnetic dipole and electric quadrupole
transitions can take place between states of
the same oaritv.

(1) The parity of the initial and final states must be different.
( 2 )  A m  :  - 1 , 0  o r  f  1 .
( 3 )  A l :  t l .
( 4 )  Am"  :0 .

These rules can be generalized to many-electron atoms. The parity selection
rule always applies. Another useful general rule is that the photon carries one
unit of angular momentum, and so the total angular momentum of the atom
must change by one unit in the transition. Furthermore, the photon does not
interact with the electron spin, and so the spin quantum numbers never change
in the transition.

Transitions that obey the electric-dipole selection rules are called ollowed
transitions, while those which do not are called forbidden transitions. Dipole-
allowed transitions have high transition rates, and therefore have short radiative
lifetimes, typically in the range 10-e-10-8 s. This fast radiative emission
process is called fluorescence.

When electric-dipole transitions are forbidden, other types of processes such
as mognetic dipole or electric quodrupole ffansitions may be possible. These
have different selection rules to electric dipole transitions and arise from the
higher order terms that we neglected in eqn B.20. Since they are higher order
processes, they have smaller transition rates and longer radiative lifetimes, with
values of r ranging from about 10-6 s upwards. The slow emission by elec-
tric dipole-forbidden transitions is called phosphorescence. Phosphorescence
causes 'delayed' emission in which the atoms re-emit light a substantial time
after they have been excited. This contrasts with fluorescence, where the re-
emission is 'prompt' in the sense that it takes place within a nanosecond or so
after the atom has been excited.

Further reading

This material is covered in most quantum mechanics textbooks. See, for exam-
ple: Gasiorowicz (1996) or Schiff (1969). More detailed information on atomic
selection rules and transition rates may be found in atomic physics texts such
as Corney (1917) or Woodgate (1980).
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Bqnd fheory

.'he electronic states of crystals are described by the band theory of solids.

.'his subject is covered extensively in all solid state physics texts, and this book
-:esupposes a working knowledge of the main concepts. The purpose of this
"opendix is to give a briefreview ofthe key points, and to give an overview of
re band structure of a few representative materials. The reader is referred to
.le texts listed under Further Readins for a more extensive treatment.

C.l Metals, semiconductors and insulators

.'he general concept of band formation is described in Section 1.5.2. The outer
rbitals of the atoms in a densely packed solid overlap with each other as
:e chemical bonds that hold the crystal together are formed. This causes the
:iscrete energy levels of the free atoms to be broadened into bands, as shown
.:hematically in Fig. 1.9. Each band can contain 2N electrons, where N is the
:umber of primitive unit cells in the crystal. Electrons fiIl the bands up to the
:ermi energy Ep, which is determined by the total electron density.

Figure C.1(a) shows a schematic energy diagram for a monovalent metal
.:-rch as sodium, or a trivalent metal such as aluminium. These have an odd
:umber of electrons per atom, which means that the highest occupied band
.ill only be half full. The Fermi energy will therefore lie in the middle of
re highest occupied band. Electrons with energyjust below Ep can easily be
-'rcited to empty states just above Ep. This makes it easy to accelerate the
--lectrons with an electric field, and explains why metals are good conductors
'f electricity.

Figure C.l(b) shows the equivalent energy level diagram for a semicon-
.ructor such as silicon or an insulator such as diamond. These have an even
-.umber of electrons per atom, and the highest occupied band is therefore full
,i electrons. This highest occupied band is called the volence bond, while
:he lowest unoccupied band is called the conduction bond. ttre Fermi level
res somewhere within the energy gap between the valence and conduction
.ands. The first empty states for the electrons are in the conduction band, and
I requires a minimum amount of energy equal to the bond gop Eg to excite
:he electrons to available states. This makes it very difficult to accelerate the
-'lectrons when an external electric field is applied, and inhibits the flow of
-'lectrical current through the sample. Semiconductors and insulators therefore
:iave much lower electrical conductivities than metals.

The distinction between an insulator and a semiconductor is related to the
.ize of the band gap. Semiconductors have smaller band gaps than insulators.
fhis makes it possible that a significant number of electrons are excited ther-

c.1 Metals, semiconductors
and insulators 271
The nearlv free electronc.2
model 273

C.3 Example band
structures 276

The situation in divalent metals such as mag-
nesium is slightly more complicated. These
have an even number of electrons per atom,
and so it might be expected that they would
behave as semiconductors or insulators. This
does not happen because the valence and
conduction bands overlap with each olher.
Electrons below the Fermi level can therefore
be excited to empty levels without having to
cross an energy gap. This makes them good
conductors like the monovalent or trivalent
metals.
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Fig. C.1 Energy level diagrams for (a) a
monovalent or trivalenl metal, and (b) a semi-
conductor or insulator. The bands are filled
with electrons up to the Fermi level Ep. This
is indicated by the shading.

Compound semiconductors such as the III-V
or II-VI materials also have a valency of four
because eight electrons are shared in the bond
between the two atoms.

E

t
E
A
I

conduction
band

E F - Eo

EF

(a) Metal ft) Semiconductor
or insulator

mally from the valence band to the conduction band at room temperature. The
free electrons in the conduction band can conduct electricity easily in the same
manner to the free electrons in metals. Semiconductors therefore have a higher
conductivity than insulators, but a smaller conductivity than metals because of
the small number of free electrons.

Figure C.2 shows the conduction and valence bands of a semiconductor in
more detail. Figure C.2(a) applies to a pure crystal. This is the same as the case
considered in Fig. C.1(b), and the Fermi level lies about half way between the
two bands. The thermal excitation of an electron to the conduction band leaves
an empty state called a hole in the valence band. The hole is equivalent to
the absence of an electron, and behaves like a free positive charge. Electrical
current can be carried both by the electrons in the conduction band and by the
holes in the valence band. The conduction by the thermally excited electrons
and holes in a pure crystal is called intrinsic.

Figure C.2(b) applies to a crystal with n-type doping. In this case, impurities
with extra electrons are deliberately introduced into the crystal. This is typi-
cally done by adding atoms from group V of the periodic table into the crystal
while it is being grown. Semiconductor crystals such as silicon and germanium
come from group IV in the periodic table, and have four valence electrons
per atom. The impurities therefore donate one extra electron for each dopant
atom. These extra electrons lie in donor levels just below the conduction band.
The electron states are filled up to the donor levels, and so the Fermi energy
must lie very close to the donor level energies, as indicated in Fig. C.2(b). The
electrons in the donor levels can be easily excited into the conduction band
at room temperature, and the electrical properties of the n-type material are
determined by these exlrinsic electrons arising from the impurity atoms.

Figure C.2(c) applies to a crystal with p-type doping. In this case, group III
atoms are doped into the crystal during its growth. These atoms have a deficit of

Fig. C.2'
s irh p{yl
close in e

one eler
of the c
valence
and eler
This cn
extrinsi,
coincidr
are fille

c.2
The mo
the soli,
energy.

s'here ,1
Broglie

I n a c
are not
trons. T
the cher
that the
crystal.
potentia
E-k relz

Figur
gram is
lattice v
derlying

r.r'here I



C.2 The nearly free electron model 2'73

EF
o . o o o

(a) intrinsic (b) n-type (c) p-type

t ig. C,2 Valence and conduction bands for: (a) a pure (intrinsic) semiconductor; (b) a semiconductor with n-type doping; and (c) a semiconductor
. rrh p-type doping. The o and o symbols represent free electrons and holes respectively. The Fermi energies of the n- and p-type samples lie very

. .rse in energy to the impurity levels arising from the donor or acceptor atoms, respectively.

,ne electron per atom compared to the four-valent atoms that make up the bulk
,i the crystal. Each impurity atom can therefore accept one electron from the
. alence band. The occeptor levels are just above the top of the valence band,
.:nd electrons can easily be excited to these empty states at room temperature.
fhis creates a population of free holes in the valence band that determines the

:rtrinsic electrical conductivity of the sample. The Fermi level approximately

-'oincides with the acceptor energy because the states up to the acceptor levels

're filled with electrons.

C.2 The nearly free electron model
fhe motion of free electrons and holes is determined by the E-k dispersion of

:he solid. If the electrons are completely free, they will only possess kinetic

-'nergy. In this case the E-k dispersion is given by:
a  - a - a

n . h . k .
E -  : - .

2 m o  2 m o '

.ihere p : hl)," : ttk is the momentum of the electron, )." being

(c.1)

the de

Broglie wavelength of the electron.
In a crystal this E-k dispersion relationship is modified because the electrons

rre not really free. Each atom possesses a certain number of valence elec-
:rons. These are the electrons in the outermost atomic shells that determine

:he chemical properties. The neorly free electron model starts by assuming

:hat the valence electrons are released from their atoms and move through the

;rystal. This leaves behind a regular lattice of positively charged ions. The
potential of the ion cores perturbs the motion of the electrons and alters the

6-k relationship.
Figure C.3 shows the typical band structure of a simple crystal. The E-k dia-

gram is divided into different Brillouin zones, each of which spans a reciprocal

lattice vector G. This division of k-space into Brillouin zones reflects the un-

derlying periodicity of the crystal. The reciprocal lattice vectors are defined by

" iG . ( r+T ) : s lG . r ,  G .2 )

rvhere T is one of the primitive lattice translation vectors of the crystal.

ll;::l:li:i: l:i llll:llllill
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Fig' C.3 Band structure of a simple solid with a lattice constant of a. The left hand side of the figure shows the E-ft relationship across several
Brillouin zones, while the right hand side replots the same band structure in the reduced zone scheme. The dotted line indicates the parabolic
dispersion of free electrons given by eqn C.1. Each band within a Brillouin zone can hold 2N electrons, where N is the number of unit cells in
the crystal. The shading signifies that the band states are filled with electrons. The case shown applies to an atom such as silicon with four valence
electrons.

The E-k relationship shown in Fig. C.3 applies to a simple cubic crystal
with a lattice constant of rz. In this case eqnC.2 is satisfied with

G : z ! { n * , n y ,  n z ) ,

where n", n, and nz are integers. The band dispersion is drawn for the (100)
direction in k-space. The central Brillouin zone enclosing the origin runs from
-Gl2 to +G12, namely fuom -r f a to ln la. The next zone encloses the
section of k-space between n f a --> 2r I a atd -n f a --> -2n I a, and so on.

The dotted line in the left hand side of Fig. C.3 indicates the band dispersion
for free electrons which obeys eqn C.1. The solid lines indicate the band disper-
sion for the nearly free electrons. The periodic lattice potential causes Bragg
scattering of the electron waves. The scattering amplitude is small except in
the region close to a Brillouin zone boundary. The band dispersion therefore
only departs significantly from that of free electrons neat a zore boundary. The
group velocity of the electron wave is given by

d a  l d E
" s -  

d k  
-  

h  d k

Precisely at a zore boundary, the wave vector of the forward and backward
waves ale identical, and a standing wave with zero group velocity is set up. We



.rst therefore have dE ldk : 0 at a zone boundary. This means that the bands

.rst bend over as they approach zone boundaries, as shown in Fig. C.3.

Band structure diagrams are usually plotted in the reduced zone scheme,
. indicated by the right hand side of Fig. C.3. In this scheme we translate the

-'ctron wave vector by an integer number of reciprocal lattice vectors until

.ies within the first Brillouin zone. We can do this because it follows from

.t C.2 that there is no physical difference between the wave vectors k and
., - G in a periodic crystal. This conclusion also follows from Bloch's theorem,

.ich is discussed below.
Each Brillouin zone contains N k-vector states, and can therefore hold 2N

-.ctrons due to the up-down spin degeneracy ofeach k-state. Ifeach atom has

-rr valence electrons, the first two bands will be full, as shown by the shading

Fig. C.3. This is the situation that applies to four-valent semiconductors

.;h as silicon or germanium. The first available empty electron states are in

: next band. This therefore corresponds to the case of the semiconductor or
.ulator shown in Fig. C.1(b), with an energy gap of Et between the occupied
j!-tron states in the valence band and the first empty states in the conduction

. r nd .

The band dispersion near k :0 for a semiconductor or insulator is shown in
're detail in Fig. C.4. The top valence band and the lowest conduction band

-rr€S äre shown. The bands are parabolic for small k, and have dispersions
,. en by:
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conduction band

E

E-

0

valence band

Fig. C.4 Band dispersion of a semiconductor

or insulator near the top of the valence band

and the bottom of the conduction band. The

energy axis is defined so that E : 0 corre-

sponds to the top of the valence band.

Fx2k2
E c ( k ) :  E e *  

) * -- " ' e

Ft2k2
E r ( k ) :  - . - - r ,

Li l th

(c.s)

lere E : 0 coresponds to the top ofthe valence band. The subscripts on the

:ergy identify the conduction and valence bands respectively. Equation C.5
":ows that the band dispersion is determined by the effective moss m! andm[

r the appropriate band.
ln general, the effective mass is defined by the curvature of the E-k diagram

- iording to:

^  /  a 2  a \ - '
m * : t t , l = l  ( c . 6 )

\ d K ' /

he effective mass is therefore a band structure parameter that quantifies the

:'parture of the E-k relationship from the free electron dispersion as a con-

,'quence of the perturbation of the periodic lattice potential. It will generally
.r' the case that neither m! nor mf are equal to the free electron mass t40, and

rat each material will be different. The negative curvature of the valence band

rdicates that it is a hole state: hence the 'h' subscript for the effective mass

r the valence band. Electrons in the conduction band behave like negative

:ee particles of mass m[, while the holes in the valence band behave like free
.ositive particles of mass mf,. Tables of effective masses are readily available.

fables C.1 arÄ C.2 below give the values for a few important semiconductors.

The nearly free electron approach can be connected to the atomic states
,f the atoms from which the valence electrons are derived through Bloch's

teorem (cf. Section 1.5.2):
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Fig. C.5 Brillouin zone of a face-centred
cubic lattice. a is the size ofthe cubic unit cell
in the crystal. High symmetry points within
the Brillouin zone are given symbolic names
derived 

from 

group 

theory. 

The 

origin 

at 

k 

:
(0,0,0) is called the l-point. The X-point
at (2r/a)(7,0,0) identifies the zone edge
along the six equivalent (100) directions. The
L-point  at  ( t r /a)(1,1,1)  is  at  the zone
edge along the eight equivalent (111) direc-
tions. An arbitrary point along the f + X
direction is labelled A, while an arbitrary
point along the f -+ L direction is given the
symbol Ä. The K-point conesponds to the
zone edge along the (1 10) direction, while the
W-point is at the intersection of the square
and hexagonal faces of the polygon. The X-
point corresponds to a wave vector of 2t fa
rather than r/a as Fig. C.3 would suggest
because the cubic unit cell of the f.c.c. lattice
is not orimitive.

t k z

The eigenfunctions of the wave equation for a periodic potential
are the product of a plane wave expik.r and an envelope func-
tion u(r) which has the periodicity of the crystal lattice.

This implies that the wave function of an electron in a periodic lattice takes the
form:

, l rG):  z( r )  e ik ' (c.7)
where u(r) must satisfy u(r) : u (r + T). The Bloch functions are therefore
modulated plane waves. The envelope function rz(r) is a wavelike periodic
function that relates to the atomic character of the valence electrons. This link
is formalized in the tighFbinding approach to band structure calculations.

C.3 Example band structures

The band structure of aluminium is shown in Fig. 7.3 in Chapter 7. Alu-
minium is a trivalent metal with the three valence electrons in a configuration
of 3s23pr. The band structure looks much more complicated than Fig. C.3,
but this is mainly a consequence of the way band diagrams are drawn. To
understand how the diagram works, we first need to consider the shape of the
Brillouin zone in three dimensions.

Aluminium has a foce-centred cubic (f.c.c.) lattice. The cubic unit cell of an
f.c.c. lattice is not the primitive unit cell as it contains four lattice points: one
at the origin and three others at the centre of the cube faces with coordinates
( l /2 ,112,0) ,  (112,0,1/2)  and (0,  l12, l12) .  The Br i l lou in zone of  the f .c .c .
lattice is therefore not a cube, but rather has the shape shown in Fig. C.5. The
dispersion of the bands shown in Fig. 7.3 begins by plotting the energy for
increasing k outwards from the origin to the X-point. We then move across to
the L-point via the W-point, and back to the origin. Finally we go out again
from the origin to the X-point via the K-point.

The departure from the free electron dispersion is actually very small in
aluminium. Most of the band diagram can be explained by taking the parabolic
dispersion of free electrons shown by the dotted line in Fig. C.3 and folding it
back into the complicated shape of the f.c.c. Brillouin zone. The changes in the
curvature of the bands at the zone boundaries are then merely caused by the
change of direction in which we are moving around the Brillouin zone. Note
however that there are small gaps between most bands atthe zone edges. These
are the band gaps introduced by the lattice potential.

The band structure of the transition metal copper is shown in Fig. 7.5 in
Chapter 7. Copper has an electronic configuration of 3d104sl and crystallizes
with an f.c.c. lattice. The band structure is more complicated than that of
aluminium because of the need to include the dispersion of both the 3d and
4s bands, which overlap in energy. The 4s bands are approximately parabolic,
but the 3d bands are fairly flat. This is a consequence ofthe strong localization
of the d electrons, which means that their orbitals do not overlap much in the
crystal. The low dispersion d-bands are the origin of the high density of states
within a relatively narrow range of energies. These states are very important
for both the optical and magnetic properties.

The band structure of the semiconductor silicon is shown in Fig. 3.12 in
Chapter 3. Silicon has four valence electrons and crystallizes with the diomond

Table C.1 Band s

germanium. All t
k-in: position of
number of equil

electron effective
f point; A: spin.
effective mass; m
the free electron
Fig. 3.5. After [1]

structure. The
lattices displar
with a basis ol
itself, and the
therefore has a

The real bat
dispersions shr
the general bel
band diagram
back' shape o
conduction bat
gap of silicon
the optical prc
difference is tl
is usually des<
parameters ne(
in Table C.1. l
the low scale b
masses that de
we must use tr
the conduction

The band str
nium lies one I
diamond crysti
tures are fairly
Most prominel
is at the L-poir

L



--
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r nle c'l 

Band 

structure parameters for the indirect gap group IV elements diamond, silicon and
:ruium. Al1 three materials crystallize with the diamond structure. Eind: indirect band gap;
': position of the conduction band minimum within the Brilouin zof,e; valley o"g"n".o"y,':er of equivalent conduction band minima within the Brillouin zone; m!,,-: rorigitudinal
''on effecti.ve 

Tlr,=Jr, 
rransverse electron effective mass: E*dr: alrecr üäna gap ar the"rnt; ^: spin--orbit splittingat th^e r. point: rzfu: heavy hole effe'ctive mass; zfio:"right hole

-tive mass; rufo: split-offhore effective murs. TL" effettive masses are expressed in units of'ree electron mass r?r0. The valence band parameters refer to the four-bani model shown in
,r.5. After [1].

Property Diamond Silicon Germaruum

Eäd (ev) (3oo K)
Elno (eV) (0 K)
L̂mtn

Valley degeneracy
*tl
^ät
Efr (ev) (300 K)
A (eV)
*Än
mio
mto

1. r2  0 .66
1.17 0.74
0.85 X L
6 4
0.92 1.58
0.19 0.08
4.1 0.805
0.044 0.29
0.54 0.3
0.15 0.04
0.23 0.095

5.47
5.5
0 .76X
o
1.4
0.36
6.5
0.006
1.08
0.36
0.15

1:-Jcture. The diamond structure consists of two identical interlockins f.c.c.
.-::ces displaced from each orher by @la,a/4,a14). The structure ii r.c.c.
" :n a basis of two atoms attached to each lattice point: one at the lattice point
'-'1t-, and the other displaced by e/a,r/4,1/4) with respect to it. Silicon

,' j:efore has an f.c.c. Brillouin zone, as shown in Fig. C.5.
fhe real band structure of silicon can be compared to the schematic band

'rersions shown in Figs c.3 and c.4. we see that the real material does show": {er€r&l behaviour indicated by the schematic diagrams, although the actual
':rd diagram is more complicated. one significant difference is the ,camer
--'k' shape of the conduction band, which means that the minimum of the

rsses that describe the conduction band minima near the X-point. Note that
: must use two separate effective masses to parameterize the anisotropy of
r' conduction band minimum.
The band structure of germanium is given in Fig. 3.9 in chapter 3. Germa-

:,m lies one line below silicon in the periodic table, and, like ,ili"on, has the
:'rmond crystal structure. It is not surprising, therefore, that the band struc-
:res ale fairly similar. There are, however, a number of important differences.
tost prominent among these is the fact that the conduction band minimum
at the L-point, rcther than near the X-point. Moreover, the minimum at the
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Table C.2 Band structure parameters for selected direct gap III-V semiconductors with the zinc
blende structure. The parameters listed refer to the four-band model shown in Fig. 3.5. Es: band
gap; Ä: spin-orbit splitting; ruj: electron effective mass; nfo: heavy hole effeJtiu" ,rru."s; -fi:
light hole effective mass; m lo: spiit-off hole effective mass. The effective masses are expressed in
units of the free electron mass m0. After [1] and [2].

Crystal Eg (eV) E* (eV) ^ (eV) m[ ^[n mfn *{o
(0 K) (300 K)

can em
lists thr
few oth

Less
tors is g
uhi le  a
r\'IIlIIl€

\truCtUt
hexagor
the cupr

Furtl

An intr<
detailed
Ibach a
lexts on

Refer

l l l  Mar
V

[2] Mar
II,
V

GaAs 1.519
GaSb 0.81
InP 1.42
InAs 0.42
InSb 0.24

t.424
0.75
1.34
0.35
0.1  8

0.34
0;16
0 . 1 1
0.38
0.85

0.15
o. l4
0 .12
0.14
0.47

0.061 0.5 0.08
0.041 0.28 0.05
0.077 0.6 0.12
0.022 0-4 0.026
0.014 0.4 0.016

Table C.3 Structure and band gap data for a number of common semiconductors. E, is the band
gap at 300 K, and the i/d label indicates whether the gap is indirect or direct. SiC crystallizes in
more than 200 different modifications, and the data listed here is for the 6H polytype, which has
a hexagonal unit cell. ZnS,ZnSe, CdS and CdSe can form stable crystals with either hexagonal or
cubic unit cells, and the band gap may be slightly different for the two shuctural variations. The
negative band gap of HgTe signifies that it is a semimetal: the top of the valence band is at higher
energy than the bottom of the conduction band. After [1].

Compound Crystalst rucrure E (eV) Type

SiC
AIN
AIP
AlAs
AISb
GaN
GaP
InN
ZnO
ZnS
ZnSe
ZnTe
CdS
CdSe
CdTe
HgTe
CuCl
Cu20

6H polytype
wunzlte
zinc blende
zinc blende
zinc blende
wufizrte
zinc blende
wurtzite
wuftzite
wurtzite or zinc blende
wurtzite or zinc blende
zinc blende
wurlzite or zinc blende
wuflzite or zinc blende
zinc blende
zinc blende
zinc blende
cupflte

2.9 i
6 .2  d
2.41 i
2 . t5  i
1.62 i
3.44 d
2.21 i
1 .89  d
3.4 d
3.8 or 3.7 d
2.8 or 2.7 d
2.3 d
2.5 d
1 . 8  d
1 .5  d

-0.14 semimetal
3 . 1 7  d
2.2 d

f -point is only just above the one at the L-point. The band gap is therefore still
indirect, but the optical transitions soon become direct as the photon energy
is increased above Er. The principal band structure parameters of germanium
are listed in Table C.1.

The band structure of the III-V compound semiconductor gallium arsenide,
which has the zinc blende structure, is given in Fig. 3.4 in Chapter 3. The zinc
blende structure is similar to the diamond structure, except that the atom at
fi,i,il is different to the one at (0,0,0). The band structure is quite similar
to that of germanium, except that the conduction band minimum now lies at the
f-point. GaAs therefore has a direct band gap. This means that GaAs crystals
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: emit light efficiently when excited, as discussed in Chapter 5. Table C.2
:. the most significant band parameters for GaAs, together with those of a
i other direct gap III-V materials.
--ess detailed band structure data on other important compound semiconduc-
. is given in Table C.3. Some of these crystals have the zinc blende structure,
rrle a number of others have the wurlzite structure, which has hexagonal
rmetry. Several of the II-VI compounds can form stable crystals with either
:cture, and the band gap may be slightly different between the cubic and
ragonal forms. Cu20 has its own particular structure, not surprisingly named
cuprite structure. The cuprite structure has cubic symmetry.

l'urther reading
' introductory treatment of band theory is given in Rosenberg (1988). More
:ailed accounts are given in Ashcroft and Mermin (19'76), Burns (1985),
,ch and Luth (1995), Kittel (1996), or Singleton (2001), and many other
,:s on solid state physics.
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Fig. D.l Schematic diagram of a p-i-n diode.
The bias voltage V9 is applied to the p-region,
so that positive and negative y0 correspond
to forward and reverse bias respectiveiy. The
dimensions are not drawn to sca"le. The i-
region is typicaily only a few microns thick.

Semiconduclor p-i-n
diodes

The p-i-n structure is used extensively in semiconductor optoelectronic devices
such as photodiodes, solar cells, light emitting diodes and optical modulators.
The structure is shown schematically in Fig. D.l. It consists of a standard
semiconductor p-n diode with a thin undoped i-region of thickness /1 inserted at
thejunction. This i-region is the optically active part ofthe diode. The purpose
of the p-n junction is to control the number of electrons and holes injected into
the active region, and to permit the application of strong electric fields.

In this appendix we discuss the band alignment and electrostatics of the p-
i-n structure when an external bias voltage Vs is applied to the device. The
formation of the depletion region at the junction is an essential feature of the
physics of the p-n diode. The external bias is dropped across the depletion
region because it has a very high resistance compared to the heavily doped p-
and n-regions. The width of the depletion region at a given voltage is deter-
mined by the doping levels in the p- and n-regions, with higher doping giving
thinner depletion widths. In a p-i-n stnrcture the residual doping level in the
i-region is very small, and so the depletion region can extend across the whole
i-region. The extension of the depletion region into the p- and n-regions is very
small in comparison to 11 because of the heavy doping level in the contacts.
This means that any external voltages that are applied will be dropped almost
entirely across the i-region.

Figure D.2 shows a band diagram of a p-i-n structure. Figure D.2(a) shows
the band alignments at zero bias, while Fig. D.2(b) applies to the situation
with an external voltage applied. At zero bias the Fermi levels of the p- and n-
regions aljgn with each other. If we assume that the Fermi energies are small
compared to the band gap, we see from Fig. D.2(a) that there is a voltage drop
of magnitude Egf e across the i-region in these conditions. This is equivalent
to the built-in voltage V6i that is important for the functioning of solar cells
as discussed in Section 3.7. When the bias is applied, the energy difference
between the Fermi levels of the p- and n-regions will be equal to levol. This is
illustrated in Fig. D.2(b) for the case of reverse bias, that is, when a negative
voltage is applied to the p-region with respect to the n-region. Reverse bias
tends to increase the voltage drop across the i-region, while forward bias tends
to reduce it.

In order to calculate the electric field across the i-region, we need to solve
Poisson's equation (Appendix A, eqn 4.5):

v2v :
€r€o

(D.1)

(,

symme
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of all fr
C * *
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This shr
small fo
bias the
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exat

The fielr
In thi
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where V is the voltage and qr is the electric charge density. We set up axes
so that z is the direction normal to the plane of the diode. We know from the
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( a ) V o = g

nretry that the derivatives in the
ttion therefore reduces to:

(b) Reverse bias Vn applied

-x and y planes must be zero. Poisson's

Semiconductor p-i-n diodes 281

Fig. D.2 Band alignments in a p-i-n diode
structure with an i-region thickness of /1.
(a) Bias : 0. (b) Reverse bias voltage Vs

applied. The thick dashed lines indicate the
Fermi 1eve1s of the doped layers, which lie
just above the valence band or just below

the conduction band in the p- and n-regions
respectively. Eg is the band gap of the semi-
conductor  used for  the p-  and n-regions.

Reverse-biased p-i-n structures are also used

in semiconductorphotodiodes'and solar cells,

as discussed in Section 3.7. Forward-biased
p-i-n structures are used in electrolumines-
cent devices: see Section 5.4.

a2
^  , v ( a ) :o z.-

Q\.2)

€r€0
(D.2)

(D.3)

lssume that q : 0 in the i-region because it is undoped and is fully depleted

ll free carriers. The solution to eqn D.2 in the i-region is therefore V (z) :

I Cz, where Cr and C2 are constants. The electric field strength can be

-ulated from eqn A.7 in Appendix A. This gives t : -dVldz : -Ct,

:.-h implies that the electric field is constant in the i-region.
'\'e can see from Fig. D.2(b) that the magnitude of the voltage drop across

i-region is approximately equal to lV6; - Vol. The value of the constant

:tric field in the i-region is therefore given by:

^ lVui - Vol
a :  

h

'rs shows that negative bias increases the field across the i-region, while a

.rll forward bias reduces t. The fleld is zero for a forward bias of V6i. At zero

,. the field across the i-region is equal to Vril li. This can be a large value.

r example, with a GaAs diode we might have Vti : l�5 V and 11 : I pm.

e field atzero bias is therefore 1.5 x 10o m '.

ln this book we frequently come across reverse-biased p-i-n structures in

: context of studying the effects of electric fields on the optical properties

semiconductors. Section 3.3.5 discusses the effect of an electric field on

.' band edge absorption of a bulk semiconductor, while Sections 4.3.1 and

5 discuss the effects on the excitons in bulk semiconductors and quantum

-'lls, respectively. In all of these examples, the calibration of the electric äeld

length from the applied bias is carried out by using eqn D.3.

Further reading

. he physics of the p-n junction is discussed in most solid state physics texts.
.ee, for example: Bleaney and Bleaney (1916), Rosenberg (1988), or Sze

1985). The p-i-n structure is described in detail in Sze (1981).



Solufions to exercises

Chapter 1

(1.1) R : 0.041 and T : 0.92, assuming thato : 0
because glass is transpa.rent.

2 . 1 .

u  : 9 .97  x  107m s -1 ,  cy  :  9 .6  x  106m- l  and
R :25 .6  7o .

18s,m.

T :0.034, optical density = 1.1.

E r :  l . 7 J  + i 9 . 2  x  l 0 - 8 .

Absorbing for blue light, but not for red and green
light.

(ii) 1.6 x 10-3. (iii) 0.04. (iv) The field ratio
is important at normal or near-nornal incidence
when multiple beam interference occurs between
the exiting beams. See Hecht (1998) for further
details.

(1.9) (ii) 5.9 x 10-4, (ii i) 0.024.
(1.10) From eqn 1.6 we see that:

- logle(Z) : -2logro(1 - R) + ul l1n(10) .

The optical density is found by comparing this to
eqn 1.8.

Chapter 2

(2 . I )  m1 I1 :  -K " ( x1 -  x2 )

mziz - -K"(xz - x) .

Divide these equations by m1 andm2 respectively
and subtract them to obtain the equation of motion
for an oscillator of frequen cy (K" / p,)i 1

d 2  _ - / t  l \

4 p @ 1 - x z ) :  
- t ,  

l ^  *  
* r ) k 1 - x 2 ) .

(2.2) -tan-lfri�y l(a'o - rt)1.

If the medium is transparent at )"t then we will
have that (77) : (1 - R)2. The optical density
at ). is therefore given by:

O.D.().) : * logro(4.) + logto14,; .

This result will only hold if Ä/ is close to Ä because
we are assuming that R does not vary significantly
with the wavelength.

(I.II) 27 ns. The 1500 nm pulse takes less time.

(r.12) 99.6 Vo.

(1 .13 )  14  nm.

( I . I4)  Z,  x  I .

(1.15) (i) 0.294 eYlatom; (ii) 8 W and 2 W; (iii) 4 W and
6W.

(1.16)  521nm.
(1.17) 81 7o. The scattering cross-section is 11 times

larger at 850 nm than at 1550 nm.

(1 .18 )  3 .5  m ,0 .22m.

(1.19) Ice is a uniaxial crystal, but water is a liquid with
no preferential axes.

(2.3)  6.3 x 10-" .

Q.4\  2 l0m-1.

(2.5) a(@s) : N e2 I neomoy c.

(2.6) (1) 5.9; (i i) 5.0 x 1012 Hz; (i i i) 23 N; (iv) 3.0 x
1928--3' (v) about 6 x l0r2s-1; (vi) about
1 x 106m-1. In part (iii), work out the spring
constant K, using eqn 2.2, remembering to use
the correct reduced mass (2.3 x 10-26 kg). The
answers to parts (v) and (vi) are only approximate

(2.e)

(2.10)

Chapte

(3 .1 )  k  =
inte
o f l
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because the data does not exactly follow a simple

Lorentzian line shape. The damping rate depends

strongly on the frequency, which is why the reso-

nance line is highly asymmetric.

-  - )  Use ro:  ck ln ineqn2.25 to obta in:

dat c ck dn
" s -  

d k -  n  n 2 d k '
Then substitute u : c /n to obtain eqn2.26

- S) The dispersion in this undamped system is always

normal, so that from eqn 2.26 we see that ug < u.

If o < @0, €r ) 1 andtherefore u : cfn -

cl Je, < c. Hence us I c if a < a6.For ar > cr.r6

we must work out ur explicitly:

L  N e 2  . f i  \ - lu g : n c  
I t + - - - - =  *  |
\ 

€0rfl0 (a$ - a.l. f

The denominator is greater than unity, and n < l,

s o u g < c .

1.9) This derivation is given in many solid state or

electromagnetism textbooks. See, for example:

Ibach and Luth (1996) or Kittel (1996).

l0) Either when the density of absorbing atoms is

small or when the frequency is far away from any

resonance.

Solutions to exercises 283

(2.I1) xu : 2.2 x 1g-2e -3. The two field strengths are

0.8 x 1011Vm-1 and 1.4 x 1011Vm-l  respec-

tively. It is not surprising that these values are of

similar magnitude because the extemal field must

work against the Coulomb forces in the molecule

to induce a dipole.

(2. I2)  (a)  L j  :2nclato j ,  A j  :  Ne2 71X11+t2es*sc2.

(b) cl : 0 + t,11lt cz : At)"?pQ + A)rtz;

cz:  AJ4 +3Aü' t l8( r  + A)3/2.

(2.13) (1) Ct : 1.5255, C2 : 4824.1nm2. 1ii; 1.5493
and 1.5369. 611)' 1.26".

(2.14) O.I7 ps if we assume a time-bandwidth product

A u A r  :  1 .

(2.15) Use €nf es : ezzleo - no, q3f es : ne, x : 0,

zln(0) : sin d, and y ln(0) : cos 0 to derive the

result.

(2.16) 14 p.m.

(2.17) (a) No (face-centred cubic); (b) no (cubic); (c) yes

(hexagonal); (d) yes (hexagonal); (e) no (cubic);

(0 no (face-centred cubic); (g) yes (orthorhom-

bic). Sulphur is biaxial.

('hapter 3

: .1)  k  :  (2nlL)(nr ,  ny,  n. ) ,  where n ' ,  n ,  and n '  are

integers. Each allowed k-state occupies a volume

of k-space equal to (2n lL)r, which implies that

the number of states in a unit volume of k-space

is f3 112113 . Hence a unit volume of the material

would have I lQtt )3 states per unit volume of k-

space.

3.2) d E I dk : Ftz k I m* . Use this in eqn 3. 14, and then

substitute for k.

3.3) (i) The parity of a wave function is equal to *1

depending on whether Ü(.r) : t$(r). Atomic

wave functions have well defined parities because

atoms have inversion symmetry about r : 0, and

hence we must have that lÜ?r)12 : lÜ$)12.
(ii) r is an odd function, and so the integral will be

zero unless the two wave functions have different

oarities.

(iii) For z polarized light we have:

which is zero unless [Tl/ : IYt. For x or y polaized

light we have:

r2n
t t  o  I  e i^ 'Ö ( r  s in l  (e io +. - 'd)  )  e i^Ö dQ.

Ja :o  \  \  / /

which is zero unless m' : m f 1.

(3.4) Same as Fig. 3.13, but with a scanning monochro-

mator and an InSb detector.

(3.5) Plot u2 andarl2 agunsthco. Also investigate the

temperature dependence of o.

(3.6) Indirect band gap at 2.2 eV. Direct band gap at
- 2.15 eY.

( 3 . 7 ) a * l x l 0 6 m l .

(3 .S )  ( i )  5 .3  x  108m- l  and4 .1  x  108m-1 .1 i1  : . 0  x

107 m-1. This is more than an order of magnitude

, * 
Ir':ei^'ö 

(, cosol ei^Q dq ,
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smaller than the electron wave vector. (iii) 2. 1. (iv)
'7O4nm.

(3.9) (D 4.1 eV. This corresponds to transitions from
the p-like valence band to the s-like conduction
band. (ii) The discussion of the atomic character
of bands given in Section 3.3.1 only applies at the
f point. This means that electric dipole transitions
can be allowed at the zone edges, even though they
are forbidden atk:0.

(3.10) 0.75 eV.

(3 .11 )  S  r y  1 .8  x  106Vm- l .Th i sva lue i sob ta inedby
working out the field at which cv drops by a factor' 
e-1 between Erand (,E, - 0.01) eV.

(3.12) The first part is easily derived by equating the
central force for circular motion with the Lorentz
fotce: ma2r : eorB. The An : 0 selection
rule follows from the orthogonality of harmonic
oscillator wave functions gn, after using Lan-
dau level wave functions of the form ry'n(r) x
u(r )  qn@, y)  e ik , ' .

Chapter 4

(4.1) This is a standard result for any two particle
system.

(4.2) (1) Kinetic energy + Coulomb energy. (ii)
E : -pLe+leelelnz : -(ltlmse?)R , oo :
eyerh2 f 7T p,e2 : (ermsf p)aH, C : f i-r/2a-3/2.

(4.3) as. (r) : (3/2)as.

(4.4) (l) This is a spherically symmetric function,
with a maximum value at r : 0. (ii)
(E) : n'pp€2 - e214re,es6. (i i i) 6min :

4reserh2 f pe', (Ej^rn : - p.ea ltlr2elel. livy
f161 and (E).in are the same as as and E from
Exercise 4.2.The variational method gives the en-
ergy and wave function exactly here because our
'guess' wave function had the correct functional
form.

(4.5) (i i) E(n) : - 1,.e4 1Züe2neln2, rn :

4neserhzn2f p.ez. 1'lii1 E(n; is identical to the
solution of the hydrogen Schrödinger equation.
(iv) rr corresponds to the peak in the radial
probability density for the ground state 1r wave
function.

(4.6)  E( I ) :  -39.1meY rr  :2 .3nm,stable.  E(2)  :
-9.8 meY rz : 9.3 nm' unstable.

(3.13) (i) gn(E) : (2mlEhz)-1/2, *here ru is the
particle mass. (ii) a a (fta - E;-t/2. (iii) The
magnetic field quantizes the motion in two dimen-
sions. The absorption coefficient for transitions
between Landau levels varies as (hco - Ei-'/',
where En : Eet fn + l)rcnn/p). This follows

. from the l-D density of states and the An :
0 selection rule. a(ftro) diverges each time the
frequency crosses the threshold for a new value of
n. These divergences are broadened by scattering.
We therefore see dips in the transmission at each
value of tta that satisfies eqn 3.32. (iv) m[ x
0.035ms and E" : 0.80 eV. These values refer
to the f point of the Brillouin zone.

(3.14) 0.46 A W-r at 1.55/.m and 1.05 A W-1 at
l .3O um.

(3.15) (i) The p- and n-regions are good conductors,
whereas the i-region is depleted of free carriers
and therefore acts like an insulator. (ii) 10 pF. (iii)
60 ps for the electrons and 200 ps for the holes.
(iv) 0.2 V.

@.1\ 2.2nm.

(4.8) The refractive index has a maximum value of 3.60
at 1.5146 eV.

(4.9) 394 p.m.

(4.10) Substitute lE(n)l : p.ea181ese,hn)2 and rn :
4vegerhzn2f p,ez into € : el4neoerr2 to obtain
the result, using lE(1)l : Rx and 11 : ax.

(4.11) 1.5 meV and 31 nm. Vo : *0.55V.

@.12\ r .8T.

( 4 . 1 3 )  B :  V A A :  ( 0 , 0 , 8 0 ) . f r '  :  r 2 \ 2 l 2 m o  -

e2nl@2 + y2)18m0. @) : (t1r1Hllt). Equa-
tion 4.1 follows by adding the contributions of the
electron and hole, and remembering that spherical
symmetry implies that (x2) : 02) : (72) :

! \ r2) .
(4.I4) SE : *49 x 10-s eV äÄ : -0.026nm.

(4.15) 8.1 x I02a m-3 and 1.3 x 1023m-3.

(4.16) 0.50.

(4.r7\ r7.2K.

(4.18) 11 : 0.85 nm: invalid. rz :3.4nm: valid.

Chatr
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Chapter 5
5.1) See Section 5.2.2.

-5.2) The relaxation within the bands is faster than the
radiative recombination.

5 .3 )  A2o -1s  :6 .27  x  108  s - l .  r n  :  1 .6ns .
-i.4) Faster non-radiative recombination at higher tem_

peratures due to phonon emission. ryn (300 K) :
79 7o, ryp (350K) : 56 Vo.

-;.5) ZnTe. (The device might also contain Ga"In1_rN
with x * 0.26: see Exercise 5.15.)

;.6) (i) This follows directly from the definition of a
given in eqn 1.3. (ii) Set N : Ial hu - N lr equal
to zero. (iii) 6.6 x 1020 m-3.

-i.7) (i) 1.9 x l02a m-3. (i i) 0.62 ns. (i i i) 3.5 x 1010
photons.

i.8) The emission rate is proportional to the proba_
bility that the upper level is occupied and that
the lower level is empty, that is, /" x j.'. In the
classical limit, /",1, x exp(-8",1 /ksT), so

f"fn: exp(-(8. * EillksT)
:exp(_(hv _ Eg)lkvT).

i.9) (a) Ep : -0.216eV: -8.4fte7, valid.
(b) EF : +0.021 eV : *0.83ke Z, invalid.

Chapter 6
6.1)  About  0.01 K.

6.2) 9.3 nm and 30 nm.

6.3) The k vector must satisfy k : integer x 2r I L, and
hence the arca per ft-state in k-space is (2n lL)2.
The de-nsity of states in ft-space is therefore
Ql2n)2. g(k)dk : 2nkdk x-(I/2vf . g(E) :
2g(k)dkldE, where dkldE : m/h2k. The factor
of 2 comes from the spin degeneracy.

6.4) The funcrion on the right hand side of eqn 6.26
decreases from *oo at x :0 to zero at x : J€.
It will therefore always cross the tan I function
between 0 and r 12, no matter how small { is.

6.5) 1.5 meV for the finite well, I I meV for the infinite
one.

6.6) (i) This result follow from the orthonormality of
the wave functions. (ii) The initial and final states
must have opposite parities.

,6.7) First step at 1.619 eY due to the n - t heavy
hole transition. Second step at 1.g37 eV due to
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(5.I0) f(E) : 1 for E < Ep and, f(E): 0for E > Ep.

(5.11) Electrons: (a) 0.36 meV, degenerate for Z <
4.2 K; (b) 36 meV, degenerare for Z ( 420 K.
Holes: (a) 0.073 mey degenerate for Z << 0.9 K;
(b) 7.3 meV, degenerate for Z << g5 K.

(5.12) kF : (3n2N;;1/3.

(5.13) (i) Solid angle f2 : 3.9 x 10-3.
(i i) (1 - R)A ln2 : 4.2 x I1-a .
(1ü) (1.61/2.41)rln x (l - R) mW : 0.534p mW.
(iv)0.22np u.W.

(5.14) (i) 0.14 eV. (ii) 0.012 eV. (iii) Electrons degener_
ate, but not holes. (iv) E, * Efi may be read from
the spectrum at about 0.94 eV as the point where
the luminescence falls to 50 Vo of its peak value.
This agrees well with the estimate of ES from the
carrier density. (v) Read Ei from the däta to find
N" ry : x 1023 m-3. t ry 0.13 ns.

(5.15)  x  :  0 .39.

(5.16)  ( i )  3 l  Eo.  ( l i )  4 .3 x  1010H2. ( i i i )  610m-r .

(5. 17) (i) 150 mW. (1i) 26 To. (ii|) 01j W A-r . 51 Eo.

the light hole transition. The height of the two
steps is in proportion to the reduced masses. that
is 0.059 : 0.036.

(6.8) (i) The transition energies would be lower. Transi_
tions such as hh3 -+ el would be weakly allowed.
(ii) Peaks would appear below the steps due to
exciton absorption.

(6.9) (iii) Emin : - p.ea 1g{n es€rfi)2. This is four times
larger than the bulk exciton binding energy found
in Exercise 4.4. (iv) fmin : 2fihzeser/u,ez -
ay/2,where a1 is defined ineqn4.2.

(6.10) At d : a we have bulk GaAs, while at d : 0
we have bulk AlGaAs. As d is reduced from oo,
the binding energy increases from 4 meV, going
through a peak, and then dropping to 6 meV. The
height of the peak would be abour ll mey, rhat is,
four times larger than the binding energy of bulk
GaAs.

(6.1 l) (i) See Section 5.3.4. (ii) Heavy exciton and con-
tinuum absorption, followed by light hole exciton
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and continuum absorption. (iii) The heavy hole
continuum stafis at 1.592 eY. This implies d :
9.3 nm in the infinite well model. The true width
would be smaller, because the infinite well model
overestimates the confinement energy. (iv) Heavy
hole, 11 meV; light hole,12 meV. A perfect 2-D
GaAs quantum well would have Ea : 4Rx -

16.8 meV. The experimental binding energies are
lower because a real quantum well is not a perfect
2-D system.

(6.12) (i) H' : -pztz, where pz : -€2. (ii) z is
an odd function, while tp*g is even. (iii) The
result follows by taking just the first term in the
perrurbarion, namely l\ l lH'l2ll2 l(E1 - E), and
substituting the wave functions and energies from
eqns 6.11 and 6.13.

(6.13) (i) 3.4nm, assuming a quadratic Stark shift.
( i i) (62) ry l.6nm.

(6.14) The model works quite well for sample A, but not
for sample B. The model breaks down when the
size of the Stark shift becomes comparable to the
energy splitting of the unperturbed hhl andhh2
levels. This is essentially the same criterion as for
the transition from the quadratic to the linear Stark
effect in atomic physics. In sample B, we are in
this regime at all the fields quoted.

(6.15) At finite t. the inversion symmetry of the quan-
tum well is broken. The states no longer have def-
inite parities, and selection rules based on parity
no longer hold.

Chapter 7

Q.D E3 : 1\eln2 lZms)(jT ha, I e)a.
( 1 . 2 )  N  - 1 9 1 1 - - : .

(7.3) ä 0.5 m. To obtain a strong signal in a
submerged submarine it is necessary to use much
lower frequencies. The data rate would then be
very low due to the small carrier frequency.

Q.$ m[ -  l .6ms.

(7 .5 )  R  :99 .6Vo .

0 . O  T  : 0 . 1 6 .

(7.7) The drop in the reflectivity for .1" < 600 nm is
caused by interband transitions. The energy gap
between the d-bands and the Fermi energy can
be read from the data as - 2.4eY. The low

(6.16) The shift is about 0.02 eV, which is comparable to
the linewidth observed in the data. A 15 7o varia-
tion in d corresponds more or less to a fluctuation
of one atomic layer.

(6.11) 14 nm, assuming infinite barriers.

(6.18) (i) z is an odd function, and so the integral will
be zero unless gfign, is also an odd function,
which requires that the wave functions must have
different parities.
(ii) The matrix elements are given by:

:  - ( l 6 l 9 t ' \ d

2 f d
glzf t )  :  -  

1  s in(nz ld\  7 s in14r7ld)dz
a J o

:  - (4 l45n2  td  '

The transition strength is proportional to lM2l,
and so the 1 -+ 4 transition is weaker than the
I -> 2 transition by a factor ll l2q2 : 2.5 x
l0-3.  )a-2 :29 p 'm.

(6.19) The electric field of the light wave in the medium
is maximum for grazing incidence with d : 90o,
when the fractional power of the z component is
| /n2 . The maximum possible fractional absorp-
tion is therefore equal to 97o if n : 3.3.

(6.20) The quantized levels occur at energies of 3,6,9,
I I ,72,14, l l , .  .  .  in  uni ts  of  h218m*d2.

reflectivity for green and blue light causes the
characteristic yellowish colour.

(7.8)  e '  :  l .

(1 .9) m[ increases from 0.020ms at 3.5 x 1023 m-3
to 0.048ms at 4 x 1024 m-3. The increase in rnj
with N" is caused by the non-parabolicity in the
conduction band of InSb.

(7 . I 0 )  r :  1 .0ps .

(7.11) Calculate the canier density as in Exercise 5.6,
and the free carrier absorption using eqn 7.28.
Then add the separate contributions of the elec-
trons and holes toeether. The final answer is about
200m-1.

(rlzl2) :', 
loo 

"i^ru I d) z sin(2r z I rt) itz

(7.r2) (i)
108
(ii)
0.4:.

(7.13) (0
25t

(7.14) R*
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I) (i) Ep : 0.032eV. ftp is 6.5 x 108 m-1 and2.6 x
108 m-1 for the heavy and light holes respectively.
(ii) (1): 0.03-0.17 eV, (2): 0.32-0.34 eV (3) 0.3a-
0.42 eY.

ii) (i) mä : 0.85120. (ii) Rö r 45meY Ri -
25 meV.

.-+) R* :  (m[lm6el) x ,Ru. m[:0.036m0.

t 'hapter 8
. . 1 )  E r  :  0 /DhA ,  E2 :  G l2 )h9 ,  Ez  _  6 /DhA ,

a  :  ( t i /me ) i .

r. l) d = 6.7 x 10-10m, which corresponds to about
seven carbon-carbon bonds.

. . 3 )  4  x  r c - 2 , 1 . 6  x  l 0 - 3 ,  l . 4 x l } - s .

..1) 10.2 eV. The ground state of the molecule rs more
strongly bound than the excited state, and hence
the transition energy is larger.

r.5) (i) The van der Waals interaction energy varies as
r-6. (ii) Find the poinr where ctu ldr : 0.
(iii)

Q-rü2+'

gz :  ( l8B2lAp)(B 12l f11/3.
3 . 6 )  S r  a t 4 . 6 4 e Y , Q / 2 n : 3  x  1 0 1 3 H z .

S.7) The configuration diagram is similar to Fig. 8.7,
but with two excited states. 51 state: energy :
5.1 eY, vibrational splitting : 0.11 eV, tuming
point of n : 6 level aligned with e11. 52 state: en-
eryy 7.3 eV, vibrational splitting 0.13 eV, turning
point of n : 5 level aligned with eo.

8.8) Spin-orbit coupling mixes S and L, so thar rhe
triplet states contain a small admixture of singlet
character through mixing with common L states.
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(7.15) Transitions from acceptor levels above the valence
band to the conduction band. Acceptor energy
Ee - 8meV.

(7.16) Raman scattering from plasmon modes: N :
4.2 x l02a m-3.

(7 .11 )  7 .2  x  1023m 3 .

(8.9) Phosphorescence from a triplet state at 1.6 eV.

(8.10) Both give äO = 0.17 eV.

(8.11) There will be a vibronic band of width - 1 eV
extending from 3.1 eV downwards, with three or
four peaks at energies (3.1 - näfZ), where fif,2 ry
0.17 eV.

(8.12) Broad vibronic band from 1.9 eV down to about
1.0 eV. Peaks at 1.9 eV and 1.7 eV.

(8.13) The absorption and photoconductivity rhresholds
correspond to the exciton and band gap energies
respectively, which implies Eu - 1.1 eV for the
exciton.

(8.14) 693 nm. (There will be other Raman lines in
addition to this one.)

(8.15) Optical excitation creates only singlets, whereas
electrical injection creates both singlets and
triplets with a probability derermined by their
statistical weights, namely 1:3. Only singlets emit
efficiently, and the population of these is lower by
a factor of four in the case of electrical injection.

(8.16) (i) See Exercise 8.15. (i i) 5.6 mW. (l j j) l t Ea.
The efficiency of a real device would be much
lower, mainly due to the difficulty of collecting
the photons, which are emitted in all directions.

tJ(r) : u(ro)+et2) (#),:,,

(9.3) Either calculate hv :2.6 eV from eqn 9.5, or just
read hv x 2eY from Fig. 9.5.

(9.4)  E :  1 t i2n2f2moU2),n1+ n]  + n l l4)  and,hv :
3h2/32msb2. The frequen.y ir truf rhe value
given in eqn 9.5 when b : Jla, which rs ap-
propriate for an Ff centre. The experimental ratio
is about 0.4, which is good agreement considering

Chapter 9

(9.1) The solution for a l-D infinite potential well is
given in Section 6.3.2. In a cube the motion is
quantized in three dimensions, and the energies
for the ,r, y and z directions just add together.

(9.2) Equation 9.4 predicts .E : 0.281a2. The experi-
mental energies are lower because a real F-centre
is not a rigid cubic box.
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the simplicity of the model.

(9.5) (a) ndlr4f - Gz l2s)192165; : 1.5.
(b) Transition metal ions have lost the outermost
4s electrons, whereas the 4 f orbitals of the rare
earths are inside the filled 5s and 5 p orbitals.

(9.6) (i) The x, y and z directions are all equivalent, and
so the p", p, and p. orbitals must all experience
the same interaction energy with the crystal.
(ii) The z direction is now different, and so the p.
orbits will have a different energy to the p, and
pty states.
(iii) The singlet is at higher energy because ofthe
greater repulsion from the closer negative charges.

(9.7) The relative populations of the 11502 cm-r and
1I4I4 cm*r levels of the 4F312 term are propor-
tional to exp(- LE lfu Z). The relative popularion
of the 11502 cm-l level therefore increases from
0.19 at 7'7 Kto 0.66 at 300 K, and the emission
intensity increases in proportion to these factors.

(9.8) The stimulated emission rate exceeds the absorp-
tion rate if population inversion is present: see
Section B.l.

(9.9) 0.3 J. The laser stops working when l0 Vo of
the atoms in the upper level have transferred to

the lower level, at which point there is no more
population inversion.

(9. 10) (i) The spectrum is proportional to lE (a-l) 12, where

E(a) :  +  [ - *  E(oe i ' I  d r  ,
t/ l7T J -a

and E(t) : exp(-tz /272; s-iotot .
( i i )  Ar  :  2Jk 2r .  Lv :  J tAlnt .

(9.1 1) Inhomogeneities in the glass cause local variations
in the environment leading to line broadening
through the coupling ofthe laser levels to the local
crystal field. Ar : 60fs for Gaussian pulses.

(9.12) The transition is parity forbidden. Phosphores-
cence.

(9. 1 3) The probability for phonon-assisred non-radiative
decay increases with I. Equation 5.5 gives
tlBQl) : 0.78 and 4p(300) : 0.03. The radiative
eff,ciency is too low at 300 K to allow lasing.

(9.14) P - 3.2W, assuming that all the pump power
is absorbed, and the radiative quantum efficiency
is unity. The remaining l.8W goes as heat in the
crystal.

Cha

( 1 1 . 1 )

(rr.2)
( 1 1 . 3 )
( r  1.4)

( 1 1 . 5 )

Chapter 10

(10.1) (a) Yes, (b) No, (c) No, (d) Yes, (e) Yes. Germa-
nium and argon are non-polar materials.

(10.2) Solve eqn 10.16 with e. - 0.

(10.3) 15-33 prm.

(10.4) (a) 98 Vo; (b) 84 Vo.

(10.5) (i) uro : 9.5 THa ulo : l0 THz, (ii) e- :
9.5, es1 : 11.8, (i i i) About 15 ps. Lyddane-
Sachs-Teller predicts vrolho : 1.11, but the
experimental ratio is slightly smaller. This is not
significant, given that the broadening causes some
uncertainty in the experimental values.

(10.6)  (a)  3.3 x 106 m 1;  (b)  1.1 x 107 m-1.

(10.7) The phonon lifetime decreases with Z as the
probability for anharmonic decay increases.

(10 .8 )  7 .8  x  105m-1 .

(10.9)  ( i )  7n**  :0.091 mo.  (11)  m* :0.092m0.

(10.10) The diamond crystal would have only one peak in
the Stokes or anti-Stokes spectrum.

(10.11) Stokes and anti-Stokes peaks from the optical
phonon at 15.5 THz. I (501.2nm) lI (528.6nm) :
0.08.

(10.12) IR active, but not Raman active.

(i0.13) GaAs: huls : 32.5 meY, hvys : 35.5 meV;
InP: fths : 37.1 meY, hvys : 42.3 meY;
AlSb: /2u16 : 38.'l meY, hvys : 41.1 meV;
GaP: hv76 : 45.I meY, hvyg: 50.0 meV. The
small shift of a few wave numbers compared to the
infrared data for GaAs in Fig. i0.5 is caused by the
slight decrease of the optical phonon frequencies
between 4 K and 300 K.

(10.14) Apply conservation of momentum, with fr1 :
kZ :  no /c .  us  :  810  m s -1 .

(10.15) (i) The negative term is rhe total Coulomb at-
traction, with the Madelung constant accounting

( 1 1 . 6 )



for the contributions of the positive and negative
ions from the whole crystal. The positive term
represents the short range repulsive force due to
the Pauli exclusion principle when the electron
wave functions overlap.

(ii) r0 is rhe value for which dU ldr : 0.
(iii) The Taylor series about ro is:

t 'hapter  11

. l) t : Zel4neyrfi. For the outer 3s and 3p elec-
trons in silicon use Z :4 and n : 3 to obtain a
v a l u e o f  - 5 x  l 0 r 1  V m - 1 .

1 .2 )  (a )  6 .2  x  I 01V  m-1 ,  (b )  1 .6  x  10s  V  m-1 .
i 3) Only wirh the field applied.
..+) (a) No, (b) yes, (c) no, (d) no, (e) yes, (f) yes. The

second-order nonlinear susceptibility is zero if the
material has an inverston centre.

Sctlutions to exercises 2g9

u(r) :  u(rü + l lD@2uldr21,: ,r(r  _ rs)2
+e lq@3U/c t r31 , : ,01r  _  ro )3  + . . .  .

Take .x : r - r0 to put this in the form of
eqn 10.34, with U(x) defined relative ro the mini_
mum at rg. C3 : -22ae2 /37eor[.

(10.16) 6 ps, assuming a Lorentzian line shape.

the x axis and then maximize p:D : fu62t yt y.
(11.7)  ( i )  Ao, ,  :  -a(Dr,  :  (2nL/X)Qnlrqt€) ,

where I is the length of the crystai. A<D :
AO", - AOr, gives the result with trL : V.
(ii) 44 kV.

( 1 1 . 8 )  5 2 . .

(11.9)  Acv :  (u6/ Is) I  x  Ae2,  and Ae2 x Im(1(3) ;7.
Hence (a6/() x ImlX(:);.

Choose z as the direction of propagation and ,r as
the polarization vector soJhat €y : €r: 0. The
only non-zero term is pr(:) : €yXrxrrt1, which
impl ies rhat  P is  para l le l  ro g.

50 w.

0.06 eV.

Follow Example 2.1 to work out the magnitude of
the local maximum in n below the absoötion line.
We then f ind lAr l  :  0 .021 i f  we assume rhar  th is
local maximum is completely saturated.

1.8 x 1023 --3. 1, is the intensity required to pro_
duce this carrier density, namely 4 x 107 W m-2.

i.5) (i) 1y'2 cannot increase beyond N6l2 because
there is no net absorption when the populations (11.10)
are equal. (ii) The rate equations a.e N1 :
-Bpuy (N1-  Nz )  and  Nz :  B tz r r (N r  -  Nz ) .
Subtract these to obtain AN : _2BDut,LN
where AN : Nr _ Nz. Then integrate with (l l .1l)
A1/(0) : N6 to obtain the required resutt, ,., .^.
which implies that the populations will evenruall y \ r l. rz)

equahze no matter how weak the laser beam is. (ll.l3)
This misleading conclusion arises from neglect_
ing spontaneous emission and transitions to other
levels.

l l . q  P :2 )  :  d142 t r€ r :0 ,  and  p : , ' )  :  d252 t r t , :  ( 11 .14 )
0. Assume that the beam makes an angle g with
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photon number density
quantum mechanical operator
dipole moment
momentum
polarization
optical power
electric charge
phonon wave vector
generalized position coordinate
position vector
polaron radius
reflectivity
electrical resistance
exciton Rydberg constant
spin quantum number
time
transmissivity
temperature
critical temperature
lattice temperature
melting temperature
lattice translation vector
envelope function within a
Bloch function
energy density of an electromagnetic
wave at frequency u
potential energy
velocity of light in a medium
group velocity
velocity of sound
electron velocity
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transition rate
position coordinate
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skin depth
split-off hole band energy
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dielectric constant
static relative dielectric constant
high frequency relative dielectric
constant
quantum efficiency
radiative quantum efficiency
angle
imaginary part of the complex refractive
index
wavelength
de Broglie wavelength
reduced mass
relative magnetic permeability
frequency
wave number
LO phonon frequency at q - 0
TO phonon frequency atq : Q
density of states
electrical charge density
electrical conductivity
scattering cross-section
lifetime
radiative lifetime
non-radiative lifetime
azimuthal angle in spherical polar
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optical phase
wave function
electric susceptibility
electric susceptibility per atom
magnetic susceptibility
wave function
wave function
angular frequency
cyclotron frequency
plasma frequency
phonon angular frequency
LO phonon angular frequency at q : Q
TO phonon angular frequency at q - 0
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I point, 56,27
n bond,767

z conjugated n
z electron, 13,
z orbi ta l ,13,  l
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quantum'
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saturable.
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vibrationa
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^r .  56,276
.r .  167
ugated materials, 13, 168

, : r o n .  1 3 , 8 9 , 1 6 6 - 8
' : t . r l .  13,  167-8,  \11
:-  t ransi t ion,  168,  177,  180

: . 1 . 1 6 7

- " l nce ,4

' . ' t ion

.rpparatus, 68

.rromatic hydrocarbon, 177-9
rtomic, 26-8, 33-4, 50
coefflcient, 3
.lefinition of, 2, 235, 2634
,Jtpole,21 31
direct ,5 l -63

edge, 9, 50, 54-66, 121 , 138, I 60
electronic, 36
ercitonic, 79-89,130
ertinction coefficient, relationship to,

5
F-centre, 190
tar-infrared,, 216-11
tiee carrier, I0, 147, 155-7
impurity, 158 60
in electric field,60, 82, 132
in magnet ic f ie ld,61,83

rndirect, 63-6

infrared, 9-11, 20, 28, 38, 135, 157,
159 ,212 ,216 -17

interband, 18, 38, 49 13, l5I-4,241
intersubband, 135
intervalence band, 157
Iattice, 9, 205, 212
molecular, 169-77
nonlinear, 85, 234-6, 249-50
phonon,9,  205,212
optical density, relationship to, 4
poiymel 179 81
quantum dot, 137
quantum theory of , 263-i 0
quantum well,124-33
fate,264,266,269
saturable, 236,249-50
two-dimensional, 127
ultraviolet,38, 176
vibrational, 9, 36

vibronic, 110-7, 186-9
absorption spectla

ammonia, 176
CdS quantum dot, I 37
G a 4 s , 6 4 , 8 1 , 8 3 , 8 5 ,  1 3 0
GaAs quantum well, 129,130, I32,

1 4 1

GaInAs quantum well, 250
GaN,96
germanium.65

InAs, 59

KF:Fi ,  191
LiF, 88

MeLPPP, 181

NaCl, 88
polyfluorene, 14
polydiacetylene (PDA), 180
pyrene (C16H1s),  88
pymomethene 567 (P-561) dye,177
si l ica (SiOz),  37
silicon, 64, 66

silicon, n{ype, 159
Ti :sapphire.196

AC conducrivity, 146
acceptor,  1O5,154.273
acetylene (C2H), 179
acoust ic  phonon. . rce phonon. acoust ic
active region, 103, 109, 133, 182, 280
Ag, see silver

AgCl,  216-17

Ab03. see sapphire
AlGaAs.97.  104
AlGaInP, 104

A l s b . 2 2 l , 2 2 5

Alferov, Zhores. I 10
alkal i  hal ides.  87,  189-91
alkali metals, ultrat'iolet transmission 149
allowed transition. 55, 95, 126, 169 70, li8,

270
aluminium (Al) .  149-52,  2 '71,276
ammonia (NH3).  176
amorphous materials. 13, 18, 166. 182,20'7
Ampere's law.257
amplification of lighr. 107
amplifi cation, nonlinear. 238, 246
anisotropic materials, 10, 228-9, 242-3, 256
anrsotrop).  opr ical .  |  7.  42.  256
anharmonic oscillator, 223, 23 1 4

anharmonicity, 223, 23 I
anion dopant, 192
anode ,182
anomalous dispersion, 41, 248
anthracene (Cr+Ht O), 88, 17 7 -9

anti-bonding orbital, 55, 168
anti-Stokes scattering, 2 1 8-1 9
ant icrossing,  2f4,217
argon ion laser, 197
aromatic hydrocarbon, 13, 88, 166, 111 -9

atomic oscillator, 26
attenuation of light,2,7 , 146
Au, saa gold

back-scattering geometry, 21 9
band-fi lling nonlineadty, 249*50
band gap, 9-1 1, 50, 105,211 , 27 t-5
band theory ofsolids, 18,271-9
band structure, 271-9

x lumtn lum,  l ) 1 , 2 /6
copper,153,276

direct gap, 50, 56
four-band (Kane) mode, 57,27'7-g
GaAs, 56,278
germanium, 64,217-8
III-V semicondu ctor, 51 , 278
indirect gap, 50,277
s1licon, 61 ,276*7

bands, electronic, 18,50, 186, 271-6
bands, vibronic, 19, 186-9
barrier potential, 121
Beer's law, 3-6, 27
benzene (C6H6), 13, 167
benzene ring, 13, 167, 1'11
beryl (Be3Al2Si6O1s ), 195
biaxial crystal, 43
biexciton, 85
binary logic, optical, 252
bias voltage, 280-1
birefiingence, I7, 42-5, 238, 242-3
birefringent materials, 10, 43, 242
bistability, optical, 25 1
black body radiation, 265
Bloch oscillations, 135 6
Bloch functions, 18, 52, 125,2'76
Bloch waves, 20
Bloch's theorem , 18, 52,215-6
Bohr radius, 78
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Boltzmannn statistics, 100

Boltzmannn's law,265

bonding orbital, 55, 168
Bom-Oppenheimer approximation, 17 1-4
Bose-Einstein condensation, 86
Bose-Einstein statistics, 65, 86
bound electrons, 25-38, 2304

boundary conditions, quantum well, 120-2
boundary conditions, oplical, 261
breathing mode, 188
Brillouin,L.,222

Brillouin scattedng, 218, 222
Brillouin zones, 2'l 3-6

broadening, 

lif 

etime, 

223

broadening, thermal, 17 8, 194
broadening due to damping, 30-3

broadening due to monolayer fluctuations,

134

broadening due to scattering,63, 81
builtin voltage, 12,82, 132,28{l_-l

[CH2]n, see ethylene

C2H2, see acetylene

C2H4, see ethylene

C4Hg, see cyclobutane

C6H6, see benzene

Ct+HtO, see anthracene

CrOHro, see pyrcne

CttHtz, see tetracene

cadmium selenide (CdSe), 9-1 1, 206,212
cadmium sulphide (CdS), 137

calcite,4344

carbon, 167

carbon monoxide laser, 25 1

cathode, 182

cathode ray tube, 200

cation vacancy, 189-91

centrosymmetric cry 

stal, 

220, 

23940

charge density, 256

chromium ion 1Cr3+1, t5, 18']-,192,lg5,

196,  198

classical models , 20 , 2546 , 143-5 , 206-9 ,
2304

classical statistics, s e e Bollzmann statistics
classification of optical processes, 1-5
Clausius-Mossotti relationship, 40
co2+, 198

coefficient,

absorption, 3
extinction, 5'  
gain,108

reflection, 2

transmission, 3
coherence length, nonlinear, 241
collective excitations, 19, 160, 2I4, 216, 246
colour centres, 189-91, 198-9
colour glass filters, 1 1, 14, 138
complex refractive index, 5-8, 68, 260-1

complex dielectric constant, 5-8, 31, 144,
208,2t2

conduction band , 50-:7 , 951 , 27 l-3 , 27 6
conductivity, electrical, 146, 260
conducting medium, 260-I, 27 1-3
configuration coordinates, 171-4, 188
configuration diagrams, 171-4, 188, 190
confinement energy, I 16, 120, 136, 168
conjugated materials, 13,89, 16'1-9, Ill-83
conjugated polymer, 1 3, 166, 168, 11 9-83
copolymer, 182
copper (Cu), 12, 152-3,216
copper chloride (CuCl), 85, 86
copper oxide (CuzO), 86
correlated photon pair, 238
Coulomb ga:uge,257,267

covalent bonds, 13, 55, 166-8, 206
covalent crystal, 55, 206,21O
Cr3+, see chromium ion
critical points, 68, 152
crystal

anisotropic. 10. I 7. 43. 228-9. 242-3.
256

biaxial,43

centrosymmeffic, 220, 23940

class, 16, 43, 229, 23940

nonlinear, 229,23743

uniaxial, 17, 43, 229, 240, 242-3

crystal field effect, 15, I7,192-6
crystal symmetry 16-8, 43, 220, 229,

23940

cubic crystal, 43, 105, 240, 21 6, 278
cuprite (Cu2O),278-9

cunent density, 146,257 ,260
cyclic conjugated molecule, 168
cyclobutane (C4H8), 179
cyclotron ener gy, 83, 216
cyclotron frequency, 61, 216

cyclotron resonan ce, 276-1'7

d bands, 152-153,216

damping, 30, 145-6, 208, 211, 222, 232
damping rate, 30, 146,208, 222
damping time, 146,223

de Broglie waveiength, 86,116,273
defects, optically active, 186, 189-91
degeneracy,

atomlc,265,269

electronic, 101, 106
lifting of, 17,12\, I3l,193
spin 275

degenerate four-wave mixing, 244-5
degrees of freedom. | | 6. .l 75

delayed fluoresc ence, 17 9, 27 0
delocalized states, 19, 77, 166-8, 186
density of states, 19, 5l-54,94,99, I28,

r33,  137,  t52-3,  187,234,
266-'7

density of states ,0-D, 137
density of states ,2-D, 128, 131
depletion region, 106, 280-1
detector, see photodetector

diamagnetism, 84
diamond, 10, 210, 27 l, 211

diamond structn e, 56, 27 7
diatomic molecule, 171-3
dielectric constant, 6, 255

bound electron, 35
complex,5-8
free canier, 144, 146,155
high frequency, 208

lattice, 208

linear,22'7

nonlinear, 228,234

relative, 6,255-6

s|aIic,32,208

tensor,44

difference frequency mixing, 237 -9

dimer, 179

diode, sae p-n diode or p-i-n diode
diode laser, 101, 134, 179, 197
dipole, atomic,26-8

dipole, electric, 26, 131

dipole, 

Hertzian,2T

dipole moment, 26, 52, 126, 17 5, 255, 268

dipole osciilator model, 25-40, 143-5,

t54-6,206-9

Dirac notation, 52

direct absorption, 5l-63
direct band gap, 50, 95, 98, 103-5,277-9

dispersion

anomalous, 4i, 248

definition 

of, 

3
group velocity, 42
glass, 38, 40-2

microscopic 

oÄgin, 

40-2

normal,4l, 241-3,248

optical fibre, 4l-2,248

SiO2 glass,40-2

displacement, see electric displacement
displacement curent, 257

display technology, I 82

divalent metal, 271

donor, 154, 158,272-3

donor levels, 1 58, 27 2-3
doped glass, 14-5, 137 -8

doped insulator, 14 5,192-6
doped semicondüctor, 29, 80, 143, 154-62,

272_3
double refraction, 43
double spectrom etet 221
down conversion, 238-9
Drude,Paü,29, I47
Drude model, I43,148
Drude-Lorentz model 29, 143
dye,13,116-7
dynamic crystal field effect,792-3

effective

effective

effective

Einstein

Einstein-

elastic li1
electric d

apl
de1
rntl

ma

m0

- 
sel

ftal

electric d
electric fi
electric pr

electric qr

electric sr

electric sr

electrical

electrical

electrical

electrolun

electrolun

electroma

electroma

electroma

electroma

electron

o , ' l

t , l

bou

coft

d, 1

t , l t

free
p , 5 :
s  5 r

vale
electron d(
electron el
electron in
electron-hr

electron-h(

electron-hr

electron-hr

electron-h<

electron-pl

electron-pl



effective chrge,207
effective mass, 58, 149, 154, l5g,216_�17,

275,277_8
effective mass anisotropy, 15g,2lj
Einstein A and B coefficients, 93, 2344,

263_6,269
Einstein-Podolsky-Rosen experiment, 23 g
elastic light scatrering, 2,25, Z1g
electric dipole,

approximation, 269
definition of, 26
interaction, 52, 125, 269
matrix element, 26g
moment, 26, 52, 126, 131, 17 5, 255,

268
selection rules, 269_70
fansition, 52, 54, 125_6, 169_70, 175,

194,268_:70
.'lectric displacement, 31, I44, 209, 255_g
electric field srrength, 255_g,2gl
electric permittivity, 255
electric quadrupole transition, 270
etectric susceptibiliry, 3 l, 39, 209, 227, 233,

255_6
electric susceptibility tensor, 42
elecftical confinement, 109
electrical conductivity, 146, 27 l_3
;lectrical injection, 103, I34, lg2
electroluminescence, 92, 103-10, 1334,

179,181_3
electroluminescent devices, 103, 134, l7g,

182
electromagnetic induction, 257
electromagnetic momentum, 267
electromagnetic w av es, 25842
.lectromagnetism, 25542
electron

o , 1 6 7

t , 1 3 , 1 6 7

bound, 25-36, 143, 209, 23o-1
core, 38

d, 152_3, 192_3, 19s_6, r98, 27 6
f, 1924, 198,200
ftee,29, 143-64
p, 55, 57 , 167,276
s,55, 152-3, 167,276
valence, 55, 148, 154, 167, 27 14

electron density of states, 54,99, l2g
electron effectiv e mass, 27 7 _g
electron injection, 98, 103, I34, lg2
electron-hole droplet, 85
electron-hole overlap, 126, 132, 137
electron-hole pair,50,76, g0, 95, 1g2
electron-hole plasma, 85
electron-hole recombination, 95, 101, 106,

133,182
electron-phonon coupling, 99, 101, 136,

186*7, r9r, 193, 194,215_18
electron-phonon coupling constant, 216

electronic bands , lB, 56J,271_g
electronic states in quantum wells, 1 19_24
electronic transition, 36
electro-optic effect, 61, l3L_3, 23g-�g, 246
electroreflectance, 6l
electrostatics, 256-8
electrostatic pote ntial, 25 6_g
emerald (Cr3+: beryl), 195
emission of light, see luminesoence
emission, spontaneous, 2, 4,92, 107 , 246,

)67-\

emission, stimulated, 107, 264_5
energy density of light wave, 259,264
energy independent relaxation üme

approximation, 156
energy loss spectroscopy, l6l
envelope function, 52, 126,2j6
epitaxial growth, 103-5, 117, 138
epitaxy, 104
equation of motion, quantum mechanical,

268
equipartition of energy, 1 16
Et'f, 198_9
Esaki, L., 1 15, 1 18, 135
ethylene (CzHq), 167, 17 9
El'i,200

Eu3+,200

excitations, elementary, 20, 161, 21 4, 216,
218,246

exciton, T6-91

absorption, 59, 79-92, 130, 250
binding energy, 77
Bose-Einstein condensation, g6

collective excitation, 20
diamagnetic shift,84
free,76-86

field ionization, 82
Frenkel, 7 6, 86-9, 181, 218
high densities, 84-6
impurity screening, 80
in electric field, 82
in magnetic field, 83
indirect, 80, 85
rnteractions, 84
luminescence, 100
molecular,88, 180
nonlinear absorp tion, 85 , 249_50
phonon collisions, 8 1
quantum dot, 138
quantum well, 130-3
quantum confined Stark effect, 13 1
radits,77

Rydberg, 78
satuation, 249-50
self-trapped, 87, 218
stability, 80
tightly bound, 76, 86-9, 180
Wannier-Mott,76
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exciton data

alkali halides, 87
CdS quantumdot, 137
GaAs, 81, 83, 85
GaAs quantum well, 129,130, 132
GaInAs quantum well, 250
II-VI semiconductors, 7g
III-V semiconductors, 7 g

LrF, 88
NaCl, 88
polydiacerylene (pDA), I 80
pyrene (C16H19), 88
rare gas crystals, g7

expenmental techniques, 69, 102, 22Ul
exffaordinary ray, 43, 242_3
extinction coefficient, 5
extrinsic semiconductor, 272_3

F8, see polyfluorene
F-band, 190
F-centres, 189-91
- I

tsi centre.19l,I99

Fabry-Perot etalon, 251
Fabry-Perot inte rtercmeter, 222
face-centred cubic crystal, 56, 27 6_7
Faraday's law,257
far-infrared absorption, 2 

1 

6_7
Fermi-Dirac statistics, 99, 236
Fermi energy, 99, 101, 106, 1511, 156-�7,

271_3,280_1
Fermi surface, 151
Fermi's golden rule, 5l, 94, 125, 152, 17 5,

234,266
Feynman diagrams, 21,220, 237 , 2434
fibre laser, 198
fibre amplifier, erbium-doped, l9g_9
fibre optics, 11, 42, 10+5, 134, 1g}_g, 24g
field ionization of excitons, g2, 132
filter, colour glass, 1 1, 14, 13g
f inesse,251

finite potential well, l2l
flash lamp pumping,797
fluorescence, 169, li 8-9, 200, 270
fluorescence, delayed, 179, 27 0
fluorescence, pro mpt, 17 9, 27 0
fl uorescent lighring, 200
forbidden transition, 732, 169, 194, 196,

200,270
forward bias, 280-1
four-wave mixin 

g, 

244-5
Fourier transform spectrometer, 6g
fourth harmonic generation, 237 _g
Franck-Condon factor, 175, lg9
Franck-Condon principle, 1734, 1g9
Franz-Keldysh effect, 61, 83
Franz-Keldysh oscillations, 62
free carrier, see free electron



300 Index

free electron, 143-64

absorption, 10, 155-7

band dispersion, 274

conductivity, 145-7

Drude model, 148

oscif lator, 25, 29, 143-5

plasma, 143

reflectivity, 12, 143-5, 154-6

free exciton, 1 6-86, 130-3, 250

Frenkel exciton, 1 6, 86*9, 180-1, 21 8
frequency doubling, 2, 237 -9, 24I

frequency 

tripling, 

238, 244

frequency mixing, nonlinear, 237 -9, 243

Fresnel's equations, 261

fundamental absorption edge, 9, 54-66, 80,

160

gain coefficient, 108
gailium antimonide (GaSb), 278
gallium arsenide (GaAs)

absorption, 64, 81, 83, 85,129,130,
t -)z

absorption in electric field, 83, 132

absorption in magnetic fleld, 83

band structure, 56, 27 8-8

band gap,63,278

crystal structure, 278

effective mass,277,278

electroluminescence, 1 04, 107 , 134

electron-phonon coupling, 216

electronic configuration, 55

exciton, 59, 79-85, 130-1

Franz-Keldysh effect, 83

infrared 

reflectivity, 

21 

I

laser, 109-10, 134,197

lightemitting diode, 107, 134

n{}?e, 161

p-i-n diode, 82, 107, 281

phonon, 2 l l ,220- l

phonon lifetime, 224

photodiode, Tl
photoluminescence, 100
plasmon, 161

polarcn,216-:7

quantum well, I1'7 , 123, 129-32, 135,
r4l

Raman spectrum, 162, 22I
Raman active modes, 220

gallium indium arsenide (GaInAs), 101,134,
' 

250
gallium nitride (GaN), 96, 105, 201
gallium phosphide (GaP), 103, 214-15, 221

gauge, electroma gnelic, 257

Gauss's law, 256-7
gemstones, 9
germanium (Ge)

absorption, 65
absorption in magnetic field,62

band structure, 64, 277 -8

band gap, 65,277-8

crystal structure, 64, 277
electronic confi guration, 55
effective mass,277

exciton, 85

luminescence, 97
melting point, 177

n-type,272
phonon energies , 65,210
photodiode, T0
transmission, 62

glass,

doped, 14-15, 137 -8, 241
nonlinear respon se, 247 -9

optical properties, | 7-12, 31 -8, 4l

refractive index, 11,38, 4l

s i l ica,  11-12,31-8,41

stained, 1 1, 14, 138

types, 12
gold (Au), 12, 153, 164
group theory 54, 193, 195,204,220,276
group velocity, 38, 80, 27 4
group velocity dispersion, 42, 248

halophosphate phosphor, 200

heavy hole band, 57 , 157

heavy hole transition, 57,129,132

Heisenberg uncertainty principle, I 15

Hertz,HenÄck,26

Hertzian 

drpole,27

heterojunction laser, 109-10

heterostructure, I 10, 1 17

hexagonal crystai, 43, lO5, 279

hole, 50, 57, 154, 180, 190, 272-3,215

hole effective mass, 277-8

hole injection, 105, 1 82

HOMO level, 168, 181

hopping, 86, 182,211

hot carrier effect, 101

Hund's rules, 194
. ,  )  . - -

nyDnolzanon. sp-, ro/

hydrogen molecule,172

hysteresis, optical, 251

Huygens point source, 28

Iceland 

spar, 

see 

calcrte

idler beam, 238

impurities,60, 80,94, 100, 154, 158-60,
186, 192-6,272-3

impurities, optically active, 186, 1924

impurity scattering, 157

impurity lev el, 1 58, 27 2-3

indirect absorption, 5 1, 63-6
indirect band gap, 50, 63, 96, 103-5,277-g
indium antimonide (InSb), 155-6, 217,

250-1.2'78

indium arsenide (InAs), 59, 138, 211, 27 8
indium phosphid e (InP), 221, 2'7 8
indium{in oxide (ITO), 182
inelastic light scattering, 2, 218-22
infinite potential well, 1 19, 128

infrared absorption, 9-l l, 20,28,38, 135,

157 , r59, 2r2, 216-17
infrared active phonon, 204
infrared emission, 135, 136
infrared reflectivity, 1 55, 206-lI, 219,225
infrared resonance, 29, 35, 38, 204
injection current, 108

injection of carriers, 93, 95, 98, l0'7 , 133,

t82

InSb: see indium antimonide
insulator

band structure, 271-3

doped, 1zl--15

excitons, 86-88

optical properlies, 8-1 1
refractive index, l0

intensity, 

optrcal, 

3, 

259-60

interaction picture, 268

interband absorption, 49-73,95-7 , 124-31,

t5t4,236

interband luminescence, 49, 95-111, 1334

interband matrix element 5l-6, 95, 126

interface, 

optical, 

261

intersubband transition, 135

intersystem crossing, 178-9

intervalence band absorption, 157

intrinsic region, 82, I0'7 , 132,280-l

intrinsic semiconductor, 272-3
inversion symmetry, 121, I23, 220, 23940,

243

ionic crystal, 28, 189-91,206

ionrzatton 

field, 

82, 

132

ionosphere, 145

isotropic marerials, 31, 43, 125,243,247-9,

256

ITO, see indium-tin oxide

joint density of states, 53, 128,266

Kpoint,276

Kane four-band model, 57
KDP (KH2PO4), 229, 240, 242-3

KF: F|, rsr,res
Kerr 

effect, 

optical, 244-7

Kerr effect, DC,246
Kerr constant, 246

Kleinman symmety,247

Kramers-Kronig relationship, 40, 61, 68
Kroemer, Herbert, 110

L point, 56, 216
LA phonon, see phonon, LA

ladder po\

Landau ler
large 

polar

laser

cavil

color

erbir

freqr

infra

mod

Nd:l
orgat
prin(

quan

quan

puml

ruby,

semi

shorl

solid

Ram

Ti:sa

thres

vertr(

vibrc

wave

laser diode.

lattice abso

lattice cons

lattice matc
lattice vibr:
LED, see li

Lenz's law,

lifetime, no
lifetime, ph
lifetime, rar

light emittir

light emittir

light hole br
light hole tr
iight scatter

line broader

linear conju
linear electr
liquid phase

lithium fluo
LO phonon,

local field, 3
localized elt

localized ph
longitudinal

longitudinal



. Jder polymer, 181
. ,ndau levels,  61,  216
:le polaron, 217
.a r

cavity, IIi
colour centre, 198-9
erbium-doped fibre, 19g_9
frequency doubl ing, 237 _9

inftared,2l7

modes, 108
Nd:YAG, t94, 197 _9, 23i _8

organic,179
principle of operation, 107 _9, 265
quantum cascade, 135
quantum well, 134
pumprng mechanisms, 197_9
ruby,196,246

semiconductor, 107, 134
short pulse, 195, 199, 224, 248
solid srate, 15, 107_10, I34,196_9
Raman,246-7

Ti:sapphire, 197-9
threshold, 109
vertical cavity surface emitting, 109
vrDroruc, t9 /
wavelengths, table of, 198

.cr diode, 103, 107-10, 134, 179
,:itce absorption, see phonon absotption
,:rice constant, 105
.,:rrce matching, 104-5, 118, 134, 139
:rice vibration, see phonon

- i:D. see light emitting diode
- rnz's law, 257

' : r rme. non-radiat ive.  94,  |  96
:ctrme, phonon,2224
: r.time, radiative, 934, 134, 169, I7 g_9,

194,  196,264,270
:ht emitting diode (LED), L0, 13-14,

103J, 134, t79, 181_3, 200_1,
280

:rht emitting polymer, i82
:iht hole band, 57, 157
:ght hole transition, 57, I29, 132
:ght scattering, 2, 4,218-22
:ne broadening mechanisms, 30_3, 63; g1,

134,  178,  r94,223
.near conlugated molecule,  168
:near electro-opüc effect, 238_9

i:quid phase epitaxy (LpE), 104
i:thium fluoride (LiF), 87
LO phonon, see phonon, LO
local lield, 39, 208
.rcalized electronic states, 77 ,96, 165_6,

177, 182, 186_7
ocalized phonon, 165, 17 4, 178, 1 g7_g
ongitudinal acoustic phonon, sze phonon,

LA
ongitudinal electric field oscillations, 161,

209

longitudinal laser modes, l0g
longitudinal optic phonon, see phonon, LO
longitudinal phonon, see phonon,

longitudinal
Lorentz, Henrick Antoon, 26
Lorentz model, 29-34, 143
Lorentz local field correction, 39
Lorentz oscillator, 29-34
Lorentzian absorption, 32
low-dimensional physics, 1 16
LPE, see liquid phase epita_ry
luminescence, 92-l 14, 1334, li 7 _93,

I 86_203
apparatus, 103
aromatic hydrocarbon, 177_9
colour-centre, 1 89-9 I
definition of, 2, 92, 2634
direct, 95
efficiency, 94
electroluminescence, 92, I03_I0, I34,

179, t81_3
fluorescence, 169, 179, 270
indirect, 96
rnterband, 95_111, 1334
phosphor, 199-201
phosphorescenc e, 169, 17 g_9, 200,

270
photoluminescen ce, 92, 9g_�I03, 1gl
polymer, 181-3
quantum well, 133
rare earth ions, 193_5
raIe,264,269-i0

semiconductor, 10, 95-1 1 1, 133, Ig2
Stokes shift, 4, 17 1, 181, i8g, 191
time-resolved,101-3

transition metal ions, 195_6
vibronic, 1i0-83, 196_9

luminescence data,
caN,96

GaAs, 100, 107
GaInAs, 102
K F : F  , l e l
MeLPPP, 18i
Nd:YAG, 195
PPY 182
pyrromethene 567 dye, 177
Ti:sapphire, 196
tricolour lamp, 200
ZnCdSe quantum well, 133

LUMO level, 168, 181
Lyddane-Sachs-Teller (LST) relationship,

209_r0

magnetic dipole transition, 270
magnetic field srrength. 256_7
magnetic flux density, 257
magnetic perme ability, 2 57
magnetlc susceptibility, 256_7

Index 301

magnelizaIion,256_7

matrix element, 514, 93, 95, 125, 17 5, 234,
266_8

Maxwell's equations, 257
MBE. see molecular beam epitaxy
MeLPPR sea poly(paraphenylene)
mercury discharge, 200
metal-organic chemical vapour deposition

(MOCVD), 104, 1r7
metal-organic vapour phase epitaxy

(MOVPE), LO4,71l
metals, 12, 147-54

akali, t49
aluminium (Al), 149_51
band structure, 1514, 271_2
colours, 12, 153_4
copper (Cu), 152_3
excitonic effects, 80
free carier effects,29, 143_54
gold (Au), 153, t64
rnterband absorption, 151_4
mrnors, 12, 149,154
optical properties, 12, 14j _54
plasma frequency, l4g
plasmons, 16l
reflecrivity, 12, 147_54
silver (Ag), 12, 153
ultraviolet transp arcncy, 12, 1 49
valency, 148

microscopic models, 20-1, 255
mirror symmetry ru1e, 176, lg1, 1g9, 191,

196
MOCVD, see metal-organic chemical

. vapour deposition
modularor, optical, 133, 239,246
molecular beam epitaxy (MBE), 104, I17
molecular materials, 13-14, 88-9, 165_lg5

aromatic hydrocarbons, 13, gg, 166,
t77_9

conlugared, 13,89, 166_9, lj7_93
crystals, 166, Ij7,l80
electronic states, 167_9
exci ton,88,  190
electroluminescence, 179, I g1_3

energy levels, 168-9
laser,179

light emitting diode, 192
optical properlies, 13_14, 165_g5
photoluminescence, Ig1
polaronic effects, 87, 27'7
polymer, 89, 166-9, 1'7 9_83
saturated, 13, 166,179
thin film, 166, 181-3

molecular configuration, 171-3
molecular spectr a, 169-17 7
molecular vibrarions, 166, li\6, 207, 212,

246
molecular Raman scattering, 22O, 246
molecule, conjugated, 167-9
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Index

molecule, diatomic, 171-3
molecule, saturated, 168
momentum, 

electr 

omagnetic, 

267

momentum conservation, nonlinear, 

242

momentum scattering time, 146
monociinic crystal,43

monolayer fluctuations, 134
monomer, 179

monovalent 

met 

al, 

27 

1-2

Mott density, 84
MOVPE: metal-organic vapour phase

epitaxy
MQW, see multiple quantum well
multiple quantum well, 117-18

multiple resonan ce, 3 4-l

multiplicity, spin, 168, 195

n+ype doping, 135, 154*61,272-3

NaCl, see sodium chloride
Nakamura, Shuji, 105

natural lifetime, 

see 

radiative 

lifetime
natural resonant frequency, 26-37 , 208-9,

212,230-1,24'1

nearly free electron model, 273-6
Nd3+, 194-5, 197-8,

Nd:YAG, 194-5,197-9

Nd:YLF, 195

neon, 87

Neumann's prin ciple, 

| 

6, 

23940

NH3, see ammonia

nitride compounds, 103-5, 134,20I
nodes, wave functton, l2l,123

non-radiative lifetime, 94
non-radiative relaxation, 94, 98, 170-1,

1734,187, t97-8
non-resonant dielectric constant, 35, 155
non-resonant polarization, 31, 35

non-resonant susceptibility, 208

non-resonant nonlinear response, 230-4

nonlinear

absorption, 23 4-6, 249-50

amplification, 238,246

coherence length, 241
conversion effici ency , 241 , 244

crystal,23743

dielectric constant, 228, 245
frequency mixing, 237 *39, 243-6
optical coefficient tensor, 239-40
optics, 2, 85, 221 -54, 256
phase shift, 247-9
polarization, 228-9, 23 14, 231 40,

243

r 

efr 

activ 

e 

index, 

245 

-5 2

susceptibility, 228 , 234 , 23U0 ,
243J

susceptibility tensor, 227 -30, 247
switching device, 249-52

nonlinear optics, 2, 221 -54, 256

excitonic effects, 85, 249-50
physical origin,230-6
non-resonant, 230, 23 4-6
phase matching, 230, 

241-3, 

244-5

resonant, 23M,249-52

second-order, 228, 23 14, 23 643
semiconductor, 249-52

third-order, 228, 23 6, 243-52
normal dispersion,41
normal incidence, 261

occupancy factors, 93, 99, 236
octahedral crystal environment, 1924
one-dimensional materials, I 16, 168
optic axis, 17 , 43,242-3

optical

ampliflcation, I0'1 , 198-9, 238
amplifier, 196-9

anisotropy, I7, 42-5
bisrability,25l

coeffrcients, 2-8

confinement, 109
densiry 4, 96, 1 18, 137,181,191
frbre, 41, 198-9,248-9

Kerr 

effect,244-7

injection,93, 133

materials, 8-15

modulator, I33, 238, 246, 280
phonon, see phonon, optical
processes, classification of, 1-5
pumping, 197-8
rectification, 238-9

optoelectronics, 10, 18, 103-10, 133, 179,
181 -3 ,280

ordinary ray, 43,242-3

organic materials, see molecular materials
organic optoelectronics, 179, 18 1-3
orthorhombic crystal, 43

oscillator

anharmonic, 230-4

atomic,26-8

bound electron, 26-8, 35
classical, 25-37, 143-5, 206-9
damped, 30, 32, 146, 208, 232
dipole,26-34

free electron, 29, 143-5
harmonic, 113,189,223
Lorcntz,29

strength, 36, 269
vibrational, 28,206-9

output coupler, 108
overlap integral, 126,175, I89

P-567, see pyrromethene 567 dye
p-i-n diode, 69, 82, 132, 280-1
p-n diode, 61, 69, 103, 106, 134, 280-1
p{ype doping, lO5, 154, 157 , 160,272-3

parabolic bands, 57-8, l2l ,274-5
parallel band effect, 152
paramagnetic impurities, 

1 

92-6
parametric amplifi cation, 

238, 

246

parametric oscillation, 238
pairy, 121, 123, 126, t95-6,220
parity-forbidden transitions, 132
Pauli exclusion principle, 50, 93, 236
PD A, s e e polydiacetylene
perspex, 13
phase lag due to scattering, 28
phase matching, 23O, 238, 241-3, 244-5
phase modulator,238
phase velocity, 38
phonon,204-26

absorption, 9,206,212
acoustic, 204-5 , 218 , 222-3 , 246
anlrarmonic process, 223
Brillouin scattering, 218, 222, 244,

246

delocalized modes, 20

dispersion, 2O5, 214-15

inelastic 

light 

sc 

atteing, 

2 

| 

8-22

infrared active, 

204-5, 

220

ionization of excitons, 81
LA (longitudinal acoustic), 206

lifetime, 208, 212, 2224

LO (longitudinal optic), 81, 205-6,

209-18,221,224,246

localized, 1654, 174,178, 187-g

longitudinal, 204-5

Lyddane-Sachs-Teller (LST)

relationship, 209-10
optical, 204-5 , 218, 223, 246
oscillator, 29,206-9
paity,220

polariton, 214-15
polaron, 215-18

Raman active, 220,246

Raman scatterin g, 20 , 16l , 214-5 ,
218,220-1,244, 246

refl ectivity, 

206-12, 

21 

4

restrahlen, 210-2

scattering, 81, 98, 157, 223
TA (transverse acoustic), 65, 206
TO (transverse optic), 

205-15, 

220-7,

246

transverse, 204-5

virtual,216
phonon-phonon i 

nter 

action, 

223

phosphor, 105, 199-2OI
phosphorescence, 169, 77 8-9, 2O0, 2'l O
phosphorous, 159
photoconductivity, . 7 1
photocurrent, 69,82, 132, 180-1
photodetecror, 69*7 2, I33, 135
photodiode, 69, 280
photoexcitation, 99
photoluminescence, 92-103, 1 33, 1 8 1

photolumines

photolumines

(r
photolumines

photomultiplir

photovoltaic c
Planck formul
plasma, 85, 1z
plasma edge,
plasma freque
plasma oscilla
piasma reflect:
plasmon,20, I
PLE, see photr

st
plexiglas, see 1
Pockels effect,
point group sy
Poisson's equa
polar molecule
polar bond, 28
polar solid, 20r
polariton, 214-
polarization, di
polarization, nr

23
polarization, o1
polaron, 87, 2l
polaron effectir
polaron radius.
polyacetylene,

polydiacetylent

polyethylene, s
polyfluorene, I
polymer, 13, 89
polymer, lumin
poly(parapheny

poly-phenylene

polythene, 13, I
population inve
potassium dihyt
potential, electn
potential, vectol
potential well, I
Poynting vector
PPV, saa poly-p
prompt fluorescr
propagation of I
pr ism,41

pulse broadeninl
pulsed laser, 19
pyrene (C16H19

pyrromethene 5(

quadratic electro
quantization ene
quantum box, se
quantum cascad(



: rluminescence spectroscopy, 102
:,,luminescence excitation specffoscopy

(PLE),102, r4r
:.' luminescence, time-resolved, 101_3
:.rmultiplier, 103, 221
: , lo l ta ic device,71
:::k formula, 265
.ma .85 ,  143 ,  161
.ma edge, 155
.nra frequency, 12, 144, 155, 161
.na oscillations, 160
.ma reflectivity, 143-5, 155
.mon, 20, 160-2, 209, 218
::. see photoluminescence excitation

specroscopy
iielas, see perspex
,kels effect,238-9,246
rr group symmetry, 16
.\on's equation, 256, 280-I
-'r molecule, 28
.,r bond, 28, 206
rr solid, 206-13
"nton,214-15,220

.rrization, dielectric, 30, 144,227 ,255_6
rrization, nonlinear, 228-9, 231 4,

23740,243
rrization, optical, 125, 135, 259-60
.aron,  87,  215-18
iaron effective mass, 216-17
iaron radius, 217

.  i racety lene,179-80

ir diacetyiene (PDA), 89, 166, I80-t,2lj
,lvethylene, see polythene
lr ' f luorene,13-14,181
,lr mer, 13, 89, 166, 168, li9-83
lr  mer.  luminescent,  l8 l -3
,iv(paraphenylene), 18 1
,lv-phenylenevinylene (PPV), 182
'lythene, 13, 179
'pulation inversion, 101, l9l

'.,tassium dihydrogen phosphate, see KDp
',tential, electrostatic, 256-8
',)tential, vector, 25J
'ntential well, 119-24
:),rynting vector,259
?PV, see poly-phenylenevinylene

rrompt fl uorescence, 1 7 9, 27 0
rropagation of light, l,2546
:rism, 41
rulse broadening , 41,248
pulsed laser, 199
pyrene (C16H19),  88
pyrromethene 567 dye, 17 6-7

quadratic electro-optic effect, 246
quantization ener gy, 120
quantum box, see quantum dot
quantum cascade laser, 135

quantum confined Stark effect, 13 I
quantum confinement, 115-17, 16g, 176
quantumdot,  116,  136-8
quantum efficiency, 69, 94, 109
quantum optics, 21, 238
quantum size effect,14,1 16, 137, 16g
quantum theory of radiative transitions,

263_70
quantum well,71542

absorption, 124-3I, 135, 250
deflnition, 1 l6
density of states, 128
electronic states, 1 19-24
electroluminescence, 106, 1 33-4
exciton, 130-3,250
laser,134,191

nonlattice matched, 118, 134
nonlinear optics, 250
photoluminescence, 133
quantum conflned Stark effect, 1 3 I
radiative efficiency, 134
structure, 1 17

quantumwire,  l l6
quaftz,44

quasi-equilibrium, 99
quatemary alloy, 104-5

Rabi oscillations, 266
radiative efficiency, 94, 196
radiative lifetime, 93-6, I34,169, 178_9,

194, 196,264, 2t0
radiative transition, 93, 263-'7 0
Raman, C.V.,220
Raman scattering, 161, 218, 220-1, 246

A l sb ,221

ant i -Stokes,218 l9
apparatus, 220-1
frequency shift, 161, 218
GaP,215,221

GaAs,22l

InP,22l

lifetime broaden tng, 223
n-type GaAs, 161-2
molecular, 220
optical phonons, 20, 16I, 220-1
plasmon, i61-2
polariton, 2 I 4-1 5
selection rules, 220
spin-flip,246
spontaneous, 246
stimulated, 244,246
Stokes,  218-19,  221

rare earth ion, 192-6, 200
rare gas crystals, 87
Rayleigh scattering, 4
reciprocal lattice v 

ector, 

27 3 

4

recombination, electron-hole, 95, 101, i06,
133.182

Index 303

rectification, optical, 238
reduced mass, 26, 58,78, 127 , 173, 209
reduced zone scheme, 27 4-5
reflection, l,261
refl ection coefficient, 2, 

262

reflectivity

definition of,2,262
free carrier, 12, 143-56
infrared, 155,206-11
Latrice,206-14
plasma, i43-5
relationship to refractive index, T , 6g,

loz

restrahlen, 2 I 0-1 2
reflectivity specfta

aluminium, 149
,A.1Sb,225

copper, 153
GaAs ,211
gold, 164
InAs,  211
InSb, n-type, 156
silver, 12

refraction, 2
refractive index,

complex, 4-8,260-1
definition of,3,259
dipole oscillator, 29*37
dispersion, 40-2
frequency dependence, 36
microscopic origin, 28
nonlinea|245-52

relation to dielectric constant, 6, 259
refractive index data

fused silica, 11,37 , 41
insulators, l0
NaCl,47

semiconductors, 1 1
uniaxial crystals, 43

relative dielectric constant, 6, 256
relative magnetic permeability, 257
relaxation mechanisms, 93, 98,1734, lB'7
residual ray, 21 I
resonance enhancement, 234, 246
resonant nonlinear response, 230, 234_6,

246,249_52
resonant frequency, 26-31, 208, 23U1, 247
resonant polarization, 3 1, 35
responsivity, 69
restrahlen, 210-12, 214
reverse bias, 280-1
rhombohedral crystal, 43
rigid lattice model, 216
ruby (Cr3+: Al2O3), 2, 15, t86, 1g2, 196
rule of mutual exclusion, 220
Russell, John Scott, 248
Russell-Saunders coupling, 193
Rutherford, Ernest,26
Rydberg constant, 78
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Index

s bands, 752-3, 27 6
sapphire (Al2O3),8-10, 15, 105, 195-6,

206,2r2

saturable 

absorber, 

23 

6, 

249-50

saturated bond, L3, 168, 179

saturation intensity, 236

scattering of light, 24, 28, 16l, 218-22

scattering cross-section, 4

second harmonic generation, 2, 231-2,

23'7-9,24t-3

second-order nonlinear optics, 228-34,
23643

second-order nonlinear susceptibllity, 228,
234,23640

second-order nonlinear susceptibility tensor,
229

selection rules,

electric dipole, 269-70

electric quadrup ole, 

27 

0
infrared 

activity, 

220

Landau level, 62

magnetic dipole, 270
panIy, 126,270
quantum well, 125, 135

spin, 169, 178,270

Raman scattering, 220

wave vector, 53

self-organized quantum dots, 138

self-phase modulation, 244, 

247 

-9

self+rapping, 87, 217

semiclassical model, 20, 52

semiconductor

band gaps, tables of,2'77-8

band structure, 56-8, 27 l-3, 277 -9

condrctwrIy,272

crystallites, 14

doped,,29, 135, 143, 154-62,246,

272-3

doped glass, 14, ll5, l3'l

effective mass, 277-8

exttrnsic,272-3

GaAs, see gallium arsenide

Ge, sae germanium

heterojunction, 110, 1l'l

II-VI, 78, 105, t31 , 154,216-17 ,272,
278

nIII-Y 55-57, 78, 105, 138, 154, t5'7,
206, 2t0, 216-11, 221, 250,
272,278

tntri;nslc,2'72-3

lighfemitting diode, 106, 134, 200

laser,  107-10 ,134,135
n-type, 135, 143, 154-61,272-3

nonlinear effects, 85, 249-52
optical properties, summary ol 8-l 1
organic.  l8 l -3
p-i-n diode, 82,28UL
p-njunction, 106,280
p-type, 143, 154, 157, 160,212-3

photodetectors, 69
quantum dot, 116, 136-38
quantum well, 106, 11542
quantum wire, 1 16

Si, sea silicon

superlattice, 116-18, 135

semimetal,278

signal beam, 238

signal velocity, 38

silica (SiO2), 11-12, 31 , 4l-2, 207 ,248
silicon (Si)

absorption, 64, 66

band structure, 67, 27 l, 27 6-7

band gap,63,277

effective mass, 277

exciton, 85

luminescence, 97

n-type,159,272

phonon, 210,22O
photodiode, T0

Raman active modes, 220

solar cell, 72

silicon carbide (SiC), 103

silver (Ag), 12, 153

simple harmonic oscillatoq I7 3, 189, 223

single quantum well, I 17

singler states, 168-9 ,176, l'17-9

singlersinglet transition, 169, 177 -81

singlet-triplet transition, 169, 178*9

skin depth, 147

skin effect, 147, 156

slope efficiency, 109

small polaron, 217

Snell's law of refraction, 2

sodium,271

sodium chloride (NaCl), 28, 47 ,87 , 177,
207,213

soft condensed matter, 1 66

solar eells, 71, 280

solid state, characteristic optical physics,

15-20
solid state laser, 15, 107-10, 134,196-9
solitons, 248

sound velocity, 205, 222

spin coating, 166,182

spin multipliciry 168, 195

spin quantum number, 168, I77, 27 0
spin selection rute, 169, 178,270

split-off hole band, 57, 157, 277 -8

spin-orbit interaction, 57, 169, 179, 193-5,
200,277-8

spontaneous emission, 2, 4,92, 107 , 246,
263_5

stained glass, 14, 138

Stark effect, 131

static 

crystal 

field, 

effect, 

192-3

states,  Bfoch,  18,52,  125,276

states, delocalized, 19, 71, 16G8, 186

states, localized, 77,86, 165-6, 174, 177 ,
182, t86,215-18

stimulated Bri llouin scattering. 244. 246
stimulated emission, 107, 234-6, 264-s
stimulated Raman scattering, 244, 246

Stokes, George, 4

Stokes scattering, 218-19

Stokes shi f t ,  4,14,  I7 l ,181,  188,  l9 l ,196
streak camera, 103
substrate, 103-5,117
sum 

frequency 

mrxing, 

237 

-9

superlattice, 116-18, 135

susceptibility, se e electtic susceptibility

susceptibility, nonlinear, 227 -34, 23640,

243-7

symmetry,

class, 16, 43, 229, 23940

Kleinman,247

lowering, 17 , 121, I3l, 132, 193
point group, 16
points of Brillouin zone, 56, 27 6
octahedral, 

192-6

translational, 

16,276

symmeffy, effects of, 16-18

birefringence, 43

crystal fie1d splitting, 193,195

electronic bands, 57

rnfuarcd activiry,220

nonlinear susceptibility, 229, 23940,

247

Raman activity, 220

TA phonon, see phonon, TA
Tb3+,200

telecommunications, fibre opt:c, 4I, I04,

198-9,248

temary alloy, 104

tetracene (C1sH1s), 179

teüagonal crystal, 43, 229, 240

thermal equilibrium, 99, 101, 265

thin film, 166, l8l-3, 212

third harmonic generation, 237 -8, 244

third-order nonlinear optics, 228-9, 236,
243-52

third-order nonlinear susceptibility, 229,
243J

Thomson, J.J.,26

threshold current, 108
-.1+rr ' '  ,see t t taruum
Ti:sapphire laser, 196-9
tight-binding band rheory, 27 6
tightly bound exciton, see Frenkel exciton
time-bandwidth product, 4 I, 199, 248
time-resolved photoluminescence

spectroscopy, 101-3
time-resolved Raman spectrosc opy, 224
titanium Gi3+), 195-9
TO phonon, see phonon, TO

translation

transition,

allor

elect

elecl

forb

mag
prob

radiz
rate,

selec
transition r
transition r
transmissic

transmissic

transmissic

CdSr
gerrn

ruby,

sappl
transmissiv

transparenc

transverse i
transverse I
transverse (

fansverse I
traps, 94
triclinic cry
tricolour la:
trigonal cry
triplet statel
triplefsingl

trivalent me
Tsu, R. ,  l l i



.:rr)nal symmetry, 16, 27 6
' : , i n .

.,1 lorved, 55, 95, 126, 169-10, Ii8,
210

-'lectric dipole, 52, 54, 125-6, 169-j0,
175,194,268-70

.'lectric quadrup ole, 27 0
:irrbidden, 132, 169, 194, 196, 200,

2lo
magnetic dipole, 270
probabiliry, 36, 266
:tdiative,263 70
:a te ,51 ,266 '70
.election rules, 269,70

. :ron metal, 152

.:rion metal ion, 192-6

. :n iss ion,  l ,  261

.:nission, coefficient of, 3

.Itsslon specra
CdSe ,9

semanium,62
ruby ,15

sapphire,9,  15
.rn iss iv i ty ,3

.parency rangeJ 9-11, 36

.\ erse acoustic phonon, see phonon, TA
'.r erse light wave, 260
:.r erse optic phonon, see phonon, TO

.r:.\'erse phonon, see phonon, transverse
:... 9zl
- linic crystal, 43, 240
- ,,lour lamp, 200
:,rnal crystal, 43
:.1.r states, 168-9, I78-9
;. I et-singlet transition, 169, 11 8-9
'. rlent metal, 271-2

. u .  R . , 1 1 5 , 1 1 8 ,  1 3 5

tunnelling, 121
two-dimensional materials, I l5-36
two-photon absorption, 244, 267

ultraviolet absorption, 38
ultraviolet transparency of metals, 149
uncertainty principle, 41, 1 15, 199
up-conversion, 103
uniaxial crystal, 43. 229. 240

vacancles. crystal. 189 91
vacuum photon. 2-16
valence band. 50-7.  95-7.  I5 i ,2 i1-3
valence elecrrons. 55. I 48. 154, 16'7 , 2i l-6
valenc1, .  l -18.271
van der lÄhals interacrion. 13, 88, 166, 177
Van Hove singularities. 68
vector potential. 157-8. 167
veloci t r  of  sound. 105.  l l l
ve locin o i  l iehr .  i .  -18.  l -58-9
r enical car itr \urtace emitting laser, I 09
vibrat ional  ab\orpr ion.  9.36.  Zl2
\  ihrat i ( inül-e lcctronre.  \?e r  ibronic
r ihrat ion;r l  lere l . .  I :0.  l7- l
\  ibrat ional  orc i l laror .  l - i .  18.  I  70.  206 9
r  ibronic

rb!() rpt i ( \n.  l  
- (L81.  

I  86-9
h r n r i . 1 9 .  l - r ) . 1 8 6  9 .  I 9 6
; t , up l i n : - .  l a .  19 .  137
r 'o. l i r . : r ,n.  I  

- r  L- .  I  86_91
Iumr :e r ' cnuc .  l - - .  l 8 l - 1 .  l 9 l ,

_ ,ra-6, li | )

nt f , t .nr i .  :  Ä5-\_1.  I  86-10l
r l f , i \ :  . \  ntntc ' rn ru le.  176.  l8 l ,  191,

Index 305

states, 165, 1'7 5, 186-9
transition, 13, 169-83, 186-20I
wave lunctron, I /j

vitual transition, 234

W point,276

Wannier-Mott exciton, see free exctton
wave, electroma gnetic, 258-62
wave equation, 258
wave function, Bloch, 1 8, 52, 125,276
wave function, quantum we|L, lI9-24
wave function, vibronic, 175
wave function nodes, 121, I 23
wave impedance, 260
wave number units, 161, 21 1
wave vector, 20, 52, 205, 214, 259
waveguide,110

wuftzrte structure, 105, 27 8-9

X point, 56,276

xenon, 87

YAG (yttrium aluminium garnet), 194
YLF (YLiF4), 19s

Zeeman effect, 17, I93
zero-dimensional materials, 116, 136
zero-phonon lines, 189-90, 196
zero-point fl uctu ations, 246, 264
zinc blende structure, 56, 105,240,278-9
zinc cadmium telluride (ZnCdTe), 133
zinc selenide (ZnSe), 216
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