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Preface

Writing this textbook was motivated by the opinion of the authors that the
time has come for an updated look at the basics of superconductivity in the
aftermath of progress during the last couple of decades, both through the discov-
eries of new superconductors, and the ensuing theoretical development. High-Tc
superconductor research since 1986 represents an almost unlimited source of
information about superconductivity. This is an advantage in the sense that there
is ample material with which to fill new books, but a disadvantage in the sense
that only a very small fraction of all the efforts that were made, and the results
that came out, can be discussed here. In this sense the situation is entirely new:
The older texts, like those of de Gennes and Tinkham could discuss or refer to
almost all aspects of superconductivity of importance in the 1960s and 1970s.
With tens of thousands of papers published after 1986, there is no possibility
to take such an approach any more. We apologize to the numerous researchers
in the field whose work we could not mention. This situation leaves it even
more to the taste of the authors to choose. First and foremost we have wanted
to review the basics of superconductivity to new students in the field. Secondly,
we wanted to allow those who take a serious interest in the subject at the PhD
level, to follow the ideas to old heights like in the BCS theory, or to new heights
like in the theory of the vortex system in high-Tc cuprates. Superconductivity
is now a far richer subject thanks to the discovery of high-Tc cuprates by Bed-
norz and Müller. Suddenly, superconductivity became an arena for the study
of critical behaviour in three-dimensional superconductors, an unthinkable sit-
uation in the low-Tc era. Our book seeks, among other things, to clarify this
new aspect of superconductivity. In addition, we wanted to respect the wish
of students to learn where physics meets the real life of applications. We have
concentrated the material here to the central topics, basically how to describe
and exploit the properties of Josephson junctions on the small scale, and on the
large scale to give some insight into the makings of wires and cables. A special
feature of this book is the inclusion of a chapter containing Topical Contribu-
tions from distinguished scientists in various areas of superconductivity research
and development, from the smallest to the largest scale. Each of these scientists
were invited to contribute their leading edge knowledge to give a clear idea of
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the state of the art in several important sub-fields as of September 2003 when
the writing of this book came to a conclusion.

Kristian Fossheim
National High Magnetic Field Laboratory, Tallahassee,

Florida and The Norwegian University of Science
and Technology Trondheim, Norway

Asle Sudbø
The Norwegian University of Science and Technology

Trondheim, Norway
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1
What is Superconductivity?
A Brief Overview

1.1 Some introductory, historical remarks

Progress in science in general, and in physics in particular, is characterized by
many great discoveries both in theory and experiment. On superficial observa-
tion these sudden advances may look like a series of accidental occurrences. But
in most cases such an impression would be wrong, in many cases even totally
misleading. Very often discoveries occur when the time is ripe, i.e. when certain
preconditions have been met, such as adequate technical capability, or attainment
of a necessary intellectual and theoretical level. The discovery of supercon-
ductivity – the property of certain conductors to display zero DC electrical
resistance – by Heike Kamerlingh Onnes and co-workers in 1911 illustrates the
point [1]. It was a true discovery, and indeed a remarkable one, because there
were no valid arguments around to predict such a phenomenon. Yet, to draw the
conclusion that it was accidental would be unjustified. The necessary technical
basis and opportunity for the discovery had been solidly established in the same
group by the liquefaction of the inert gas helium in 1908. And research, both
experimental and theoretical, on the electrical conductivity of metals at temper-
atures approaching the absolute zero, was ongoing and considered an important
issue by leading physicists. They were even puzzled by an apparent similarity
between the temperature dependences of electrical conductivity and heat capac-
ity in metals. On travelling down the infinite road towards zero degrees Kelvin,
new discoveries could and should be expected, since temperature is the most
universal variable by which the (equilibrium) state of matter is defined. In fact,
the absence of discoveries along this route should have been the real surprise.
Even the cryogen itself, liquid helium, was later to offer a number of opportuni-
ties for important discovery. And many more were to come in other condensed
matter systems below ambient temperatures.

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3



4 WHAT IS SUPERCONDUCTIVITY?

Even the choice by Onnes of the metal to study, mercury, while appearing
perhaps surprising today, was a judicial and natural one at that time: It was the
metal that offered the most ideal conditions for the study of intrinsic properties
of metals at low temperatures due to the purity at which it could be obtained.
Purity was indeed a valid consideration, and would be even today, when studying
electrical conductivity versus temperature. Research in the Leiden laboratory
was carried out by coworkers and students of Onnes in a strictly systematic
manner. Metal upon metal was measured, and the results contemplated. Gold
was found to have almost immeasurably low resistance in the liquid helium
range; but mercury became the first substance found to be superconducting, at a
temperature near 4 K. The distinctive feature was a sudden drop of resistance by
several orders of magnitude on lowering the temperature below what appeared to
be a sharply defined temperature. Lead and tin were soon added to the list. Onnes
dismissed the prevailing idea that electrons would ‘freeze to the atom’, and
surmised instead that ‘the free electrons would remain free’ while the ‘vibrators’
(atoms) would become ‘practically immovable’1. The timeliness of their research
is also illustrated by the fact that thermal properties were much in focus, thanks
to the blackbody problem, the early quantum theory of Planck, and the attempts
by Einstein and others to explain low-temperature heat capacity, as well as
by ongoing research on thermal and electrical conductivity of solids at low-
temperatures. The electron, a relatively recent discovery, had brought electrical
phenomena to the forefront of research. The fact that the atomic nucleus was
discovered that same year, 1911, makes this a truly remarkable year in the
history of scientific discovery.

The Leiden group attached considerable hope to the technological potential
of superconducting coils for generation of magnetic field, foreseeing fields as
high as 10 T. But they soon found an unexpected obstacle: An upper limit for
current that would flow at zero resistance in lead or tin superconductors in the
self field of the coil, what we today call the critical current Ic. This difficulty
could not be circumvented until decades later, when it was realized, first through
theoretical work, that a different kind of superconductor was needed. This new
class of superconductors was to be labeled ‘type II’ as opposed to type I for
Sn and Pb and similar conductors which had been studied in Leiden. Only
upon discovering, understanding, and further developing type II materials could
critical current density be raised to much higher, practical values. From the
1960s on a gradual development of superconductor technology has taken place,
until today when superconducting magnets are commonplace in laboratories
and hospitals all over the industrialized world. And the remarkable SQUID
technology developed for measurement of small magnetic fields, has taken on
a wide range of applications, and is showing promise in ever new fields by use
of both old and new superconductors.

1For an account of early work on superconductivity, see Dahl [2].
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Other great discoveries were to follow. The magnetic properties of super-
conductors attracted considerable attention through the 1920s and 1930s. A
breakthrough came in 1933 when Meissner and Ochsenfeld [3] showed that in
magnetic fields below a certain threshold value the flux inside the supercon-
ductor was expelled, and that this defined a new thermodynamic state and was
not a consequence of infinite conductivity. The phenomenon became known
as the Meissner effect, and laid the foundation for a thermodynamic treat-
ment of superconductivity, later to be expanded when Abrikosov [4, 5] was
finally permitted to report his theory of the magnetic properties of supercon-
ductors at a meeting in Moscow in 1957. That same year Schubnikow’s [6]
important experimental work from the 1930s could also finally be recognized
publicly and posthumously in the Soviet Union. This work had already estab-
lished important magnetic properties of type II superconductors two decades
earlier, and had shown promise for superconductors to carry larger current
densities than materials previously studied by Onnes, and by Meissner and
others.

1957 was also the year when the beautiful quantum theory, known as the BCS
theory, was published by Bardeen, Cooper and Schrieffer [7], finally explain-
ing the fascinating properties of superconductors from first principles. It had
taken 46 years from the time of the discovery. A few years later Josephson’s
[8] astonishing predictions regarding the physical properties of inhomogeneous
superconductors were announced, soon followed by experimental verifications,
and by a variety of applications as well as further theoretical development.

It would take another 25 years before superconductivity made the transition
from being mainly an exotic laboratory phenomenon, known mostly to physi-
cists, to become almost a household word. That development was to take place
by the discovery of a new class of superconductors, known as high-Tc cuprates,
by Bednorz and Müller [9] at the IBM laboratory in Rüschlikon near Zürich
in 1986. This is an example of a great discovery made on the basis of system-
atic, goal oriented research. From then on the world outside of physics became
fully aware of the almost magical properties of superconductors. The discovery
started a race towards applications that is still ongoing, with great economic
prospects. Equally intense was the desire to understand the mechanism. At the
time of writing this book, that goal has not yet been reached. In the meantime,
research has benefited greatly from the famous semi-phenomenological theo-
ries of the London brothers from the 1930s, and of Ginzburg and Landau [10]
published in 1950, in particular.

It has been estimated that well over 50 000 scientific papers have been pub-
lished on superconductivity since the high-Tc discovery in 1986. A single book
can only give a modest insight into this vast amount of knowledge and results.
The present one aims to shed light on what the authors regard as the most cen-
tral issues, with special emphasis on developments taken place during the last
15–20 years.



6 WHAT IS SUPERCONDUCTIVITY?

1.2 Resistivity

Two fundamentally important and intuitively startling properties are associated
with superconductivity:

• The transition from finite resistivity, ρn in the normal state above a super-
conducting transition temperature Tc, to ρ = 0, i.e. perfect DC conductivity,
σ = ∞, below Tc.

• The simultaneous change of magnetic susceptibility χ from a small positive
paramagnetic value above Tc to χ = −1, i.e. perfect diamagnetism below Tc.

These aspects are qualitatively illustrated in Figure 1.1. Actual measurements
of resistivity as a function of temperature in a high-temperature superconduct-
ing material are shown in Figure 1.2. We shall return to the second of the
above statements in Section 1.3. Let us now discuss the implications of the first
statement.

The traditional way to measure resistance is by balancing a Wheatstone
bridge, using the sample as the fourth and unknown resistance. When balanced,
the precision of the measurement is as good as that of the resistors used in the
circuit, or possibly limited by the zero-readout accuracy of the galvanometer
used in balancing the bridge. There is a limit to how low resistance one can
claim to measure: Zero resistance is not accessible to direct measurement. By
standard methods we can measure a reduction in resistance by many orders of
magnitude, but we can never measure zero resistance in a strict sense. If we
try to measure the inverse quantity, i.e. conductivity σ = 1/ρ, the impossibility
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Figure 1.1 Sketches of the two basic characteristics of a superconductor: The left figure
shows the drop to zero resistivity, ρ = 0, at a temperature Tc, compared to a non-
superconducting behavior. The right hand figure shows the corresponding drop in suscep-
tibility to the ideal diamagnetic value of χ = −1 below Tc. The onset of the diamagnetic
response corresponds quite closely to the point where ρ → 0 on the temperature axis. The
figure also indicates that χ is positive but quite small above Tc.



RESISTIVITY 7
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Figure 1.2 Experimental data on the resistance of a Tl-Ba-Ca-Cu-O ceramic sample from the
early days (1988) of high-Tc discovery (unpublished data from the Trondheim group). As was
often the case during the early days the material was not of precisely determined composition.
The value of Tc indicates that the material was close to Tl2Ba2Ca2Cu3O10 composition.

remains. No method is available to measure an infinite quantity. For the discov-
erers of superconductivity this was a real dilemma. Kamerlingh Onnes held on
to the belief that a ‘micro-resistance’ remained below Tc.

It is, however, still possible to arrive at the reasonable conclusion ρ → 0, or
equivalently σ → ∞, by inference from real measurements. Experiments have
been devised for this purpose. In such experiments the magnetic field associated
with an induced current has been found to remain constant during a time span
as long as 1 year. This allows an estimate to be made of the lower bound of the
decay constant, and of the upper bound of the resistance. The resulting analysis
of such a measurement leads to the conclusion that the lower bound on the
decay constant τ for the current in the superconductor is of the order of 100 000
years, implying that the total time for the current to die out completely would
be millions of years.

Let us see how such an estimate can be made. To be specific, we assume that a
current I0 is set up by induction in a superconducting closed loop at time t = 0,
at a temperature below Tc. Next, the associated magnetic field is monitored over
a very long period of time over some area in the loop, as illustrated in Figure 1.3.

As long as a resistance R exists in the superconducting loop, with inductance
L in the presence of a current I = I (t), conservation of energy requires

d

dt

(
1

2
LI 2

)
+ RI 2 = 0 (1.1)

with the well-known solution
I (t) = I0e−(R/L)t (1.2)
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r

I(t)

R, L

V I

Ba

Figure 1.3 Sketch of a simple setup to monitor the possible decay of current I (t) via its
associated magnetic induction B(t) in a closed loop of inductance L and resistance R. The
wire has a diameter a and a loop radius r . The field B is normal to the loop area. The
magnetic sensor is a Hall probe.

where I0 was the initial current at time t = 0. The decay time of the current,
as well as of the corresponding magnetic induction B, is τ = L/R. Now, if
the B-field surrounding the loop is measured to be the same after a time t1,
say 1 year later, it appears to mean that I (t1 = 1 year) = I (t = 0) = I0, and
similarly for the corresponding B-field. However, this statement is not an exact
one. The B-field we measure, resulting from the current I (t), can only be
measured with a certain accuracy, determined by the instruments used. If we
assume that the change of B-field can be detected with a relative instrumental
resolution δB/B0 = 10−5, an observation of ‘no change’ in reality only sets an
upper bound on the possible decay δI of current and of field δB that may have
occurred. What the measurement can determine is therefore only the maximum
amounts by which the current I and the field B may have decayed. In reality
the decay may have been much lower. Hence we can estimate

δI > I0 − I (t1) = I 0(1 − e−(R/L)t1) (1.3)

and
δB > B0 − B(t1) = B0(1 − e−(R/L)t1). (1.4)

From this it follows that

δI

I0
= δB

B0
> 1 − e−(R/L)t1 (1.5)

Solving for R, we find its upper bound

R < −L

t1
ln

(
1 − δB

B0

)
= −L

t1
ln

(
1 − δI

I0

)
(1.6)

where all quantities on the right can be determined from the experiment.
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If we assume that we have used a single-loop inductor with a diameter a and
loop radius r , and use the inductance formula for a single loop which applies
for r � a: L ≈ µ0r ln(r/a), we find the expression for the upper bound on
R as

R < −µ0r ln(r/a)

t1
ln

(
1 − δB

B0

)
(1.7)

Assume that we have set up the experiment with a single 5-cm radius loop of
Al wire, whose radius is 0.5 mm. If the observations went on for a year, we
have t1 ≈ 3 · 107 s. We assume as above that the instrumental resolution allows
us to measure δB/B0 = 10−5. Using Eq. 1.7 we obtain R < 10−19 �. What
resistivity ρ can we expect to observe below the superconducting transition
of Al?

Resistance and resistivity are related by R = ρ l
A

, where l and A are, respec-
tively, the length and the cross section of the wire in the loop. With R < 10−19 �

found before, we obtain:

ρ < 10−19�

(
A

l

)
≈ 2.5 × 10−25 � m (1.8)

We should therefore feel reasonably justified in treating the superconducting state
as one of zero resistivity. We have found by our estimate that the resistivity at
Tc drops by a factor of about 1013 if we take ρn in the normal state of high
purity Al to be 2.5 × 10−12 � m at helium temperatures. This also tells us that
the resistivity in the superconducting state of aluminium is at least 17 orders of
magnitude lower than that of good copper at room temperature, since for copper
ρ273K

Cu = 1.56 × 10−8 � m.
What is the lower bound on the decay time τ = L/R in the case discussed?

Using the above numbers we find τ = L/R > 5.8 × 1013 s. Because 1 year is
close to 3 × 107 s, the lower bound on the decay time is about 2 million years.
This is a factor of 10 longer than the observations referred to above, so we were
a bit generous. But we have to remember that the real observation was of no
change. The instruments are the limitation, and we may not have overestimated
the actual decay time at all. On the contrary, it might have been found to
be much longer had instruments with higher resolution been used. The quest
for an even better experimental verification of ρ = 0 in the superconducting
state could be continued. If we had used a SQUID superconducting detector
of the magnetic field (see Chapters 5 and 11), the detection limit for the small
changes in magnetic field would be lowered by several orders of magnitude
more, and the upper bound on resistance and resistivity might have been lowered
correspondingly. The lower bound on the decay time τ = L/R would then be
raised by many orders of magnitude above 1013 s that we have found so far. τ

might even approach the lifetime of the Universe. This would be in accordance
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with theoretical arguments in ideal situations. What better measure could we
ask for to conclude that zero resistivity is physically possible?

Having satisfied ourselves that ρ = 0 is an appropriate statement about the
electrical resistivity in a superconductor, we must immediately caution against
one particular misinterpretation: We have to keep in mind that this state of affairs
only applies to DC resistivity. An applied AC electric field accelerates charge. We
cannot avoid continually transferring energy to the electron system as long as we
keep accelerating it, i.e. as long as we expose it to an AC electric field. We shall
return to this question in detail in Chapter 11, and find that the resistance increases
with the square of the frequency, but with a very small prefactor. Consequently,
there is no abrupt change from DC to the AC resistivity in the superconducting
state as we start increasing the frequency from zero. This loss becomes important
only at very high frequencies. Still, because of the fact that in the actual technical
construction of superconducting cables, normal metals unavoidably have to be
used as part of the whole structure, there are losses, so-called coupling losses in
the normal metal surrounding the superconductor even at standard electric grid
frequencies, i.e. at 50 Hz or 60 Hz. In addition, losses caused by displacement of
supercurrent vortices in a magnetic field are important in such cases, even in DC
situations. These questions are treated in Chapters 8 and 12.

That supercurrents in ideal situations can run without observable loss for
years, indeed perhaps much more than 106 years as we found previously, is one
of Nature’s most fascinating phenomena. It contradicts all experiences we have
from physical systems in the macroscopic world, because it implies frictionless
or lossless motion of matter, in this case charged matter, which is displaced
relative to the ions. A classic analogue to electronic supercurrent transport in
an electrical circuit could be that of sliding a pebble along a flat, icy surface.
The pebble soon comes to rest because it spends all its energy working against
friction. However, in the superconducting circuit the charged particles (current)
continue to run, hence there is no friction. It is precisely because this situation is
so contrary to all our experience with other real systems that superconductivity
is such a startling and counterintuitive phenomenon.

In fact, as we shall see, superconductivity is a pure quantum physics phe-
nomenon on a macroscopic scale. Superconductivity has an additional property
compared to the lossless motion of charged particles in atoms, namely phase
coherence of the manybody wavefunction. Indeed one of the most remarkable
feats of science was the development of a manybody quantum theory that finally
explained superconductivity, and with predictive power.

1.3 The Meissner effect: perfect diamagnetism

From the discovery of zero electrical resistivity by Onnes in 1911, 22 years
would pass until the next important discovery by Meissner and Ochsenfeld.
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They found that the superconducting state possesses a second characteristic,
defining property – perfect diamagnetism. Prior to this discovery there had been
considerable debate regarding the magnetic properties, and the discussion had
been based on an interpretation of the superconducting state with perfect con-
ductivity as the (only) basic characteristic. Meissner and Ochsenfeld managed
to escape this conceptual trap by observing that a magnetic field, which was
applied above Tc would be expelled from the body of the superconductor on
cooling below Tc, leading to B = 0 inside. Using the constitutive equation for
a magnetic body we therefore have to write, in the superconducting state:

B = µ0(H + M) = 0 (1.9)

which means that in the superconductor

M = −H. (1.10)

Therefore, the susceptibility takes on the ideal value for a perfect diamagnet:

χ = dM

dH
= −1. (1.11)

Because permeability is κ = 1 + χ we also have κ = 0 below Tc. These two
ways of expressing the Meissner effect are of course equivalent, but the diamag-
netic statement χ = −1 is perhaps physically more ‘descriptive’ and appealing.

What happens is that shielding currents arise in the superconductor surface.
These currents create a field both inside and outside the superconductor such
that on the inside the applied and the induced fields exactly cancel, while outside
they add. The result is that we observe expulsion of the B-field: zero B-field
inside, and an increased field near the sample, on the outside. This is illus-
trated in Figure 1.4. While in the normal state Faraday lines would pass straight
through the metal, practically as if there was only vacuum, in the supercon-
ducting Meissner state all lines are forced to pass on the outside. The highest

Cooling

NORMAL

H

T < TcT > Tc
c =  −1; k = 0

SUPERCONDUCTING

B ≠ 0 B = 0

H

c  0; k≈1

Figure 1.4 The Meissner effect in a superconductor.
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density of flux lines is found near the equator, while near the poles there is a
lower flux density than before the flux expulsion.

That this situation represents a thermodynamic state is demonstrated by the
experimental observation that the state is uniquely defined by the values of
the thermodynamic variables, temperature T and applied field H , independent
of how that state was reached. It is important in this context to observe that
this is not possible if perfect conductivity was the only special property that
the superconductor attained on passing below Tc. This can be confirmed by a
simple thought experiment, as in the two sequences illustrated in Figure 1.5.

Imagine (i) that a specimen which is originally at room temperature, is cooled
in zero applied field to below a temperature Tc where it acquires zero resistance,
ρ = 0. Now turn on an external magnetic field. Lenz’ law requires currents to arise
in the specimen so as to screen out the applied field. As ρ = 0 this situation will
persist forever, and no field will penetrate. Let us call this state I. Next, remove the
field. Because the prevailing requirement from Lenz’ law is to allow no change of
flux in the specimen, the currents in the sample will diminish to zero as the field
is turned off. At the end of the sequence the sample is still free of magnetic flux
inside. Call this state II. In the next sequence, (ii), start the experiment at room
temperature, this time in an applied external field. This field penetrates the sample
completely and almost totally undistorted due to the low paramagnetism of non-
magnetic metals. Now cool the specimen in the magnetic field to below the same
temperature Tc as before. Although the sample, by assumption, acquired ρ = 0 on

Cooling

(d) Ha = 0; T < Tc(b) Ha = 0; T < Tc

(c) Ha > 0; T < Tc

(a) Ha = 0; T > Tc

Cooling

(e) Ha > 0; T > Tc (f) Ha > 0; T < Tc (g) Ha = 0; T < Tc

Figure 1.5 Cooling a hypothetical normal conductor with infinite conductivity in zero exter-
nal field, and in a finite field, and comparing the resulting states of the material. The figure
is explained in the text, and important conclusions are drawn from that discussion.
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passing through Tc, Lenz’ law requires the flux inside to remain perfectly constant.
Call this state III. Next, remove the external field. Again Lenz’ law requires the
flux to stay constant. This can indeed be implemented by a spontaneous current
arising on the surface. Since by assumption ρ = 0, the situation will persist for-
ever. Call this state IV. Now compare, in particular, state II and state IV. The
thermodynamic variables T and H are the same, but the states are quite different
as just described. The difference was unavoidable due to the assumption that the
only new property that the specimen acquired on passing below Tc was perfect
conductivity. However, on exposing real superconductors to precisely the same
sequences the superconductor ends up in exactly the same state, namely one of
total flux expulsion in both cases, and again the situation is persistent. We have
two important conclusions to draw from these observations:

• Superconductivity is more than just ρ = 0.

• Superconductivity is a thermodynamic state, contrary to a state characterized
by just ρ = 0.

What happens in the Meissner effect is that spontaneous currents arise in the
surface to exactly cancel the B-field inside. Diamagnetism is well known to exist in
all matter, but usually the corresponding susceptibility is very small, typically χ =
−10−6 in atomic and molecular diamagnetism. Perfect diamagnetism clearly is a
totally different phenomenon. The reason for the large negative value is precisely
the fact that currents encompass the entire body, and are not broken up into tiny
currents circulating individual atoms. We might add that diamagnetism exists in
metals in the normal state too, due to surface currents in a magnetic field. But this
effect is more than overcome by the paramagnetism of the conduction electrons.

In the discussions of the superconducting state we have so far assumed that
currents and fields employed were below the threshold where superconductivity
breaks down. In Chapter 8 we discuss the limits as to how large currents and
fields a superconductor can tolerate before being forced to allow magnetic flux
to penetrate. As long as the superconductor is at a field below such values, and
χ = −1 is maintained, we say that the superconductor is in the Meissner state,
or Meissner phase, as shown in Figure 1.6.

These remarks point to the need of defining more precisely the thermo-
dynamic range of superconductivity in the (H, T )-plane. This has been well
established for a great number of metals and alloys, as well as high-Tc and
other classes of superconductors. We return to this problem in the next section.

1.4 Type I and type II superconductors

Superconducting materials have the ability, as we have seen, to exist either
in the normal state or the superconducting state, depending on the external
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NORMAL

Tc T

Hc(0)

Meissner phase

H

SUPERCONDUCTING

Figure 1.6 The Meissner phase of a superconductor. Under the curve, in the shaded area,
the material is perfectly screened against an external magnetic field.

magnetic field they experience. It turns out that if we increase the magnetic
field beyond a certain critical value Hc or Hc1, which is different for different
materials, the Meissner effect breaks down. That is to say, flux penetrates into
the material. A sketch is shown in Figure 1.7. This figure shows the negative
of the magnetization along the positive vertical axis. The slope of the line
from the origin is then exactly 1 as long as the sample is in the Meissner
state, corresponding to χ = −1. Let us here first discuss the ideal case which
best brings out the underlying physics: Imagine we study a long, thin needle-
like specimen, with the applied field parallel to its axis, in which case the
demagnetization factor n = 0.2 A pickup coil can be used to measure the amount

0 Hc2Hc10

SM N SM SV N

I

M
ag

ne
tiz

at
io

n 
– 

M

Applied field H

Hc

H

n ≈ 0
∆I ∝ ∆M

(a)

Type I Type II

(b)

Figure 1.7 (a) shows the typical behaviour of a type I superconductor which switches
abruptly from the Meissner state SM to the normal state N at Hc. (b) shows a different
behaviour in a type II superconductor: At a lower critical field Hc1 the superconductor
changes state from the Meissner state with complete screening, SM, to a state of vortex
line penetration SV, and finally, at Hc2, to the normal state N . The insert indicates that the
magnetization development can be monitored by a coil around the rod-like sample (demag-
netization factor n ≈ 0) such that the change of current �I is proportional to the change of
magnetization �M .

2We refer to Section 1.7 for a discussion of demagnetization factors.
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of flux which penetrates the sample. Now turn on a magnetic field. At low
fields the Meissner state, corresponding to complete screening, is found. But as
the field increases further we will discover two distinctly different outcomes,
depending on the materials we investigate. This will allow us to sort all known
superconductors into two categories as follows:

• Type I: The superconductor switches abruptly over from the Meissner state
to one of full penetration of magnetic flux, the normal state, at a well-defined
critical field, Hc. Examples of such materials are Hg, Al, Sn, In. Figure 1.7a
shows a sketch of this behaviour. The ideal behaviour is only observed when
n = 0.

• Type II: The superconductor switches from the Meissner state to a state of
partial penetration of magnetic flux, the mixed state, at a critical field Hc1.
Thereafter it crosses over continuously to full flux penetration, the normal
state, at an upper field Hc2. Examples: Nb3Sn, NbTi, and all high-Tc cuprates.
Figures 1.7b and Figure 1.8b illustrate this behaviour.

The distinction between type I and type II turns out to be so important that
hereafter we shall think of every superconductor we encounter as belonging to
one class or the other. Several chapters of this book are occupied with aspects

H

n = 0
−M

HHc

a(H )

(a)

Type I
n ≠ 0: DISC

n ≠ 0

H

HHc1

(b)

Type II
n ≠ 0: FILM

−M

Hc2

Φ0 =
h
2e

Figure 1.8 Illustration of flux penetration in cases when the demagnetization factor n �=
0. In the (a) upper part, normal lamina penetrate the disc from the periphery when n �=
0. In (b) vortices with flux lines carrying an elementary amount of flux �0 = h

2e
arrange

themselves in a hexagonal pattern in a field normal to a type II film. In the case of type I the
laminar penetration is seen only when n �= 0. When n = 0 the transition from the Meissner
state to the normal state is abrupt, no lamina appear. In the case of type II superconductor
the observed mixed state behaviour is inherent to the material, irrespective of the value of n.
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related to their distinction, which turns out to be essential from a practical as
well as a theoretical point of view.

At this point we will limit the discussion to the descriptive level, and refer
the more advanced discussion to later chapters. In order to see another differ-
ence between the two types of superconductors, let us relax the requirement
on the demagnetization factor, and allow n to be non-zero. This forces flux
to penetrate inhomogeneously even into a type I superconductor. Using vari-
ous techniques to decorate and picture the flux distribution the following facts
emerge, as illustrated in Figure 1.8a and b.

In type I materials the flux penetrates in the form of continuous lamina, flat
or meandering. The lamina are alternating normal and superconducting layers,
parallel to the field, whose relative thicknesses depend on both temperature
and applied field. The following constraints have been found to apply to these
structures: Superconducting lamina are flux-free in a Meissner-like state, while
the normal ones contain a magnetic flux density corresponding to the critical
field, i.e. Bc = µ0Hc. The relative thickness of normal and superconducting
lamina is fixed by a combination of this fact, and by flux conservation. We refer
to Section 7.3 for a further discussion.

In type II materials, on the contrary, flux penetrates in tiny, precisely quan-
tized units of flux �0 = h

2e
where h is Planck’s constant, and e is the magnitude

of electronic charge. We call these objects flux lines or vortex lines, a distinction
in terminology which will be made clear in the next Section. The density of
such flux lines increases with increasing applied magnetic field, as is reflected
in the M versus H diagram (Figure 1.8b).

The magnetic energy density H 2
c /2µ0 required to break down the Meissner

state completely at Hc in the type I case, with n = 0, measures directly the
stability of the superconducting phase against that of the normal one. Hence
this crucial information is obtainable by relatively simple measurements. Hc, it
turns out, differs from one material to another, not a surprising fact consider-
ing that all metals have different electronic properties, like Fermi surfaces and
band structures. If we study flux penetration into specimens of other shapes by
allowing n �= 0, we will find that when the Meissner state breaks down, the
details of how flux penetrates and the precise fields at which it first occurs,
and where it is completed, depend on the shape of the specimen due to the
demagnetization effects alluded to above. An important point regarding these
shape dependent effects is that whenever the demagnetization factor for a cho-
sen combination of geometry and field direction is nonzero, the external field
varies along the surface of the specimen. This causes flux to penetrate inho-
mogeneously whenever n �= 0, unlike the case when n = 0. In the former case
the transition from the Meissner state to the fully penetrated state is gradual
when M versus H is measured even in type I. We underscore again the impor-
tance of the fact that partial flux penetration in type I superconductors, often
referred to as the intermediate state, is very different from that of the mixed
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Figure 1.9 Phase diagram of type I (left) and type II (right). S = superconducting, M =
Meissner phase, V = vortex phase, N = normal phase.

phase of type II. It is precisely this difference that makes type II supercon-
ductors useful on a large scale, while type I are not. Figure 1.9 illustrates
the complete phase diagram for type I and type II superconductors in the
H, T − plane.

1.5 Vortex lines and flux lines

We want to stress a very important conceptual difference between what we call
vortex lines and flux lines. Often, these terms are used interchangeably. This
is permissible in most conventional type II superconductors, where the ratio
between the upper and lower critical fields Hc2 and Hc1, is not very large. In
the cuprate high-Tc superconductors, however, this ratio is enormous. It then
turns out to become important to distinguish between the concepts of flux lines
and vortex lines.

As already mentioned, Abrikosov predicted the existence of the so-called
mixed phase, in what has become known as type II superconductors. The dis-
tinguishing characteristic of these, as we have seen, is their ability to allow
magnetic field penetration in the form of magnetic vortices of quantized cir-
culation. This cannot happen in type I superconductors. In the centre of each
magnetic vortex superconductivity is destroyed, i.e. the density of supercon-
ducting electrons is zero, while outside the centre, it is non-zero. Hence, far
away from the centre of the vortex the associated magnetic field goes to zero.
As we will see in later chapters, the ratio of the penetration depth λ to the
length over which a magnetic field destroys superconductivity, ξ , determines
the extent to which a superconductor is type I or type II. When the ratio λ/ξ is
small it is type I, and when the ratio increases roughly beyond one, the super-
conductor becomes progressively more type II. This situation is illustrated in
Figure 1.10.
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Figure 1.10 The parameters ξ of the vortex line and λ of the flux line. As explained
in the text, the distinction between the concepts of vortex lines and flux lines becomes
increasingly important as λ becomes greater and greater compared to ξ . λ measures the
radius of circulation of supercurrent around the vortex core. The wavefunction is severely
depressed for r < ξ , and goes to zero on the axis.

Flux lines are tubes of confined magnetic flux. They have a diameter given by
the distance with which a magnetic field can penetrate into the superconductor.

On the other hand, a vortex line is a line with a diameter given by the
distance over which a magnetic field suppresses superconductivity. This length
is conceptually different from the magnetic penetration depth. It is then easy
to imagine that a thick line with a large diameter has a typical bending length
which is much longer than a very thin line. Moderate (conventional) type II
superconductors are characterized by the fact that the two length scales described
above are roughly equal. In extreme type II superconductors, such as the high-
Tc cuprates, this is not at all the case. The magnetic penetration length, i.e. the
diameter of the flux line, is typically 100 times larger than the diameter of the
vortex line. Hence, the vortex line resides deep inside the flux line and moreover
fluctuates on a vastly different length scale than the flux-line. In essence, they
therefore represent different degrees of freedom of the system. This will turn out
to be of crucial importance in the theoretical treatment presented in Chapters 9
and 10. In these contexts, therefore, the conceptual distinction between flux lines
and vortex lines is essential.

In the extreme type II case, where flux lines no longer can be defined, basi-
cally being treated as infinitely thick objects, a vortex line is still perfectly well
defined.

1.6 Thermodynamics of the superconducting state

We have already pointed out that the superconducting state has a limited stability
against application of a magnetic field. This became apparent in the discussion
of the magnetization diagrams, M(H), in Section 1.4. The M(H) diagrams can
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be read as phase diagrams, and hence may be subjected to thermodynamic anal-
ysis. A very useful aspect of thermodynamics is as a tool to derive relationships
between measurable quantities by analysis of free energies. We will now look
into this possibility for superconductors. Let us first recall the so-called thermo-
dynamic square, Figure 1.11, a useful mnemonic device from which one can
quickly read out the basic relationships, in this case with respect to magnetic
properties, of completely general validity. The starting point is the following
square:

A T

G

HES

U

−m0M

Figure 1.11 Thermodynamic square.

Here M is magnetization, T is absolute temperature, A is Helmholtz free
energy, U is internal energy, G is Gibbs’ energy, S is entropy, E is enthalpy,
and H is the applied magnetic field. The idea here is that each free energy
should be considered as depending on the two variables next to it. Following the
suggestion of the arrows it may be used to read out thermodynamic derivatives.
Going in the direction of the arrows generates a positive sign, going in the
opposite direction generates a negative sign. Some examples:(

∂G

∂H

)
T

= −µ0M(
∂G

∂T

)
H

= −S (1.12)

(
∂U

∂S

)
M

= T

When discussing the superconducting state in an external magnetic field H , and
the resulting magnetization, we should use the Gibbs’ energy G, and consider
it dependent on T and H . We rewrite the first relation in Eq. 1.12 as

dG = −µ0MdH (1.13)

This relation applies both in the normal and superconducting state. Next, inte-
grate from zero to Hc at constant T in the superconducting state:

∫ Hc

0
dGs = −µ0

∫ Hc

0
Ms(T , H) dH (1.14)
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Here M = M(T, H), but varies only with H as T is constant during the inte-
gration.

We now consider a type I superconductor. The Meissner state, in which we
now carry out the integration, was found in Section 1.3 to be characterized by
M = −H . Using this, Eq. 1.14 yields

∫ Hc(T )

0
dGs = −µ0

∫ Hc(T )

0
(−H)dH = µ0

2
H 2

c (T ) (1.15)

On the left-hand side we have

∫ Hc

0
dGs = Gs(T , Hc) − Gs(T , 0) (1.16)

The result is:

Gs(T , Hc) − Gs(T , 0) = µ0

2
H 2

c (T ) (1.17)

We want to calculate the energy difference between the normal and the supercon-
ducting states, which addresses the question of stability of the superconducting
state. To do that we recall first that χ for a normal metal is small, χ � 1. This
implies that a normal metal in a field Hc has practically the same Gibbs energy
as in zero field. Hence we write

Gn(T , Hc) = Gn(T , 0) (1.18)

This corresponds to saying that the integral

∫ Hc

0
dGn = −µ0

∫ Hc

0
MndH (1.19)

taken in the normal state can be treated as zero.
From the fact that the two phases coexist in the intermediate state of type I,

with a field Hc in the normal lamina and zero in the superconducting ones, we
conclude that

Gn(T , Hc) = Gs(T , Hc) (1.20)

Comparing Eqs 1.18 and 1.20 we see that

Gn(T , 0) = Gs(T , Hc) (1.21)
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Putting this back into Eq. 1.17 gives:

Gn(T , 0) − Gs(T , 0) = µ0

2
H 2

c (T ) (1.22)

The interesting aspect of this relation is that the difference in energy density
between the (Gibbs’) energy in normal and superconducting states without a field
present can be expressed by the characteristic energy µ0

2 H 2
c in the simple fashion

of Eq. 1.22. From this relationship it becomes clear that H 2
c is in a deeper sense

a measure of the ‘condensation energy’ of the Meissner state, or the stability of
the Meissner state with respect to the normal one. The energy density is lower in
the superconducting state by the amount µ0

2 H 2
c (T ). Alternatively we can write

it as 1
2µ0

B2
c (T ). We will later discover (Chapter 8) that the condensation energy

can be found on a microscopic basis, leading to a relationship between Hc and
the superconducting energy gap.

It is useful at this point to calculate other thermodynamic aspects of the
Meissner phase. Analytically this can be done if we can find an expression for
Hc(T ). It turns out that experiments, to a good approximation, give a unanimous

answer, which we can use in the further analysis: Hc(T ) = Hc(0)
(

1 − T
Tc

)2
.

This is a simple parabolic shape with the top of the parabola at Hc(0) on
the vertical H-axis, and an approximately linear shape where it meets the T-
axis. With the important result for the condensation energy and the functional
expression for Hc in hand, we choose a relationship from the thermodynamic
square, that for entropy:

Ss = −
(

∂Gs

∂T

)
H

(1.23)

We can now find the entropy change at the phase boundary by taking the tem-
perature derivative of Eq. 1.22 directly and obtain:

Sn(T , 0) − Ss(T , 0) = −µ0Hc
dHc

dT
(1.24)

We note here that the quantity −µ0HcdHc/dT is always positive, meaning that
the entropy in the superconducting state is always lower than in the normal
state. Hence, the superconducting state is characterized by greater order than
the normal state. An entropy drop at (Tc, Hc) accompanies the superconducting
transition. The exception is when T = Tc, where Hc = 0. We see that in this
case Sn = Ss, and there is no entropy drop. At this particular point the entropy
is therefore continuous, characteristic of a 2nd order transition. There are two
aspects of the superconducting state that show the increased order below Tc
indicated by the thermodynamic analysis: Formation of Cooper pairs represent
a partial ordering of the electron gas, and the superconducting wavefunction
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shows an ordered phase of the wavefunction, or phase coherence. These facts
are of course related.

Another quantity closely related to entropy is the latent heat. Here we find

L = T (Sn − Ss) = −T µ0Hc
∂Hc

∂T
≥ 0 (1.25)

Again, this is a positive quantity as long as we are considering finite Hc. At Tc,
where Hc = 0 we get L = 0, again characteristic of a second order or continuous
transition.

Finally, let us look at the heat capacity, which from thermodynamics is found
by differentiation of the entropy

CH ≡ T

(
∂S

∂T

)
H

(1.26)

Taking the 2nd derivative of µ0
2 H 2

c we find:

Cs(T ) − Cn(T ) = µ0T

[(
dHc

dT

)2

+ Hc
d2Hc

dT 2

]
(1.27)

which, at Tc becomes

Cs(Tc) − Cn(Tc) = µ0Tc

(
dHc

dT

)2

T =Tc

> 0 (1.28)

We find a discontinuity at Tc, an upward jump on lowering the temperature
through Tc as all quantities in the right-hand side are positive. Experiments have
verified this aspect in every case it was measured in the low-Tc superconductors.
In high-Tc materials the story is more complicated. There, fluctuations play a
dominant role near Tc, and a different description altogether is necessary, as
will be discussed in several chapters of this book. The discontinuity found in
Eq. 1.28 is characteristic of mean-field theories and mean-field systems. The
BCS theory, which eventually explained superconductivity in low-Tc materials,
belongs to that class, and reproduces the experimental results nearly perfectly.

Figure 1.12 illustrates examples of two different phase transitions. The left
figure illustrates the BCS mean-field like behaviour, measured on a low-Tc
material. The right figure illustrates the situation in a high-Tc material and shows
a completely different form, with no jump, and with fluctuation contributions
on both sides of Tc. We shall return to these questions which are of major
importance in high-Tc materials, with a ratio λ/ξ � 1, the so-called high-κ
materials.
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Figure 1.12 Sketch of typical forms of specific heat curves measured from above the super-
conducting transition in a mean-field low-Tc metallic superconductor like Al (left), and in a
substance with strong superconductivity phase fluctuations like the high-Tc compound YBCO
(right).

1.7 Demagnetization factors and screening

When a specimen of ellipsoidal shape is subject to a homogeneous external field
along one of its principal axes, it is well-known from magnetostatics (see for
instance Jackson, 1975 [11]) that the internal fields B i and H i are both parallel
to the applied field Ba. The constitutive relation is

B i = µH i = µ0(H i + M)

= (1 + χ)µ0H i (1.29)

As already discussed, in the Meissner state χ = −1, which leads to B i = 0.
These two statements are equivalent, and consistent. For the applied fields we
have similarly

Ba = µ0Ha (1.30)

provided no magnetized matter is surrounding the magnetized body under study.
These relations apply separately inside, and outside the measured body, and do
not answer the question: what is the relationship between the applied field H a
and the internal field H i? This is not a trivial question. What complicates the
relationship between the applied fields and the internal fields Bi, Hi, Ba, Ha is
the so-called demagnetizing field. We refer to standard books on magnetostatics
for a discussion of the theory of demagnetization effects. Here we will use the
results without derivation. The word ‘demagnetization’ was originally coined for
use in ferromagnets. It applies with opposite consequences in superconductors
as compared to ferromagnets, but is equally important to consider here due
to the fact that magnetization effects and demagnetization are very strong in
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superconductors. The reason for this is that in superconductors the susceptibility
χ = −1, the ideal and complete diamagnetism.

Briefly stated, when a magnetic field H a is applied to a superconductor, the
screening currents which appear near the surface, create an additional field in
the specimen. This is called the demagnetizing field H D. We now have:

H i = H a − H D (1.31)

We will only address situations where the internal field is homogeneous, i.e.
cases like those we mentioned in the introductory statement above. With this
restriction we can still treat all ellipsoidal shapes. These all have a uniform field
inside the body when exposed to a uniform external field. We may then write

HD = nM (1.32)

where n is the (scalar) demagnetizing factor, and M is the uniform magnetization
of the body. We now have the relationship

H i = H a − nM (1.33)

In a superconductor M = −H i; which, upon insertion in Eq. 1.33 leads to the
important relationship

H i = 1

1 − n
H a (1.34)

precisely the relationship which we pointed out was missing previously.
To take a concrete example, let us examine the situation when a compact ellip-

soidal body of superconductor is placed in an external magnetic field applied
along one of the principal axes. At the surface of the superconductor the tan-
gential component of H is continuous. The internal field is now parallel to
the applied field which exists everywhere on the circumference of the extremal
cross-section of the sample as viewed along the field direction. In case of a spher-
ical body this circumference corresponds to the equatorial circle. This makes
the field H a just outside the circumference equal to the field H i just inside.
Eq. 1.34 now allows us to calculate the field just inside, and because this equals
the field just outside, the field just outside is equal to Ha/(1 − n). We learn
from this that a demagnetization factor n < 1 makes the field at the maximum
circumference larger than the applied field Ha.

Some important examples are the following, illustrated in Figure 1.13:

• For a sphere, n = 1
3 , always giving a tangential field of 3

2Ha at the equator.

• In case the field is applied normal to a long rod of circular cross-section,
n = 1

2 , and the tangential field is 2Ha.



DEMAGNETIZATION FACTORS AND SCREENING 25

(a)

n = 1/3

Ha

3
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Ha

(b)

Ha

n = 1/2

2 Ha

(c)

Ha

n = 0

Ha

Figure 1.13 Demagnetization factors for different geometries with n given for each case.
Horizontal arrows indicate the value of applied field at the surface in each case.

• With the field applied along the axis of the long rod, n = 0; no demagnetiza-
tion occurs. The field along the entire surface of the rod is tangential to the
(extremal) crossection, and equal to the applied field Ha.

Demagnetization effects are very important in superconductors, where χ = −1
in contrast to normal metals where χ ≈ 10−4 or less. In practical cases, when
the body under study is not ellipsoidal, one approximates the real geometry with
an inscribed ellipsoidal surface which gives a best possible description of the
real body, and uses the demagnetizing factor which applies to that ellipsoidal
shape. This gives quite good results.

A paradox : Having just proven that the field just outside the superconductor
(usually) exceeds the applied field, one needs to consider what will happen
when the applied field approaches Hc, the critical field of a type I super-
conductor. If we let the applied field Ha take the value (1 − n)Hc, then the
internal field Hi becomes everywhere precisely equal to the critical field Hc.
This looks like we now should expect the entire sphere to be driven into the
normal state.

However, this would cause M to become zero, since in the normal state this
is the case with good approximation. This gives Hi = Ha < Hc, and we should
conclude that we have a body driven into the normal state by a field H < Hc.
This situation is an impossible paradox.

Solution: What happens, is that the specimen allows some field to penetrate
parts of the superconductor with normal lamina (type I), or vortices (type II).
We have a coexistence of alternating normal and superconducting lamina in
one case and vortices in the other. Such a thermodynamic coexistence of two
phases is commonly found in nature. The situation is therefore normal, in agree-
ment with the thermodynamic laws. The existence of such mixed normal and
superconducting volumes is well documented in the scientific literature.

Because of the effects discussed here, one finds in real situations that the
transition from superconducting to normal state does not occur abruptly and
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completely at the thermodynamic field, Hc, but rather over a certain range of
fields, the width of which is determined by the demagnetization factor. We refer
again to Figure 1.8 for an illustration of these points. With n = 0, as it is with the
field along the axis of a long thin rod, the transition in a type I superconductor
occurs abruptly at Hc, as we are led to expect from the foregoing, otherwise not.



2
Superconducting Materials

2.1 Introductory remarks

After the initial discovery of superconductivity in an element of the periodic
table, Hg, almost 20 years went by before research was undertaken in alloys.
Another 40 years would pass before organic superconductors were synthesized
in the 1970s. Then, another decade would pass before superconducting cuprates
were discovered in 1986, followed by fullerenes shortly after. There is a line
of progression of structures from the very simple to the quite complex. At the
same time, Tc has increased by a factor of 40 from the beginning in mercury
to the record Tc in cuprate perovskite; and there is a time span of 90 years
between their discoveries. This seemingly slow development is governed by the
general development of physics in a broader sense. Theoretical physics could not
handle the manybody quantum theory necessary until the mid-1950s when the
BCS theory was worked out. And the mechanism developed there was the only
one to be relied upon until the superconducting cuprates were found 30 years
later. Even today, 90 years after the initial discovery, there is a fierce debate
about the mechanism for the high Tc cuprate superconductors. Superconductivity
is still a subtle and very complex phenomenon.

2.2 Low-Tc superconductors

2.2.1 Superconducting elements

After superconductivity in Hg had been found, Sn and Pb followed suit. This
brought Tc up from 4 K to 7 K. By the time the Meissner effect was discovered,
several more elements of the periodic table had been added to the list. Meissner,
among others, undertook studies of the transition elements with high melting
point, called ‘hard’ metals. Discovery of superconductivity was announced in

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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Table 2.1 Superconductors in the periodic table, including thin films. Adapted from
Ref. [12]
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tantalum in 1928 with Tc = 4.4 K, thorium in 1929, with Tc = 1.4 K, and Nb in
1930 with Tc = 9.2 K. The latter remains the highest Tc found in any element.
Table 2.1 shows the elements with known superconducting Tc, a total of over
40 when observations of superconductivity under high pressure and in thin films
are included. We notice in particular that superconductivity is neither found in
the magnetic compounds, nor in the noble metals or copper.

This indicates that superconductivity is incompatible with magnetism, and
absent in metals with the highest electrical conductivity. Both of these rules will
turn out to be understandable in light of the BCS theory; magnetism breaks up
the Cooper-pairs, and is therefore a destructive influence; and excellent electrical
conductivity is a signature of weak electron–phonon interaction, a property that
reduces the effect of the electron–phonon mechanism for superconductivity in
the BCS theory.

In pure form the elements of the periodic table have provided excellent mate-
rials for scientific research in superconductivity. None of these pure elements
have, however, contributed to applications of superconductivity on a large scale,
like wires and cables for magnets. However, on a small scale Pb and Nb have
been used for advanced development of Josephson technology. For SQUIDs
(superconducting quantum interference device) niobium has been the best mate-
rial overall, and is widely preferred in those particular low-Tc applications, to
be discussed in Chapters 5 and 11.
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2.2.2 Binary alloys and stoichiometric compounds

The earliest work on binary alloys has been largely forgotten, partly due to the
overwhelming number of compounds that have been made and tested in later
years. One person alone, Bernd T. Matthias, is said to have made some 3000
different alloys in his heroic attempt to achieve high-Tc superconductivity during
the 1950s and 1960s. These efforts never succeeded, a fact which in itself gave
strong impetus to go in totally new directions in more recent years. The history
of the development of Tc is shown in Figure 2.1.

The record shows [2] that research on binary alloys was started already
in 1928 in Leiden by de Haas and Voogd. They found superconductivity in
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Figure 2.1 History of Tc.
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A

B

Figure 2.2 The A15-structure, A3B.

SbSn, Sb2Sn, Cu3Sn, and Bi5Tl3. They noticed that the combination of a
superconducting element with a non-superconducting one was successful. In
Bi5Tl3, Tc was raised by a factor of 2–3 compared to pure Tl. What was even
more interesting, was that the magnetic threshold for destruction of supercon-
ductivity in this material was much higher than in any of the elements known
to be superconducting at the time. The material would remain superconducting
up to 0.5 T at 3.4 K, and by extrapolation it was predicted to tolerate 0.9 T at
1.3 K. But soon they found an even more promising material; a Pb–Bi eutectic
alloy with a critical field Bc = 2.3 T at 1.9 K. Unfortunately, the substance was
so difficult to make and to handle that it never was to fulfill its promise as a
material for wires, which might otherwise have made it an important material
for superconducting electromagnets.

After an intense period of research on binary alloys around 1930, not much
happened in the materials area until Bernd T. Mattias and John K. Hulm started
a new programme in the US in the early 1950s. Their ‘materials approach’ to
superconductivity would bear rich fruit. A number of new compounds were
made, with impressively high Tc and high critical fields. Throughout the 1950s
the materials that were developed for use as superconductors included: solid
solutions of NbN and NbC with Tc = 17.8 K; V3Si with Tc = 17 K; Nb3Sn
with Tc = 18 K; NbTi with Tc = 9 K. Later (1973) Nb3Ge was added to this list
with the highest Tc of all, at 23.2 K, a record that lasted until 1986. We refer to
Table 2.2 for some additional facts.

The intermetallic compounds, just mentioned, belonging to the A3B type of
materials are classified as A15 compounds (Figure 2.2). They share a special
feature, namely a softening of an elastic mode above Tc, a property which sug-
gests relating their high transition temperatures to enhanced electron–phonon
interaction caused by the softening. The two materials that have led to suc-
cessful industrial production of low-temperature superconducting magnets are
Nb3Sn and NbTi. The first one is a stoichiometric, intermetallic compound, the
second an alloy. These have paved the way for superconducting technology to
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Table 2.2 Some binary alloys and stoi-
chiometric compounds. Values of Tc and
Bc2(0) may vary somewhat depending on
precise composition

Compound Tc [K] Bc2(0) [T]

V3Si 17 25
Nb3Sn 18 24
Nb3Ge 23.2 38
V3Ga 14 21
NbTi 9 15
VTi 7 11

a

d

b

B

e−

d+ d−

e−
A

c

Figure 2.3 Predicted model substance for organic superconductor (Adapted from Little,
1964 [14]).

conquer the market for large laboratory magnets and magnetic resonance imag-
ing magnets over the entire industrialized world. Behind this development lay
great efforts in processing and materials science, as well as daring ventures into
science-driven technological developments. Among the technical achievements
were processing methods to make wires consisting of a large number of very
thin filaments, a necessary procedure in order to stabilize the superconductor in
a normal matrix.

2.3 Organic superconductors

2.3.1 Polymer and stacked molecular type

Research on electronically conductive organic materials dates back to the 1940s.
High electrical conductivity was first discovered in 1954, in perylene bromine
complex. Much later the discovery of a pronounced conductivity peak in
(TTF)(TCNQ) near 60 K in 1973 [13] stimulated a lot of effort in the direction
of low-dimensional systems, so-called charge transfer salts.

Superconductivity in a polymer material was first found in (Sn)x in 1975. This
was followed by the discovery in 1979 of superconductivity in a molecular salt,
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Table 2.3 Some selected organic superconductors

Material Symmetry of counter molecule Tc [K]

(TMTSF)2PF6 Octahedral 0.9
(TMTSF)2ClO4 Tetrahedral 1.4
βL − (ET)2I3 Linear 1.5
κ − (ET)2Cu(NCS)2 Polymeric 10.4
κ − (ET)2Cu[N(CN)2]Br Polymeric 11.8
α − (ET)2RbHg(SCN)4 Polymeric 0.5
κH − (ET)2Ag(CF3)4 · TCE Planar 11.1
κL − (ET)2Ag(CF3)4 · 112DCBE Planar 4.1
κH − (ET)2Au(CF3)4 · TCE Planar 10.5
λ − (BETS)2GaCl4 Tetrahedral 8

TCE: 1,1,2-trichloroethane
112DCBE: 1,1-dichloro-2-bromoethane
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(TMTSF)2 FF6 under 1.2 Gpa pressure, and with a Tc of 0.9 K [15]. Since then,
a long list of organic superconductors have been synthesized, some of which are
seen in Table 2.3. Tc remains low, although it has increased by a factor of more
than 10 since the first discovery. In this sense progress has been remarkable. In
another sense it has been disappointing, since predictions had been made for room-
temperature superconductivity in stacked organic structures. This prediction was
set forth in 1964 by Little [14] in a paper where he suggested the possible exis-
tence of superconductivity in an organic substance consisting of a long unsaturated
polyene chain, called the ‘spine’, with an array of side chain molecules attached
at regular intervals (see Figure 2.3). He showed that even if the spine was ini-
tially an insulator because the valence bond was full and the conduction bond was
empty, the addition of side chains could increase the effective electron–electron
attraction to the point where it became energetically favourable to enter the super-
conducting state by mixing in states of the conduction band. It was concluded that
superconductivity at room temperature could result.

This paper in particular stimulated a worldwide effort to discover supercon-
ductivity in substances of appropriately stacked organic structures. The mecha-
nism proposed by Little has later become known as the polaron mechanism. It is
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an alternative to the phonon mechanism, which was the one worked out in detail
in the BCS-paper. Due to the higher energies involved in this new mechanism,
Tc was expected to be much higher in the polaronic superconductors than in
those with phonon-mediated pairing.

Some of the organic superconductors are best described as a stack of two-
dimensional superconducting sheets with Josephson coupling between them. A
good example is the so-called κ-type BEDT-TTF salts. They have different
zero-degree coherence length ξ0‖ and ξ0⊥ in the stacking plane and normal to it,
respectively. Table 2.4 shows Tc and coherence lengths for four different ET -
compounds, as determined by analysis of magnetic measurements. One finds the
remarkable result that the interplanar coherence length ξ0⊥ is shorter than the
interplanar distance by a factor of about 5. Supercurrent in the direction normal
to the stacking planes must therefore be carried by Cooper pair tunnelling,
so-called Josephson tunnelling. We refer to Chapter 5 for a discussion of the
physics of Josephson tunnelling.

What determines the important coherence length? Disregarding anisotropy
for the moment, let us call this length ξ0. A simple argument by means of the
uncertainty principle leads to the following expression:

ξ0 ≈ �vF

kTc
(2.1)

where � is Planck‘s constant divided by 2π , vF is the Fermi velocity, and k

is the Boltzmann constant. This indicates an inverse relationship between Tc
and ξ0, and proportionality between ξ0 and vF. Ideally we would want both
ξ0 and Tc to be high, Tc for obvious reasons, ξ0 because a higher value pro-
vides better stability of the superconducting state. But clearly, a compromise
is the best one can hope for. We see from the values in Table 2.4 that ξ0‖
in the 2D-plane is much longer than in the direction normal to the plains.
This gives an indication for a ‘design-criterion’ for stacked superconductors.
We shall encounter a similar situation in the inorganic high-Tc compounds in
Section 2.5.

Table 2.4 Tc, and coherence lengths normal to the stacking plane ξ0⊥, and parallel, ξ0‖,
for some ‘ET ’-compounds

Material Tc[K] ξ0⊥[nm] ξ0‖[nm]

κ − (ET)2Cu(NCS)2 8.7 ± 0.2 0.31 ± 0.05 2.9 ± 0.5

κ − (d8 − ET)2Cu(NCS)2 9.0 ± 0.2 0.32 ± 0.05 2.9 ± 0.5

κ − (ET)2Cu[N(CN)2]Br 10.9 ± 0.2 0.58 ± 0.1 2.3 ± 0.4

κ − (d8 − ET)2Cu[N(CN)2]Br 10.6 ± 0.2 0.57 ± 0.1 2.3 ± 0.4

After Ishiguro et al. [13].
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2.3.2 Fullerene superconductors

The Buckminster fullerene C60 is a carbon molecule containing 60 atoms located
at the vertices formed by the intersections of 12 pentagonal and 20 hexagonal
faces, altogether forming a closed cage, as shown in Figure 2.4. We note that
all atoms are in equivalent positions, where each is surrounded by one pentagon
and two hexagons. One π electron and three σ electrons form a sp2 hybrid
orbital.

C60 condenses into an fcc structure, leaving room for introduction of small
interstitial dopants like K and Rb. Other structures are bct K4C60 and bcc K6C60.
A significant transfer of electrons from K 4s orbitals to the C60 conducting band
takes place. The electrical conductivity increases with dopant concentration, with
a maximum for K3C60. The resulting substances have a well-defined Fermi
surface.

Superconductivity has been observed in a number of fullerene-based mate-
rials. The initial discovery was made in K3C60 [16]. As shown in Table 2.5,
transition temperatures go as high as 40 K. In Table 2.8 in the last section of
this chapter a Tc as high as 45 K is indicated. Critical fields Hc2 are quite high,
28 T in K3C60 and 38 T in Rb3C60.

The fullerenes have been carefully studied with respect to isotope effects in
Tc-values. The presence of significant Tc-dependence on atomic masses indicates
electron–phonon mediated superconductivity. The presence of the Hebel–Slichter
peak in nuclear magnetic resonance (NMR) (see Chapter 4) is considered definite
proof that the BCS mechanism discussed in Chapter 3 is active.

Figure 2.4 Structure of C60-molecule (Buckminster ball).
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Table 2.5 Structure and Tc’s of some fullerene type superconductors

Material Symmetry of the salts Tc[K]

K3C60 fcc 19.3
Cs2RbC60 fcc 33
(NH3)4Na2CsC60 fcc 29.6
Cs3C60 bct/bcc 40
NH3K3C60 Orthorhombic 28
Rbx (OMTTF)C60 (benzene) 26

fcc = face-centered cubic, bct = body-centered tetragonal, bcc = body-cen-
tered cubic, OMTTF = octamethylenetetrathiafulvalene.

2.4 Chevrel phase materials

Superconductors referred to as Chevrel phase materials were discovered in 1971
(Figure 2.5) [17]. These are ternary molybdenum chalcogenides of composition
MMo6X8, where X is one of the chalcogenes S, Se, or Te. M can be one
of many different metals or rare earths. A most remarkable property of these
compounds is the high critical magnetic field of some of them, as listed in
Table 2.6. Figure 2.6 shows the temperature dependence of Bc2(T ) for a number
of low-Tc superconductors.

2.5 Oxide superconductors before the cuprates

Superconductivity was found in 1964 in the perovskite oxide SrTiO3 [18], whose
structure is shown in Figure 2.7. The following oxide compounds were found
to exhibit superconductivity: doped SrTiO3−δ , NbO, and TiO. They had Tc’s

Mo

M

X = S, Se, Te

Figure 2.5 Structure of the Chevrel phase.
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Table 2.6 Critical temperatures Tc,
and critical fields Bc2 in some Chevrel
phase materials

Compound Tc(K) Bc2(T)

SnMo6S8 12 34
PbMo6S8 15 60
LaMo6S8 7 45

MxMo6S8

1) Nb3Ge

2) Nb79(AlGe)21

3) PbGd0.2Mo6S8

4) PbMo6S8

5) Nb0.3Ti0.7

6) Ti0.5V0.5

7) TaS1Se1

8) TaS2 (pyridin)
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Figure 2.6 Upper critical field µ0Hc2 versus temperature in various superconductors. After
Fischer [19].
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Figure 2.7 The cubic ABX3 structure. A prominent example is SrTiO3.
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in the range 0.7 K to 2 K. In the years after 1964, bronzes were found to be
superconductors: KxWO3, KxMoO3, KxReO3. These had Tc’s in the 4–6 K
range. The 1970s brought discoveries of LiTi2O4 and Ba(PbBi)O3, both with
Tc = 13 K. Naturally, they all had low carrier density. By now the results were
encouraging, and the development pointed to oxide perovskites as a possibly
promising class of materials. Some groups therefore pursued such a course.

2.6 High-Tc cuprate superconductors

2.6.1 The discovery of cuprate superconductors

The breakthrough to a new era in higher superconducting transition temperatures
came in 1986 by the discovery of superconductivity in the La2−x(Ba,Sr)xCuO
compounds by two scientists at the IBM Zurich laboratory, J. George Bednorz
and K. Alex Müller [9]. Figure 2.8 shows the corresponding undoped mother
perovskite La2CuO4. In their article in Zeitschrift für Physik they cautiously
announced: ‘Possible high Tc superconductivity in the Ba-La-Cu-O system.’
Their material showed onset of superconductivity at about 30 K, well above
previous records (see Figure 2.9). Initially the reaction from the scientific com-
munity was somewhat reluctant, but this changed to intense interest and com-
petition, as soon as their results were confirmed by other groups, in Japan, in
the US and China.

The next important development occurred when the Houston group lead by
Chu showed that external pressure could raise Tc substantially, going above 40 K
under 13 kbar pressure [20]. An effect which is equivalent to application of

O

Cu

La

Figure 2.8 La2CuO4 tetragonal crystallographic unit cell.
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Figure 2.9 Resistivity versus temperature in La2−xBaxCuO. After the original publication
by Bednorz and Müller, 1986 [9].

high pressure is achieved by replacing some of the ions with smaller ones having
the same chemical properties. Thus, replacing Ba with the smaller ion Sr led to a
Tc of 38 K. Naturally, one would think that a similar procedure ought to be tried
at the La-site. The Huntsville group led by Wu proceeded in collaboration with
the Houston group to replace both La and Ba, with Y and Sr, respectively. This
suddenly brought Tc above 90 K [21].The news spread quickly all over the world.
Soon the successful new compound turned out to be YBa2Cu3O7 (Figure 2.10).
The discovery was made more or less simultaneously in several laboratories, in
Tokyo, Beijing and at Bell Labs in the US. This breakthrough was of historic
proportions. Tc had now moved well above the boiling point of liquid N2 at 77 K.
The best values of Tc turned out to be in the range 91–93 K in YBa2Cu3O7−δ,
depending on the value of δ (see Figure 2.11).

The ensuing response from the scientific community was without parallel
in the history of science. Suddenly, the efforts were joined by thousands of
scientists and students around the world, trying to understand YBa2Cu3O7−δ

and the other newly discovered compounds, and to push Tc even higher.
Several new compounds with higher Tc were soon synthesized. With one

exception, Ba1−x Kx BiO3, all had one common feature: a quasi-2D network
of CuO2 – i.e. they were all cuprate perovskites. The new materials are very
different from traditional metals, being doped oxides. Their normal state prop-
erties are different from metals, and they are so strongly anisotropic that they
could be shown in some cases to possess metallic-like conductivity in directions
parallel to the CuO2 planes – although not free-electron like – while behaving
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Figure 2.10 Structure of orthorhombic YBa2Cu3O7.
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Figure 2.11 Tc versus x in YBa2Cu3O6+x . Data from Cava et al. (circles) [21] and from
Jorgensen et al. (triangles) [22].

like semiconductors along the c-axis, normal to CuO2 planes. This profound
anisotropy affects essentially all physical properties [23].

In the ensuing years huge efforts were spent on achieving superconductivity
at still higher temperatures, even with the hope of reaching room temperature.
This did not happen, but the efforts resulted in a long list of new superconducting
compounds with complex structures and intriguing properties. A superconduct-
ing transition temperature as high as 163 K was eventually reported in the
Hg-based HgBa2Ca2Cu3O8 compound at a high external pressure. We refer
again to Figure 2.1 which summarizes the main historical development of Tc
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versus time. For further details about the historical record we refer the reader
to Dahl [2].

2.6.2 Composition and structure

Referring now to Figure 2.10 showing the YBCO structure, one clearly sees the
connection to the simple cubic perovskites. Essentially, YBCO is a stack of three
perovskite unit cells where, compared to the basic model ABX3 (Figure 2.7),
with atoms removed in some places and substituted in other places. The typ-
ical oxygen octahedra, so familiar in the ABX3 compounds like SrTiO3 have
been split in two by a middle layer, and Ba replaces Y as the central atom in
two out of three layers. We notice also that YBa2Cu3O7 is a modification of
the structurally simpler compound YBa2Cu3O6. Processing of high-Tc super-
conductors to single-phase material requires elaborate processes, which we will
not go in details about here. Let us just remark that as far as YBCO is con-
cerned the processing route usually goes via making the non-superconducting
YBa2Cu3O6 first. This materials may be obtained under appropriate conditions
in an oxygen atmosphere from a mixture of Y2O3 + BaO + CuOx, heated to
over 900 ◦C. The resulting material is of tetragonal structure, with a lot of oxy-
gen vacancies. On lowering the temperature to somewhere between 400 ◦C and
500 ◦C more oxygen is absorbed by the structure and a different oxygen ordering
takes place, with Cu-O chains, as shown in Figure 2.10. The chain formation

Figure 2.12 Permanent magnet levitating above a chunk of high-Tc superconducting
Y1Ba2Cu3O7.
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breaks the tetragonal structure with different lattice parameters along the a- and
b-directions. A subsequent quenching of the material traps the oxygen in the
structure. When all available oxygen sites are filled in this structure we have
the YBa2Cu3O7 compound shown.

Doping of SrTiO3 had been demonstrated to lead to superconductivity due
to a reduction process, whereby oxygen was removed. The situation in YBCO
is related, but more complicated, as can be seen in Figure 2.11. Starting with
the YBa2Cu3O6+x structure at x = 0 and increasing the oxygen content via
external oxygen supply at high temperatures the compound at first is an insulator,
but becomes a superconductor at x-values grater than 0.4. From there on Tc
increases until it goes through a maximum at x ≈ 0.93, and diminishes slightly
until x = 1 is reached. Optimal doping (corresponding to the highest Tc) of
YBCO therefore is achieved in Y1Ba2Cu3O7−δ with δ ≈ 0.07. On inspecting
the resulting structure, one plane at a time, one finds that the orthorhombic
YBCO structure consists of layers as do all high-Tc compounds. Beginning at
the bottom and proceeding upwards they are: CuO, BaO, CuO2, Y, CuO2, BaO,
CuO. The CuO2 layers are superconducting in YBCO like in all other high-Tc
materials. But YBCO possesses the additional CuO chains, as mentioned. These
can also be superconducting, depending on the degree of filling. In this respect
YBCO is unique among high-Tc materials. Another aspect of this structure is
that the oxygens are not in equivalent positions in the lattice, contrary to ABO3
type structures. There are four inequivalent O sites and two inequivalent Cu
sites.

2.6.3 Making high Tc materials

High-Tc materials, being doped oxides, are made by heating a mixture of appro-
priate amounts of metal oxides in powder form to temperatures in the range
850–950 ◦C. Materials that contain some percentage of superconductor are then
easily obtained. But making materials of good quality, whether polycrystalline
or single crystals is quite a different and highly non-trivial matter. Only quite
elaborate procedures with attention paid to every detail of composition, temper-
ature, pressure and atmosphere will bring out high quality materials. Regrinding,
compressing and sintering repeatedly, is usually necessary. The resulting bulk
material is then a fine-grained ceramic, brittle, and with high density of defects
and grain boundaries. Making the big step towards single crystals is an even
greater challenge. Growing large crystals of high quality has turned out to be
extremely difficult. The main reason for this is to be found in the layered struc-
ture, which permits easy diffusion and growth along the (a, b)-planes, but allows
only very slow diffusion and growth along the c-direction. Some of these mate-
rials end up quite ‘flaky’, like in the Bi-based materials where layer by layer
may be peeled off quite easily. This is an intrinsic property of the material
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Figure 2.13 Isothermal phase diagram for the Y2O3-BaO-CuOx system at 900 ◦C in 1 atm
oxygen. Calculations by Rian [24]. Lines connect phases which exist in equilibrium at this
temperature.

itself, reflecting the great anisotropy. Much of the difficulty in crystal growth
and processing lies also in the fact that even the simplest of them are quater-
nary compounds. When 3 oxides are mixed, several different phases may result.
Figure 2.13 shows a chemical equilibrium phase diagram relevant to YBCO.

Matters grew even more complex when it turned out that the road to higher Tc
went through compounds like Bi2Sr2Ca2Cu3O10+δ or Bi2Sr2Ca1Cu2O8+δ, with
four metal ions, as can be seen in Figure 2.14, and several similar ones with
Tl or Hg replacing Bi. In the process of making such substances a number of
unwanted phases will normally be created. In this case perfection is practically
impossible in bulk production, but single crystals may be grown. In order to
study the intrinsic properties of new materials, access to single crystals is a
necessity. Table 2.7 shows a list of high-Tc compounds, with corresponding
Tc-values.

2.6.4 Phase diagrams and doping

Superconductivity in high Tc materials depends on appropriate doping; and the
phase diagrams show a remarkable similarity: as a function of the appropriate
doping parameter they all have an antiferromagnetic phase near zero doping,
followed by an insulating phase, then the superconducting phase underneath
a sort of metallic phase in a certain doping range, and finally Tc goes to 0
again. The typical situation is sketched in Figure 2.15, where the various phases
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Figure 2.14 Structure of Bi2Sr2CaCu2O8 crystal.

are indicated. One finds the peculiar property that in every substance there
exists a range of x-values, where superconductivity is observed, with optimal
doping corresponding to the highest Tc, somewhere near the middle of that range.
Above this dome-shaped curve is the ‘normal’ state, a kind of unconventional
metallic region. To the left of the dotted line in Figure 2.15 is a region which
is often referred to as that of a ‘strange’ metal, while to the right of the same
line one finds more normal metallic properties. Much of the secret of high-
Tc compounds may be found in these peculiar normal state properties. Often
the question is asked: how can we understand high-Tc superconductivity if we
don’t even understand the normal state? Anderson is the scientist who most
relentlessly has pursued this question [25].
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Table 2.7 Some representative examples of high-Tc cuprate
superconductors and their Tc’s. The reported values of Tc
will vary somewhat, depending on the processing conditions
and resulting oxygen content and other deviations from stoi-
chiometry

Compound Tc [K] Nicknames

La1.85Sr0.15CuO4 39 LCCO or LaSCCO
YBa2Cu3O7 92 Y123 or YBCO
Bi2Sr2CaCu2O8 84 Bi2212 or BiSCCO
Bi2Sr2Ca2Cu3O10 110 Bi2223 or BiSCCO
Tl2Ba2CuO6 90
Tl2Ba2CaCu2O8 110
Tl2Ba2Ca2Cu3O10 125 Tl2223 or TBCCO
TlBa2CaCu2O7 91
TlBa2Ca2Cu3O9 116
TlBa2Ca3Cu4O11 122
HgBa2CuO4 95
HgBa2CaCu2O6 122
HgBa2Ca2Cu3O8 133 Hg1223 or HBCCO
Nd1.85Ce0.15CuO4−y 25 NCCO
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Figure 2.15 Typical overall phase diagram with doping in high-Tc cuprate superconductors
(AFM = antiferromagnetic phase).
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Figure 2.16 Tc versus doping in La1−x Srx CuO4. Data from Radelli et al. [26].

How doping is achieved, i.e. how the parameter x on the horizontal axis of
Figure 2.15 is controlled, depends on the compound. In the case of the La-based,
original high-Tc materials, the key is to replace trivalent La with divalent Ba
or Sr (Figure 2.16). Because the basic compound La2CuO4 is charge neutral,
replacing La3+ with Ba2+ and still demanding charge neutrality results in a freed
positive charge, donated to the valence band. On the other hand, in the case
of oxygen depletion, removing an oxygen atom leaves behind two incomplete
bonds, which upon completion free two positive charges, or holes.

The charge structure of the cuprates can be described in a very simple block
form by separating the superconducting atomic layers from the non-conducting
ones, as shown in Figure 2.10 for the case of YBa2Cu3O7. This case is special
due to the existence of CuO chains. But the general charge structure scheme
for all cuprate superconductors is as follows: A stack of alternating layers of
charge reservoirs (like BaO or CuO) and conducting CuO2 layers that receive
the mobile charges (usually holes) from the charge reservoirs. This internal
redistribution of charge occurs in a fine tuned balance between the valences
(affinities) of participating atoms. The undoped YBa2Cu3O6 has an insulating
CuO2 layer where the d9 electrons of Cu2+ ions are antiferromagnetically bound.
On admitting oxygen to YBa2Cu3O6 the chains are formed at the expense of
taking away the necessary two electrons per atom from the CuO2-plane. This is
equivalent to doping the CuO2 plane with positive mobile charges, or holes. The
result is a hole-like superconductor. The process is different in La2−x Bax CuO4,
where Ba2+ replaces La3+, but the result is similar. When Ba is brought into
the insulating La2CuO4 unit cells, it delivers two negative charges to the bonds,
but it needs one more to make up for three electrons donated by La, so an extra
electron is taken from CuO2 to complete all bonds, and thereby a hole is released
in the CuO2 plane, to give conduction. Although hole- doping is the rule in high-
Tc superconductors there are some cases where the mobile charges are electrons.
Figure 2.17 shows these possibilities for both types of carriers where the aspect
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Figure 2.18 These measurements of flux jumps in a superconducting ring gave the first ver-
ification of the flux quantisation according to 	0 = 2e

h
in high-Tc superconductors. Adapted

from [27].

of electron-hole symmetry is emphasized. Upon learning that these materials are
dominated by hole carriers, one might ask: What about the pairing of carriers,
is it still as we know it from the low-Tc metallic superconductors? The answer
was found quite early by the Birmingham group [27] who demonstrated that
flux quantization was intact in the new materials, and that the flux quantum was
	0 = h

2e
as before. In this sense it did not matter what the sign of the charge is.

The measurements which provided proof of pairing in high-Tc superconductors
are shown in Figure 2.18.
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2.6.5 Some remarks on the original idea which led to the discovery
of cuprate superconductors

In spite of all efforts which have been spent on establishing a theoretical under-
standing of superconductivity in cuprate perovskites, a final conclusion on this
matter has not yet been reached. It is nevertheless quite interesting to follow
the reasoning which led Bednorz and Müller on the right track. We quote here
a section taken directly from a paper given by Müller on the occasion of the
celebration of the first 10 years of high-Tc superconductivity in 1996 [28]. (for
simplicity we omit here the numerous references given):

Strong electron-phonon interactions can occur in oxides, owing to polaron forma-
tion as well as mixed-valence states. This can go beyond the standard BCS theory. A
phase diagram with a superconducting to bipolaronic insulator transition was proposed
early by Chakraverty. A mechanism for polaron formation is the Jahn–Teller (JT)
effect as studied by Höck et al. in a linear chain model. From it, one expects heavy
polaron masses if the JT stabilization energy becomes comparable to or larger than
the bandwidth of the degenerate orbitals, and thus localization. Intermediate polarons
are expected if the JT energy is not too large compared to the bandwidth. We recall
that the JT theorem states the following: A nonlinear molecule or a defect in a crystal
lattice exhibiting an electron degeneracy will spontaneously distort in lowering its
symmetry, thereby removing its degeneracy. Isolated Fe4+, Mn3+, Ni3+ and Cu2+
in an octahedral oxygen environment show strong JT effects because their incom-
pletely occupied eg orbitals, transforming as 3z2 − r2 and x2 − y2, point towards
the negatively charged oxygen ligands. Although SrFe4+O3 is a distorted perovskite
insulator, LaNiO3 is a JT undistorted metal in which the transfer energy bπ of the eg

electrons of the Ni3+ is large enough to quench the JT distortion. On the other hand,
LaCuO3 is a metal containing only the non-JT Cu3+. Therefore, it was decided to
investigate and ‘engineer’ nickel- and copper-containing oxides, with reduced band-
width � bπ , partially containing Ni3+ or Cu2+ states. The JT polaron proposed in
1983 was one envisaged to lead to a heavy mass of the particle; and intermediate,
mobile polaron suited for superconductivity was not considered. However, in the
ferromagnetic conductor La1−x Cax MnO3, a giant oxygen isotope effect has been
discovered most recently and ascribed to the presence of intermediate JT polarons
due to the Mn3+ ions in the oxide. This important and new evidence for the existence
of intermediate JT polarons is quite in favor of the new original concept.
In Rüsclikon, there was a tradition of more than two decades of research in insulating
oxides that undergo structural and ferroelectric transitions, which was a strong moti-
vation to pursue the program. Furthermore, in 1979 the present author had started
to work in the field of granular superconductors in which small Al grains are sur-
rounded by amorphous Al2O3. In these systems Tc’s have been reported to be as
high as 5 K, compared to pure Al with a Tc of 1.1 K. In our laboratory, the search for
superconductivity was initiated together with J. G. Bednorz in mid-summer of 1983.
our efforts first concentrated on Ni3+-containing perovskites, such as mixed crystals
of LaNiO3 and LaAlO3. In these unpublished efforts, the metallic behavior of the
various synthesized double and triple oxides was measured, and at low temperatures
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they exhibited localization upon cooling. This indicated the possible existence of
JT polarons, however, without any signs of superconductivity. In Figure 2.9, results
of these efforts are reproduced. In late summer of 1985, the efforts were shifted to
copper-containing compounds, such as LaCuO3. Because Cu3+ has two electrons in
the eg subshell, the latter is half-filled. Thus, its ground state is not degenerate. It
was clear that an oxide with mixed Cu2+/Cu3+ or Cu3+/Cu4+ had to be tried.
At this stage, Bednorz became aware of a paper by Michael, Er-Rakho and Raveau
on the mixed perovskite BaLa4Cu5O13.4, exactly meeting the requirements of mixed
valence. The French authors had shown that this mixed oxide, a metal at room tem-
perature and above, contained Cu2+ and Cu3+. Thus, we tried to reproduce it, at the
same time continuously varying the Cu2+/Cu3+ ratio by changing the Ba concentra-
tion on Bax La5−x Cu5O5(3−y), and we looked for superconductivity. A representative
and concise account of the discovery of superconductivity in Bax La5−x Cu5O5(3−y)

and the relevant superconducting phase present appeared in the September 4, 1987,
issue of Science and, in more detail, in the first of the two Nobel lectures in 1987,
and would exceed the scope of this contribution.

2.6.6 Thermal fluctuations of the superconducting condensate.
A preliminary discussion

Already in 1988 two more significant series of high-Tc superconductors were
synthesized: one Bi-based, and one Tl-based. Later, a Hg-based series was also
found. These series gave Tc’s higher than the 93 K of YBCO, as could already
be seen from Table 2.7. At the same time, however, their anisotropy was found
to be much stronger than in YBCO, and the coherence length is very short,
both a disadvantage and a challenge for their practical use. Why the coherence
length is so short can be seen from Eq. 2.1, which can be obtained from the BCS
theory, and may be assumed to hold approximately even in high-Tc. Equation 2.1
predicts a very short coherence length in high-Tc due to the combination of small
Fermi surfaces with low vF, caused by the low concentration of holes, and the
high Tc. The expression used here may also be derived from the uncertainty
relation, and is not sensitive to the pairing mechanism.

This prediction for ξ0 is approximately followed in real systems. While ξ0 =
1600 nm in Al, it is only of the order of 1 nm in the high-Tc compounds. This
gives the thermal energy of kT a chance to create fluctuations of large spatial
extent in the order parameter since they will occur in a typical volume ξ3. This
volume is of the order of (1/1600)3 = 2.4 × 10−10 times smaller in high Tc
materials than in aluminium. The energy barrier 
E against the creation of
a fluctuation in the order parameter is proportional to the respective volumes
ξ3 in each case, and also proportional to the square of the thermodynamic
field, i.e.
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E ≈ 1

2µ0
ξ3B2

c (2.2)

The ratio of condensation energies in a volume of ξ̄3 in the two materials is
therefore


EYBCO


EAl
= (ξ̄3B2

c )YBCO

(ξ̄3B2
c )Al

(2.3)

where we have written ξ̄3 to indicate a geometric average of ξ1ξ2ξ3 for the
anisotropic cases. A numerical estimate of the barrier ratio expressed by Eq. 2.3
gives 1.3 × 10−6, favouring fluctuations enormously in YBCO as compared to
Al. The ratio of probabilities for thermal fluctuations at a temperature T can be
written as
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Let us try to gain some insight into the consequences of Eq. 2.4. Here the
exponents are far more important than the unknown coefficients p1 and p2.
From measurement, Bc in aluminium is 0.02 T, and Bc in YBCO may be taken
to be about 1.5 T. The ξ0-values for YBCO and Al, can be estimated from
Eq. 2.1. For Al, vF = 2.03 × 106 and Tc = 1.17 K which gives the estimate
ξ0 = 2.2 × 103 nm. This is not too far away from the measured value, ξ0 =
1.6 × 103 nm. For YBCO, vF is about 100 times lower than in Al. This tells
us that the ratio of coherence lengths ξAl/ξ̄YBCO should be about 104, which
is of the correct magnitude compared to measured values. Furthermore, the
ratio between fluctuating volumes (ξAl)

3/(ξ̄YBCO)3 is about 1012. So, not only
is the fluctuating volume in YBCO a factor 10−12 smaller than in Al, but
since the fluctuations take place at temperatures near 100 K in YBCO, versus
1 K in Al, the available energy to drive the fluctuations in YBCO is ≈102

greater. The effect of thermal fluctuations should therefore be expected to be
hugely greater in YBCO than in Al. We can now estimate the exponents in
Eq. 2.4 to gain an impression of the difference in probabilities for thermal
fluctuations in the respective superconducting volumes of size ξ̄3. For Al we
find near Tc: (


E

kT

)
Al

≈
(

ξ̄3B2
c

2µ0kTc

)
Al

≈ 4.0 × 107 (2.5)
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Clearly, this is an impossible barrier to overcome. Hence, thermally driven
fluctuations in the density of Cooper pairs in a volume ξ̄3 in Al occur with
practically vanishing probability.

Let us now compare this with the situation on YBCO. We find

(

E

kT

)
YBCO

≈
(

ξ̄3B2
c

2µ0kTc

)
YBCO

≈ 1 (2.6)

In this estimate, we have written ξ̄3 = ξ2
ab × ξc, and taken a rough average of

tabulated values to find ξ̄3 = (1.5 × 10−9 m)2 × 0.5 × 10−9 m ≈ 2 × 10−27 m3.
With a resulting probability PYBCO ∝ e−1 the conclusion is that thermally driven
fluctuations that suppress superconductivity in a ξ̄3-volume must occur pro-
fusely. Conversely, the same argument says that in the normal state above Tc,
fluctuations will occur with similar likelihood, in this case creating supercon-
ducting ξ̄3-volumes in the normal matrix. In conclusion, the superconducting
transitions in YBCO and other high-Tc materials, occur with such violent fluctu-
ation of the superconducting wavefunction near Tc that the behaviour is bound
to be non-classical, non-mean-field like, quite different from low-Tc physics.
At this point one may even wonder how a substance with such violent fluctua-
tions can sustain superconductivity at all near Tc. This is a very valid question
indeed that will be dealt with in Chapters 9 and 10. Clearly, the superconducting
phase transition in YBCO and other high-Tc superconductors is fundamentally
different from low-Tc materials. The important question is how it is different.

At this stage, let us also ask: What topological form will the fluctuations dis-
cussed above have? Will they always be in the shape of a ξ̄3-volume as defined
above? Not necessarily. There is sufficient thermal energy that the volume could
be extended in one coordinate, for instance in a tubular shape, and still have
a very good chance for the fluctuation to occur. As is now well established
by computer-simulation there is firm prediction for a high rate of generation
of thermally induced vortex loops. According to the prediction, this behaviour
is accompanied by a vortex ‘blow-out’ phase transition within a vortex liquid
phase [29, 30]. Figure 2.19 attempts to sketch such possibilities. These issues
are discussed more precisely in Advanced Topics.

It should be kept in mind for comparison, that on lowering the tempera-
ture of a high-Tc compound to liquid helium temperatures, fluctuations even
in these compounds would occur with a low probability. It is the combination
of high temperature, short coherence length and anisotropy which make the
high-Tc compounds so different in terms of fluctuation properties at elevated
temperatures. Figure 2.20 shows a highly unusual phenomenon in a high-Tc
superconductor. The characteristic rule of superconductivity, that diamagnetic
response is found only below Tc, is broken; diamagnetism is observed above
Tc. The effect is explained by the presence of Cooper-pairs already formed
above Tc.
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Figure 2.19 Sketch of possible configurations of thermally generated flux loops in high-Tc
superconductors in the ordered phase as discussed by Tesanovic [31, 32], and Nguyen and
Sudbø [29, 30].
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Figure 2.20 Magnetic susceptibility in the superconductor La1.85Sr0.15CuO4 showing the
presence of diamagnetic response (upper curves) even above Tc due to the presence of
significant concentration of Cooper pairs above the superconducting phase transition. Tc is
known to be 38 K from other independent measurements. The numbers given in the figure,
1 G and 180 µG, refer to the ac-field used in the measurements. Only of the lowest field did
the weak superconducting resparse show up above Tc . After Thisted et al. [33].
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2.7 Heavy fermion superconductors

The term ‘heavy fermion superconductors’ refers to a class of superconductors
characterized by very high effective electron mass, m∗, 2-3 orders of magnitude
larger than the free electron mass. The first discovery of such superconduc-
tors was made by Steglich and coworkers in 1979 [34]. The compound was
CeCu2Si2. This discovery was later followed by UBe13 and UPt3. The main char-
acteristics of some of these superconductors are given in Table 2.8. Figure 2.21
shows the structure of the material where superconductivity was first discovered.

Typical for these superconductors is that they contain elements like the rare
earth Ce with two 4f electrons, and the actinide U with 5f electrons. When
these f electrons mix or hybridize with conduction electrons a sharp band with
high density of states D(E) arises at the Fermi energy. Since D(E) ∝ (m∗)3/2

Table 2.8 Heavy fermion superconductor properties.

Superconductor Tc(K) Hc1(mT)† Hc2(T) λ(µm) ξ (nm) κ m∗/m0

1.8//c 12//a, bUPt3 0.48 0.7
2.3//a, b

1
14//c

90 180

UBe13 0.87 6.7 10.2 ∼1 9.5 55 260
2.5//c 7.5//aURu2Si2 1.2 0.2

10.5//a
∼1

13//c
260 140

2.1//aCeCu2Si2 ∼1 ∼2.5
2.5//c

0.5 9 380

Reproduced from the website of Zbigniew Koziol http://www.iyp.org/vp/super/heavy/reference.html.
†the value is estimated.

a = 4.10 Å

Ce

Cu

Si

c = 9.94 Å

Figure 2.21 Structure of CeCuSi.
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one ascribes the high density of states to the high effective mass. Hence the
name referred to above. Clearly, this property carries over to other physical
characteristics as well. The electronic specific heat is directly proportional to the
effective mass. Hence the electronic specific heat is hugely increased compared
to that of usual metals. In the superconducting state the penetration depth λ

is proportional to (m∗)1/2. Hence this quantity is also very large, as seen in
Table 2.8. Other heavy fermion superconducting compounds not included in the
table are Ce3Bi4Pt3, CeNi2Ge2, UPd2Al3 and YBiPt.

Recent research in heavy fermion superconductors indicate that they are a
quite diverse group, showing distinctly non-universal behaviour. Some, like
UPd2Al3 exhibit coexistence of long-range antiferromagnetic order and a Lan-
dau Fermi-liquid phase in a range Tc < T < TN. Another group, like CeCu2Si2
(see Figure 2.21), are intermetallics that show pronounced deviations from Lan-
dau Fermi-liquid behaviour, due to fluctuations in the local magnetization. For
these and other reasons heavy fermion superconductors are still an active area
of research. It is still not clear whether a generalized Fermi-liquid theory can
be found to describe all superconductors in this class.

2.8 MgB2 superconductor

Magnesium diboride, MgB2, is a metallic compound known since the 1950s. It
is a hard and brittle material with a hexagonal structure, as seen in Figure 2.22,
with magnesium located in the external corners and in the face centre positions
of the upper and lower hexagon, and with boron located in the inner hexagon,
rotated by 60◦ with respect to the Mg hexagons.

Superconductivity in MgB2 was discovered as late as 2001 [35, 36], with Tc
at 39 K, a record by far in an ordinary metallic compound. This value of Tc is
close to what has been considered the maximum possible by pairing caused by
electron–phonon interaction. MgB2 has several interesting physical properties.

B

Mg

Figure 2.22 Structure of MgB2 superconductor.
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In addition to the high Tc-value, it has been found to have two quite distinct
energy gaps caused by pairing involving electrons from different parts of the
Fermi surface. The high Tc value is a compromise between the two gap values.
The high Tc is favoured both by the light element boron and by strong covalent
binding. The isotope effect reflected in the dependence of Tc on isotope mass is
a strong indication of BCS type electron–phonon pairing mechanism. The most
important phonon modes involved in the pairing are in the B-planes.

The upper critical magnetic field Bc2 has not been determined with any accu-
racy yet. Values as high as 32 T have been reported, but much lower values
have also been found.

MgB2 shows promise for several applications including transport of high cur-
rents and Josephson junctions. Several other compounds of related composition
have been found, but all with lower Tc than MgB2.

2.9 Summarizing remarks

In this chapter we have attempted to review some basic facts about the most
important materials in superconductivity research and applications today. Nec-
essarily such a review will be sketchy, considering the vast literature available
on these subjects. Essentially, this chapter can only be an appetizer for a deeper
look into this immensely rich area. Still, it is hoped that it may be sufficient for
those students who want to get a broad overview, but who do not necessarily
intend to pursue the subjects at a much deeper level.

Finally, in Table 2.9 we summarize some special properties associated with
different categories of superconductors, so that the reader can in one glance get
an idea about how they differ in some important respects.



3
Fermi-Liquids and Attractive
Interactions

3.1 Introduction

In solid state physics, The Theory of Everything is given by a Hamiltonian of
electrons moving more or less freely through a lattice of ions. Electrons and
ions have a kinetic energy, and they interact with each other via the Coulomb
interaction. This Hamiltonian is in some sense trivial, it is simply the sum of
potential and kinetic energies. However, as we know, the amazing number of
different phenomena taking place in condensed matter physics goes to show
that trivial Hamiltonians need not exhibit trivial ground states. Superconductiv-
ity is an example of this. Another notable example is the fractional quantum
Hall effect. The main difficulty is to be able to identify correctly the manybody
renormalized low-energy excitations in various circumstances. This is what is
non-trivial, and the excitations vary enormously, ranging from bosonic spin-
waves in Mott–Hubbard insulators and quantum Heisenberg antiferromagnets
to fermionic bogoliubons in superconductors via anyonic excitations with frac-
tional charge in the fractional quantum Hall effect. These systems all have the
same underlying microscopic Hamiltonian, and the diversity of the possible
low-energy excitations basically reflect that they are emergent long-wavelength
properties whose basic characteristics to some extent are a result of the initial
conditions in which we have prepared the underlying electron-ion system.

The grand unified theory of solid state physics is given by the Hamiltonian

H = He−e + Hion−ion + He−ion (3.1)

where He−e is the Hamiltonian for electrons moving through the solid, Hion−ion
is the Hamiltonian for the ions in the solid, and He−ion is the Hamiltonian
describing the coupling between the electrons and the ions. For electrons with

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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mass m and ions with mass M , we have

He−e =
∑

i

p2
i

2m
+

∑
i,j

V e−e
Coulomb(ri − rj)

Hion−ion =
∑

i

P 2
i

2M
+

∑
i,j

V ion−ion
Coulomb(Ri − Rj)

He−ion = V e−ion
Coulomb(ri − Rj) (3.2)

Here ri denotes an electron-position, while Ri denotes an ion-position. The
dominant effect of the Coulomb interactions between the ions is to freeze
them into a lattice. Once we have assumed the existence of this ion-lattice
ground state, V ion−ion

Coulomb(Ri − Rj) has performed its principle task and we no
longer need to consider it. In a perfect solid with no lattice defects and no
lattice vibrations, the electrons may be considered as moving in an external
periodic potential set up by the ions. Ignoring electron–electron interactions,
this is basically a one-body problem of an electron moving in a periodic exter-
nal potential. The exact eigenstates are Bloch-states. These states are adjusted
to the perfect lattice and are not scattered at all, a perfect crystal is transparent
to Bloch-electrons. Including lattice vibrations around equilibrium positions of
the ions, but still no lattice defects, the Bloch-states will couple to the lattice
vibrations, whose quantized excitations are bosonic phonons. We then need to
include coupling of Bloch-electrons to phonons. Finally, we should include
Coulomb-interactions between electrons. Hence, a sensible way of viewing
the above Hamiltonian in the absence of lattice defects (we shall ignore such
site-disorder) is that of Bloch-electrons with Coulomb-interactions coupled to
phonons. This is the situation we shall consider. We start by describing electrons
ignoring interaction effects altogether, then modify the description in the nec-
essary fashion when V e−e

Coulomb(ri − rj), and finally include the electron-phonon
interaction.

In this chapter, we will give a brief introduction to the concept of Landau
Fermi-liquid theory, which forms the cornerstone of our current understand-
ing of ordinary metals. We will also present the effective Hamiltonian for
phonon-mediated superconductivity, which forms the basis for the celebrated
BCS theory of conventional low-temperature superconductivity arising out of
good metals. The Fermi-liquid theory is a spectacularly successful framework
which transforms the daunting problem of interacting electron systems into
a theory which conceptually is almost as simple as the non-interacting elec-
tron gas. We will also give a brief review of why such a drastic simplification
of the problem actually works, even in extreme cases like the heavy fermion
compounds. The accepted theory of conventional phonon-mediated supercon-
ductivity we have available today for superconductivity (namely the BCS theory,
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named after the originators of the theory, Bardeen, Cooper, and Schrieffer [7]),
basically assumes that the interacting electron gas forming the metal that ulti-
mately becomes a superconductor, exhibits well defined electron-like excitations
that can form Cooper-pairs. Theories for superconductivity based on metallic
states which do not exhibit such electron-like excitations have been proposed,
notably in the context of attempting to explain high-temperature superconduc-
tivity in copper oxides. None of them have so far achieved what the Fermi-
liquid-based BCS theory did in such a brilliant manner–to make predictions
for a complicated many-body problem, with right numbers. The Fermi-liquid
theory, and the BCS theory, which we will introduce the reader to in this
chapter, are certainly two of the most successful theories in condensed matter
physics ever.

3.2 The non-interacting electron gas

The language we will use to formally describe manybody systems in this book, is
second quantization, mainly due to its convenience in the context of manybody
systems with non-definite number of particles. This is precisely the situation
which is forced upon us for superconductors. The basic building blocks of this
formalism, are the annihilation- and creation-operators for electrons with linear
momentum k and spin σ . The operator c

†
k,σ creates a state of an electron in a

plane-wave (or Bloch-state) and spin state with quantum numbers (k, σ ), while
ck,σ destroys such a state. The fact that electrons are fermions obeying the Pauli
principle is is taken into account by postulating anticommutation relations for
these operators, namely

c
†
k,σ ck′,σ ′ + ck′,σ ′c†

k,σ = δk,k′δσ,σ ′ (3.3)

where the δ-symbols are Kronecker-deltas, δα,β = 1 if β = α, and δα,β = 0
otherwise. In this language, the operator that counts the number of electrons in
a given state defined by the quantum numbers (k, σ ) is given by the operator
nk,σ = c

†
k,σ ck,σ . The Hamiltonian of a non-interacting electron system of states

(k, σ ) where the energy of such states is given by εk,σ , is simply the energy
per state multiplied by the number operator of such states, and finally summed
over all states. Normally, we assume that the energies are independent of σ , i.e.
we have εk. Then, the Hamiltonian is given by

H =
∑
k,σ

εkc
†
k,σ ck,σ (3.4)

The ground state of this system is given by filled states (k, σ ) up to the Fermi-
momentum kF, where we denote the energy of the uppermost filled state by εF.
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This Fermi-sea is completely inert in the absence of interactions, and we will
denote this ground state by |φ0〉. It has the important property that

nk,σ |φ0〉 = �(εF − εk) (3.5)

where the Heaviside step function � has the property �(x) = 1, x > 0, �(x) =
0, x < 0. Physically, the above is simply a statement that in the ground state of
the non-interacting electron gas, all levels below the Fermi-level are occupied
with (maximal) occupation number equal to 1 per spin state in accordance with
the Pauli principle, all states above the Fermi-level are unoccupied.

An extremely important quantity in a many-particle system is the probability
amplitude of finding a particle in a state (k′, σ ′) at time t ′, given that it was in
state (k, σ ) at time t . This quantity is the so-called single-particle propagator,
or Green’s function, of the system. For the non-interacting case we will denote
it by

G0(k, k′, t − t ′) = G0(k, t − t ′)δk,k′ (3.6)

It plays a central role in describing the electronic structure of any manybody
electron system. The right hand side of the relation above follows from the fact
that in a non-interacting system, a particle cannot be scattered out of a plane-
wave state defined by a wavenumber k. Note also that G0 only depends on t

and t ′ only via the combination t − t ′ when H is time-independent. Mostly, it
is convenient to work with the Fourier-transform of the above quantity, namely

G0(k, ω) =
∫ ∞

−∞
dteiωtG0(k, ω)

= 1

ω − εk + iδk
(3.7)

where δk = δsign(εk − εF), and δ is an infinitesimal positive quantity. The
pole in the propagator is given by ω = εk − iδk, which defines the spectrum
of the single-particle excitations of the system. The imaginary part plays the
role of a damping term for the excitations, i.e. an inverse lifetime. In the free-
electron case, this damping term is infinitesimal in the free-electron gas, i.e. the
excitations of energy εk are infinitely long lived. The imaginary part of G0(k, ω)

gives the single-particle spectral weight

A(k, ω) = − 1

π
�[G0(k, ω)] = 1

π

δk

(ω − εk)2 + δ2
k

= δ(ω − εk) (3.8)

which provides direct information on the occupation of a plane-wave state |k〉
of energy ω. Hence, the momentum distribution n(k) of the free electron gas is
given by A(k, ω) integrated over all frequencies ω, while the k-space sum of
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A(k, ω) gives the density of states D(ω). At zero temperature n(k) is given by
the Fermi-Dirac distribution function

n(k) = �(εF − εk)

Note that the magnitude of the step-discontinuity in this momentum distribution
function is 1 at the Fermi-level. Going back to Eq. 3.7, we see that this value of
the discontinuity happens to be the same as the value of the residue at the pole
of the free-electron propagator. As we shall see below, this is not a coincidence.

3.3 Interacting electrons, quasiparticles and Fermi-liquids

When spin-independent pairwise-interactions between electrons are taken into
account (we ignore multibody interactions, as usual), the Hamiltonian includes
a two-particle scattering term where two incoming electrons in states k, σ and
k′, σ ′ are scattered to states k + q, σ and k′ − q, σ ′ with a matrix element V

which in principle depends on the initial scattering states and the momentum
transfer q in the process. We assume that the two-particle scattering is elastic.
Thus, we may under quite general conditions write the total Hamiltonian as
follows

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′,q,σ,σ ′

Vk,k′,qc
†
k+q,σ c

†
k′−q,σ ′ck,σ ck′,σ ′ (3.9)

A typical term in the interaction term of the Hamiltonian is illustrated in
Figure 3.1.

For such an interacting system, a rather remarkable fact is that we can again
write down an exact expression for the single-particle propagator, denoted by
G(k, t), i.e. the probability amplitude that if a particle is found in state |k, σ 〉
at time 0, it will still be found in this state at time t . This expression is known

k + q, s k′ − q, s ′

k, s k′, s ′

q

Figure 3.1 A typical two-body scattering event contributing to the interaction part of the
Hamiltonian, Eq. 3.9. The dashed line connecting the electrons is an illustration of Vk,k′,q
denoting some effective interaction, such as Coulomb-interaction, phonon-mediated electron-
electron interaction, and soforth.
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as Dysons equation, and is given by, when expressed in terms of the Fourier-
transform of G(k, t)

G−1(k, ω) = G−1
0 (k, ω) − 
(k, ω) (3.10)

where 
(k, ω) is the so-called one-particle irreducible self-energy. In general,
this is a complex quantity. It has the following physical interpretation: The
real part of 
(k, ω), 
R = �(
(k, ω)), gives a reactive shift of the excitation
spectrum of the interacting electrons, such that this spectrum is given by ε̃k =
εk + 
R. The imaginary part, 
I = �(
(k, ω)) essentially gives the inverse
lifetime of the interacting electron in the plane-wave state k, σ , i.e. 
I ∼ τ−1

k ,
where τ−1

k is the lifetime of the electron in the state |k, σ 〉. Let us work this
out in more detail.

Inverting Eq. 3.10, we have

G(k, ω) = G0(k, ω)

1 − G0(k, ω)
(k, ω)

= 1

ω − εk − 
(k, ω)
(3.11)

where we have ignored δk in the free electron propagator compared to the imag-
inary part of 
, which we anticipate to be finite. We now want to bring this onto
a form such that it resembles, as much as possible, Eq. 3.4 for the free-electron
propagator. We imagine that, in some sense, the interactions are not ‘too strong’,
and write the complex self-energy on the form 
 = 
R + i
I, and assume that
the imaginary part (the damping-piece) is small compared to the real part (the
reactive-shift piece), |
I|/|
R| � 1. The pole in G(k, ω) determines the exact
single-particle excitation spectrum of the interacting system. This spectrum is
therefore determined from the equation

ω − εk − 
R(k, ω) − i
I(k, ω) = 0 (3.12)

To zeroth order, we ignore the imaginary part of 
. This gives the self-consistency
equation for the reactively shifted single-particle spectrum

ω = ε̃k = εk + 
R(k, ε̃k) (3.13)

Taking into account a small imaginary part of 
 means that the frequency giving
the pole in the propagator is shifted, and this in turn implies that we have to
Taylor expand the real part of 
 around the frequency ω = ε̃k, as is evident
from Eq. 3.13. Thus, we consider the real part of 
 Taylor-expanded to first
order around ω = ε̃k, as follows


R(k, ω) = 
R(k, ε̃k) + (ω − ε̃k)
∂
R

∂ω
|ω=ε̃k (3.14)
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On the other hand, since we are computing to first order in 
I, we consider the
imaginary part of 
 evaluated at ω = ε̃k. Let us now insert these expressions
into Eq. 3.12. We obtain

ω − [εk + 
R(k, ε̃k)]︸ ︷︷ ︸
=ε̃k

−(ω − ε̃k)
∂
R

∂ω
|ω=ε̃k − i
I(k, ε̃k) = 0

(ω − ε̃k)

[
1 − ∂
R

∂ω
|ω=ε̃k

]
− i
I(k, ε̃k) = 0 (3.15)

We now define the lifetime τk of the interacting electrons in state |k, σ 〉, as well
as the quantity zk by the following equations

1

τk
= − 
(k, ε̃k)

1 − ∂
R
∂ω

|ω=ε̃k

zk = 1

1 − ∂
R
∂ω

|ω=ε̃k

(3.16)

Inserting all of this in the exact expression for G, we find

G(k, ω) = zk

ω − ε̃k + i
τk

(3.17)

If we compare Eq. 3.17 with Eq. 3.7, we see that the main effects of interactions
between electrons are to produce a shift of the single-particle spectrum as well
as a finite lifetime for the interacting electrons in a given plane-wave state. In
addition, the residue of the propagator, the quantity zk, is reduced from the value
1 which it had in the non-interacting case. This is seen directly from Eq. 3.16, as

R on physical grounds is expected to be a decreasing function of frequency:
At high energies, the effect of interactions is expected to be smaller than at
low energies, because rapidly moving electrons have less time to interact with
their surroundings than slow electrons. Hence, ∂
R/∂ω < 0, and thus zk < 1.
Roughly speaking, it is as if the electrons in the non-interacting case have been
degraded in the interacting case, only a remainder (a residue) less than one
remains. What we are particularly interested in, is if this residue is non-zero
on the Fermi-surface, i.e. if there is anything left at all of the single-particle
excitations we had in the free case. More precisely, are there any remnants at
all left of the non-interacting electrons, at low energies close to the Fermi-
surface, once interactions have been turned on? If there is, i.e. if zkF > 0, then
we have some amount of well-defined low-energy single-particle excitations
similar to the ones that are exact eigenstates in the non-interacting case. Such
free-electron-like excitations are called quasiparticles. An interacting fermionic
system with such quasiparticles is called a Fermi-liquid. Such single-particle
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nk

k
kF

zkF

1

Figure 3.2 The zero-temperature momentum distribution nk of an interacting electron sys-
tem. The magnitude of the discontinuity on the Fermi surface is precisely the quasiparticle
residue. The dashed line is the momentum distribution of the non-interacting system, which
has a discontinuity of magnitude 1 on the Fermi-surface.

like excitations are no longer exact eigenstates of the system, since interaction
terms permit scattering in and out of Bloch-states. However, in a Fermi-liquid
the quasiparticles are nevertheless defined well enough at low energies, at least,
to enable us to consider them as bona fide electron-like excitations of the system.

The momentum distribution which we in principle may obtain from the quasi-
particle propagator given in Eq. 3.17 is illustrated in Figure 3.2. The important
feature to note is the discontinuity of magnitude zkF on the Fermi-surface, the
hallmark of a Fermi-liquid.

The concept of quasiparticles in interacting fermion systems was first intro-
duced by Landau in 1950. It has proven to be an enormously successful and
important paradigm, basically forming the cornerstone of our understanding of
metallic systems. The basic idea which underlies the Landau Fermi-liquid pic-
ture is that there is a one-to-one correspondence between the quantum numbers
of non-interacting electrons and those of interacting electrons. This means that
we may imagine that we start out with some simple Hamiltonian like Eq. 3.4,
of which we know the eigenstates and eigenexcitations, and then perturbatively
introduce interactions in the problem. When this is done, the resulting quasi-
particles of the theory are obtained adiabatically from the excitations of the
non-interacting system, and in particular the quantum numbers of the excita-
tions in the interacting and non-interacting case are in one-to-one correspondence
with each other. Although this may naively seem like a hopeless approach, it
turns out to be a surprisingly robust framework when considering metals. Even
in heavy fermion compounds, where interaction effects are so strong that one
gets a renormalization of the bare electron mass by factors of order 1000, one
still has not obliterated completely the residue of the electrons that exist in the
noninteracting case.

Examples of systems that do not conform to the Fermi-liquid paradigm exist,
however. Notably, quasi-one dimensional organic conductors are not Fermi-
liquids. This is because interactions in one-dimensional systems constitute a
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singular perturbation to the free-electron case as a consequence of severely
restricted Fermi-surface kinematics. As a result, forward scattering, which is
innocuous in higher dimensions, is singular in one dimension and all vestiges
of free-electron systems are destroyed as soon as interactions are switched on.
The long-lived low-energy excitations in this case turn out to be bosonic in
character, and are collective excitations in terms of the constituent electrons of
the underlying system. Under such circumstances, there can be no one-to-one
correspondence between the quantum numbers of the interacting case and of the
non-interacting case.

How can it be that an approximation that has all the appearances of a non-
starter, works so spectacularly well in most cases? Understanding the micro-
scopics of the Fermi-liquid theory is not the main purpose of this book, so
we mention it only briefly. It is however an important problem to understand,
and for more details the reader is referred to the vast literature on the subject.
What is absolutely crucial when one does any sort of perturbation theory, is to
start with the right reference system. Why, then, is the non-interacting electron
system a good and sensible starting point to perturb about, when the goal is to
describe an interacting electron system? The reason is embedded in the Pauli
principle. The number of states that an added particle to the system can scatter
into, is severely limited by the Pauli principle, and this effectively suppresses
the effect of switching on interactions. As a result, the free case is a good stable
system to perturb around. It has the feature of having a finite compressibility in
the ground state, and therefore collective modes, such as zero-sound, as well as
thermodynamic quantities will change in a smooth manner when interactions are
introduced. In contrast, this is not true for a bosonic system. For instance, non-
interacting bosons do not support zero-sound, whereas the interacting system
does. Hence, quantities do not evolve in a smooth manner as some interaction
parameter is varied. Quite the contrary, the limit of zero interactions is a singular
limit. So, the non-interacting boson system is not a good starting point to perturb
around. The principal reason for why Fermi-liquid theory works is the kinematic
restrictions imposed on the interacting system through the Pauli principle. This
is all we shall have to say about this, for a more detailed exposition the reader
may for instance consult the very nice review article by Varma et al. [37].

It should be emphasized here that in all of the above, we have assumed inter-
actions to mean a repulsive interaction between electrons. This is very natural, in
that the dominant interaction between electrons in condensed matter systems is
the Coulomb interaction, whose Fourier-transform is given by a matrix element
V of the type we considered in connection with Eq. 3.9, namely

Vk,k′,q = 1

4πε0

2πe2

q2
(3.18)

In this case, V only depends on the momentum transfer q in the scattering
process, not on the initial scattering states. However, as we shall see in the
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next section, this is not the only source of interaction between electrons in
a solid. For instance, electrons obviously interact with the ions of a solid as
they move through it causing scattering of electrons and ions. These scattered
ions may in turn interact with other electrons, thus mediating an effective elec-
tron–electron interaction. This phonon-mediated interaction turns out to be of a
quite different nature than the photon-mediated Coulomb-interaction above. In
particular, it has the property that in a thin energy-shell around the Fermi-surface,
it is attractive. This feature alone suffices to produce an instability of the Fermi-
liquid. Attractive electron–electron interactions are singular perturbations to the
non-interacting case.

3.4 Instability due to attractive interactions

In the previous section, we established that the Fermi-liquid picture of interacting
electrons is stable to repulsive interactions. In this section, we will start by
investigating what happens to the Fermi liquid when an effective attractive
interaction between two electrons is introduced as a perturbation to the non-
interacting system. Later, we will show how a weak phonon-mediated interaction
between electrons may produce a net attraction, even when the a priori dominant
repulsive Coulomb interaction is accounted for.

3.4.1 Two electrons with attractive interaction

In this subsection, we will consider a rather artificial, but nonetheless extremely
instructive problem, first considered by Leon Cooper. It exhibits in a lucid man-
ner the dramatic effect an arbitrarily weak attractive interaction between electrons
has, in stark contrast to a repulsive interaction. The Cooper problem is defined as
follows. Consider the situation where we have an inert Fermi-sea, in which the
electrons are treated as non-interacting. To this Fermi-sea we add two electrons
above the Fermi-surface (by necessity). These two extra electrons do not inter-
act with the inert Fermi-sea. They do however interact with each other, but in
a very peculiar manner. The interaction is such that the two electrons attract if
they both are within a small energy ω0 from the Fermi-surface, and on opposite
sides of the Fermi-surface, otherwise they do not interact at all. In the absence of
interactions, one electron occupies a plane-wave state |k〉, the other occupies the
plane-wave state |−k〉. Let us denote the two-particle state of the two extra elec-
trons in the absence of such a peculiar interaction by |k, −k〉, and in the presence
of the interaction by |1, 2〉. Denoting the Hamiltonian of the system by

H = H0 + Veff (3.19)

then we have

H0|k, −k〉 = 2εk|k, −k〉 (3.20)
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where εk is the single-particle excitation energy of the non-interacting fermion
system (see Eq. 3.4). Note that due to the Pauli principle, we must have 2εk >

2εF in the presence of the inert Fermi-sea. This sea plays the role of providing
blocking-factors for added states. Adding interactions, the exact Schrödinger
equation for the (admittedly peculiar) two-particle problem defined above is
given by

H |1, 2〉 = E|1, 2〉 (3.21)

where E is the exact two-particle energy of the two electrons above the Fermi-
surface, in the presence of an attractive interaction. We assume that the states
|k, −k〉 form a complete set such that the exact two-particle eigenstate can be
expanded in this basis, thus

|1, 2〉 =
∑

k

ak|k, −k〉 (3.22)

Our task is to obtain the expansion coefficients ak and finding the value of E.
This will solve the Schrödinger-equation for the problem. Let us insert Eq. 3.22
into Eq. 3.21, obtaining

(H0 + Veff)
∑

k

ak|k, −k〉 = E
∑

k

ak|k, −k〉 (3.23)

We next project the resulting equation down on the adjoint states < k′, −k′|,
where we have 〈k′, −k′|k, −k〉 = δk,k′ , in order to obtain a Schrödinger equation
for the coefficients ak. Using the above orthogonality relation, we thus find

ak[2εk − E] = −
∑
k′

ak′ 〈k′, −k′|Veff|k, −k〉 (3.24)

The quantity 〈k′, −k′|Veff|k, −k〉 is basically a two-particle scattering matrix
element for particles on opposite sides of the Fermi surface, from a two-particle
state |k, −k〉 to a two-particle state |k′, −k′〉. This scattering process is illustrated
in Figure 3.3.

So far, this is quite general, and we now specialize to the case where this
scattering matrix element is of the somewhat peculiar nature described above,
namely attractive in a thin shell around the Fermi-surface, and zero elsewhere.
That is, we have

〈k′, −k′|Veff|k, −k〉 = −V ; |εk − εF| < ω0

= 0; otherwise (3.25)
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k

−k−k′

k′

Figure 3.3 Scattering event of two particles maintained on opposite sides of the Fermi-
surface, scattered by the matrix element 〈k′,−k′|Veff|k,−k〉 which is operative in the thin
shell around the Fermi-surface indicated by the dashed circles.

Then Eq. 3.24 takes the form

ak[2εk − E] = V
∑
k′

ak′ �(εk − εF)�(ω0 − |εk − εF|) (3.26)

The first �-function ensures that the single-particle energies ε are above the
Fermi-surface, the second one ensures that the effective attraction only is opera-
tive in a thin shell around the Fermi-surface. At this stage it is more convenient
to go over to energy integrals instead of k-space integrals, by introducing the
density of states D(ε), and viewing the expansion coefficients as functions of
energy ε. Introducing the density of states D(ε) (the k-space sum of the spectral
weight A(k, ε) obtained from G0(k, ε) (see Eq. 3.8), as follows

D(ε) = − 1

π

∑
k

�[G0(k, ε)] = 1

π

∑
k

δk

(ε − εk)2 + δ2
k

=
∑

k

δ(ε − εk) (3.27)

where δ(ε − εk) is a Dirac delta function, and we have used that limη→0 η/(x2 +
η2) = πδ(x). Noting that ak only depends on k via εk, we may write Eq. 3.26
as follows

a(εk)[2εk − E] = V

∫ ∞

−∞
dε

∑
k′

a(ε)δ(ε − εk)�(ε − εF)�(ω0 − |ε − εF|)

= V

∫ ∞

−∞
dεD(ε)�(ε − εF)�(ω0 − |ε − εF|) (3.28)
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We then obtain, upon renaming variables

a(ε)[2ε − E] = V

∫ εF+ω0

εF

dε′D(ε′)a(ε′) (3.29)

The right hand side of Eq. 3.29 is seen to be independent of ε, and hence we
immediately conclude that a(ε) must have the form

a(ε) = C

2ε − E
(3.30)

where C is some normalization constant. Its precise value will not be important,
and we do not specify it further. Inserting the Ansatz Eq. 3.30 for a(ε) into
Eq. 3.29, we find the self-consistent equation for the eigenvalue E

1 = V

∫ εF+ω0

εF

D(ε′)dε′

2ε − E
(3.31)

Utilizing the fact that we are considering a thin shell around the Fermi-surface,
and assuming that the density of state D(ε) varies slowly, we may simply
replace it by its value on the Fermi surface, D(εF). Introducing the dimensionless
coupling constant λ ≡ V D(εF), we obtain

1 = λ

∫ εF+ω0

εF

dε′

2ε − E

= λ ln

[
2(εF + ω0) − E

2εF − E

]
(3.32)

We then introduce the energy difference between the states of two non-interacting
particles on the Fermi-surface, and the exact energy eigenvalue E, i.e. � =
2εF − E. In terms of this variable, Eq. 3.32 may be written

1

λ
= ln

[
1 + 2ω0

�

]
(3.33)

Note that the way V is defined in Eq. 3.25, it is a positive quantity, hence
λ is a positive quantity. Thus we see that in order for Eq. 3.33 to have a
solution, � > 0 is required. This means that E < 2εF! This is a a quite dramatic
result, since the basic starting supposition was that the inert Fermi-sea was
completely filled up to the Fermi-level, and the two extra electrons lived above
the Fermi-surface. Now, we have just reached the rather startling conclusion
that an arbitrary weak attractive interaction leads to an exact two-particle state
with a total energy lower than twice the Fermi-energy. What this indicates,
is that the inert Fermi-sea is suffering some sort of collapse such that energy
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states below the top of the Fermi-sea become accessible. At this stage, such an
interpretation of the above result is merely a plausible conjecture. Confirmation
of its physical soundness will have to await the analysis in the next chapter,
where the full self-consistent treatment of all electrons in a thin shell around
the Fermi-surface will be completed.

Let us solve Eq. 3.33 for �. We find

� = 2ω0

e1/λ − 1
≈ 2ω0e−1/λ (3.34)

where the last approximation follows if λ � 1, i.e. if the effective electron–
electron attraction is in some sense weak.

Several remarks are now in order. First, we see that � has an essential
singularity as λ → 0. This means that the above result for � could never have
been obtained to any finite order in perturbation theory in λ. Hence, an arbitrarily
weak attraction is a singular perturbation to a free electron gas. It destabilizes
a Fermi-liquid. Secondly, we see that λ > 0 only if D(εF) > 0. For a parabolic
band εk = �

2k2/2m in three dimensions, we have D(ε) ∼ √
ε. Hence, if the

Fermi sea vanishes by draining electrons out of the system, λ → 0 and � → 0.
In other words, the tendency to pairing of electrons that we see above vanishes
when the Fermi-sea vanishes. We should not expect a two-electron bound state
for arbitrarily weak attraction in vacuum. Thirdly, if we were to reinstate � in
the problem, we would find

� = 2�ω0e−1/λ (3.35)

This shows that the pairing is also a quantum effect, since the bound state
energy gap � vanishes when � → 0, i.e. it vanishes in the classical limit. Last,
but by no means least, we note that to the extent we choose to take the above
results seriously (and we should), the fact that the two-electron bound state
resides at an energy which apparently is prohibited by the Pauli principle, in
a vague way hints at the fact that perhaps bound pairs of electrons are not
as much slaves to the Pauli principle as are individual electrons. In fact, this
is precisely true, as we will come back to in Chapter 4. By forming Cooper-
pairs, electrons can shed their fermion statistics. The resulting quantum fluid of
Cooper-pairs is not as protected from interactions as are the Pauli principle loyal
fermionic fluids. This is basically the root cause of why attractive interactions
are able to destabilize the Fermi-liquid while repulsive interactions are virtually
incapable of doing so in metallic states. Recall that when we briefly analyzed the
microscopic foundations of Landau Fermi-liquid theory, we stated that the Pauli
principle severely suppressed the effects of (repulsive) interactions, thus saving
the electron-like quasi-particles from obliteration. For attractive interactions,
the Pauli principle is essentially sidelined and no longer acts as a suppressor of
interaction effects. This opens up the possibility of ground states qualitatively
different from the free electron gas.
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The resulting electron pair that we have described the genesis of in the above,
is referred to as a Cooper-pair, named after Leon Cooper who had the audacity
to consider the then outrageous problem of two electrons interacting attractively
in the peculiar manner described above. Cooper’s calculation is truly remark-
able in that when he performed it, there was no known mechanism by which
electrons could interact attractively in solid states physics. As it turns out, the
phenomenon of Cooper-pairing of electrons is at the heart of the phenomenon
of superconductivity.

3.4.2 Phonon-mediated attractive interactions

In this section we will start with the Hamiltonian for electrons interacting with
each other through the Coulomb interaction and add the coupling of electrons to
phonons. A canonical transformation reduces this to an effective Hamiltonian with
a modified electron-electron interaction that under certain circumstances could be
attractive, despite the apparent complete dominance of the Coulomb-interaction
compared to the weak electron–phonon couling. It is very much like David’s
triumph over Goliath–intelligence and a sit of luck wins over brute force.

Let us, before we start with formalities, give an intuitive picture of what is
going on. The crucial point which facilitates the above rather remarkable result,
is that heavy lattice ions are slow movers around their equilibrium positions
compared to fast and light electrons. Hence, dynamic local lattice distortions
arising from electron-ion collisions, remain long after the electron that caused
them have passed. This phenomenon will be called retardation. A local lattice
distortion gives rise to a small dipole moment that can interact with electrons.
As a result, another electron in the vicinity of the local lattice distortion can
be drawn towards it long after the initial electron has left the scene. As the
electrons are far removed from each other, the repulsive Coulomb interaction is
reduced. It is this ‘wait a little and see’ tactics that allows the electron–phonon
coupling to circumvent the apparent insurmountable obstacles of the Coulomb-
repulsion. On the other hand, the second electron is not allowed to wait for a
too long time before taking advantage of the local lattice distortion, since the
latter eventually will decay as the ion settles around its equilibrium again. Hence
the second electron has a limited amount of time at its disposal before moving
in on the lattice distortion caused by the first electron. It therefore stands to
reason that in order to reduce as much as possible the (for pairing purposes)
adverse effects of the Coulomb-repulsion, the two electrons should put as much
distance as possible between themselves per unit time. The best two-particle
state for such purposes is a state where the two electrons occupy plane-wave
states of opposite wavenumbers, i.e. they move in opposite directions. (Anybody
who has ever been on an airliner between two major central European cities has
experienced this by looking out the window of the aircraft and seeing another
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airliner whizzing past in the opposite direction. They are out of sight in seconds,
in contrast to those that fly in more or less the same direction, which can be
followed for minutes.) This crude real-space picture already gives us a hint
that Cooper’s calculation discussed in the previous subsection, while appearing
quite artificial, in fact is precisely the right problem to consider. We now proceed
to derive an effective electron–electron interaction, mediated by photons and
phonons, which gives rise to the physics discussed above.

The starting point is the second-quantized version of the interacting electron
gas coupled to quantized lattice vibrations, or phonons. It is given by

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′,q,σ,σ ′

1

4πε0

2πe2

q2
c

†
k+q,σ c

†
k′−q,σ ′ck,σ ck′,σ ′ +Ve−ph

Ve−ph =
∑

k,q,σ

Mq(a
†
−q + aq)c

†
k+qck (3.36)

where Mq is the matrix element for electron–phonon coupling.
The operators (a

†
q, aq) are creation and destruction operator for phonons, and

satisfy the following commutation relations reflecting that phonons are bosons

a
†
q′aq − aqa

†
q′ = δq,q′ (3.37)

Phonons are not material particles, and their number is not conserved in a solid.
A typical electron-phonon scattering event is shown in Figure 3.4.

In Eq. 3.36, we have assumed that one particular phonon-mode dominates the
coupling to the electrons. Had we had several phonon-modes of equal coupling
strength, we would have had to include a sum over phonon modes λ as well, in
Ve−ph. The matrix element Mq may be expressed in terms of the eigenfrequen-
cies ωq,λ of harmonic lattice vibrations and the Fourier-transform Ṽe−ion(q) of

k, σ k, σ

q
Mq M−q

q

k − q, sk + q, s

Figure 3.4 Scattering events between electrons and phonons. In the left process, a phonon
is absorbed by an electron causing recoil. In the right process, an electron emits a phonon
causing recoil. In the latter case, the electron sets up a local dynamic lattice distortion. The
vertex is denoted by a black dot and its strength is given by Mq.
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the electrostatic electron-ion interaction as follows (when also a phonon-mode
index λ is included)

Mq,λ = i(q · ξλ)

√
�

2Mionωq,λ

Ṽe−ion(q) (3.38)

where Mion is the ion-mass and ξλ is a unit vector giving the direction of
the lattice-vibration mode λ. It is difficult to compute Mq,λ with any precision
from first principles, and we will simply take this matrix element as some
parameter. This coupling is much weaker than electron–photon coupling. Note
also that limq→0 Mq,λ = 0. The fact that Mq,λ ∼ q reflects the fact that the
electron-phonon coupling is a coupling between a point charge and a dipole
moment.

Let us see how we can transform the electron-phonon coupling into an
effective electron-electron interaction in a fairly simple manner. Note that the
interaction in Figure 3.1, when viewed as a Coulomb-interaction, may be consid-
ered as obtained from two scattering events as those depicted in Figure 3.4, but
where the dashed lines are photons and not phonons, and where the scattering
vertex has strength e, the electron charge, and not strength Mq. In Figure 3.1,
we then interpret the dashed line between the electrons as a free-photon prop-
agator. Since electrons are virtually at a standstill compared to photons, this
interaction is non-retarded and we may ignore the frequency dependence of the
photon-propagator. Under such circumstances, the photon propagator is nothing
but the static Coulomb-interaction.

We may proceed precisely along the same lines when phonons are involved.
We obtain an effective electron–electron interaction by taking the two scattering
events in Figure 3.4 and forming a two-particle scattering term as in Figure 3.1.
We then interpret the dashed line connecting the electrons as a free phonon-
propagator. Free phonons have the Hamiltonian

H =
∑

q

ωqa
†
qaq (3.39)

where ωq is the eigenvalue of a phonon in a plane-wave state |q〉. The explicit
expression for the free phonon-propagator D0(q, ω), which has the same inter-
pretation as the propagator for electrons, is given by

D0(q, ω) = 2ωq

ω2 − ω2
q + iη

(3.40)

where η is a positive infinitesimal quantity. Using this, we obtain the phonon-
mediated part of the electron–electron interaction

Veff(q, ω) = 2|Mq|2ωq

ω2 − ω2
q

(3.41)
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In the above, q is the momentum transfer in the electron-electron scattering
process, while ω is the energy transfer. Electrons are by no means at a standstill
in solids compared to the velocity of sound waves. Thus, we cannot ignore
the frequency dependence of this part of the electron–electron interaction. The
result of all of the above is that Eq. 3.36 may be written on the form of a purely
electronic system where the trace of the phonons is manifest in the additive
contribution they give rise to in the electron-electron interaction, as follows

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′,q,σ,σ ′

Ṽeff(q, ω)c
†
k+q,σ c

†
k′−q,σ ′ck,σ ck′,σ ′

Ṽeff(q, ω) = 2|Mq|2ωq

ω2 − ω2
q

+ 1

4πε0

2πe2

q2
(3.42)

Note that when ω2 < ω2
q, the phonon-mediated piece of the electron–electron

interaction is negative, i.e. it is attractive. This in itself does not mean all that
much, the issue is if this attractive piece can overcome the manifestly repulsive
piece originating in the Coulomb-interaction. In fact, it is easy to see that it
can, at least for some momentum transfer and energy transfer. We note that as
ω2 approaches ω2

q from below, the phonon-mediated piece of the interaction
formally diverges! Hence, it does not matter how small |Mq|2 is, the phonon-
piece will always be able to overcome the Coulomb-piece. The physics of this
is precisely what was alluded to in the introduction to the section. Namely, by
waiting for a time which is of order the time-scale of the lattice vibrations, an
electron may come in and be dragged towards a local lattice distortion caused
by an electron passing the site at some earlier time. This minimum waiting time
corresponds to the upper frequency cutoff.

In Figure 3.5, a sketch of Ṽeff(q, ω) is given as a function of frequency ω at
fixed finite momentum q, the figure on the left. Note that when ω is close enough
to typical phonon-frequencies ωq the total effective interaction is positive. For
all ω2 > ω2

q it is repulsive, and this is also the case for too small ω2. This latter
fact is what we alluded to in the introduction to this subsection, namely that
the electron can not wait for too long a time before taking advantage of the
local lattice distortion. Thus, the effective attraction we see for not too small
and not too large frequencies, is basically the Fourier-spacetime version of the
“wait and see” tactics described at the start of the section.

The figure on the right in Figure 3.5 is an idealized and simplified version
of Ṽeff(q, ω). We ignore entirely the repulsive part of the interaction, since we
expect the effect of repulsive terms to be suppressed by the Pauli principle as
discussed in the previous section. The attractive part is extended to all frequen-
cies ω2 < ω2

q, and is moreover taken to be a constant independent of ω in this
range. This simplification is the one that was originally considered by Bardeen,
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w w

−wq wq −wq wq

Figure 3.5 The left figure shows Ṽeff(q, ω) at fixed q as a function of ω. The right figure
shows a much simplified version of it.

Cooper, and Schrieffer in their seminal 1957 work on phonon-mediated super-
conductivity [7]. It is an extreme simplification, but nonetheless yields results
that are in spectacular agreement with experiments. While the agreement with
experiments (to within a few percent for studiously chosen quantities) may
have been a source of some surprise at the time, given the crudeness of the
approximation of Ṽeff(q, ω), we now understand why this is so. The point is
that the simplified interaction contains the essential feature of the more real-
istic Ṽeff(q, ω), namely attraction in a certain frequency range close to typical
phonon-frequencies. What other details are left out are not all that important,
the validity of the results obtained is virtually guaranteed by the principle of
universality: Certain physical properties do not depend on tiny details of the
microscopic Hamiltonian. All we need to do is to derive some effective descrip-
tion and compute properties from this, and we get the right results (if we focus
on the right properties!). In the next chapter, we shall compute some results
that come out right due to universality, and we shall also compute one notable
quantity which definitely does not.

3.4.3 Reduction of the effective Hamiltonian

Let us next proceed to further simplifying the Hamiltonian Eq. 3.42. The simpli-
fications we will make are expected to be sensible provided that the frequency
range where Ṽeff(q, ω) is attractive in a tiny energy range compared to the
Fermi-energy, i.e. the shell around the Fermi-surface in Figure 3.3 is exceed-
ingly thin compared to the radius of the Fermi-sphere. The implication of this is
that when the frequency range of attraction is narrow, the phase-space for scat-
tering such that the attractive interaction is felt, is maximized by having both
the initial and final two-particle states within the thin shell. The energy transfer
in the scattering process caused by Ṽeff(q, ω) is ω = εk − εk+q = εk′ − εk′−q.
All energies (εk, εk′, εk+q, εk′−q) must lie within a thin energy shell around
the Fermi-surface if the initial and final two-particle states are to contain elec-
trons that attract each other. What values of (k, k′, q) in Eq. 3.42 will ensure
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Figure 3.6 Phase-space of two-particle scattering within a thin shell of the Fermi-surface.
There is only one situation where both the initial and scattered states are within the thin
shell, provided one of the initial and one of the scattered states are, and that is if the initial
momenta are on opposite sides of the Fermi-surface.

this? The interaction term describes scattering of initial state |k, σ 〉 to state
|k + q, σ > and scattering of the state |k′, σ ′〉 to state |k′ − q, σ ′〉. What rela-
tion between (k, k′) ensures that if |k + q, σ 〉 is a state within the energy shell,
then so is |k′ − q, σ ′〉 for all q? The answer is that this occurs if k′ = −k (see
Figure 3.3), and this maximizes the phase-space for scattering of attractively
interacting states. Hence, we will keep only such terms in Eq 3.42.

The situation is also illustrated in Figure 3.6. Consider two electrons in
momentum states k1 and k2, both within a thin energy shell around the Fermi-
surface. Suppose one electron is scattered into momentum state k1 + q and the
other into k2 − q. If the total momentum of the initial and scattered states is
k1 + k2 = Q, then we see from the left figure that in general, one of the scat-
tered states will not be within the thin shell even if the other is. There is only
one situation that guarantees that both the scattered states are within the thin
shell if one of them are, and that is if k1 + k2 = 0. This situation will tend
to dominate the contribution to the scattering phase space, given that the two-
particle scattering matrix element is operative only if both of the initial and
final states are within this thin shell. This domination becomes progressively
more pronounced the thinner the shell is. If we dispensed with retardation alto-
gether, and considered the scattering matrix element to be operative over the
whole electronic band, then the above reduction into opposite momentum states
is more questionable. Nonetheless, with the recent renaissance of purely elec-
tronic pairing mechanisms invoked in attempts of explaining such phenomena
as superconductivity in high-Tc cuprates, the reduction is often used. Mostly out
of old habit and with little or no justification. In the case of phonon-mediated
attraction, the approximation is however on quite firm ground.

Moreover, we expect the attractive interaction mediated by phonons to be of
short range. Thus, electrons should be allowed to approach each other closely in
space (although they avoid each other in time). Due to the Pauli principle, it is
therefore plausible to suggest that the electrons that can approach each other in
space most easily are such electrons that are in opposite spin states. Therefore,
we also set σ ′ = −σ . Setting k′ = −k, σ ′ = −σ , and redefining k + q → k,
k → k′ in the interaction term of the effective Hamiltonian, Eq. 3.42 may be
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written on the form

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′,σ

Vk,k′c†
k,σ c

†
−k,−σ c−k′,−σ ck′,σ (3.43)

where Vk,k′ is an attractive two-particle scattering matrix element which is oper-
ative if both k and k′ are within a thin shell around the Fermi-surface. Eq. 3.43
is the celebrated BCS-reduced Hamiltonian forming the starting point for dis-
cussing phonon-mediated superconductivity.

In Figure 3.7, we also provide a real-space illustration of a Cooper-pair of two
electrons moving in a lattice, where we have in mind a phonon-assisted pairing
mechanism (the only really known pairing mechanism to date). The electrons
move approximately linearly in opposite directions and in opposite spin-states.
Each electron leaves behind a trail of lattice distortions as it moves through the
lattice, which the other electron can feel and be attracted towards via the matrix
element Eq. 3.38. In order to maximize the attraction, it is advantageous for
the electrons to move co-linearly, since this maximizes the time the electrons
spend close to lattice distortions while at the same time being mobile. Moreover,
moving in precisely opposite directions puts maximum distance between the two
electrons per unit time, thus minimizing the adverse effects, for pairing-purposes,
of the repulsive Coulomb-interaction. The above is a rough real-space version
of the k-space arguments given in the previous paragraph. It clearly illustrates
that Cooper-pairing is a k-space phenomenon, not a pairing phenomenon in
real-space.

Electrons

Figure 3.7 Real-space representation of a Cooper-pair with phonon-mediated superconduc-
tivity. The black dots are lattice ions unperturbed by the motion of the electron through the
lattice. The hatched dots are lattice ions that have been displaced slightly by the electrons
passing close by. Since the ions are heavy and slow, the local lattice distortions remain long
after the electrons have passed. An electron moving in precisely the opposite direction can
now take full advantage of the extended line of distortions, more so than an electron crossing
this line. Thus, phonon-mediated electron–electron attraction is maximized for electrons in
opposite linear momentum states. Moreover, such states also minimize the adverse effects of
Coulomb-repulsion, since the two electrons then put a maximum amount of distance between
themselves in a minimum amount of time.
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In metals, electrical resistivity has many sources, among them electron–phonon
coupling, but also scattering of electrons off impurities. In very clean metals with
low density of lattice defects or other sources of point-like or extended impurities,
one might expect the electron–phonon coupling to dominate the contribution to the
scattering. Provided the pairing mechanism we have described in previous sections
is the source of superconductivity, the source of resistivity and superconductivity
is basically one and the same scattering mechanism. This immediately gives some
insight into a fact which seems to be borne out in most cases, namely that good
metals become superconductors only at low temperatures. While mercury has a
room temperature resistivity of 98 × 10−8 � m and critical temperature of about
4.2 K, copper, the archetypical good metal, has a room temperature resistivity of
1.7 × 10−8 � m and critical temperature which is in the millikelvin range. There
really is no theory available to us that allows us to compute Tc from known exper-
imentally accessible normal state properties with any great precisions. What we
have, as we shall see in the next chapter, are rough estimates in terms of an elec-
tron–phonon coupling constant for which one has some crude estimate. It will turn
out, however, that the critical temperature is exponentially sensitive to this couling
constant, and hence great variation in Tc are expected. Paradoxically, therefore, we
would expect the largest superconducting critical temperature in a poor metal! This
goes to show that superconductivity is much more than just perfect conductivity.
We already know this, of course, because the Meissner effect is a defining property
of a superconductor which obviously has no counterpart in a perfect free electron
gas with zero resistivity. The physical consequences of the Meissner effect have
been mentioned, and will be elaborated on in much more detail in the chapters to
follow.

Administrator
Revised



4
The Superconducting State – an
Electronic Condensate

4.1 BCS theory: a magnetic analogue

We have seen in Chapter 3 that the effective Hamiltonian for electrons inter-
acting attractively (by some mechanism) when two electrons are in opposite
spin-states and states of opposite linear momentum, is given by the BCS reduced
Hamiltonian

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′,σ

Vk,k′c†
k,σ c

†
−k,−σ c−k′,−σ ck′,σ (4.1)

It is possible to recast the effective BCS Hamiltonian into a language remi-
niscent of what we are acquainted with for the Heisenberg model for magnetic
insulators, using the so-called Anderson pseudospin formalism. Such pseudospin
formalisms have subsequently been used extensively in the context of a number
of physical phenomena, such as the bi-layer quantum Hall effect, to mention
one example.

We have seen in the previous chapter, that the effective Hamiltonian capturing
the essentials of conventional phonon-assisted low-Tc superconductivity, is given
by

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′

Vk,k′c†
k,↑c

†
−k,↓c−k′,↓ck′,↑ (4.2)

where the interaction term represents scattering of two-particle spin-singlet states
on opposite sides of the Fermi-surface. We now recast this into the form of a
(pseudo)spin-Hamiltonian, where it will become evident that superconducting
off-diagonal long-range order is equivalent to pseudo-magnetic ordering, which
is more familiar to us in that it at least has a classical counterpart. (Throughout
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this chapter, we work with units such that � = 1). We introduce the standard
Pauli matrices τ1, τ2, τ3, as well as the spin-lowering and raising operators τ± =
τ1 ± iτ2. Next, we introduce the operators τ 1

k , τ 2
k , τ 3

k , as follows

τ 3
k = c

†
k,↑ck,↑ − c

†
−k,↓c−k,↓

τ+
k = 2c

†
k,↑c

†
−k,↓ (4.3)

Inserting this into the effective Hamiltonian (Eq. 4.2), we obtain

H =
∑

k

εk(τ 3
k + 1) + 1

4

∑
k,k′

Vk,k′(τ 1
kτ 1

k′ + τ 2
kτ 2

k′) (4.4)

Note that this has the form of an XY-Heisenberg Hamiltonian of spins in an
external magnetic field in the z-direction. However, it should be noted that
the usual labels for spin-sites on a real-space lattice is replaced by indices in
Fourier-space. This just underscores that point that Cooper-pairing is a k-space
phenomenon. The point that enormously simplifies the treatment of the above
pseudo-spin Hamiltonian is that the original effective interaction matrix element
Vk,k′ is essentially a contact interaction in real-space, and hence a long-range
potential in k-space. Thus, van der Waals type mean-field arguments can be
brought to bear on the problem, and we expect that a mean-field decomposi-
tion of the pseudo-spin Hamiltonian will yield excellent results. With longer
range interaction in real-space, and hence shorter range interactions in k-space,
fluctuation effects are expected to become more prominent. Moreover, we have
tacitly assumed that the majority of the two-particle scattering events take place
between electron pairs of zero total linear momentum, an approximation that
is expected to be excellent as long as the phase-space for attraction is limited
to a thin shell around the Fermi-surface. Hence, Eq. 4.4 is expected to be an
effective Hamiltonian which is reasonable for the case where the interaction
responsible for Cooper-pairing is retarded. Spontaneous symmetry breaking in
this pseudomagnet occurs for the case where the pseudomagnetic field vanishes,
i.e. for the case where we ignore the kinetic energy term. This magnetic analog
leads us to choose the magnetization to be oriented in the 1–2-plane, and thus
define an order parameter as follows

〈τ 1
k 〉 = 〈c†

k,↑c
†
−k,↓〉 + 〈c−k,↓ck,↑〉 (4.5)

The task now will be to derive a self-consistent mean-field equation for this
pseudomagnetic order parameter.

Before doing this, let us make a few general remarks. Note that if the order
parameter exists, it implies that the particle number is not conserved in the
ground state of the system. Global conservation of particle number is reflected
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by a global U (1)-symmetry of the original effective Hamiltonian. Thus, we see
that superconductivity really amounts to breaking a global U (1)-symmetry in
the ground state of the interacting electron gas. In physical terms, this means
that the superconducting ground state is a coherent superposition of states with
different number of particles, however with a majority of the states contain-
ing a number of particles which is close to the number of particles one would
have in the U (1)-symmetric normal metallic state. Going back to the magnetic
analogue, we see that superconductivity is equivalent to obtaining spontaneous
pseudomagnetization in the 1–2-plane. It is as if an XY-magnet has ordered.
For this reason, and since the symmetry group U (1) essentially is isomorphic to
the symmetry group O(2), it is often said that the normal metal-superconductor
transition is in the universality class of the XY-model. As we shall see later,
while this statement is correct for the superfluid to normal fluid transition in
He4, it is strictly speaking not correct in the case of a superconductor, which
has a charged condensate. If the condensate has a charge, it means that it couples
to an electromagnetic vector potential, a gauge-field. This elevates the symme-
try of the system to a local U (1) symmetry, as opposed to the global U (1)
symmetry of the XY model describing a superfluid. The presence of a gauge-
field in the problem in principle alters the interactions, and hence also some
critical properties. In many cases, the differences are, however, unobservably
small.

Not only is the normal metal–superconductor transition strictly speaking not
in the XY-universality class, but depending on the value of the Ginzurg–Landau
order parameter, the transition may not even be a critical phenomenon, but a first
order phase transition! What will transpire is that the demarcation between first
order phase transition and second order phase transition is given by the tricritical
value of the Ginzburg–Landau parameter κtri = 0.79/

√
2. It also turns out that

this value is the fluctuation-corrected demarcation between type-I and type-II
superconductivity!

4.2 Derivation of the BCS gap equation

In this section, we compute the free energy of the superconductor in the
mean-field approximation. The superconducting gap is found by minimizing
the expression for the free energy as a function of the gap-parameter. We first
proceed by reducing the effective Hamiltonian to a self-consistent one-body
problem by first introducing expectation values of the creation- and annihilation
operators for Cooper-pairs. We have justified this mean-field procedure above,
in the context of the pseudo-spin formalism. We first define the c-numbers

bk = 〈c−k,↓ck,↑〉
b

†
k = 〈c†

k,↑c
†
−k,↓〉 (4.6)
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such that we have
c−k,↓ck,↑ = bk + c−k,↓ck,↑ − bk︸ ︷︷ ︸

δbk

. (4.7)

We next insert this into the effective Hamiltonian and retain terms up to linear
in δbk, ignoring terms of order O(δb2

k). This gives

H =
∑
k,σ

εkc
†
k,σ ck,σ +

∑
k,k′

Vk,k′[b†
kc−k′,↓ck′,↑ + bk′c†

k,↑c
†
−k,↓ − b

†
kbk′] (4.8)

This Hamiltonian is immediately simplified by introducing the superconducting
gap-parameter, defined as follows

�
†
k′ ≡ −

∑
k

Vk,k′b†
k

�k ≡ −
∑
k′

Vk,k′bk′ . (4.9)

We the obtain an effective one-body Hamiltonian on the following form

H =
∑
k,σ

εkc
†
k,σ ck,σ −

∑
k

[�†
kc−k,↓ck,↑ + �kc

†
k,↑c

†
−k,↓ − b

†
k�k] (4.10)

Note that because of presence of pair-production and pair-annihilation terms,
Eq. 4.10 is not yet on the standard form of an effective non-interacting electron
gas, and hence we cannot at this stage read off what the quasiparticle spectrum
of Eq. 4.10 is. In order to achieve this, we perform a rotation of the basis to a
set of new fermion operators that diagonalize this Hamiltonian, as follows. We
introduce two new species of fermion annihilation operators (ηk, γk) along with
their corresponding creation operators, which are related to the original electron
operators via the unitary transformation

ck,↑ = cos(θ)ηk − sin(θ)γk

c
†
−k,↓ = sin(θ)ηk + cos(θ)γk (4.11)

and their corresponding adjoint operators. Inserting this into the Hamiltonian
we obtain

H =
∑
k,σ

[εk + �kb
†
k]

+
∑

k

[εk cos(2θ) − sin(θ) cos(θ)(�k + �
†
k)]η

†
kηk

−
∑

k

[εk cos(2θ) − sin(θ) cos(θ)(�k + �
†
k)]γ

†
k γk



DERIVATION OF THE BCS GAP EQUATION 83

−
∑

k

[�k cos2(θ) − �
†
k sin2(θ) − 2εk sin(θ) cos(θ)]η†

kγk

−
∑

k

[�†
k cos2(θ) − �k sin2(θ) − 2εk sin(θ) cos(θ)]γ †

k ηk (4.12)

We next proceed by choosing the value θ in such a way as to precisely diagonal-
ize the Hamiltonian, i.e. such that only terms like η

†
kηk and γ

†
k γk appear. This is

achieved by choosing the following value of θ , upon ignoring phase-fluctuations
in the complex order parameter entirely and setting �k = �

†
k

tan(2θ) = −�k

εk
(4.13)

For such values of θ , we have

sin2(θ) ≡ v2
k = 1

2

[
1 − εk

Ek

]

cos2(θ) ≡ u2
k = 1

2

[
1 + εk

Ek

]
(4.14)

where
Ek ≡

√
ε2

k + |�k|2 (4.15)

Before we go further, it is appropriate to mention the factors v2
k and u2

k which
were introduced in Eq. 4.14. These are normally referred to as coherence factors.
They play an extremely important role in the following sections where we will
study ultrasound attenuation and nuclear magnetic resonance (NMR). Their exis-
tence was a prediction that came out of the BCS theory. It turns out that observed
results for NMR and ultrasound attenuation in superconductors depend sensi-
tively on these coherence factors, since in these two cases they conspire subtly
and in entirely different ways. An even more subtle point is that, as we shall see,
they conspire in different ways in transverse and longitudinal ultrasound attenu-
ation! Bardeen, Cooper and Schrieffer [7] came up with predictions with correct
numbers for these effects in a complicated manybody problem. This is undoubt-
edly one of the major triumphs of condensed matter physics of the 20th century.

Using Eqs 4.14 in 4.12, we finally obtain the simple fermionic Hamiltonian
which formally has the form of a free fermion quasiparticle gas

H =
∑
k,σ

[εk + �kb
†
k] +

∑
k

Ek[η†
kηk − γ

†
k γk] (4.16)

The above Hamiltonian now has the form of a constant (mean-field) term H0 ≡∑
k[εk + �kb

†
k] plus the Hamiltonian for a spinless fermion system with two

species of fermions, described by the operators (η
†
k, ηk) and (γ

†
k , γk), where
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we can identify the quasiparticle excitation energies as (Ek, −Ek) for the two
species of fermions. Note that the two species of quasiparticle fermions are
spinless since they are linear combinations of electrons and holes with opposite
spins. Rather than having ↑-spin electrons and ↓-spin electrons as our degrees
of freedom as in the metallic phase, we have two distinct linear combinations
of particle-hole spin-singlets as our relevant degrees of freedom. Thus, the total
number of degrees of freedom is conserved.

The expression in Eq. 4.15 immediately provides a physical interpretation
of �k defined in Eq. 4.9. It appears as a gap in the quasiparticle spectrum on
the Fermi-surface (where εk = 0), a gap which is present because the expec-
tation value < c−k,↓ck,↑ > is non-zero. This expectation value is essentially
the order parameter of the superconducting state, as was made clear from the
pseudo-magnet analog above, and hence we will refer to the gap �k as the
superconducting gap. Note that the gap strictly speaking is not precisely the
same as the superconducting order parameter, by the definition (Eq. 4.9)! For
one thing, the k-space structure of the two objects are different. However, they
are both non-zero or zero simultaneously, and for this reason the gap in the
quasiparticle spectrum may effectively serve as a bona fide order parameter,
and in most cases this is in fact what is done.

Since this now has the form of a free fermion gas, plus a constant term which does
not contain fermionic degrees of freedom (the first term), it is elementary to write
down the grand canonical partition function for the problem, which is given by

Zg = e−βH0
∏

k

(1 + e−βEk)(1 + eβEk) = e−βF

H0 ≡
∑

k

[εk + �kb
†
k]. (4.17)

This implies that the free energy F of the system is given by

F = H0 − 1

β

∑
k

[ln(1 + e−βEk) + ln(1 + eβEk)] (4.18)

which has the form of a pure mean-field term plus the contribution to the free
energy from a two-component effective non-interacting fermion gas. At zero
temperature (β → ∞), the entropic contribution to the free energy vanishes,
and Eq. 4.18 takes the form

F = H0 +
∑

k

[Ek�(−Ek) + Ek�(Ek)]

= H0 +
∑

k

[Ek(1 − �(Ek)) − Ek�(Ek)]

=
∑

k

[εk + �kb
†
k − Ek] (4.19)
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where we have used the Heaviside step-function �(x) = 1 − �(−x), �(x) = 0,
x < 0, �(x) = 1, x > 0.

The gap �k, which at this stage has the status of a variational parameter,
is self-consistently determined by minimizing the free energy with respect to
variations in �k. We therefore demand that the following (equivalent) sets of
equations be satisfied for the superconducting gap

∂F

∂�k
= 0

∂F

∂�
†
k

= 0 (4.20)

This mean-field requirement on the gap applies regardless of what the details of
the k-space structure of the attractive interaction Vk,k′ is. One must remember
that the above is a functional derivation such that only one term in the k-space
sums are picked out when the derivation is performed. Applying the first of
Eqs 4.20 to 4.18, we obtain

b
†
k + ∂Ek

∂�k

(
e−βEk

1 + e−βEk
− eβEk

1 + eβEk

)
= 0 (4.21)

or equivalently

b
†
k = �k

tanh(βEk/2)

2Ek︸ ︷︷ ︸
≡χ(k)

(4.22)

where χ(k) may be interpreted as a pair-susceptibility, i.e. the ability the system
has to form Cooper-pairs. Using this explicit self-consistent relation between
the order parameter bk and the gap parameter �k in the definition (Eq. 4.9), we
finally arrive at a self-consistent equation for �k, namely the celebrated BCS
gap-equation

�k = −
∑
k′

Vk,k′�k′
tanh(βEk′/2)

2Ek′
(4.23)

As it is written here, it applies at the mean-field level to any superconductor,
and as long as we do not specify the origin of the attraction, it is not limited
to phonon-mediated superconductivity. Physically, we expect that in reality the
detailed frequency spectrum of the ‘glue’-bosons does play some role in the
phenomenon, but such details are left out of the above treatment. If we were
to take such details into account, then we would arrive at a description which
would be quite specific to the precise pairing mechanism we have in mind. The
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lack of such details in the above mean-field theory is usually referred to as
a weak-coupling approximation. The more sophisticated (but still mean-field!)
description where the details of the specific spectra of the ‘glue’-bosons are
taken into account, is usually referred to as Eliashberg theory, or strong coupling
theory. We will not go into the details of this theory here, but simply state that
the above picture of the superconductor as an electronic condensate is the basic
picture in weak-coupling as well as strong-coupling theory.

One remark is appropriate here. The phenomenon of Bose–Einstein conden-
sation is well known, both in the context of cold dilute inert gases, as well as
in the superfluid transition of He4. The basis for Bose–Einstein condensation
even in ideal quantum gases is very much dependent on the fact that the basic
constituents which condense are bosons that experience a statistical bosonic
symmetry attraction. Electrons, on the other hand, obey the Pauli principle,
which roughly may be viewed as a very brutal hard-core repulsion, rendering
the pressure of even the ideal fermionic quantum gas finite at zero temperature,
P = (4π2/3m)(3/8π)2/3ρ5/3, where ρ is the particle density. How can electrons
then condense? The answer lies in the fact that by first forming Cooper-pairs,
which roughly may be considered to be bosons, the electrons effectively shed
the shackles of the Pauli principle, and subsequently undergo a condensation
into a superconducting condensate.

Therefore, we reach the important conclusion that in principle, superconduc-
tivity arises as a result of some sort of condensation in a quantum fluid of
Cooper-pairs. We will return to a more detailed description of precisely what
this means, but it is important to understand that the formation of Cooper pairs
occurs, in principle, at a temperature which is above the true superconducting
transition temperature. It is only as a result of a mean-field approximation that
we find that the temperature at which we get Cooper-pairs is the same as the
temperature where superconductivity occurs. In three dimensional systems of
good metals, fluctuation effects that lead to a separation of the Cooper-pair for-
mation temperature and the superconductivity, are tiny and almost immeasurably
low. However, in systems like high-Tc superconductors, which first of all are
quasi-two-dimensional and secondly arise out of metals with very low carrier
density, but nonetheless have very respectable transition temperatures, fluctua-
tion effects are much more prominent, and ignoring them therefore becomes a
much more dubious endeavour.

The important fluctuations that destroy superconductivity, but do not dissociate
Cooper-pairs, are transverse phase-fluctuations of the complex two-component
superconducting gap function �k. The stiffness of the phase of this gap-function,
which is a measure of how difficult it is to excite transverse phase-fluctuations,
is given by the superfluid density of the system, which is limited by the car-
rier density. Poor metals thus are expected to give rise to superconductiv-
ity where phase-fluctuations play a prominent role. Good metals are expected
to give superconductivity where mean-field theory should work very well. In
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superconductors, the Ginzburg–Landau parameter κ is determined by the super-
fluid density and the critical temperature, κ = λ/ξ ∼ Tc/

√
ρs . Hence, in type-I

and moderate type-II superconductors, we can ignore fluctuation effects. In
extreme type-II superconductor, like the high-Tc compounds, they cannot be
ignored. We will give a detailed description of phase-fluctuations of the super-
conducting order parameter in Chapters 9 and 10.

4.3 Transition temperature Tc and the energy gap �

The minimum of the free energy is determined self-consistently by having the
gap-parameter satisfy the equation

�k = −
∑
k′

Vk,k′�k′
tanh(βEk′/2)

2Ek′
(4.24)

At this stage, this is a mean-field equation with a quite general interaction matrix
element Vk,k′ . Assuming that the potential is separable, i.e.

Vk,k′ =
∑
η

ληgη(k)gη(k′) (4.25)

where gη(k) are basis functions for the irreducible representations of the crystal
symmetry group of the lattice which the electrons move through, then the gap
can be written on the general form

�k(T ) =
∑
η

�η(T )gη(k) (4.26)

The indices η denote symmetry channels that are represented in the total gap-
function. We will take a particularly simple form of this matrix element, namely

Vk,k′ = −V (4.27)

for such pairs of wavenumbers k, k′ that lie in a thin shell around the Fermi-
surface of thickness ω0, and zero otherwise. The physical interpretation of ω0 is
that it is an upper frequency cutoff on the spectrum of the bosons that provide
the ‘glue’ between the electrons forming the Cooper-pairs. For phonon-assisted
superconductivity, we have ω0 = ωD , where ωD is the Debye-frequency. Insert-
ing this into the gap equation (Eq. 4.24), we conclude that the gap �k is
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k-independent, i.e. it is the simplest case of a gap which transforms as the iden-
tity under the allowed symmetry operations of the crystal which the electrons
move through. Hence, the gap-equation can be written in the form

1 = V
∑
k′

tanh(βEk′/2)

2Ek′
(4.28)

There are two cases where this equation is easy to solve, namely T = Tc and
T = 0, and we consider the former first.

Letting T → T −
c , i.e. in the limit of a vanishing gap, the above equation

simplifies in that we ignore the gap in the quasiparticle spectrum Ek. Moreover,
we replace the k-sum by an energy integral by introducing the normal-state
density of states Dn(ε). The k-space sum is by assumption limited to a narrow
region around the Fermi-surface. We therefore need to consider the density
of states near the Fermi-surface. Assuming that the Fermi-level is not located
close to energies where Dn(ε) has a rapid variation, e.g. not located close to
van Hove singularities, we may then simply replace Dn(ε) with Dn(0), i.e. the
density of states at the Fermi-level when all energies are measured relative to
the Fermi-surface. Finally, upon introducing the dimensionless coupling constant
λ ≡ V Dn(0), we get the following equation determining Tc

1 = λ

∫ ωD

0
dε

tanh(βε/2)

ε

= λ

[
tanh(βωD/2) ln(βωD/2) −

∫ βωD/2

0
dx

ln(x)

cosh2(x)

]
, (4.29)

where we have performed a partial integration to isolate the logarithmic singu-
larity in the integral. For phonon-assisted superconductivity (more generally, for
weak-coupling superconductivity), λ � 1. This means that in order to satisfy the
above equation, we require that βωD/2  1. Hence, since the second integral
above is rapidly convergent, the above simplifies to

1 = λ

[
ln

(
βωD

2

)
−

∫ ∞

0
dx

ln(x)

cosh2(x)

]

= λ

[
ln

(
βωD

2

)
− ln

( π

4eγ

)]

= λ ln

(
2eγ βωD

π

)
(4.30)
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where γ ≡ limm→∞
(∑m

l=1 1/ l − ln(m)
) = 0.5772156649 . . . is the Euler–

Mascheroni constant. This equation may be solved to give

kBTc = 2eγ

π
ωDe− 1

λ ≈ 1.13ωDe− 1
λ (4.31)

On the other hand, at T = 0, the gap-equation (Eq. 4.28) takes the form

1 = V
∑
k′

1

2Ek′
= λ

∫ ωD

0

dε√
ε2 + �2

= λ

∫ ωD/�

0

dx√
x2 + 1

= λ sinh−1
(ωD

�

)
(4.32)

Again, when λ � 1, this requires ωD/�  1 for solution of the equation to
exist, and hence sinh−1(ωD/�) ≈ ln(2ωD/�). Thus we obtain

�(T = 0) = 2ωDe− 1
λ (4.33)

Note that both Tc and �(T = 0) depend sensitively on the coupling constant
λ, and that both are functions of λ with an essential singularity as λ → 0. This
reflects the fact that an attractive interaction is a singular perturbation to the
free electron gas, in contrast to the repulsive Coulomb-interaction. There is no
way we can obtain the above results for Tc and �(T = 0) to any finite order in
perturbation theory in the dimensionless coupling constant λ. Moreover, since
the dimensionless coupling constant λ is not easy to compute reliably from first
principles even in simple metals like aluminum, it is extremely hard to compute
values of Tc and �(T = 0) reliably. This reflects the fact that these quantities
depend on all details of the system, and really should not be the focus of any
computations, when the goal is to gain some qualitative understanding of the
problem. This is actually a lesson that applies to all types of phase transitions.
However, what was noted by Bardeen, Cooper and Schrieffer was the following
remarkable fact. If we form the ratio of �(T = 0) and kBTc, then we obtain

2�(T = 0)

kBTc
= 2π

eγ
≈ 3.52. (4.34)

This is a universal amplitude ratio, all materials-dependent quantities precisely
cancel out!

4.4 Generalized gap equation, s-wave and d-wave gaps

As the BCS Hamiltonian is formulated in Eq. 4.1, it does not make specific ref-
erences to any particular pairing mechanism, although originally the founders of
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the theory definitely had in mind a phonon-assisted pairing mechanism. What
is central, is the idea that the basic physical phenomenon underlying supercon-
ductivity is pairing of electrons into Cooper-pairs, followed by a condensation
of the electron system into a macroscopically phase-coherent matter wave. In a
sense, superconductivity is the matter-wave counterpart of laser-light, which is
basically a phase-coherent lightwave. The electron-pairing picture will be main-
tained. However, as a slight generalization of the above approach, we may ignore
the issue of the origin of some attractive effective interaction between electron,
leaving open even the possibility that it may not be phononic in origin, but could
also be purely electronic. Thus, we may generalize the interaction to the case
where it is not limited to be operative in a thin shell around the Fermi-surface,
i.e. we include the possibility of a non-retarded attractive interaction. We also
propose a slightly more complicated form of the matrix element Vk,k′ than what
we suggested in the previous section, based on the physics of phonon-mediated
attractive interactions between electrons.

Assume that an electron moves through a crystal with some symmetry. Any
physical quantity will ultimately reflect the symmetry of the crystal in some
way. It can therefore be expanded in a complete set of functions that all reflect
the particular crystal symmetry that the electrons experience. For instance, if the
system is approximately isotropic we can expand any physical quantity in the
complete set of the well-known spherical harmonics, if the crystal has simple
cubic symmetry we can expand in the complete set of cubic harmonics, and so
on. Let us denote the set of such complete basis functions by {gη(k)}, where η

is an index that denotes which particular one of the basis functions is meant.
Now, let us assume further that the matrix element Vk,k′ is factorizable. By
this we mean that it can be factorized into two factors, where one factor only
depends on k′ and the other one only depends on k. Now, since the set {gη(k)}
is complete, by assumption, we may write

Vk,k′ =
∑
η

ληgη(k)gη(k′) (4.35)

where λη is the strength of the interaction in the η-channel.
To be specific, consider an example. Assume that the lattice is square (two-

dimensional, with lattice constant set to unity) and that the electron-electron
interactions are such that when two electrons are on the same site, on nearest-
neighbor sites (horizontal and vertical bonds), and on next-nearest-neighbour
sites (diagonal bonds) they experience interactions U/2, 2V , and 4W , respec-
tively. Fourier-transforming this to obtain Vk,k′ we find

Vk,k′ = U

2
+ 2V [cos(kx) cos(k′

x) + sin(kx) sin(k′
x)

+ cos(ky) cos(k′
y) + sin(ky) sin(k′

y)]
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+ 4W [cos(kx) cos(k′
x) + sin(kx) sin(k′

x)]

× [cos(ky) cos(k′
y) + sin(ky) sin(k′

y)] (4.36)

Now, we would like to re-express this as a sum of factorized terms using the
complete set of square lattice harmonics. As the interaction given above is of
finite range, Vk,k′ has a finite number of terms and thus a finite number of square
lattice harmonics will suffice to completely express the matrix element. It turns
out that the five lowest order square lattice harmonics will do the job. They are
given by

g1(k) = 1

2π

g2(k) = 1

2π
[cos(kx) + cos(ky)]

g3(k) = 1

2π
cos(kx) cos(ky)

g4(k) = 1

2π
[cos(kx) − cos(ky)]

g5(k) = 1

2π
sin(kx) sin(ky) (4.37)

Re-expressing Eq. 4.36 in terms of the above basis functions, we find an expres-
sion of the form of Eq. 4.35, with λ1 = 2Uπ2, λ2 = λ4 = 4V π2, λ3 = λ5 =
4Wπ2, and λη = 0, η ≥ 6.

We note in passing the following fact, which will figure prominently in what
follows. The symmetry group of the square lattice is C4v . What is important to
note about the five basis functions listed above, is that the first two transform
as the identity under all symmetry operations included in C4v . The latter three
change sign under π/2 rotations. In this respect, they have common properties
with l = 0 and l = 2 spherical harmonics functions that are the basis functions
for the isotropic case. l = 0 spherical harmonics are commonly referred to as
s-wave functions, while l = 2 spherical harmonics are referred to as d-wave
functions. Hence, the first two basis functions above are s-wave basis function,
g2(k) is often called an extended s-wave function. The latter three are d-wave
functions. Of these, g4(k) is the most well-known one in the context of high-Tc
superconductivity, since the gap in the cuprate superconductors to a very good
approximation appears to be of the form �k = �0(T )g4(k). Note that l = 1
square lattice harmonics do not enter in the above. The reason is that in all of
the above, we have implicitly considered only such cases where we have spin-
singlet pairing. This means that the spin-part of the Cooper-pair wave functions
is antisymmetric so the space-part of it must be symmetric. This requires even-l
basis functions. Spin-triplet pairing would be required in order to make use of
odd-l basis functions.
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Returning now to the general case, as far as the superconducting gap is
concerned, it is clear that when Vk,k′ takes the form of Eq. 4.35, we obtain the
gap-equation

�k = −
∑
k′

Vk,k′�k′χk′ = −
5∑

η=1

ληgη(k)
∑
k′

gη(k′)�k′χk′

︸ ︷︷ ︸
≡−�η/λη

=
5∑

η=1

�ηgη(k) (4.38)

which shows that the gap itself is also expressible as a linear combination of basis
functions, as it should be, being a physical quantity. The coefficients �η are not
k-dependent, but do of course depend on temperature. Using the expansion of the
gap in terms of basis function on both sides of the gap-equation, we find the set of
coupled self-consistent equations for that gap in the different channels �η

�η =
5∑

η′=1

�η′Mη,η′

Mη,η′ = −λη

∑
k

gη(k)gη′(k)χk (4.39)

In general, these equations require numerical efforts in order to be solved.
Considering, once again, the above square lattice example, and setting U > 0,

V < 0, and W = 0, we find that there is no attraction in the λ1-channel, and
attraction in the λ2-channel (extended s-wave) and the λ4-channel (d-wave).
Hence, we see that the gap function, which is closely related to the Fourier-
transform of the Cooper-pair wave function, adjusts itself so as to be zero
in channels where the wavefunction is non-zero for zero separation between
the electrons. By choosing extended s-wave or d-wave, the electrons in the
Cooper-pair avoid the onsite Coulomb interaction. Recall that in phonon-assisted
Cooper-pairing, the electrons did not avoid each other in space, but used retarda-
tion to eliminate the adverse effects of Coulomb-interactions. I.e. they avoided
each other in time. In the present non-retarded example, the electrons avoid each
other in space, but not in time. Avoiding each other in space (higher-angular
momentum pairing) or in time (retardation) are the basic two ways electrons
can avoid the repulsive Coulomb-interaction.

In the BCS gap-equation, the presence or lack of retardation effects is manifest
in the presence or lack of an energy cutoff around the Fermi-surface. In the
absence of such a cutoff, i.e. in the absence of retardation, the entire Brillouin-
zone contributes to the gap. Since �(r) = ∑

k �keik·r, this means that �(0) =∑
k �k. Hence, �k must be chosen so as to obtain �(0) = 0 in order to avoid
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Coulomb-repulsion. Gaps of the form �k = �0(T )g2(k), and in particular �k =
�0(T )g4(k), have this property. The latter gap-function has a form which is
believed to be very close to the form of the gap-function in high-Tc cuprates.

As an important application and in preparation for later sections, let us obtain
the superconducting density of states Ds(E), which may now be found as fol-
lows. Imagine that we have some function g(k) that depends on k only through

Ek =
√

ε2
k + �2

k, and assume �k to be independent of k. Then we have

∑
k

g(k) =
∫

dεDn(ε)g(
√

ε2 + �2)

=
∫

dEDn(ε)
dε

dE
g(E)

=
∫

dEDs(E)g(E) (4.40)

where we have introduced E = √
ε2 + �2 and Ds(E) = Dn(ε)

dε
dE

, where Dn(ε)

is the normal state density of states. The above is exact provided we have

Dn(ε) = 1

N

∑
k

δ(ε − εk) (4.41)

Here, N is the number of Fourier modes of the wave-number, equivalently the
number of lattice sites in the problem. The normal state density of states is now
assumed to be a slowly varying function of ε around the Fermi surface such
that we approximate it by Dn(ε) ≈ Dn(0) when we measure energies relative
to the Fermi surface energy. Implicit in this assumption is that sharp features in
Dn(ε) are absent near the Fermi surface, i.e. there are no van Hove singularities
near the Fermi surface. Then we have

Ds(E)

Dn(0)
= E√

E2 − �2
�(E − |�|) (4.42)

where �(x) is the Heaviside step-function �(x) = 1, x > 0, �(x) = 0, x < 0.
When the gap function �k is not a constant in k-space, we derive a density of

states more formally from the spectral weight A(k, ω) introduced in Section 3.2,
as follows. Introduce, in analogy to Eq. 3.6, the Green’s function G(k, t) for
the superconducting condensate. Formally, this Green’s function is given by

G(k, t; σ) = −i〈0|c+
k,σ (t)ck,σ (0)|0〉 (4.43)

where |0〉 is the BCS superconducting groundstate. It is an eigenstate of the
Hamiltonian Eq. 4.16. Moreover, we have

G(k, ω; σ) = 1

2π

∫
dteiωtG(k, t; σ) (4.44)
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Without loss of generality we choose one spin direction, σ =↑ say, and find

G(k, t; ↑) = −i〈0|(cos(θ)η+
k (t) − sin(θ)γ +

k (t))(cos(θ)ηk(0)

− sin(θ)γk(0))|0〉 (4.45)

Now, using the fact that (ηk, γk) diagonalize the BCS Hamiltonian, we have that

〈0|η+
k γ +

k |0〉 = 0

〈0|ηkγk|0〉 = 0 (4.46)

Hence, we obtain

G(k, t; ↑) = −i cos2(θ)〈0|η+
k (t)ηk(0)|0〉

− i sin2(θ)〈0|γ +
k (t)γk(0)|0〉 (4.47)

Each bracket is now a free fermion propagator in the superconducting state, hence
upon Fourier-transforming we find, introducing the coherence factors in Eq. 4.14,

G(k, ω; ↑) = u2
k

ω − Ek + iδk
+ v2

k

ω + Ek + iδk
(4.48)

where δk is infinitesimal. The spectral weight is therefore given by, using Eq. 3.8

A(k, ω; ↑) = u2
kδ(ω − Ek) + v2

kδ(ω + Ek) (4.49)

which should be compared to Eq. 3.8, and which is seen to be spin-independent.
Due to the fact that we are considering spin-singlet pairing, we obtain the same
result for σ =↓. Thus, we finally obtain the superconducting density of states
per spin channel as

Ds(ω) = 1

N

∑
k

A(k, ω)

= 1

N

∑
k

[u2
kδ(ω − Ek) + v2

kδ(ω + Ek)] (4.50)

which again is seen to be independent of the spin index σ due to the fact that
we are here considering spin-singlet pairing.

4.5 Quasi-particle tunnelling and the gap
4.5.1 Introductory remarks

The field of superconductivity made two important steps forward at the exper-
imental discovery of tunneling of single charge carriers (‘quasiparticles’) by
Giaever in 1960 [38], and the subsequent predictions of tunnelling of Cooper
pairs by Josephson in 1962 [8]. These discoveries set the stage for a new
era in superconductivity on the small scale. Structures in which the thickness
dimension was as small as a few nanometers could be manufactured in labo-
ratories, and their properties controlled reproducibly. Avenues were opened for
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entirely new research and insights, and for electronic devices of a kind that
could not even in principle be achieved by conventional methods, all due to the
unique properties of the superconducting state, and its wave-function.

At the time of the discovery of these new phenomena quantum mechanical
tunnelling was a well-established concept in atomic and nuclear matter, and had
recently been demonstrated by Esaki to occur between semiconductors separated
by a thin barrier. It took the curiosity of two young and independent student minds
to divert from conventional thinking, and venture into the new landscapes:

The scientific world was startled at the simplicity and profoundness of their
discoveries. Giaever pointedly describes his discovery as a method of ‘measuring
the superconducting energy gap with a voltmeter’. This apparent simplicity, and
the importance of the results led to immediate acceptance. Josephson’s theory,
on the other hand, met some initial skepticism. But within a year, experimental
evidence began to accumulate in favour of Josephson‘s ideas, and further theoret-
ical work by many groups expanded our understanding of the physics involved,
and contributed to the foundation of present-day sophisticated devices, leading
on to what we call today ‘Josephson technology’. Here again initial discoveries
in pure physics found their way to applications in electrical engineering sciences
and technical products.

4.5.2 The tunnelling principle

The tunnelling of a small particle through a barrier in vacuum is a standard
problem in atomic physics books, and solvable by relatively simple mathematics
using the Schrödinger equation, on requiring continuity of the wave-function
through the barrier. Usually, the height of the barrier is an unknown parameter,
which may eventually be determined by comparison of experiment and theory.

When tunnelling is to take place between two conductors, separated by an
insulating barrier, several possibilities arise. If we let N symbolize a normal
metal, and S a superconductor, and have the substances separated by a thin
insulator I, then we may combine these substances in various configurations:
NIN, SIS, NIS, N1IN2, S1IS2 etc.

Some of these possible structures are illustrated schematically in Figure 4.1.
The symbols φ, φl, φr in superconductors indicate the phases of the wavefunc-
tions. In each case the tunnelling particle leaves the substance to the left, say,

(a) (b) (c)

N I S, fIN1 IS1, fl S2, frN2

Figure 4.1 Schematic illustration of various possible configurations for tunneling between
two normal metals (a), between normal metal and superconductor (b), and between two
superconductors (c).
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EF1
EF2

EFN
EFS

T ≠ 0, V = 0

E

N1IN2

T ≠ 0, V = 0

T = 0

T > 0

NIS

(a)

(c) (d)

(b)

e
∆

f (E)D(E) f (E)D(E)

D(E)

I

V

I

V

D(E)

f (E)D(E)

f (E)D(E)

E
∆

Figure 4.2 (a) and (c) Illustrate tunnelling between two normal metals N1 and N2 through
a thin insulating barrier I as seen in a density of states versus energy diagram, with the
Fermi–Dirac function factored in. In (a) T �= 0 and applied voltage V = 0. In (c) the I − V

characteristic is shown as linear, as a consequence of displacing the electron distributions
in (a) along the vertical axis by application of an increasing voltage. The right hand figures
illustrate similarly the situation for tunneling between a normal metal and a superconductor
with an energy gap �, at T �= 0 and V = 0 in (b), and that of varying voltage applied, in (d).
The consequence of varying T is indicated in (d). Note the onset of tunnelling at V = �/e.

where it occupies an allowed state in the conduction band of free carriers,
and, after tunnelling enters into an allowed state in a band on the right side
of the insulating barrier. These processes are restricted by the energy spectra
and the statistics governing the bands from which they tunnel, and into which
they arrive. Normal metals are well understood so that the appropriate math-
ematical description of the process between normal metals is straightforward.
Furthermore, the BCS theory for superconductivity gave an accurate description
of the energy bands in typical low-Tc metallic superconductors. Because this
theory already existed by the time of the experimental work by Giaever and
coworkers, the appropriate integrals could be written down. Figure 4.2 shows
sketches of bands for two of the interesting cases. Figure 4.2a shows the N1IN2
case, while Figure 4.2b illustrates the NIS case with no external voltage applied.
Figure 4.2c and d illustrate the corresponding current–voltage characteristics for
the NIN case (c), and the NIS case (d), respectively. None of these represent
the Josephson case, however. In the Josephson effect the phase properties of



QUASI-PARTICLE TUNNELLING AND THE GAP 97

the wavefunction come into full play. This requires a different approach, as will
be discussed later. The Giaever case is a simpler one. Let us look at the terms
that contribute to the tunneling of single carriers, beginning with the NIN case
where only normal electrons are involved.

4.5.3 Single-particle NIN tunnelling

For this discussion we refer to Figure 4.2a. The total number of electrons
travelling across the barrier from left to right is proportional to the number
of filled electron states on the left-hand side (l) and to the number of states
that are unoccupied on the right-hand side (r). The tunnelling current il→r at a
particular energy level E and in an interval dE is then

il→r = CnDl(E)fl(E) × Dr(E)fr,h(E)dE (4.51)

where fl and fr,h are the probabilities that the energy level E to the left is occupied,
and that states at the same level to the right are unoccupied, respectively. According
to quantum theory, when the transitions take place from left to right, i.e. when the
transitions are completed as il→r, the unknown constant Cn may be written as

Cn = 2π

�
|Tn|2 (4.52)

where |Tn|2 is the tunnelling probability, given by the squared matrix element
for the transition of an electron from the left electrode to the right electrode.

We have, in addition, to factor in the number of available states (holes, h) to
the right in the same energy interval by use of the relation

fr,h(E) = 1 − fr(E) (4.53)

The total tunnelling current, when adding processes taking place at all energy
levels is then

Il→r =
∫ ∞

−∞
il→r(E)dE = 2π

�

∫ ∞

−∞
|Tn|2Dl(E)fl(E)Dr(E)(1 − fr(E)) dE

(4.54)
In equilibrium, of course, a similar integral applies to transitions from right

to left. These transitions have to be subtracted to get the net current across
the barrier. Finally, therefore: The net current ININ between two normal metals
found upon subtraction of Ir→l from Il→r becomes:

ININ = Il→r − Ir→l = 2π

�

∫ ∞

−∞
|Tn|2Dl(E)Dr(E)(fl(E) − fr(E)) dE (4.55)

In both equations above we have allowed integration from −∞ to +∞. This is
permissible due to the difference term (fl(E) − fr(E)). The properties of these
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functions makes the integrand extremely small outside a narrow energy window of
order kT .

Now, without a voltage applied, the difference (fl(E) − fr(E)) is simply zero,
as may be seen from Figure 4.2a and b: No net charge transport can occur without
an applied voltage. The claim that fl(E) − fr(E) = 0 may seem like an oversim-
plification if we consider two metals with different Fermi energies to the left and
to the right. A very important condition has to be fulfilled for this equality to hold:
The two electron gases must constitute one thermodynamic system. This requires
particle exchange across the barrier, in fact vigorous tunneling must take place. It
is a basic result of thermodynamics that two systems which come into equilibrium
due to exchange of particles, will do so by spilling over particles until they have
adjusted their chemical potentials to the same level. In the present context we will
approximate the chemical potential µ by the Fermi-energy EF. So EF,l and EF,r
become exactly equal at equilibrium. Now clearly fl(E) − fr(E) becomes zero
since what really goes into the Fermi-functions is always the difference E − EF.
This argument also points to the fact that initially there must be a current to estab-
lish equilibrium. But this process is fast, and happens during deposition of the
films. We need not worry about such transient properties.

We can break this symmetry by applying a voltage V , raising the electron
band on one side with respect to the other side. Now current will flow since
we have to put E + eV or E − eV as the argument in one or the other of the
f -functions, and fl(E) − fr(E + eV ) becomes non-zero. The current is now

ININ = 2π

�
|Tn|2

∫ ∞

−∞
Dl(E)Dr(E + eV )(fl(E) − fr(E + eV ) dE (4.56)

We may if eV � Ef, to a very good approximation, make the following sim-
plification for calculation of the integral for ININ:

(f (E) − f (E + eV )) dE ≈ − ∂f

∂E
eV dE (4.57)

Under the integral − ∂f
∂E

acts like a δ-function; hence we obtain

ININ = 2π

�
|Tn|2 Dl(EF)Dr(EF)eV ≡ GNINV = 1

RNIN
V (4.58)

where GNIN is the normal conductance, or the inverse of the resistance RNIN of
the entire NIN contact. We have taken Dl and Dr outside the integration, replacing
them by the constants Dl(EF) and Dr(EF) since under normal circumstances E will
be near EF where D(E) varies slowly with E. This result is shown in Figure 4.2c
where the simple linear characteristic of one NIN contact is illustrated.
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4.5.4 NIS quasiparticle tunnelling

The analysis given above proves that the NIN tunneling contact acts as an ohmic
element in a circuit, a fact worth noting, but as such not particularly exciting or
useful since for most purposes we have more practical ways of making resistors.
However, the situation is substantially altered once we allow one, or both, of
the metals to become superconducting. This can in many cases be achieved
simply by cooling the contact. If the two metals were, for instance, Nb with
a superconducting transition temperature Tc = 9 K and Pb with Tc = 7 K, we
could implement the following contacts by lowering the temperature: N1IN2 at
all T > 9 K; NIS between 7 K and 9 K; and S1IS2 below 7 K.

What makes the NIS or SIS configurations so interesting, and useful, is (i)
that they provide us with radically different, nonlinear current-voltage I–V char-
acteristic both for single electron tunneling and for Cooper pair tunnelling, and
(ii) that entirely new phenomena arise in SIS contacts in particular, reflecting
deeper aspects of the superconducting wavefunction. These aspects are exceed-
ingly interesting from a physics point of view, and harbor the promise for a
multitude of important applications.

On changing our system under investigation to an NIS-contact, as long as we
are discussing single-particle tunnelling, the integrals introduced above do not
change in principle, only the density of states Ds in the superconductor replaces
one of Dn functions in the normal state. The Fermi–Dirac functions remain
unaltered. Again we have to apply a voltage to set up a net current in one of
the two directions (see Figure 4.3.)

In Section 4.4 we have shown that the density of states of quasiparticles in
the superconductor Ds(E) is related to the one in the normal metal Dn(0) near

EFN

EFN

EFS + ∆

EFS − ∆

EFS

EFS

E

S

(a) (b)

N

E

SN

V = 0; T ≠ 0; I = 0
V =      ; T ≠ 0; I ≠ 0e

∆

Figure 4.3 (a) T �= 0. Almost no electrons available for tunneling leads to very low tunnel
current. (b) Bands displaced by eV . Optimal condition for quasiparticle tunnelling from N to
S. In both cases EFN and EFS refer to Fermi energies of normal and superconducting metals,
respectively.
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the Fermi energy by

Ds(E)

Dn(0)
=




E

(E2 − �2)1/2
; |E| ≥ �

0; |E| < �

(4.59)

where energy E is now measured from the Fermi-level EFS. On insertion of
Ds(E) the current can be expressed as

I
q
NIS = 2π

�
|Tn|2

∫ ∞

−∞,|E|>�

Dl(0)Dr(EF)
|E|∣∣E2 − �2

∣∣ 1
2

(f (E) − f (E + eV )) dE

(4.60)

where the superscript q reminds us that only quasiparticles (single electrons) are
to be counted.

The notation |E| > � under the integral sign indicates that integration over
the interval |E| > � is excluded. On comparison with the NIN-case we discover
that I

q
NIS can be simplified to

I
q
NIS = GNIN

e

∫ ∞

−∞
|E|∣∣E2 − �2

∣∣ 1
2

(f (E) − f (E + eV )) dE (4.61)

This integral can only be solved analytically in the T = 0 limit, giving

I
q
NIS =




0; |eV | < �

GNIN

e

[
(eV )2 − �2)

] 1
2 ; |eV | ≥ �

(4.62)

The quasiparticle current increases sharply from zero at V < �
e

like the square
root of the voltage in excess of �

e
when V > �

e
.

A crucial point, which was eloquently exploited by Giaever and cowork-
ers, is the ensuing relation for the differential conductance, defined as Gd

NIS =
dINIS/dV (rather than GNIS = INIS/V used before). One quickly verifies that

Gd
NIS ≡ dINIS

dV
= GNIN

∫ ∞

−∞
Ds(E)

Dn(EF)

∂f (E + eV )

∂(eV )
dE (4.63)

Here the derivative of f approaches a δ-function when kT → 0. At finite values
it assumes a form similar to a Gaussian distribution, and with a width of the
order of kT . In the T = 0 limit the result is then exactly

Gd
NIS = GNIN

eV[
(eV )2 − �2

] 1
2

= GNINDS(E = eV ) (4.64)
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processes during tunnelling. Adapted from Giaever et al. [39].

This means that a measurement of dINIS/dV , indeed a measurable quantity,
probes the superconducting quasiparticle density of states function directly. Most
clearly we see this in the experimentally accessible quantity

Gd
NIS/GNIN = Ds(E = eV ) (4.65)

An example of an early manifestation of this relationship is seen in Figure 4.4,
except for some additional phonon structure.

The expected property that the relative conductance diverges like Ds at eV =
�, is therefore confirmed. A physical measurement can of course never truly
measure a divergence in the strict mathematical sense. Neither should one take
such a prediction literally in the real world. After all, we are talking about a
model, the BCS theory, which has built into it certain idealizations that are
not to be regarded as exact. Still, the model predicts a remarkably sharp onset
of quasiparticle current vs. V that has been confirmed by experiments, even at
temperatures well above T = 0, and the overall behaviour is very close to the
BCS prediction.

In the so-called excitation representation electron-like and hole-like excita-
tions are depicted in a positive energy continuum above the superconductor gap
energy �. This is illustrated in Figure 4.5.

The superconducting energy gap is introduced by joining the hole-like branch
and the electron-like branch at a finite gap energy �, and with consequences
for the density of states, proportional to |∇E(k)|−1.
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Figure 4.5 (a) Usual free-electron gas representation of T = 0 in a normal metal; holes ◦
below EF, electrons • above. (b) Excitation representation of a normal electron gas at T = 0.
Hole branch: ◦h, electron branch •e. (c) Excitation representation in a superconductor with

a gap �. The two branches join at �, and the density of states proportional to
(

∂E
∂k

)−1
near

the minimum point is strongly modified from that of the normal state in (b).

4.5.5 SIS quasiparticle tunnelling

With the construction of an a SIS contact the possibility arises to establish both
a quasiparticle current and a Cooper-pair current between the two superconduc-
tors. Both of these can be treated fully by quantum theory, on a similar footing
to that used in NIN and NIS contacts above. However, only the SIS-case is rea-
sonably straightforward in the established language of single particle transitions.
When Cooper-pairs tunnel the addition of matrix elements for the two constituent
particles requires heavier formalism which belongs in a more advanced treatment.
The familiar problem in quantum mechanics of adding before squaring comes in.
We will attack this case with a different and simpler method in the next section.
And, having established a method for calculation of NIS -quasiparticle current, one
needs only extend that procedure to the S1IS2 case directly. The resulting integral
can be guessed on the basis of the earlier discussion:

I
q
SIS = GNIN

e

∫ ∞

−∞
|E|∣∣E2 − �2

1

∣∣2 |E + eV |
((E + eV )2 − �2

2)
1
2

((f (E) − f (E + eV )) dE

(4.66)

Again, it is understood that integration is not to be carried out in the gaps.
This current can only be calculated numerically. Instead of working out this
problem we resort to simple physical argument. In four successive sketches,
Figure 4.6, a qualitative picture is developed for quasiparticle tunneling between
two superconductors with different gaps, �1 and �2.
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Figure 4.6 Qualitative illustration of quasiparticle tunneling between two superconductors
with different gaps, (a), (b) and (c) at different values of bias field, (d) showing the resulting
overall I–V characteristic to be expected.

4.6 BCS coherence factors versus quasiparticle-effects:
ultrasound and NMR

4.6.1 Introductory remarks

As we have seen in Section 4.2 the BCS theory predicts an energy gap �(T ) =
�o(Tc − T )1/2 associated with the superconducting state due to an effectively
attractive electron-electron interaction in the presence of an ionic lattice. This
picture needs experimental confirmation. In the preceding section we already
discussed a possible method, quasi-particle tunnelling. There are several other
methods as well. In fact, specific heat measurements and infrared absorption
had already shown, even before the BCS theory was worked out, that a gap
had to be present. This was particularly evident well below Tc. In this sense
the BCS theory explained already existing results. However, a more complete
and satisfactory confirmation of the BCS theory requires measurement of both
the gap size, the temperature dependence of the gap, the density of states, and
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confirmation of more subtle effects like the so-called coherence factors. In this
section we will illustrate both some theoretical approaches, and some experi-
mental procedures that confirm central aspects of the BCS theory for metallic,
low-temperature superconductors.

4.6.2 Transition rates in ultrasound propagation and NMR

Ultrasonic attenuation and NMR have turned out to be excellent tools for testing
of the predictions from the BCS theory. Some experimental results for ultra-
sound appeared already in the BCS paper, and lent immediate support to this
important work. Longitudinal phonons interact with the quasi-particles in the
same way as with electrons in the normal state. The BCS theory for the attenu-
ation of longitudinal phonons gives a very simple expression to test, as will be
outlined below, with �(T ) as the only unknown quantity. Early measurements
at Brown University [40] showed overall consistency with the predictions of
BCS, although the experimental data had low precision near Tc.

We will now investigate how ultrasonic attenuation may be used to gain
insight, possibly verifying more fully the BCS result. Let us follow the main
line of reasoning leading to a prediction for ultrasonic attenuation and NMR
relaxation rate. Up to a certain point these physical effects can be described
by the same formalism. In quantum mechanical terms we need to calculate
transition rates αs. These are the net transition rates between energy levels E

and E + �ω, in fact quite similar to tunnelling which we discussed previously,
in Section 4.5. In the present context the energy �ω refers to the exchange
of a phonon in the case of ultrasound, and to the exchange of a quantum of
electromagnetic radiation in the case of NMR. With the tunnelling effect as
a reference, the expression for the desired quasiparticle transition rate in the
superconducting state may be logically constructed as

αs =
∫

|M|2 C(�, E, E + �ω)Ds(E)Ds(E + �ω)
[
f (E) − f (E + �ω)

]
dE

(4.67)

Here, M is a matrix element for the appropriate electronic transition, the same
one as in the normal state due to the close correspondence between quasi-
particles and normal state electrons. The Ds-factors are the same density of
states we used under the discussion of tunnelling in Section 4.5. However, there
is a fundamental difference between the normal state and the superconducting
state: In the latter case there is coherence between occupied one-electron states,
making scattering events interdependent. This is an interference effect which is
expressed by the coherence factors contained in the function C(�, E, E + �ω)1.

1See for instance de Gennes: Superconductivity of metals and alloys, Chapter 4. W. A. Benjamin,
Inc. New York, 1966, for a thorough discussion of coherence factors in superconductivity.
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The choice of sign in the coherence factor is essential, and distinguishes two
important cases. We quote here the form valid at low frequencies, �ω � �.

C(�, E, E + �ω) = 1

2

∣∣∣∣1 ∓ �2

E(E + �ω)

∣∣∣∣ = 1

2

∣∣E(E + �ω) ∓ �2
∣∣

E(E + �ω)
(4.68)

Using previously developed expressions for Ds we now obtain the following
integral for the transition rate in the superconducting state

αs = |M|2 D2
n(0)

∫ ∞

−∞

∣∣E(E + �ω) ∓ �2
∣∣ [f (E) − f (E + �ω)

]
(E2 − �2)1/2

[
(E + �ω)2 − �2

]1/2
dE (4.69)

The upper sign here refers to so-called case I processes, and the lower one to case
II. The first of these involves a scalar potential as in longitudinal ultrasound, the
second one corresponds to the presence of a vector potential A as in transverse
ultrasound and in NMR.

The notation for the integration limits has been simplified. It is understood
that no integration is to be carried out in the range |E| < �, since no quasi-
particles are present there. Next, to normalize the superconducting scattering
rate (Eq. 4.69), against the rate in the normal state we set � = 0 to obtain αn
corresponding to the normal state transitions rate. Integration of (4.69) gives

αn = |M|2 D2
n(0)�ω. (4.70)

Performing the normalization αs/αn we find an integral which subsequently may
be worked out for different cases:

αs/αn = 1

�ω

∫ ∞

−∞

∣∣E(E + �ω) ∓ �2
∣∣ [f (E) − f (E + �ω)

]
(E2 − �2)1/2

[
(E + �ω)2 − �2

]1/2
dE (4.71)

By calculating and measuring the ratio αs/αn the matrix element |M|2 drops
out of the problem, as it did here, and we need not be concerned with its actual
value; similarly for D2

n(0).We are now in a position to discuss two distinct cases:
ultrasound and NMR.

4.6.3 Longitudinal ultrasonic attenuation

The attenuation coefficient for ultrasound, αu, is the exponent by which the
intensity of an ultrasonic wave at frequency ω decays with distance. Its value
is measured in dB/m or in Nepers/m. The quantity αu is also closely related
to the mechanical quality factor, the Q-factor, of the sample under study when
treated as an acoustic resonator. It represents the ratio of dissipated energy to
supplied energy. For this reason the normalized transition rate also corresponds
to the normalized ultrasound attenuation, i.e. αu

s /αu
n = αs/αn. These relative

rates can for instance be evaluated in the limit when �ω approaches zero, an
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approach which applies in the usual ultrasonic phonon energy range – typically
at 100 MHz – where �ω is very small, on the scale of the energy gap � as well
as on the scale of kT in most cases. Upon cancellation of the coherence factors
against a density of states factor in Eq. 4.71 one finds an integral which can be
simplified as follows in the low ω limit (ω → 0).

∫
1

�ω

[
f (E) − f (E + �ω)

]
dE = −

∫
∂f

∂E
dE (4.72)

Integration in the allowed range, i.e. excluding the range −� to +� by inte-
gration from −∞ to −�, and from � to ∞, one finds directly for longitudinal
attenuation

αl
s/α

l
n = 2f (�) = 2

1 + e�(T )/kT
, (4.73)

a remarkably simple result, in form very similar to the Fermi–Dirac function.
This result should not come as a complete surprise: Rather, the transition rate
and therefore also the attenuation, should be expected to depend on the gap in
this manner, since the Fermi–Dirac function determines the rate at which quasi-
particles are created above the gap, and hence also the relative attenuation. In
spite of this, the result (Eq. 4.73) is not entirely obvious. Without the accidental
cancellation of a factor in the function C against a density of states factor in Ds ,
this simplicity would have been lost. Figure 4.7 shows data obtained on indium
and analysed to give the limiting value of � at low temperatures, �(0) [41]. The
early measurements quoted above, gave a good overall confirmation of the theory,
but did not test this result fully, especially not near Tc where the temperature
dependence is very strong, with a vertical tangent at Tc. Because this is also the
region where the difference between the two-fluid model and the BCS model could
be expected to be most distinct, ultrasound provides an important testing ground
for the predictions of the combined effects of the energy gap and the coherence
factors. In the case just discussed, only the gap remains as the controlling factor.
This is quite different for transverse ultrasound, as will be discussed below.

The BCS prediction for attenuation (Eq. 4.73), was tested by careful measure-
ments using longitudinal ultrasound at 210 MHz very close to Tc in supercon-
ducting aluminium [42], (Figure 4.8). The agreement with BCS theory is seen to
be remarkably good. We note the almost vertical slope in ultrasonic attenuation
at Tc, and the fact that the attenuation drops by 25% over only 40 mK, all of
this in full agreement with the BCS prediction. We conclude, that in the case of
aluminium the BCS predictions for the temperature exponent of the gap, i.e. the
exponent 1/2 in (Tc − T )1/2, as well as its zero degree value, �0 = 3.52 kT ,
are in agreement with the experiment. Recalling that BCS is a mean field theory,
this constitutes a demonstration that the BCS approach is good in typical low Tc
superconductors even in the close vicinity of Tc. No traces of fluctuation effects
are seen, in accord with the arguments given in Section 2.6.6.
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Figure 4.7 (a) Measurements of attenuation of longitudinal ultrasound in indium in the
normal and superconducting states. The normal state data were obtained by application of a
magnetic field H > Hc. (b) Analysis of data at 150 MHz using the function (Eq. 4.73), leads
to determination of �(0)[41].

However, theoretical work by Halperin and colleagues [43], and later work
by Bartholomew [44] and by Mo and co-workers [45], has shown that when
κ = λ/ξ � 1 the superconducting phase transition is expected to be first order.
Aluminium is extreme Type I with a κ-value of order 10−2, so the theory
should apply in this case. Evidently the experiment quoted above would have to
be carried out with even much higher than mK temperature resolution to reveal
the predicted effect. Judging by the data presented here, the predicted first order
jump has to be very small in Al, but its existence even here cannot be excluded
on the basis of the presented data.
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Figure 4.8 Measurements of the attenuation of longitudinal polarized ultrasound in super-
conducting Al, compared to BCS prediction in Eq. 4.73. Notice the temperature scale in mK.
Adapted from Fossheim et al. [42].

4.6.4 Transverse ultrasound

The physics of scattering of transverse phonons in superconductors, as observed
in experiments using transversely polarized ultrasonic waves, is distinctly differ-
ent from the longitudinal case. This interesting fact has been largely overlooked
in textbooks in superconductivity until now, in spite of the fact that the physics
has been well described and understood. In early experiments [46] the atten-
uation of transverse acoustic waves in very pure metals was found to drop
precipitously just below Tc. This effect became known as the ‘rapid fall’. It
was somewhat erroneously considered to be due purely to Meissner screening
of the fields associated with the transverse wave. It turns out, rather, that this
difference offers an interesting possibility to test no less than a hallmark of the
BCS physics, namely the coherence factors [47], cf. Eqs 4.14. With transverse
waves these factors do not drop out of the transition rates as they did in the
longitudinal case just discussed. An experimental test to reveal their possible
presence is therefore a highly worthwhile enterprise.

The difference referred to, is due to the different electronic responses to the
ionic displacements of longitudinal and transverse acoustic waves in a conducting
medium. In the presence of a longitudinal wave the electron gas is driven by the
electrostatic fields created by the ‘piling up’ and ‘thinning out’ of positive ionic
charge as the wave propagates through the lattice. This essentially electrostatic
response is very fast, limited only by the plasma frequency, and therefore occurs
completely in phase with the ionic motion. The interaction between the primary
ionic wave and the electron gas is of a scalar nature, and independent of the
direction of both electron spin σ and momentum �k. The response of the electron
gas is often described as that of maintaining (approximate) charge neutrality.
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The case of transverse waves is wholly different; there is no piling up or
thinning out of charge in the transverse motion of the lattice. Charge neutrality,
preexisting before injection of the acoustic wave, is preserved in the electronic
response as well. In this case the transverse ionic current generates a time vary-
ing magnetic field, which in its turn drives an electronic current. The coupling
between the ionic motion and the electron gas is therefore of electromagnetic
nature and much slower than in the longitudinal case, involving the electronic
skin depth δ. The presence of the induced magnetic field as an intermediary
between ionic and electronic currents becomes extremely important when enter-
ing into the superconducting state. This necessarily leads to Meissner screening
of electronic currents below Tc, an effect which is not present in the longitudi-
nal case. Screening occurs in the entire range of the acoustic wave, in the bulk,
contrary to how we previously encountered the Meissner effect, as a response
occurring in a thin layer λ near the surface. As transverse wave propagation is
easily generated at a single wavevector q at a time, this opens up for a deter-
mination of the superconducting penetration depth λ versus q in the bulk of the
material.

As was mentioned earlier, the coherence factors now appear in a different
way: The interaction between a free charge and a magnetic field occurs via the
product p × A = �k × A, where A is the vector potential. This term is inde-
pendent of spin, but changes sign on replacing k by −k. When evaluating the
integrals discussed above this property turns out to require the opposite sign in
the coherence factor function C introduced in Eq. 4.68. Although the coherence
factors dropped out against a density of states factor in the longitudinal case, this
clearly cannot happen here, and the coherence factors remain in the problem.
Furthermore, screening has to be taken care of, and finite frequency electrody-
namics enters in an important way. We now outline the approach which has
been followed by Fossheim [42, 47].

The attenuation coefficient α for ultrasonic waves propagating in a conducting
medium can be expressed as the energy dissipated per second divided by the
energy input per second, both calculated per unit area of the wavefront. In the
presence of induced current densities and fields this leads to the expression

α = 1/2Re(j∗E)

1/2ρv2
i vs

(4.74)

Here we need an expression for the electronic current density j whose complex
conjugate appears in Eq. 4.74, and the electric field E within the superconductor,
which is by no means zero in this electrodynamic problem. Other factors in the
above expression are the density of the material ρ, the ionic velocity vi and the
velocity of sound vs. The quantity we have to express is primarily the field E,
since the current density can always be written as j = σE ≡ (σ1 + iσ2)E. Here
we have defined the complex frequency dependent conductivity σ as consisting
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of a real part σ1 and an imaginary part σ2. Next we express the electric field by
these conductivities. For this purpose we combine Maxwell‘s equations

∇ × E = −∂B

∂t
(4.75)

∇ × B = µ0(j s + j i) = µ0(σE + j i). (4.76)

Here we have introduced the magnetic induction B created by the ionic current
density j i of the transverse acoustic wave, and the associated self-consistent
electric field E generated by the time-dependent magnetic induction. We will
assume the waveform to be exp i(qx − ωt) for all fields and currents in Eqs 4.75
and 4.76. To solve these equations for E we assume that the wave is traveling
in the positive x-direction, generating the transverse ionic currents along the
y-axis, and consequently the induction B is along the z-direction. In this plane
wave scheme the spatial derivatives are nonzero only when taken with respect
to x. We combine the two Maxwell equations by taking the curl of Eq. 4.75 and
the time derivative of Eq. 4.76, and find

∇ × ∂B

∂t
= µ0

∂

∂t
(σE + j i) (4.77)

which is to be combined with

∇ × ∇ × E = −∇ × ∂B

∂t
(4.78)

Recalling that for transverse waves there is no net charge accumulation, we have
∇ × E = 0 in the second of these equations. Using this to simplify Eq. 4.78,
and after equating the right-hand side of Eq. 4.77 with the left-hand side of
Eq. 4.78, we arrive at

E = iµ0ω

q2 − iµ0ω(σ1 + iσ2)
j i (4.79)

and eventually to

E =
−σ1 + i

(
q2

µ0ω
+ σ2

)
(

q2

µ0ω
+ σ2

)2

+ σ 2
1

j i (4.80)

This expression is fully valid in both the normal and the superconducting
states. Referring to Eq. 4.74 we now normalize the attenuation coefficient in
the superconducting state against that in the normal state, in both cases taking
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the expression for the electric field from Eq. 4.80. The procedure is now to
carry out

αt
s

αt
n

= Re(j s × Es)

Re(jn × En)
= σ1s |Es|2

σ1n |En|2
(4.81)

We have attached the suffixes s and n to the respective fields in the superconduct-
ing and normal states. To further develop Eq. 4.80 we introduce one simplifying
aspect: the imaginary part of the normal state conductivity can be shown to be
negligible in comparison with the real part at usual ultrasonic frequencies up
to several hundred megahertz, hence σ2n is omitted hereafter. Note, however,
that σ2s can by no means be neglected. After some algebra the final, normalized
attenuation was found by Fossheim as [47]

αt
s

αt
n

=
σ1s

σ1n

[
(qδ)4 + 1

]
(

σ1s

σ1n

)2

+
[

σ2s

σ1n
+ (qδ)2

]2
(4.82)

We leave it as an exercise to carry out the manipulations required to obtain
this result from Eq. 4.81. In Eq. 4.82 we have introduced the parameter δ =
(1/µ0ωσ1n)

1/2. Except for a factor
√

2 this is the usual normal state skin
depth for electromagnetic fields. We note from the way the skin depth appears
together with the imaginary conductivity in the denominator of Eq. 4.82, that
normal state screening plays a role. The product of skin depth δ and wavevec-
tor q – essentially the ratio of skin depth to acoustic wavelength – measures
the effectiveness of the normal state screening since the term (qδ)2 adds to
the term σ2s/σ1n which represents superconducting screening. The latter con-
tains the Meissner effect. Thus in a subtle way Eq. 4.82 describes a continuous
crossover between normal state screening and superconducting screening. What
is being screened, of course, are the induced currents j , and B-fields that provide
the coupling between the transverse lattice waves and the electron gas. And, as
these are screened out, so is the electric field E. Therefore the whole coupling
mechanism breaks down in a narrow temperature range below Tc. This elimi-
nates a dissipation channel, and the acoustic attenuation drops dramatically, as
mentioned above, the so-called ‘rapid fall’ which was referred to before. It is
a phenomenon full of essential superconductor physics, as we demonstrate in
more detail, next.

Importantly, the coherence factors did not drop out of the problem, but are
present in the conductivities. We proceed to discuss these aspects, making use
of the transition rates again, i.e. Eq. 4.71, as was done originally by Mattis and
Bardeen [48]. It is appropriate to associate the transition rate with the processes
that determine σ1s since this is the loss part of the complex conductivity. The
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resulting integral, still with the coherence factors intact, cannot be solved ana-
lytically, but an approximate analytic form was found by Cullen and Ferrell [49]

σ1s

σ1n
= 1 + 1

2

�

kT
ln

(
8�

e�ω

)
−

(
8.42/π2

)(
�

kT

)2

(4.83)

Mattis and Bardeen also gave σ2s/σ1n in integral form, but an analytic solution
was only given under conditions which are outside of the accessible range in
the experiments we are discussing here. The work of Fossheim [47] introduced
instead a nonlocal modification of the London expression for σ2s/σ1n, as follows:

σ2s

σ1n
= 2

(
1

µ0ωσ1n

)
λ−2

L (0) × �T × K(qξ0)

= 2

(
δ

λL(0)

)2

× �T × K(qξ0) (4.84)

Here λL(0) is the zero degree London penetration depth, �T = (Tc − T ), and
K(qξ0) is the nonlocal Pippard kernel (see [47]). Since this term Eq. 4.84
appears not as a factor in the expression for αt

s/α
t
n, but added to the term (qδ)2

this approximation is not as essential to have in the correct BCS form as is the
case with σ1s/σ1n, which contains the dominating effect of the coherence fac-
tors. That aspect is essential very close to Tc as it turns out that the presence of
the coherence factors in σ1s/α1n dominate the behavior of the attenuation αt

s/α
t
n

in the first few mK below Tc, below which it is overlapped and followed by the
Meissner screening. And while at the transition the attenuation would have zero
slope if the Meissner screening was the dominant effect, on the contrary, with
the coherence factors present a sharp break occurs, with vertical slope. Perhaps
no other phenomenon defines Tc as sharply as this in superconductivity.

The issue is therefore whether experiments can confirm the latter prediction.
Experiments in indium [47] and in aluminium [42] shown in Figure 4.9 provide
substantial verification of the presence of the coherence factors, showing the
predicted sharp break on the sub-millikelvin scale. In fact, in Ref. [47], Tc was
resolved with ±2/10000 K resolution! In the aluminium results, there appeared
a correction factor in the parameter λL(0) which was interpreted as an effect
of electronic effective mass enhancement by about 1.5 due to electron–phonon
interaction, also in accord with cyclotron resonance experiments. Again, evi-
dence for the predicted first order transition [50] was not found. Evidently, even
the already very high resolution of this experiment was not sufficient to see it.

Calculations of the attenuation of transverse waves in several metals were
carried out by [51], covering a wide range of frequencies. At frequencies of the
order of 1 GHz, depending on the metal, it was found that the presence of the
qδ-factor alters the sign of the initial slope of αt

s/α
t
n from a sharp downward

break to an equally sharp upward break. This latter effect resembles very closely
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Figure 4.9 Attenuation of transversely polarized ultrasound in superconducting Al near Tc.
Measurements by Fossheim et al. [42]. The continuous curve is a calculation based on theory
by Fossheim [47]. µ is the mass enhancement factor mentioned in the text.

the behavior of the NMR relaxation rate at the superconducting transition. In
essence, transverse ultrasonic experiments and NMR experiments contain the
same information regarding the presence of BCS coherence factors, whether the
ultrasonic frequency is high or low. It should be mentioned that the ultrasonic
experiments referred to were carried out on ultra-pure 6N metals, where the
electronic mean free path at low temperatures is of the order of millimetre
length, making the product q�  1, � being the electronic mean free path. In
this case the electronic attenuation in the normal state is temperature independent
and proportional to q, and the rapid fall or rapid rise below Tc is a very strong
and sharp effect.

4.6.5 Nuclear magnetic resonance relaxation below Tc

One of the earliest and most successful confirmations of the BCS theory was
provided by the nuclear magnetic resonance measurements of the longitudi-
nal relaxation rate 1/T1 in a superconductor by Hebel and Slichter [52]. The
observed rise of the relaxation rate just below Tc, to a level above that in the nor-
mal state, confirmed a crucial aspect of the theory. A good idea of the expected
behavior is obtained by use of the scattering rate already given in Eq. 4.71.
By again introducing the derivative of the Fermi–Dirac function like before,
and adding symmetric contributions from the ranges E ≥ � and E ≤ −� after
allowing ω → 0, one finds the following integral expressing the relative NMR
relaxation rate αs/αn in the superconducting state normalized against that in the
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normal state as

αs

αn
= −2

∫ ∞

�

E2 + �2

E2 − �2

(
∂f

∂E

)
dE. (4.85)

This integral diverges logarithmically. If ω had been allowed to retain a finite
value, the divergence would be avoided, and the result would be of the order of
ln(�/�ω), as discussed by Tinkham [53], of the order of 10 for typical cases.
This is far larger than what is measured. Various schemes have been discussed
in the literature to reduce this discrepancy. The main ones have been to take
account of anisotropy of the energy gap, and to assume nonuniform lifetimes
of quasiparticles over the Fermi-surface. What has become quite clear after the
discovery of high-Tc superconductors is that the rise in relaxation rate below
Tc is tied to the symmetry of the wavefunction. The relaxation peak is present
in s-wave superconductors, as was worked out by BCS, but not in d-wave
superconductors like the high-Tc cuprates.

An example of a low-temperature measurement

Superconductivity research during the first 75 years since 1911, was always a
domain of low temperature physics, and a large part still is, in spite of high-
Tc superconductivity. Figure 4.10 shows an example of an experimental setup
which led to the ultrasonic data near Tc quoted previously in this section [42].
The measurements in aluminium required careful temperature control and mea-
surements down to 1.1 K. This is just within the temperature range accessible by
pumping away the evaporating gas from liquid helium 4He, whose boiling point
is 4.2 K at STP. The cylindrical chamber shown in the figure is immersed in
helium, which at these temperatures (T < 2.2 K) is a superfluid, in a cryogenic
glass Dewar and filled with superfluid through the tube indicated in the figure
as the pumping line.

Inside the chamber shown here, the sample is mounted onto the lower end of
a quartz crystal acting as an acoustic delay line, centrally located in solid copper
block for temperature stabilization. The use of superfluid helium in addition, offers
excellent conditions for temperature stabilization since it is well known to sustain
zero temperature gradients. This is ideal for the present purpose which requires a
temperature stability better than 1/1000th of a degree. Other details of the physical
attachments are shown in the figure. Note in particular the pumping outlet. It has a
narrow constriction, 0.65 mm in diameter. While this arrangement still allows effi-
cient pumping of gas from the chamber due to the short length of the hole, and the
low density of the gas, it reduces substantially the flow of superfluid He film out
of the chamber. If the superfluid is allowed to flow up along the inner wall of the
pumping line over its full diameter, a phenomenon which is well known to occur,
it will reach high enough temperatures to evaporate, thereby reducing the pump-
ing efficiency sufficiently to prevent the lowest temperatures to be reached. The
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Figure 4.10 Experimental arrangement used to reach 1.1 K by pumping in liquid helium.

constriction reduced the film flow substantially, and the system worked exactly
as planned, allowing 1.1 K to be reached. This as a good example of the type of
know-how which is sometimes needed to perform good low-temperature mea-
surements. The insert in the chamber is also equipped with a temperature sensor
and heater for control of the temperature to submillikelvin level.

4.7 The Ginzburg–Landau theory

4.7.1 Some remarks on Landau theory

The Ginzburg–Landau theory [10] for superconductivity represents one of the
most useful tools available for the theoretical description of superconductivity. It
starts with a free energy expansion, completely in line with the general Landau
theory [54] for condensed matter, with particular attention being paid to the
term representing the gradient of the ordering quantity.

In Section 4.1 we have referred to magnetic analogies to superconductivity
for an intuitively simplified discussion of the quantum mechanical wavefunc-
tion. We begin here similarly with a brief discussion of the Landau free energy
for a ferromagnet, where the ordering quantity is the spin. When spins, or the
corresponding magnetic moments µi , are summed up and averaged over the
volume they occupy, the magnetization may be expressed as M = ∑

i µi/V .
M may take different orientations depending on symmetry, in order to minimize
the total energy. Examples of such behaviour are commonly found in magnetic
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domains in ferromagnets, where neighbouring domains may have the magnetiza-
tion pointing in orthogonally different directions due to anisotropy. The domain
walls between these small volumes are a kind of topological defects where the
spins gradually change direction form one domain to the neighboring one, a
configuration called Bloch wall, that costs extra energy to produce. This energy
appears in the free energy expansion as the square of the gradient of M . This
arrangement is still energetically favorable due to the resulting reduced field
energy outside the material.

Apart from this, the Landau expansion is permissible when assuming that we
perform the calculation of the free energy relatively close to Tc, although not
too close in case fluctuations might become important. The point here is that
we can define a small parameter in this range, namely m = M(T )/M(0), which
is the ratio between the actual magnetization M(T ), and the saturation value
M(0) at T = 0. This quantity m(T ) may be used as an expansion parameter
to whatever order is necessary. We have still one more aspect to take care of:
There is always a background energy F0(r, T ), which is independent of m. This
can most easily be thought of as the entire free energy of the system at m = 0,
for instance just above the magnetic ordering temperature Tc.

The Landau free energy density is then:

F(r, T ) = F0(r, T ) + αm2 + 1

2
βm4 + 1

4
c |∇m|2 (4.86)

Notice here that there are no terms of odd power in the m-expansion. Physically
this is due to the obvious fact that the free energy in a ferromagnet must be
independent of whether the spins point up or down. This constraint applies to
most systems, whether magnetic or not, and is always caused by symmetry.

We will now for simplicity confine the analysis to the interior of one domain
where M and m are constant, and disregard the remaining terms. Minimizing
the remaining free energy, requires

∂F

∂m
= 0 (4.87)

We find
2αm + 2βm3 = m(α + βm2) = 0 (4.88)

The solutions are:
m = 0 and m2 = −α

β
(4.89)

Generally, both α and β are themselves functions of temperature and are to be
thought of here as the lowest order term in a temperature dependent expansion
of the coefficients of Eq. 4.86. By studying the minimization conditions in more
detail one finds that the expansion of α must have a zero’th order term equal to
zero, so to lowest order

α = α1(T − Tc) (4.90)
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where α1 is a constant. For β we find that the zero-order term β0 is finite, and
we stop the expansion there. This adds up to

m2 = α1

β0
(Tc − T )

m =
(

α1

β0

) 1
2

(Tc − T )
1
2 (4.91)

So, the magnetization grows from 0 at Tc, like the square root of Tc − T . Above
Tc its value is m = 0 in accordance with the first solution in Eq. 4.89. Both
aspects are illustrated in Figure 4.11. What happens physically is that above
Tc spins are totally disordered, producing m = 0. Below Tc, however, ordering
increases gradually like the square root of temperature measured relative to Tc.

Because of the gradual associated ordering taking place in the magnetic spins
when T is lowered below Tc, the quantity m is called the ‘order parameter’ of
the ferromagnetic transition. We also see that m is indeed suitable as a small
quantity to expand in. The above gives an idea of the basic content of Landau
theory, applicable to a wide range of systems where ordering takes place below
a certain temperature. We have so far neglected the gradient term. This will
often not be permissible, as we will see in superconductors.

4.7.2 Ginzburg–Landau theory for superconductors

The Landau approach works specially well in systems with long correlation
length, called coherence length ξ in superconductors. We should measure this
length on an atomic scale. Because ξ in low-Tc superconductors can be as long as
thousands of interatomic distances (recall for instance Al, with ξ(0) = 1600 nm)
superconductors offer a particularly suitable arena for the application of Landau
theory, in that case called Ginzburg–Landau theory. As, on the other hand, ξ in
high-Tc materials is only of the order of one, or a few, unit cell distances, one
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Figure 4.11 Magnetization m(T ) versus temperature according to standard Landau theory
described in the text.
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should rightly be concerned about the validity of Ginzburg–Landau theory in
such systems. Experience has shown that for many purposes it works quite well
even there, when discussing equilibrium properties. However, one has to exercise
great caution. For instance, as we have shown in Section 2.6 one should expect
very vigorous thermal fluctuation in the order parameter, the superconducting
wavefunction ψ , on approaching Tc. Indeed this causes immense complications
in high-Tc as compared to low-Tc superconductors. Leaving those problems
aside for now we proceed to develop the Ginzburg–Landau theory of supercon-
ductivity. We emphasize the following: The superconducting wavefunction ψ

does possess the property required for an order parameter: Its equilibrium value
is zero above Tc and increases gradually below Tc when written as

ψ = n
1
2 eiϕ = |ψ |eiϕ (4.92)

where n is the density of Cooper pairs. Whether we refer to the BCS theory
or use the language of the two-fluid model we know that the appearance of
the factor n ensures that ψ has the required property. The phase ϑ is another
quantity of great importance, and one that we shall dwell considerably on in
later chapters.

The next important step is to write the gradient term in the free energy
expansion in a quantum mechanically appropriate manner. We have to define
the momentum operator in a magnetic field, writing

p = (−i�∇ − 2eA) (4.93)

where the symbols have their usual meaning in quantum mechanics, and we
have introduced the charge −2e of a Cooper pair; and below we introduce its
mass m.

We are now ready to sum up the terms in the Ginzburg–Landau free energy
density for a superconductor:

Fs(r, T ) = Fn(r, T ) + α |ψ |2 + β

2
|ψ |4 + 1

2m
|(−i�∇ − 2eA)ψ |2 + 1

2µ0
B2

(4.94)
We remark here that since all the terms in Eq. 4.94 represent energy densities,

the total free energy of the system is

Fs(T ) =
∫

V

d3rFs(r, T ) (4.95)

For the ensuing calculations we will define a vector G ≡ (−i�∇ − 2eA), and we
remind ourselves that the vector potential A is related to the magnetic induction
B by B = ∇ × A.

Next we carry out the minimization procedure for the free energy by making
variations in ψ and ψ∗, i.e. by letting ψ → ψ + δψ , and ψ∗ → ψ∗ + δψ∗.
The equilibrium condition δFs(T ) = 0 will then give us the Ginzburg–Landau
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equations, two equations of paramount importance in superconductivity. We can
immediately write

δFs(r, T ) = α(ψ + δψ)(ψ∗ + δψ∗) − αψψ∗

+ β

2

[
(ψ + δψ)2(ψ∗ + δψ∗)2 − ψ2ψ∗2

]

+ 1

2m

[
G(ψ + δψ)G∗(ψ∗ + δψ∗) − GψG∗ψ∗] (4.96)

with G as defined above. Next we simplify:

δFs(r, T ) = α(ψδψ∗ + ψ∗δψ) + β(ψ |ψ |2 δψ∗ + ψ∗ |ψ |2 δψ)

+ 1

2m
(GψG∗δψ∗ + GδψG∗ψ∗) (4.97)

The last parenthesis is

GψG∗δψ∗ + GδψG∗ψ∗ = (−i�∇ − 2eA)ψ(i�∇ − 2eA) δψ∗

+ (−i�∇ − 2eA) δψ(i�∇ − 2eA)ψ∗ (4.98)

Summing up:

δFs(T ) =
∫

V

d3r
{
(αψδψ∗ + βψ |ψ |2 δψ∗

+ 1

2m
(−i�∇ − 2eA)ψ(i�∇ − 2eA) δψ∗ + c.c.)

}
(4.99)

After a partial integration we obtain, using ∇A = 0

δFs(T ) =
∫

V

d3r

{
[(αψ + β |ψ |2 ψ + 1

2m
(−i�∇ − 2eA)2ψ)]δψ∗ + c.c.

}
(4.100)

Requiring δFs(T ) = 0 demands that the functions in front of δψ∗ and δψ are
zero, which means that we have

GL-I: αψ + β |ψ |2 ψ + 1

2m
(−i�∇ − 2eA)2ψ = 0 (4.101)

This is the first of the two Ginzburg–Landau equations, hereafter referred to as
GL-I. Next, as a preparation for the derivation of the second Ginzburg–Landau
equation, GL-II, we introduce Maxwell‘s equation ∇ × H = J which we use
in the form ∇ × B = µ0J . We write it out as

µ0J = ∇ × B = ∇ × (∇ × A) = ∇(∇ × A) − ∇2A = −∇2A (4.102)

in the London gauge where ∇ × A = 0. When we later encounter the term
− 1

µ0
∇2A we will recognize this as the supercurrent J .
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The procedure by which GL-II is obtained is to vary A in the free energy
Fs(r, t), i.e. we let A → A + δA and find the corresponding variation in Fs(r, t).
For this minimization of the free energy density Fs(T ) with respect to the vector
potential A we need only retain the A-dependent parts of Fs(r, t). We write this
as Fs(r, t, A). Next we take the variation

δFs(r, t, A) = Fs(r, t, A + δA) − Fs(r, t, A) (4.103)

In writing out the expression here we temporarily introduce the symbol p for
−i�∇ to simplify the mathematics. The proper operator is immediately reintro-
duced in the next step. We find

δFs(r, t, A) = 1

2m

[
(p − 2e(A + δA))ψ

] [
(p∗ − 2e(A + δA))ψ∗]

− 1

2m

[
(p − 2eA)ψ

] [
(p∗ − 2eA)ψ∗]

+ 1

2µ0

[
(∇ × (A + δA))2 − (∇ × A)2

]

= − e

m

[
i�ψ∗∇ψ + i�ψ∇ψ∗ + 4e |ψ |2 A

]
δA

+ 1

µ0
(∇ × δA)(∇ × A) (4.104)

Now δFs(r, t, A) is to be integrated over the superconductor volume. We do
the last term first:

1

µ0

∫
d3r(∇ × δA)(∇ × A) = − 1

µ0

∫
d3r∇2A × δA (4.105)

Therefore, the entire δFs(T ) becomes

δFs(T ) =
∫

d3r

[
ie�

m
(ψ∇ψ∗ − ψ∗∇ψ) + 4e2

m
|ψ |2 A − 1

µ0
∇2A

]
δA = 0

(4.106)

This requires the square bracketed term to be zero. Using the result from
Eq. 4.102 the equation for the supercurrent is obtained:

J = − 1

µ0
∇2A = e

m

[
(i�ψ∗∇ψ − i�ψ∇ψ∗) + 4e |ψ |2 A

]
(4.107)

or

GL-II: J = e

m

[
ψ∗(−i�∇ − 2eA)ψ + c.c.

]
(4.108)

This is the second Ginzburg–Landau equation.
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B

c

Figure 4.12 Flux quantization. The larger area is the superconductor. The small hatched
area illustrates a normal domain inside the superconductor where a magnetic flux penetrates
a cross section of the sample. The contour c encloses this area completely.

To be precise, in deriving the GL equations so far we have omitted a surface
integral: ∫

dψ∗(−i�∇ − 2eA)ψdσ + c.c. (4.109)

This is correct to do if (−i�∇ − 2eA)⊥ψ = 0, i.e. when the normal compo-
nent of the operator as applied at the surface gives zero. On inserting this
condition into GL-II we find that it expresses the condition that no current is
entering through the surface, J⊥ = 0. This is physically sound when the surface
is a boundary to vacuum or an insulating material. We could turn the question
around and ask what boundary condition on ψ would in general make J⊥ = 0.
To answer this question, we apply the operator (−i�∇ − 2eA)⊥ in GL-II and
require J⊥ = 0, i.e.:

J⊥ = e

m

[
ψ∗(−i�∇ψ − 2eA)⊥ψ + c.c.

] = 0 (4.110)

We continue the discussion of this problem in Chapter 5.

4.7.3 Flux quantization

Imagine that some region of a superconductor is in the normal state due to
magnetic flux penetrating it, as illustrated in Figure 4.12. Thus, we may think
of the superconductor as a multiply connected domain described by a surface of
genus one. In this case, given the order parameter ψ = |ψ |eiϕ the line integral
of the gradient ∇ϕ around a closed contour encircling the normal domain has to
be given by 2πN , where N ∈ Z. This follows since the order parameter must
be singled valued at any given point, and

∫ 2
1 dl∇ϕ = ϕ1 − ϕ2 independent of
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the path connecting the start-and endpoint. Thus we have∮
dl · ∇ϕ = 2πN (4.111)

Now, in the presence of a magnetic field, this is only slightly modified. The
magnetic field couples to the superconducting order parameter via the vector
potential A in such a way as to modify the phase of the superconducting order
parameter by the usual minimal coupling scheme. The gauge invariant phase of
the order parameter now has the gradient

∇ϕGI(r) = ∇ϕ(r) − 2e

�
A (4.112)

where we have used the fact that the charge of the Cooper pair is 2e. Such a
modification is necessary in order to preserve gauge-invariance of the supercur-
rent, a physical observable. We have 2e/� = 2π/(h/2e) = 2π/�0, where the
�0 = h/2e = 2.0679 × 10−15 T m2. It is this gauge-invariant order parameter
which now is subjected to the constraint∮

dl∇ϕGI = 2πN (4.113)

as the requirement of singled-valuedness must still hold. Hence, we obtain

2π

�0

∮
dl × A = 2πN (4.114)

By using this in conjunction with Stokes’ theorem we have∮
C

dl × A =
∫∫

S

dS∇ × A =
∫∫

S

dSB ≡ � = N�0 (4.115)

where B = ∇ × A and � is the magnetic flux through the surface S enclosed
by the contour C. This flux is thus seen to be quantized in units of �0. Note
that the only place where any information about the superconducting state enters
into this is in the statement that the charge of the superconducting condensate
is 2e. Had we had a normal metal, we could apply precisely the same reasoning
to the phases of the single-electron wavefunction which couples to a vector
potential with the charge e instead of 2e. In that case, we would again get
flux-quantization, but with twice the periodicity in magnetic field.



5
Weak Links and Josephson
Effects

5.1 Weak links, pair tunnelling, and Josephson effects

5.1.1 Introductory remarks

When two superconductors are brought into contact in such a way that the
critical current in the contact region is much lower than that of the individual
constituents, the contact is called a ‘weak link’. Before contact is established the
two superconducting constituents have independent wavefunctions, and therefore
arbitrary and independent phases ϕ. Each superconductor wavefunction � is
characterized by its amplitude |ψ | and phase ϕ:

� = |ψ |eiϕ (5.1)

After establishment of the weak link, coherence is established across the bar-
rier, with a phase difference �ϕ causing interference between the previously
independent wavefunctions. When a Cooper-pair tunnels from the left side to
the right of the junction, say, it probes successively the phases of both wave-
functions, the ‘left’ one with phase ϕl and the ‘right’ one with phase ϕr. More
precisely, the system can be described as having one wavefunction as a whole.
A typical realization of a weak link is a SIS tunnel junction, consisting of two
superconducting films, separated by a very thin oxide layer, typically 1–2 nm
thick. For low-Tc junctions the most commonly used superconductors are Nb
and Pb. Niobium has turned out to be the best one overall. The critical cur-
rent density of these junctions may be in the range 103 –104 A/cm2, far below
the typical critical current density of bulk superconductors. Transport across
the barrier is a tunnel process, and this explains the low current. Tunnelling of
Cooper-pairs naturally occurs with a probability far below that which could be
expected for single particles.

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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Josephson predicted in 1962 [8] that such a junction would have entirely new
and unexpected properties: It should be able to sustain a supercurrent without
application of a voltage; and if driven by an external current source to exceed its
critical current, radiation of high frequency electromagnetic waves would appear.
These predictions were soon confirmed experimentally, and moved supercon-
ductivity into a new era.

A weak link system can be established in several ways (Figure 5.1). Instead
of a thin oxide layer which was mentioned, other materials may be used, for
instance a normal metal, corresponding to an SNS junction, in which case the
metal layer can be much thicker. Another well established method is to create
the whole system from a single superconductor, by splitting for example a
continuous film into two regions, leaving just a narrow constriction between,
of typical dimensions like the coherence length ξ . This latter construction is
referred to as a Dayem bridge. In this case the critical current density is the
same in the bridge and the bulk, but the overall critical current of the device is
much lower than in the two parts. This is sufficient to make it a weak link.

A recently developed method, specially suited for high-Tc superconductors,
takes advantage of their very short, nanometre size coherence length ξ . In these
superconductors a very narrow interruption of superconducting properties can be
achieved by depositing a high-Tc film across a naturally occurring grain bound-
ary in a substrate like SrTiO3. The grain boundary forces the superconductor
to develop a chain of defects along the length of the grain boundary. Above
the grain boundary, therefore, there is a weak link between the two parts of the
superconductor film. Such contacts are commonly referred to as grain boundary
junctions or bi-crystal junctions. So-called break junctions and step junctions
are variations on this method, where the topology of the substrate plays a role
in creating the weak link.

The observation already made, that the phase difference �ϕ between the two
sides of the junction provides the driving force for the transport of Cooper-pairs,
is something we already could have seen from the Ginzburg–Landau equations.
The two driving fields for a supercurrent were found to be the vector potential A

GBJ

Sl

Sl Sr

Sr SS

I,N ~ x

~ x

GB

(a) (b) (c)

Figure 5.1 Different types of weak links, (a) between superconductors Sl and Sr with nor-
mal (N) or insulating (I) barrier between; (b) narrow constriction; (c) grain boundary junction
GBJ in a superconductor deposited in top of a substrate with a grain boundary (GB).
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and the superconductor phase gradient ∇ϕ. In the case of a Josephson junction
between two homogeneous superconductors the phase gradient becomes dis-
cretized, i.e ∇ϕr → (ϕl − ϕr)/d where d is the barrier thickness. So, already
based on the GL-equations the physics community should not have been too
surprised in 1962 by the prediction of a phase difference driven, voltage indepen-
dent supercurrent across a thin barrier between two superconductors. Once the
idea has been put forward one realizes the effect should be expected, provided
Cooper-pair tunnelling can take place.

5.1.2 DC Josephson effect: the Feynman approach

The basic equation used in analysing the Josephson effect is the time dependent
Schrödinger equation

i�
∂�

∂t
= E� (5.2)

In a superconductor � = |�|eiϕ = ρ
1
2
s eiϕ, ϕ being the macroscopic supercon-

ducting phase and ρs the density of Cooper-pairs. However, when a coupling
with overlap exists between the wavefunction to the left, �l, and to the right,
�r, a term must be added to account for the ‘leakage’ of wavefunction so that
�l changes with time at a rate which is proportional to the amount of leakage
from �r into the left side. And similarly, a symmetric equation must exist for
the rate of change of �r. This results in the following modification of Eq. 5.2.

i�
∂�l

∂t
= El�l + K�r (5.3)

i�
∂�r

∂t
= Er�r + K�l (5.4)

Here El and Er are the ground state energies of the unperturbed system when
K = 0, i.e. with no transfer of charge. We do not need to know El and Er, but
remark that the difference El − Er = −2eV is fixed by the potential difference
V . We will take El = Er when K = 0, i.e. for a thick barrier. If we further
choose the zero of energy to be midway between El and Er, we can share
the potential energy difference between the two states symmetrically [55] by
writing:

i�
∂�l

∂t
= eV �l + K�r (5.5)

i�
∂�r

∂t
= −eV �r + K�l (5.6)
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The functions �l and �r may be written

�l = ρ
1
2
l eiϕl; �r = ρ

1
2
r eiϕr (5.7)

i.e. each function is assumed to have a well-defined macroscopic phase, constant
in space, and a well defined Cooper-pair density. This first limitation will have
to be lifted later, but for the moment we can limit the discussion to a contact
area that is very small, so that no spatial variation of ϕ is possible. We can
now insert the wave functions with timedependent ρl and ρr into the differential
equations (Eqs 5.5 and 5.6) and equate real and imaginary parts separately, a
procedure which immediately leads to the following four relations, with γ ≡
ϕr − ϕl:

∂ϕr

∂t
= −K

�

(
ρl

ρr

) 1
2

cos γ + eV

�
(5.8)

∂ϕl

∂t
= −K

�

(
ρr

ρl

) 1
2

cos γ − eV

�
(5.9)

∂ρr

∂t
= −2K

�
(ρlρr)

1
2 sin γ ; ∂ρl

∂t
= 2K

�
(ρlρr)

1
2 sin γ (5.10)

We note that variations of phase ϕ is due to the combined effects of the phase
difference γ across the contact, and the potential difference V . Variations in
pair density, on the other hand, are solely due to phase difference γ .

The supercurrent across the contact is straightforwardly calculated by use of

J = −2e
∂ρl

∂t
; or J = −2e

∂ρr

∂t
(5.11)

The time derivatives are already given above, so that we have:

J = 4Ke

�
(ρlρr)

1
2 sin γ (5.12)

which we often rewrite as

J = J0 sin γ (5.13)

a major result in the Josephson theory. It tells us that a supercurrent is driven
across the thin barrier separating two superconductors simply by the supercon-
ducting phase difference across the barrier.

The predictions from the theory outlined above have been extensively con-
firmed experimentally. An example of an IV-characteristic showing the DC
Josephson current is seen in Figure 5.2. The data are from an S1IS2 structure,
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Figure 5.2 The I-V curve of a 0.7-µm square Nb/AlOx/Nb Josephson junction. The ver-
tical scale is 20 µ A/div and the horizontal scale is 1 mV/div.[56]

with S1 = Nb and S2 = Pb. It shows the Josephson DC current at finite voltage
which was discussed previously. Note that these measurements show the I-V
curve for both positive and negative bias.

The fact that a voltage is not needed to drive a supercurrent is something
we already know well from the Meissner effect. In Chapter 6 we will find
that the vector potential provides the driving mechanism. The Josephson effects
established the phase of the wavefunction as a driving mechanism on equal
footing with the vector potential, or magnetic field. The superconducting phase
thereby took on a more firm and real existence.

Observations of the corresponding physical effects followed, first few in num-
bers, then in abundance in the years after Josephson’s prediction. Superconductivity
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Figure 5.3 Quasiparticle current in intrinsic junction in Bi2Sr2CaCu2O8 crystal [57].
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Figure 5.4 I-V characteristic of (Pb0.2Bi0.8)2Sr2CaCu2O8 crystal at T = 68 K showing
intrinsic Josephson effect. After Kleiner et al. [58].

broadened its territory enormously by these discoveries, as mentioned before. In
particular a range of unprecedented possibilities opened up in the area of electronic
applications.

An unusual realization of the Josephson effect was observed in a single crystal
high-Tc superconductor Bi2Sr2Cu2Cu3O10. This strongly anisotropic, layered
structure consists of alternating superconducting CuO2-layers separated by non-
superconducting ones. The material can behave like a stack of SIN- and SIS-
structures. Hence, currents flowing along the c-axis normal to the layers have
been observed, corresponding to either quasiparticle current or supercurrent, as
seen in Figures 5.3 and 5.4 [57, 58].

5.2 AC Josephson effect

Josephson’s discovery included, however, another effect, one which even in
hindsight may be seen as a surprising phenomenon an applied voltage across
an junction would bring about an oscillatory variation of phase difference. We
can find this fact from analysis of the time dependence of the phase difference
by taking the difference between Eq. 5.8 and Eq. 5.9. This gives the Josephson
frequency ωJ, when ρl = ρr, by

∂γ

∂t
= ∂

∂t
(ϕr − ϕl) = ωJ = 2e

�
V (5.14)

which is in an observable range, since V = 1 µV leads to fJ ≡ ωJ/2π =
483.6 MHz. We are speaking here of electromagnetic phenomena related to
the movement of charge at elevated frequency: The Josephson contact emits
electromagnetic radiation at the frequency ωJ.
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Equation 5.14 for the Josephson frequency can be integrated to give the time
dependence of the phase difference in zero magnetic field:

γ = γ0 + 2e

�
V t = γ0 + ωJt (5.15)

Clearly then, as the Josephson current depends on sin γ , it will now be modi-
fied to

J = J0 sin(γ0 + ωJt) (5.16)

It is this oscillatory Cooper-pair current which generates the microwave electro-
magnetic radiation. In the opposite case, when microwave radiation is incident
on the junction, steps appear at regular intervals Vn = n( �

2e
)ωJ on the I-V curve.

These steps, caused by absorption of n quanta of electromagnetic radiation at the
Josephson frequency, are called Shapiro-steps after their discoverer. Figure 5.5
illustrates the I-V characteristic during illumination by electromagnetic radiation
at ω = ωJ.

5.2.1 Alternative derivation of the AC Josephson effect

The simplified derivation of the AC Josephson effect did not explicitly bring
out the role of the vector potential A, related to the B-field by ∇ × A = B.

We therefore rederive the AC Josephson current in a manner which makes the
role of A explicit. In so doing we have to use a gauge invariant form of the
phase difference across the barrier. The necessity of doing this is seen in the
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Figure 5.5 Microwave-induced Shapiro steps in I-V curves of a Nb point contact Josephson
junction at 4.2 K at different microwave power levels irradiating the junction at 72 GHz. I-V
curves are shifted for clarity [59].
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GL-equations where the correct quantity to consider is

∇ϕ − 2e

�
A (5.17)

To bring out the phase difference between the two sides we integrate from left
to right and get:

γl→r =
∫ r

l

(
∇ϕ − 2e

�
A

)
dl =

∫ r

l

(
∇ϕ − 2π

�0
A

)
dl (5.18)

where it is understood that the integration starts on the left-hand side of the
junction (see Figure 5.1a), at a point which is deeper than the penetration of
magnetic field, and ends similarly on the right side. We have also inserted �0
for h/2e. Taking the vector potential Az(x) to be parallel to the direction of
integration z, normal to the contact, corresponds to placing the B-field parallel
to the contact plane, and pointing along the y-axis, with By(x) = ∂Az/∂x.

On integrating we obtain

γl→r = (ϕr − ϕl) − 2π

�0

∫ r

l
Az dz (5.19)

The phases ϕr and ϕl may be taken here to be fixed phases which exist in
the absence of any AC current. Even though ϕ may not be well defined in the
junctions, we may write the integral of the gradient as the difference between the
endpoints and neglect a 2π × n contribution. When we take the time derivative
of this last relation we find, using Ez = − ∂Az

∂t
,

∂γ

∂t
= −2π�−1

0

∫ r

l

∂Az

∂t
dz = 2π�−1

0

∫
Ez dz = 2π�−1

0 V (5.20)

∂γ

∂t
= 2e

�
V = ωJ as before. (5.21)

This derivation brings out explicitly the point that the AC Cooper-pair super-
current across the contact is driven by a time-dependent vector potential, which
again is created by a static electric field by the voltage V .

A relevant question is now whether this current, being a Cooper-pair super-
current, is lossless. A DC super-current can run forever as long as it is truly
DC. But here, we are discussing time-dependent currents, i.e. accelerated mass
and charge, and the process can only be sustained as long as we feed energy
into the circuit. This will be the case in any super-current charge transport.

In addition to this loss, observation shows that energy is radiated from the
contact as a microwave electromagnetic field. Thus the Josephson effects are
quite complex phenomena. The Shapiro steps (see Figure 5.5) in the I-V diagram
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resulting from feeding microwave power into the contact is another manifesta-
tion of the energy exchange involving Cooper-pair super-current. More precisely,
transfer of a Cooper-pair across the barrier costs an energy 2eV = �ωJ, exactly
the photon energy. Some of this energy is radiated, as mentioned.

5.3 Josephson current in a magnetic field

One of the truly remarkable and useful aspects of the Josephson contact comes
about when its sensitivity to magnetic field is considered. Let the planar junction
be placed in the xy-plane, with the magnetic field parallel to the y-axis. The
GL-equations tells us that the DC supercurrent will be established according to

J s = ρe

m
(�∇ϕ − 2eA) (5.22)

This current is the equivalent of the Meissner-effect according to London theory,
but with the addition of a ∇ϕ driving term. Eq. 5.22 is easily rewritten as

∇ϕ = 2e

�

(
m

2e2ρ
J s + A

)
(5.23)

Now choose an integration contour as shown in Figure 5.6, where the film
thickness direction is along the z-axis, and the B-field along the + y-axis.
We define the sum of length parameters λL + λR + δ = dJ. The length of the
junction is L.

Next, we perform an integration of Eq. 5.23 along the contours CL and CR
in the superconductors, resulting in

ϕRa (x) − ϕRb
(x + δx) = 2e

�

∫
CR

(
A + m

2e2ρ
Js

)
δl (5.24)

ϕLb
(x + δx) − ϕLa (x) = 2e

�

∫
CL

(
A + m

2e2ρ
Js

)
δl (5.25)
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Figure 5.6 A good choice of integration path.
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Now we exploit the following possibility: (i) The integration parallel to the
junction may be performed so deep in the superconductor that screening current
density is zero on both sides; (ii) that part of the integration which is done within
the penetration depth of field and screening currents may be performed at right
angles to that current. Figure 5.6 illustrates these two points. Forming now the
phase difference ϕ(x + �x) − ϕ(x) this can be achieved by manipulation of
Eqs 5.24 and 5.25:

ϕ(x + δx) − ϕ(x) ≡ [
ϕLb

(x + δx) − ϕRb
(x + δx)

] − [
ϕLa (x) − ϕRa (x)

]
(5.26)

ϕ(x + δx) − ϕ(x) = 2e

�

[∫
CL

A · dl +
∫

CR

A · dl

]
≈ 2e

�

∮
A · dl (5.27)

when we have taken λL + λR � δ, which is a good approximation in most cases.
Also the contribution from the two gaps will tend to be of opposite sign and
equal size. Integration across the thickness δ can therefore be neglected. The
result is that the phase difference across the barrier depends on x, as we get

ϕ(x + δx) − ϕ(x) = 2e

�

∮
A · dl

= 2e

�
By(λR + λL + δ)δx

= 2π�−1
0 BydJ δx (5.28)

which in integrated form becomes

ϕ(x) = 2π�−1
0 BydJx + ϕ0 (5.29)

The shielding supercurrent density can now be written down using the standard
Josephson relation Eq. 5.13.

J = J0 sin(2π�−1
0 BydJx + ϕ0)

= J0 sin

(
2π

λϕ

x + ϕ0

)
(5.30)

with λϕ = �0

BydJ

The interesting result is that the Josephson current across the barrier is a sine-
function, in other words varying in sign and amplitude along the direction
perpendicular to the magnetic field, as illustrated in Figure 5.7.

Looking at the whole pattern of super-currents in a Josephson junction in
the presence of a magnetic field one recognizes the similarity with vortices
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lj

Figure 5.7 A periodic pattern of supercurrent circulation in a Josephson junction.

penetrating a type II superconductor. In addition to the current crossing the
barrier, charge conservation requires currents to flow along the contact in the
direction transverse to tunnelling currents. This establishes a periodic pattern of
supercurrent circulation, with the period λϕ defined previously (see Figure 5.7).
The associated vortex patterns are called Josephson vortices. We note here that
although similar to the usual vortices in type II superconductors, they are of a
different nature since they have no normal core. Consequently, no upper critical
field Hc2 is associated with the Josephson vortices.

From Figure 5.7 one can immediately conclude (neglecting end effects) that
a rectangular junction will obey a simple rule that the current is zero every time
the relation

L = nλϕ = n
�0

BydJ
(5.31)

is satisfied, or at values of the magnetic field which obey:

By = n
�0

LdJ
; n = 1, 2, 3 . . . (5.32)

in other words every time an integral number of flux quanta is located in the junc-
tion. In case ϕ0 = 0 maximum current will appear at every field corresponding
to the condition

L = (n + 1
2)λϕ (5.33)

or

By = (n + 1
2 )

�0
LdJ

; n = 0, 1, 2 . . . (5.34)

The total current is found by integration of Eq. 5.30. Assuming we have a
rectangular contact of area S = LW the current is found by integrating over the
area S:

I =
∫

S

J0 sin ϕ(x)dS = �e

∫
S

iJ0e
i
(

2π
λϕ

x−ϕ0

)
dS (5.35)

where J0 is assumed to be constant, and dS = W dL
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Figure 5.8 DC Josephson effect in magnetic field. Maximum zero-voltage current as a
function of the magnetic flux.

The integration gives the following Josephson diffraction current:

Imax = I0(0)

∣∣∣∣sin(π�B/�0)

π�B/�0

∣∣∣∣ (5.36)

Here we have removed a factor sin ϕ0 whose maximum is 1. Figure 5.8 shows
a graph of I (B).

Based on these results one can conclude that the principle for a sensitive
detector of magnetic field has been established due to the sensitivity of the cur-
rent in a Josephson junction to magnetic field. But the possible device described
above is easily surpassed by a different design, which is far more sensitive. This
is the SQUID, which we discuss next.

5.4 The SQUID principle

The SQUID (an acronym for superconducting quantum interference device),
employs a design with two current paths in a loop-like structure. Current is fed
into the loop on one side and collected on the other, in principle as sketched in
Figure 5.9. In reality, the structure is usually made of flat layers of thin films, in
a superconductor-insulating-superconductor sequence. Figure 5.9 can be thought
of as a cross-section through such a structure. A complete contour is drawn inside
the two superconductor branches, deep enough that we can regard the current as
vanishingly small. In other words we assume: Js = �ρe

m
(∇ϕ − 2eA

�
) = 0 which

requires ∇ϕ = 2e
�

A along the dashed contour C.
We integrate this relation along C, and add also to this the integration across

both junctions to make a complete closed contour, to obtain

(ϕr(a) − ϕl(a)) − (ϕr(b) − ϕl(b)) = 2e

�

∮
A · dl (5.37a)
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Figure 5.9 A double Josephson junction structure.

or

γa − γb = 2e

�

∮
A · dl = 2π�

�0
(5.37b)

where γa = ϕr(a) − ϕl(a); γb = ϕr(b) − ϕl(b).
The total lumped current I can now be written as a sum of the currents across

junction a and junction b:

I = I0 sin(ϕr(a) − ϕl(a)) + I0 sin(ϕr(b) − ϕl(b)) (5.38a)

I = I0 sin γa + I0 sin γb (5.38b)

resulting in

I = 2I0 cos

(
π�

�0

)
sin

(
γb + π�

�0

)
(5.38c)

by use of standard trigonometric relations for the addition of sine functions.
The maximum current which the device can carry without dissipation is

Imax = 2I0| cos(π�/�0)| (5.39)

With this device a flux change ��B � �0 can be detected. And since the area
where the flux is felt by the SQUID (i.e. the whole loop) is much larger than
the Josephson contact discussed previously, this shows that the SQUID can be
many orders of magnitude more sensitive than a single contact in magnetic field
measurements. This result is the basis for most applications of the SQUID. We
shall return to that issue in Chapter 11. Calculation based on Eq. 5.39 for the
resulting current through a two-point contact is illustrated in Figure 5.10.

The flux � introduced in the analysis above consists of two parts; the external
flux �e due to the applied magnetic field, and the flux LIscr due to screening
currents Iscr in the loop with inductance L. In other words

� = �e − LIscr (5.40)
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Figure 5.10 Maximum current which is possible to pass through a SQUID, as a function
of the flux through it, measured in units of �0.

Clearly, the maximum current Imax referred to previously is influenced by the
presence of flux generated by screening currents, and the simple result given
in Eq. 5.39 is strictly valid only when LIscr is negligible. In Chapter 11 we
discuss the equations of motion for the DC SQUID in greater detail, and give
references to extensive literature.

A new and interesting development in SQUID physics and technology has
taken place by the discovery of d-wave pairing in high-Tc cuprate superconduc-
tors. We recommend reading about the outstanding work described by Mannhart
in the a topical contribution to this book, in Chapter 13.

5.5 The Ferrell–Prange equation

What happens to screening currents in a Josephson junction exposed to an
external magnetic field? We now address this question, referring to Figure 5.11,
a sketch of the situation we discuss.

We recognize the main structure as that of a Josephson junction of length
L in the x-direction and with an external field applied along the y-axis. In
the presence of the applied B-field screening currents are generated. In the
superconductor these penetrate to a usual depth λ. However, where the screening
current crosses the insulator barrier, the density of Cooper-pairs is much lower
than in the superconductor bulk or film. Hence the screening length is much
larger in the junction. This length is usually called the Josephson penetration
depth λJ. The previously defined lengths dJ and δ are also indicated in the figure.
Our task is now to express λJ in terms of other known parameters.

We can now repeat the procedure previously adopted, i.e. integrating the
relation ∇ϕ = 2e

�
A along a closed contour crossing the junction at distances dx

like before.

γ (x + dx) − γ (x) = 2e

�

∮
A · dl (5.41)
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Figure 5.11 Illustration of geometries relevant to derivation of the Ferrel–Prange equation.

The right-hand side becomes

2e

�

∮
A · dl = 2e

�
d� = 2π

d�

�0
(5.42)

where d� is the flux enclosed within the contour, between the contour crossings
at x and x + dx. The integration on the left side of Eq. 5.41 at x and x + dx

leads to

dγ = γ (x + dx) − γ (x) = 2π
d�

�0
(5.43)

in the same notation and by the same argument as before. We can write this as

dγ

dx
= 2π

�0

d�

dx
(5.44)

We can now introduce the magnetic field instead of the flux � by observing that

B = d�

dJdx
(5.45)

Introducing this into Eq. 5.44 gives us

dγ

dx
= 2πdj

�0

d�

dJdx
= 2πdJ

�0
B

B = �0

2πdJ

dγ

dx
(5.46)
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From Maxwell‘s equations we get the supercurrent densityJs = ∇ × H = µ0∇ ×
B = µ0

dB
dx

along the z-axis. When this is inserted into Eq. 5.46 together with
J = J0 sin γ we find:

d2γ

dx2
= 2πJ0µ0dJ

�0
sin γ (5.47)

which is usually written

d2γ

dx2
= 1

λ2
J

sin γ (5.48)

This is the Ferrell–Prange equation [60] which predicts how the screening field
penetrates into and parallel to the Josephson junction, with

λJ =
(

�0

2πdJµ0J0

) 1
2

(5.49)

When the phase difference γ is very small sin γ can be approximated by γ . In
this case we get

d2γ

dx2
= 1

λ2
J

γ (5.50)

which is easily solved as

γ (x) = γ (0)e−x/λJ (5.51)

Using this in the previously found relation for B, Eq. 5.46, we obtain

B(x) = B(0)e−x/λJ (5.52)

The Josephson penetration depth can be estimated on the basis of typical val-
ues for the parameters entering in Eq. 5.49. With J0 ∼ 102 A/cm2 and dJ ∼
10−5 cm, one finds λJ ∼ 0.1 mm. The result is that λJ is much larger than λ, as
we argued from the outset.

5.6 The critical field Hc1 of a Josephson junction

What field could we guess is required to force Josephson vortices into a Joseph-
son junction using an external field? For this question we already have a relevant
reference: The argument leading to an expression for Hc1 in bulk superconduc-
tors. In the bulk we expect Hc1 to be determined by distributing one quantum
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of flux �0 over the characteristic area for penetration of flux in the pres-
ence of the Meissner effect, i.e. πλ2. This leads to the approximate expression
Hc1 ≈ �0/πλ2 in bulk superconductors.

In the case of a Josephson junction there are two characteristic lengths, one
along the junction, λJ, and one transverse to it, dJ, as introduced before. We
should therefore expect Hc1 in the junction to be approximately given by

Hc1 ≈ �0

dJλJ
(5.53)

which is indeed correct to within a numerical factor of order unity. The precise
expression turns out to be

Hc1 = 2

π2

�0

dJλJ
. (5.54)

5.7 Josephson vortex dynamics

We have only discussed static vortices above. A lot of interesting physics is
connected with dynamic phenomena, i.e. Josephson vortices in motion. Because
of the fact that these do not have a normal core, as mentioned, they can move
extremely rapidly and with minute losses within the junction. Vortex dynamics is
described by the Sine–Gordon equation. In deriving the Josephson penetration
depth λJ via the Ferrell–Prange equation we came close to this problem. One
only needs to add a dynamic term to the equation, namely the acceleration

term ∂2γ

∂t2 to change the validity from that of a static to a dynamic description,
resulting in

∂2γ

∂x2
+ ∂2γ

∂t2
= 1

λ2
J

sin γ (5.55)

The solution of this equation is solitary-like, i.e. representing the Josephson vor-
tex as a solitary wave in a non-linear medium. Figure 5.12a shows the location
of the vortex in the junction, and Figure 5.12b shows a representation of the
solitary wave in more detail. This solitary wave moves along the junction with a
speed close to that of the speed of light due to its low dissipation in the absence
of a normal core.

Moreover, high frequency radiation is generated from the junction as the
solitons reach the surface in rapid succession. The solitary waves can be driven
by a current source or a voltage source applied to the junction.
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Figure 5.12 The Josephson vortex as a solitary wave. After Pedersen [61].

A practical problem arises in the use of these junctions as high-frequency
radiation sources due to the great mismatch of impedance between the junction
and the surrounding vacuum. This mismatch is caused by the difference in wave
velocities. In the case of solitary wave analysis it is necessary to consider an
extended or long junction, with a length L � λJ. In a long junction one includes
the effects of the self field in addition to the externally applied magnetic field.
This corresponds to taking into account the screening currents in the SQUID, a
possibility we already pointed out. For a general introduction to soliton physics
in Josephson junctions, see reference [61].

5.8 Josephson plasma in cuprate high-Tc superconductors

An interesting development related to the Josephson effects was the prediction
[62] and observation by numerous groups, among them Matsuda and coworkers
[63], of plasma effects in Bi2Sr2CaCu2O8+δ. Neighbouring superconducting
CuO2 layers are coupled by the Josephson effect through the block layers
between the CuO2 layers, and the Josephson plasma is generated by the coupling
between the Josephson current flowing along the c-axis and the electromagnetic
field, leading to current oscillations at frequencies well below the superconduct-
ing gap frequency, in the GHz to THz range. Longitudinal and transverse plasma
waves propagating along the c-axis and in the ab-plane are of quite different
nature. These phenomena have already been developed to an advanced stage,
and it has become possible to make devices that emit electromagnetic waves
in the THz range. Another, related phenomenon is the interaction between the
plasma and vortices. This leads to strong dependencies of the plasma frequencies
on the state of the vortex matter created by an external magnetic field. Further-
more, the static interaction between pancake vortices and Josephson vortices has
led to new insight into so-called crossing lattices of vortex matter.



6
London Approximation to
Ginzburg–Landau Theory
(|ψ| constant)

6.1 The London equation and the penetration depth λL

6.1.1 Early electrodynamics and the London hypothesis

Figure 6.1 describes an essential property of Meissner screening: The interior
of a superconductor is shielded against a static magnetic field, a phenomenon
we already discussed briefly in Chapter 1. We will now discuss the physics
of this effect and its history. Already years before the discovery of Meissner
screening, speculations had been made by Onnes among others, that the current
in a superconductor might involve surface currents. The discovery made by
Meissner and Ochsenfeld [3] in 1933 proved that this was correct, in the case of
diamagnetic response to an external magnetic field. Logically the magnetic field
could be expelled from the interior only by setting up a surface current. But
the current could not exist only in the surface. It would have to penetrate to a
certain depth called λ. If this were not so, a finite current should exist in a layer
of zero thickness, which would imply an infinite density of free charge. Since
there is of the order of one free charge pr metal atom, the penetration depth
must be finite, and its length must be controlled by the free electron number
density ne. The more electrons are present per volume, the more effective is
the screening, and the shorter must λ be. The prediction for an electrodynamic
screening length λ had already been made by de Haas Lorentz [64] in 1925. In
modern SI units it reads

λ = (mq/µ0nsq
2)

1
2 (6.1)

where q is the charge of the carriers in the superconducting state, mq their mass,
and ns their number density. This is the same formula that we use for screening
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Figure 6.1 Meissner screening.

of a static magnetic field today. The prediction would give a penetration depth
of about 50 nm in typical metals, a value which later has turned out to be in good
agreement with observation. The derivation of the result for λ goes as follows:
Near the surface of a superconductor an electric field can exist, accelerating the
superconducting electrons frictionlessly according to

mq v̇ = −qE (6.2)

where, v is the carrier velocity and E the electric field. Time derivative is
indicated by the dot. Since current density can be written as J = −nsqv this
gives an expression for E:

E = −mq v̇

q
= µ0mq J̇

µ0nsq2
= µ0λ

2J̇ (6.3)

Taking the curl on both sides we obtain

∇ × E − µ0λ
2∇ × J̇ = 0 (6.4)

Using ∇ × E = −Ḃ we find

µ0λ
2∇ × J̇ + Ḃ = 0 (6.5)

Applying Maxwell’s equation ∇ × B = µ0J leads to

λ2∇ × ∇ × Ḃ + Ḃ = 0 (6.6)

The first term is equal to −∇2Ḃ, hence

∇2Ḃ = 1

λ2
Ḃ (6.7)
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The solution is an exponential decay of Ḃ from the surface towards the interior,
over the characteristic distance λ Note that this is proposed as the electrodynam-
ics of a superconductor. It is fundamentally different from the skin depth of a
metal since we assumed frictionless motion of charge. Heinz and Fritz London
[65] observed that on performing the time integration of Eq. 6.7 one is left with
an equation between a static magnetic field B and a stationary current J , with
an additional unknown integration constant. Setting the constant of integration
equal to zero, they obtained

B = −µ0λ
2
L∇ × J (6.8)

Here we have renamed the parameter λ as λL. Equation 6.8 is the famous (second)
London equation, which correctly describes the Meissner effect mathematically.
Furthermore, on introducing the vector potential A via ∇ × A = B, we obtain
the profound relationship between the vector potential and the supercurrent

J = − 1

µ0λ
2
L

A = −�A (6.9)

Notice that this equation is analogous to Ohm‘s law: J = σE. Hence, in a
superconductor exposed to a static magnetic field it is the vector potential A

that drives a stationary supercurrent J . The factor � is a response function,
analogous to the conductivity σ in a normal metal.

Although this equation seemed to express the Meissner effect correctly, and as
such was a major achievement, its justification on microscopic grounds remained
unknown since the London treatment is purely phenomenological. To justify the
result from first principles remained a challenge for more than 20 years, until
the famous BCS paper of 1957 [7]. In any case, the phenomenological basis for
the important length parameter λL, the London penetration depth, had now been
established and a prediction made for the screening length of a static B-field.
It is mathematically the same parameter as was originally found by de Haas
Lorentz, a fact which has gone largely unnoticed in the scientific literature.

For completeness we repeat the simple steps leading to the Meissner effect
as a consequence of the finite screening length λL for static magnetic fields. Our
starting point is now the London Eq. 6.8, which we rewrite as

B + λ2
L∇ × ∇ × B = 0 (6.10)

The simplest situation is the 1-dimensional case with the field applied parallel
to the z-axis along the surface of a superconductor of long length along y, and
with the x-axis measuring the distance from the surface into the superconductor,
as already depicted in Figure 6.1.

Equation 6.10 may be reformulated into

B = λ2
L∇2B (6.11)
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with the solution in the 1-dimensional case

B(x) = Bae− x
λL (6.12)

Ba is the externally applied induction field related to the applied field Ha by
Ba = µ0Ha. The solution of the London equation shows the significance of the
parameter λL as the screening length over which the applied field is reduced
to Ba/e. The length λL is mainly controlled by the superfluid density ns. BCS
theory showed later that due to pairing of electrons the mass mq and charge
q are twice that of the normal electron gas, and the full value of ns is half of
the density n in the normal state. We could introduce factors of 2 in the mass,
charge and particle density, but the end result is the same for λL. These factors
cancel out, and the zero degree value of λL acquires the same value by either
choice. In the case of pure metals the main variations in ns from one metal to
another come from different valency. The typical values of the calculated λL
lie in the range 40–50 nm in metallic superconductors such as Al, Sn and Pb.
Because there is an effective mass involved, as well as different band structures,
deviations from the ideal values are to be expected. In doped superconductors
on the other hand, ns is of course determined by the doping level rather than
by band structure effects.

The solution (Eq. 6.12) precisely describes the Meissner effect: when an
external static magnetic field is applied to a superconductor, supercurrents arise
spontaneously in the surface layer to a characteristic depth λL so as to create
an opposing field in the sample, exactly cancelling the applied field inside.
It depends on the shape of the superconducting sample how the currents run,
and whether the screening is complete or not (Figure 6.2). A partial deeper
penetration of field will often occur, depending on the demagnetization factor
of the sample with respect to the direction of the applied field. We refer back
to Section 1.7 for a brief discussion of this point.

Experimental values for the relative penetration depth λ were determined in
Ref. [66] which reported on the temperature dependence of the quantity λ/λ0
where λ0 is the value near 0 K. It showed a steep descent of λ/λ0 below and

Ha

Js

JsJs

Ha

Ha

Figure 6.2 Some examples of sample shapes and screening currents in an external magnetic
field.
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away from the transition temperature Tc. This corresponded well with the two-

fluid model of Gorter and Casimir [67], which would give
(

λ
λ0

)2 = 1
1−[T/Tc]4 .

These authors had introduced the idea that the electron gas in the superconduct-
ing state consists of a uniform mixture of two electron fluids, one being the
normal component and having properties like in the normal state, the other one
being the superfluid component observed only below Tc, and being responsible
for the superconducting properties. In the two-fluid model they argued that a
fraction w of superconducting electrons would condense into an ordered state,
and vary from zero at T = Tc to unity at T = 0 according to 1 − (T /Tc)

4.
When this was put into the expression for λ the experimentally observed behav-
ior would result. Figure 6.3 shows data by Schawlow [68] confirming that this
form even agrees well with BCS theory.

After World War II, Pippard [69] performed measurement of the surface
impedance of metals at radio-frequencies up to 1200 MHz. In the normal state
the penetration is the familiar classical skin depth δ, which, upon passing below
Tc becomes λ. The wave-vector dependence had not yet been sorted out; the
possibility remained therefore that the measured λ could be different from the
λL which had been predicted for the DC case. Even so, the data seemed in
harmony with the predictions of the two-fluid model.

Further measurements of λ in the presence of a static magnetic field led
Pippard to propose the existence of a new length parameter, the superconducting
coherence length ξ , which would cause the observed entropy change in pure tin
at the superconducting transition to be distributed to a depth as much as 20
times the penetration depth λ.
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Figure 6.3 Early results on the temperature dependence of λ in a type I superconduc-
tor [68].
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A decisive step was taken when Pippard showed that, contrary to the predic-
tion of the London theory, λ depended very sensitively on impurity scattering.
With the addition of only 3% indium to tin λ changed by a factor of 2, while at
the same time the changes in Tc and Hc were insignificant. In the London theory
λ depended only on m/n, offering no hint at an explanation. Figure 6.4 shows
data demonstrating the effect of the mean free path l on penetration depth λ.

Pippard realized that the key point was a breakdown of the underlying
assumption of local response in the London theory. We shall return to Pippard’s
analysis in Section 7.3.

6.1.2 Derivation of the London equation from the free energy

The London equation applies in the presence of a magnetic field, giving rise
to both a kinetic energy density Fk and a magnetic energy density Fm. The
superconductor is already at a temperature T < Tc when the London equation
takes effect, so the total energy includes also the condensation energy density
Fs. The total energy density F for the problem is found by integrating the three
densities over the volume V :

F =
∫

V

Fs(r)d3r +
∫

V

Fk(r)d3r +
∫

V

Fm(r) d3r (6.13)

We may regard the condensation energy density as unaffected by the applica-
tion of a magnetic field. Then

∫
Fs(r) d3r = Fs may be regarded as a constant

30 504010
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Figure 6.4 Pippard non-local behaviour as evidenced by mean free path dependent pene-
tration depth. After J. Waldram, thesis 1961 [70] and Lynton, 1962 [71].
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background term. The kinetic energy is

Fk =
∫

Fk(r)d3r =
∫

1

2
mv2

s (r)nsd
3r (6.14)

= µ0

2

∫
λ2

LJ 2(r) d3r (6.15)

which is obtained on writing J = −nsevs. The magnetic energy is

Fm =
∫

Fm(r) d3r =
∫

1

2µ0
b2(r) d3r (6.16)

In Eq. 6.16 we have introduced the vector b allowing it to represent local induc-
tion on a scale smaller than λL. For later treatment of the physics of the flux lines
this allows a distinction between induction on scales larger than λL represented
by B and on scales smaller than λL. Hereafter we write λ for λL.

After combining all three terms, introducing b, and using the Maxwell equation
µ0J = ∇ × b we find

F = Fs + 1

2µ0

∫ [
λ2(∇ × b(r))2 + b2(r)

]
d3r (6.17)

We want to vary b(r) an amount δb(r) and find the corresponding δF , i.e. we
replace b(r) with b(r) + δb(r) and take the difference in F before and after the
operation. The resulting δF to lowest order in δb is found to be

δF = 1

2µ0

∫ [
2bδb + 2λ2(∇ × b)(∇ × δb)

]
d3r (6.18)

To obtain the condition under which the free energy is minimized we set δF = 0.
We find that this requires

b(r) + λ2∇ × ∇ × b(r) = 0 (6.19)

Here we have recovered the London equation. The physical meaning of the
London equation is therefore to express the minimization condition for the free
energy of the superconductor in the presence of a magnetic field. This is a result
worth contemplating. It takes some of the mystery out of the London equation.
There is a good, understandable reason for this equation, which was originally
postulated without proof.
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6.2 The energy of a single flux line

Upon subjecting a type II superconductor to a field higher than Hc1 the Meissner
screening breaks down, and individual flux quanta penetrate the superconductor.
An important problem with regard to the physics of the vortex state, referred
to as the mixed state between Bc1 and Bc2, is the determination of the energy
contents of a flux line. We will calculate this quantity as the energy per unit
of length. We begin by deriving an expression for b(r), and then integrate the
energy density associated with the field and currents in a flux line. The aim of
the calculation will be to find, in the London approximation, the sum of kinetic
and magnetic energies whose densities were already given in Eqs 6.15 and 6.16,
respectively. The background energy Fs is of no interest in this context. We find

F = 1

2µ0

∫
r>ξ

[
b2(r) + λ2 (∇ × b(r))2

]
d3r (6.20)

The limit of integration is a reminder that we cannot include the vortex core, of
radius ξ , in this derivation because the London equation does not apply when
ns varies in space. The justification for this approximation is that ξ � λ in most
type II superconductors, notably in all high-Tc materials. The energy associated
with the vortex core is therefore quite small. The energy F is also often referred
to as the line tension. It tells us how much energy is required to create extra
length of flux line. Flux lines are not like rubber bands, there is no elastic
energy associated with stretching a straight flux line. However, it does require
extra length to bend a flux line in a superconductor, either uniformly or locally,
and the energy per unit length required to achieve this elongation is the line
tension.

A practical way of approaching this problem was discovered by the Russian
physicist Abrikosov1 (1957) [4, 5]. We replace the singularity inside r < ξ when
we let ξ → 0 by a 2D delta-function δ2(r). Let us first discuss that aspect. The
London equation now takes the form:

b + λ2∇ × ∇ × b = �0δ2(r) (6.21)

Notice that higher order terms in δb in Eq. 6.18 are neglected. The deltafunction
represents a solution where b(r) is not smooth.

In Eq. 6.21 �0 is a vector along the direction of the induction normal to
the surface, where �0 is the flux associated with an area of radius |r| ∼ λ.

1It was not immediately obvious that the approach of Abrikosov was correct. It is known that Landau
rejected it when Abrikosov first presented it to him. This delayed the publication of Abrikosov’s theory
by years. The consequences of Abrikosov’s idea were far-reaching, however, leading to the prediction
of a flux line lattice, a truly remarkable result which was later to be confirmed experimentally.
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Integrating Eq. 6.21 immediately gives∫ [
b + λ2∇ × ∇ × b

]
dσ =

∫
�0 × δ2(r) dσ = �0 (6.22)

where dσ is a surface element, and we integrate over the plane perpendicular
to the flux line. The last relation is obtained since �0 and dσ are parallel, and
by the properties of the 2D delta-function. Next we carry out

λ2
∫

[∇ × (∇ × b)]dσ = λ2
∮

r=R

(∇ × b)dl = λ2
∮

r=R

µ0Jdl ≈ 0 (6.23)

The last form approximates zero because we take the line integral at such large
distance, R � λ, that the current associated with the flux line vanishes. From
Eq. 6.22 we are now left with a relation which determines the total flux associ-
ated with a single flux line: ∫

bdσ = �0 (6.24)

We have proved that �0 is the flux associated with the local field b of a single
flux line when ξ can be regarded as vanishingly small compared to λ. This
corresponds to insisting that δ |ψ | = 0, which is the overall approximation made
in the present chapter.

We can now go back to solving (6.22) for the region ξ < r � λ. We first
rewrite it approximately as∫

ξ<r�λ

bdσ + λ2
∮

ξ<r�λ

(∇ × b)dl = �0 (6.25)

In this case the integral
∫

b · dσ ≈ b(0)πr2 can be neglected since only a frac-
tion (r2/λ2)�0 of �0 is inside the radius r . By the foregoing argument 6.25
reduces to

λ2
∮

ξ<r�λ

(∇ × b)dl = λ2 |∇ × b| 2πr = �0 (6.26)

Hence, in the range ξ < r � λ we find the approximate expression

|∇ × b| = �0

2πλ2r
(6.27)

Since b‖z we have |∇ × b| = −db/dr . Combining this with Eq. 6.27 gives

−db = �0dr

2πλ2r
(6.28)



150 LONDON APPROXIMATION TO G–L THEORY

which, upon integration results in

−
∫ b0

b

db = �0

2πλ2

∫ λ

r

dr

r
= �0

2πλ2
ln

(
λ

r

)
(6.29)

The solution for b is

b = �0

2πλ2
ln

(
λ

r

)
+ b0 (6.30)

where the constant b0 gives an indication of how much of �0 lies outside of
r = λ. A rigorous analysis leads to the following result:

b = �0

2πλ2
K0

( r

λ

)
(6.31)

where K0 is a zero’th order Bessel function [72]. Limiting forms of K0 may be
used to obtain

For r � λ b ≈ �0

2πλ2
ln

(
λ

r

)
(6.32)

For r � λ b ≈ �0

2πλ2

(
πλ

2r

) 1
2

e− r
λ (6.33)

Our goal was to find the energy per unit length, or line-tension, of the vortex.
Recall that

F = 1

2µ0

∫
r>ξ

[
b2 + λ2 (∇ × b)2

]
d3r (6.34)

Here, we have already argued that the first term may be neglected. So we have,
to a good approximation

F = 1

2µ0
λ2

∫
r>ξ

(∇ × b)2 d3r (6.35)

Upon partial integration this becomes

F = 1

2µ0
λ2

∮
r=ξ

dlb |∇ × b| (6.36)

F = 1

2µ0
λ22πξb(ξ) |∇ × b(ξ)| (6.37)
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Inserting here previously found expressions for b(ξ) and |∇ × b(ξ)| we obtain

F = 1

2µ0
λ22πξ

�0

2πλ2
ln

(
λ

ξ

)
�2

0

2πλ2ξ
= �0

4πµ0λ2
ln

(
λ

ξ

)
(6.38)

This expression can be rewritten, by elimination of λ2, as

F = π3µ0

6
H 2

c ξ2 ln

(
λ

ξ

)
(6.39)

We could improve this result by adding the condensation energy of the core
(µ0/2)H 2

c ξ2. This energy is far less than F derived so far. The precise total
energy including condensation energy has been shown to be

F = �2
0

4πλ2µ0

(
ln

λ

ξ
+ ε

)
; ε ≈ 0.1 (6.40)

where the small correction term ε comes from the condensation energy.

6.2.1 Energy of a flux line: alternative derivation. An exercise

In the following we take a more formal approach to the same problem as above.
We consider a cubic sample with dimensions (2L)3, with a straight flux line f

running through the middle in the z-direction (see Figure 6.5). We introduce the
local field as 	h and observe that

hx = hy = 0 (6.41)

∂hz

∂z
= 0 (6.42)

The energy of the flux line in the London picture is:

F =
∫

dV

(
µ0h

2

2
+ λ2µ0

2
|∇ × h|2

)
(6.43)

2L

f
2L

2L

Figure 6.5 Flux line.
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We have, further

∇ × h =
(

∂hz

∂y
, −∂hz

∂x
, 0

)
(6.44)

and

|∇ × h|2 =
(

∂hz

∂y

)2

+
(

∂hz

∂x

)2

(6.45)

With Eq. 6.45 inserted into Eq. 6.43 we get

F = µ0

2

∫
dV

(
h2 + λ2

[(
∂hz

∂y

)2

+
(

∂hz

∂x

)2
])

(6.46)

We Fourier transform h in the x- and y-directions. Since h points in the z-
direction, we drop vector-signs on it.

h = 1

4L2

∫
d2ke−ik·rB(k) (6.47)

where B(k) = ∫
d2reik·rh(r)

Next, we look at London’s equation in the Abrikosov modification

h + λ2∇ × (∇ × h) = �0

µ0
δ(r − rf ) (6.48)

We define the origin of the system to be on the flux line rf ≡ 0. From Eqs 6.41
and 6.42 we get

∇ × (∇ × h) =
(

0, 0, −∂2hz

∂x2
− ∂2hz

dy2

)
(6.49)

which again has only z-component. By applications of Eqs 6.47 and 6.49 we
can write Eq. 6.48 as

1

4L2

∫
e−ikrB(k)

(
1 + λ2(k2

x + k2
y)

)
d2k = 1

4L2

�0

µ0

∫
d2ke−ikr

∫
d2reikrδ(r)

(6.50)

By equating Fourier coefficients we arrive at

B(k) = �0

µ0

1

1 + λ2(k2
x + k2

y)

∫
d2reikrδ(r) (6.51)
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By inserting Eq. 6.47 into Eq. 6.46 we get

F = µ0

2

1

(2L)2

∫
d2r dz d2k d2k′e−ik·re−ik

′
rB(k)B(k′) (6.52)

Integration over r gives

F = µ0

2

1

(2L)2

∫
dz d2k d2k′δ(k + k′)B(k)B(k′)(1 − λ2(kxk

′
x + kyk

′
y))

(6.53)

Now we integrate over k′

F = µ0

2

1

(2L)2

∫
dz d2kB(k)B(−k)(1 + λ2(k2

x + k2
y)) (6.54)

We put Eq. 6.51 into B(k)

F = �0

2µ0

1

(2L)2

∫
dz d2k

1

1 + λ2(k2
x + k2

y)

∫
d2reikrδ(r) (6.55)

The integral
∫

d2r ′e−ikr ′
δ(r ′) = (2L)2 is now taken, and Eq. 6.55 becomes

F = �2
0

2µ0

∫
dz d2k

1

1 + λ2(k2
x + k2

y)
(6.56)

We convert the integral over kx and ky to one over θ and |k|

F = �2
0

2µ0

∫
dz dk dθ

k

1 + λ2 |k|2 = �2
0

2µ0

∫
dz2π

∫ ∞

0

k

1 + λ2k2
dk (6.57)

This integral diverges, but with a cutoff k ≡ 1/ξ it becomes finite, and we
have:

F

2L
= �2

0

2π2µ0

1

2λ2
ln

∣∣∣∣λ2

ξ2
+ 1

∣∣∣∣ (6.58)

For ξ � λ we get

F̂ = F

2L
= �2

0

4πµ0λ2
ln

λ

ξ
(6.59)
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6.3 Interacting flux lines: the energy of an arbitrary flux
line lattice

So far we dealt with a single flux line. In real systems we normally have a
large amount of such objects. We will now formalize the calculation of the total
energy for an arbitrary collection of flux lines. We use again the symbol b for
the locally varying induction B, so that B is given by B = 〈b〉 averaged over
an area much larger than that of a single flux line.

Let us first note that, like before, the energy associated with currents and
fields in the London limit is

F = 1

2µ0

∫
d3r

[
b(r)b(r) + λ2(∇ × b)(∇ × b)

]
(6.60)

Next, we do the Fourier transform of the two terms, one by one. Using

b(r) =
∫

d3k

(2π)3
b(k)eikr (6.61)

we find

b(r) × b(r) =
∫

d3k

(2π)3

∫
d3k′

(2π)3
b(k)eikrb(k′)eik

′
r (6.62)

Next, do

∇ × b(r) = ∇ ×
∫

d3k

(2π)3
b(k)eikr (6.63)

=
∫

d3k

(2π)3
ik × b(k)eikr (6.64)

We want

(∇ × b)(∇ × b) =
∫

d3k

(2π)3

∫
d3k′

(2π)3
ei(k+k

′
)r (k × b(k))(k′ × b(k′))(−1)

(6.65)

Using the property of the delta function∫
d3rei(k+k

′
)r = 2π3δ(k + k′) (6.66)

the energy integral now becomes

F = 1

2µ0

∫
d3k

(2π)3

∫
d3k′

(2π)3

{
b(k)b(k′) − λ2(k × b(k))(k′ × b(k′))

}
× (2π)3δ(k + k′)

= 1

2µ0

∫
d3k

(2π)3

{
b(k)b(−k) + λ2(k × b(k))(k × b(−k))

}
(6.67)
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Finally

F = 1

2µ0

∫
d3k

(2π)3
b(k)b(−k)

[
1 + λ2k2

]
(6.68)

Here we need to insert b(k) and b(−k), which we find by Fourier-transforming
the London–Abrikosov equation:

b + λ2∇ × (∇ × b) = �0δ2(r − r i ) (6.69)

which can be rewritten, with 	∇ · 	b = 0,

b − λ2∇2b = �0δ2(r − r i) (6.70)

This is the equation to be solved for b in the presence of a single flux line,
as is indicated by the right hand side of the equation: One flux quantum, and
one delta-function. We will now proceed to generalize the problem to that of
an arbitrary collection of flux lines, each of arbitrary form. This is an ambitious
goal, but now we have the tools to do it. For such a collection of flux lines
the right hand side has to sum up the contributions from all flux lines, and an
integral must be taken along each line i to account for its contribution to the
field at a point r . We now write

b + λ2∇ × (∇ × b) = �0

∑
i

∫
dr iδ(r − r i ) (6.71)

By standard manipulation of the left-hand side Eq. 6.71 becomes

b − λ2∇2b = �0

∑
i

∫
dr iδ(r − r i) (6.72)

We need the Fourier transforms of b and ∇2b :

b(r) =
∫

d3k

(2π)3
eikrb(k)

∇2b =
∫

d3k

(2π)3
b(k)∇2eikr

=
∫

d3k

(2π)3
b(k)(−k2)eikr (6.73)

Inserting these in Eq. 6.72 we find∫
d3k

(2π)3
eikr

{
b(k) + λ2k2b(k)

}
= �0

∫
d3k

(2π)3

∑
i

∫
drie

ik(r−ri) (6.74)
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On comparing integrands, we find

b(k) = �0

∑
i

∫
dr i

e−ikr i

1 + λ2k2
(6.75)

Next, on inserting b(k) in Eq. 6.68 we get

F = 1

µ0

∫
d3k

(2π)3
b(k)b(−k)(1 + λ2k2) (6.76)

= �2
0

2µ0

∫
d3k

(2π)3

∑
ij

∫∫
dr idrj

eik(r i−r j )

(1 + λ2k2)
(6.77)

We write the result by means of an effective potential V (r i − rj ) as follows

F = �2
0

2µ0

∑
ij

∮ ∮
dr idrjV (r i − rj ) (6.78)

where the interaction potential between two vortex segments is given by

V (r i − rj ) =
∫

d3k

(2π)3

eik(r i−r j )

(1 + λ2k2)

= 1

4πλ2|r i − rj | exp(−|r i − rj |/λ) (6.79)

In Eq. 6.78, we are supposed to sum over all pairs of vortex segments dr i

and then integrate over all vortex segments along each and every vortex line.
This therefore includes self interaction involving individual vortex lines whose
various vortex segments interact with one another, as well as vortex segments on
distinct vortex lines. Note that when i = j (self-energy term), we should really
prescribe a core cutoff r =

√
x2 + y2 + z2 →

√
x2 + y2 + z2 + ξ2 in order to

mimick the core-attraction term that cancels the formal divergence in V (r) at
small distances. The symbol

∮
means that the line-integrations along vortex lines

are supposed to be carried out either over vortex lines that completely penetrate
the sample, or along closed vortex loops of the system. This follows from the
fact that vortex lines cannot start or stop inside the superconducting sample.
Note also that the interaction vanishes when dr i ⊥ drj , exhibiting explicitly
the vectorial nature of the vortex interaction. An immediate consequence of
this is that when parallel vortex lines are pushed close to each other, there is a
natural tendency for them to bend and twist in a response to this, since this will
lower the interaction energy of the system. This bending comes at the cost of
increasing the self energy of the vortex lines, since there is also a line tension
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in the problem. Nonetheless, we conclude that in an ensemble of interacting
vortex lines, approximating them as rigid objects may not be quite adequate.

The above results apply to the spatially isotropic case, i.e. the case when the
penetration length and the coherence length do not depend on which direction in
the sample they are measured along. An important situation which differs from
this is the case of uniaxial anisotropy, which must be used for the case when
we have a system of superconducting layers stacked on top of each other with
a relatively weak Josephon coupling between the layers. This is a necessary
modification for describing the vortex system in for instance high-temperature
superconductors. It is a somewhat laborious, although straightforward, task to
go through the above steps again including uniaxial anisotropy, and we will
limit ourselves to giving a brief outline of the derivation of the results here.
Enough details are provided for the reader to fill in the missing pieces, the
exposition follows that of Sudbø and Brandt [73, 74]. The physical picture of
the vortex system is the same as for the isotropic case, however the result
differs in important details. We denote as the ĉ-axis the direction of the uniaxial
anisotropy, while the plane perpendicular to this symmetry axis is called the
ab-plane. In this case, we introduce two penetration lengths λab and λc, which
are the penetration depths for currents in the ab-plane and along the ĉ-axis,
respectively. Using these definitions, the analogue of Eq. 6.20 reads

F = 1

2µ0

∫ [
b2 + (∇ × b)�(∇ × b)

]
(6.80)

where � is a tensor with components �αβ = �1δαβ + �2cαcβ , where cα denotes
the Cartesian components of the ĉ unit vector along the crystalline α-axis, α ∈
(x, y, z). Here, we have defined �1 = λ2

ab, while �2 = λ2
c − λ2

ab. The analog
og Eq. (6.21) is then given by

b + ∇ × [�(∇b)] = �0

∑
i

∮
dr iδ(r − r i) (6.81)

Following the steps for the isotropic case by Fourier transforming Eq. 6.81,
solving for b and inserting the result in Eq. 6.80, we arrive at an expression
very much like Eq. 6.78. The solution for the b-field in this case reads

bα(r) = �0

∑
i

∮
dr

β
i Vαβ(r − r i)

Vαβ(r) =
∫

d3k

(2π)3
Vαβ(k) exp(i	k · 	r)

Vαβ(k) = 1

1 + �1k2

(
δαβ − �2qαqβ

1 + �1k2 + �2q2

]
(6.82)
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where we have introduced the auxiliary vector q = k × ĉ. Inserting this solution
into the expression Eq. 6.80, we arrive at

F = �2
0

2µ0

∑
ij

∮ ∮
drαidrβjVαβ(r i − rj ) (6.83)

Here, drαi denotes the Cartesian α-component of a vortex segment. Note how
the interaction now has become tensorial, rather than vectorial, as it was in
Eq. 6.78.

The hard part of the calculation is to compute the necessary integrals required
for expressing Vαβ in real-space, see the second of the expressions in Eq. 6.82.
This is done by noting that we may write V as Vαβ(r) = V1(r)δαβ + V

αβ

2 (r),
where V1 is the only term that survives in the isotropic limit �2 = 0, and is
obtained from the first term in Vαβ(k). V1 is essentially given by Eq. 6.79, with
λ = λab. To compute V

αβ

2 (r), we consider first the auxiliary integral

I0 = �2

(2π)3

∫
d3k

eikr

(1 + �2
1k

2)[1 + (�1 + �2)k
2
⊥ + �1k2

z ]
(6.84)

On performing the azimuthal and k⊥ integrations, we get

I0 = 2

(2π)2

∫ ∞

0
dkz cos(kz)

K0(z1) − K0(z2)

1 + �1k2
z

≡ I 1
0 − I 2

0 (6.85)

Here, we have introduced zi = αi

√
1 + �1k2

z , αi = ci

√
x2 + y2, c1 = 1/√

�1 + �2, c2 = 1/
√

�1, and K0 is a modified Bessel function of zeroth order.
Doing the necessary integrations over these Bessel functions does not appear to
be straightforward, but fortunately is not necessary either. To see this, note that
in terms of I0, we have

V
αβ

2 (r) =
[(

∂2
x + ∂2

y

)
δαβ − ∂x∂y

]
I0 (6.86)

where ∂x = ∂/∂x etc. Now, introduce the auxiliary quantity

�i ≡ ∂I i
0

∂αi

(6.87)

In terms of this we have, using the chain rule for differentiation

∂α∂βI i
0 = ∂�1

∂α1
∂αα1∂βα1 + �1∂α∂βα1

− ∂�2

∂α1
∂αα2∂βα2 − �2∂α∂βα2 (6.88)
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Therefore, we do not need to compute I i
0, but only ∂I i

0/∂αi . After a bit of
lengthy, but straightforward algebra, this is found to be given by

�i = ∂I i
0

∂αi

= −
√

πz̃i

2�1

1

αi

K1/2(z̃i) (6.89)

where K1/2(x) = √
π/2x exp(−x) is a modified Bessel function of order 1/2,

and z̃i =
√

(α2
i �1 + z2)/�1.

Performing the necessary derivatives on �i and αi , and collecting all of the
above, we find that Vαβ(r) is given by

Vαβ(r) = V1(r)δαβ + V
αβ

2 (r); (α, β) ∈ (x, y, z)

V1(r) = 1

4πλ2
abr

exp(−r̃)

V
αβ

2 (r) = 1

4πλ2
abρ

[
G1(r)δαβ + G2(r)

xαxβ

ρ2

]
; (α, β) ∈ (x, y) (6.90)

We have V zz
2 (r) = V xz

2 (r) = V
yz

2 (r), when the average vortex direction is along
the ĉ-axis. The functions Gi are given by

Gi(r) = ai exp(−r̃) − bi exp(−ρ̃)

where r̃ = r/λab, ρ̃ = (ρ2 + �2z2)1/2/λc, a1 = 1 − a2, b1 = 1 − b2, a2 = 2 +
ρ2/λ2

abr̃ , b2 = 2 + ρ2/λ2
cρ̃, r2 = ρ2 + z2, and ρ2 = x2 + y2, Note how this

reduces to Eq. 6.78 when λab = λc, since this implies that a2 = b2, a1 = b1,
and ρ̃ = r̃ . This in turn means that G1 = G2 such that V2 = 0, and hence Vαβ

reduces to a vectorial interaction, as in the isotropic case.
Again, when flux lines with finite core radii are in close contact, Eq. 6.90

should be supplemented by a scalar core attraction, which we for simplicity
may mimic by using a cutoff in the potential Vαβ , achieved by replacing r by√

r2 + ξ2
ab, where ξab is the ab-plane vortex-core radius.

The above assumes that the flux lines on average are directed along the z-
axis, i.e. that the external magnetic field is directed along the z-axis. In fact, it
is possible to generalize the above even further, to the case where the external
magnetic field forms an arbitrary angle θ with the z-axis. The generalizations
were first obtained by Sardella in 1992 and only published much later [75], and
discovered independently by Nguyen [76]. The coordinate z-axis is oriented
along the external magnetic field, while the direction of the crystal ĉ-axis forms
an angle θ with the z-axis. The (x, y)-plane is perpendicular to the z-axis.
Deriving the analogue of Eq. 6.90 for the tilted case follows the same path as
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above (the details may be found in Appendix A of Ref. [76]). The result is a
new potential given by

Vαβ(r) = 1

4πλ2
ab(r × ĉ)2

[
G1(r)(δαβ − cαcβ) − G2(r)

(r × ĉ)α(r × ĉ)β

(r × ĉ)2

]
(6.91)

where we have defined the two auxiliary functions

G1(r) = e−r/λab − e−r̃/λc (6.92)

and

G2(r) =
[

2 + (r × ĉ)2

λabr

]
e−r/λab −

[
2 + (r × ĉ)2

λcr̃

]
e−r̃/λc (6.93)

Here, we have introduced r̃ =
√

(r × ĉ)2 + (λab/λc)2(r × ĉ)2. Moreover, cα is
the projection of ĉ onto the αth (x, y, z) axis.

This is as far as we can go without specifying the flux line geometry and
configuration. These results can be put to good use, as we shall see several
examples of now.

6.4 Self energy of a single straight flux line
in the London approximation

The result just arrived at includes all possible interactions in the present limit. It
cannot be reduced further on analytic form without specifying some geometric
constraint. A normal one would be to assume a perfectly regular lattice consist-
ing of ordered, straight flux lines. We shall reduce it to a single, straight flux
line. This is a problem we already solved, but here we follow a more general
approach. The quantities drj and dr i are now to be found at two different posi-
tions rj and r i on the same flux line. Our form for F can now be used to sum
up the self-energy due to the interaction between these pieces of the flux line
(see Figure 6.6). Let us reduce the sum for F in steps:

F = �2
0

2µ0

∑
ij

dr i drjV (r i − rj ) General expression (6.94)

→ �2
0

2µ0

∫
dr i drjV (r i − rj ) One flux line

∑
ij

= 1 (6.95)
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rj

x

z

y

ri

drj

dri

r

Figure 6.6 Coordinates used in the calculation of the self energy of a single flux line.

→ �2
0

2µ0

∫
dzi dzjV (zi − zj ) One straight flux line along the z -axis

(6.96)

→ �2
0

2µ0
Lz

∫
dzV (z)

after substitution zi − zj = z
and integration over one vari-
able.

(6.97)

We can now write

F

Lz

= �2
0

2µ0

∫
d2k

(2π)3

1

1 + λ2k2

∫
dzikzz

= �2
0

2µ0

∫
d3k

(2π)3

1

1 + λ2k2
× 2πδ(kz)

= �2
0

2µ0

∫
dkx

2π

∫
dky

2π

1

1 + λ2(k2
x + k2

y)
(6.98)

To make this a finite energy we must introduce a cut-off so that r > ξ . This
corresponds to a cut-off k⊥ < 1/ξ . The integration over kx and ky is simplified
by transforming to polar coordinates.

F

Lz

= �2
0

2µ0

1

2π

∫ 1
ξ

0
dk

2πk

1 + λ2k2

= �2
0

2µ0

1

(2π)2

∫ λ2

ξ2

0

du

2λ2k

2πk

1 + u
where u = λ2k2 (6.99)
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The final result is

F

Lz

= �2
0

4πµ0λ2
ln κ κ = λ

ξ
(6.100)

The problem is now solved for the free energy per length of a straight flux line
in the London approximation for the isotropic case.

6.5 Interaction between two parallel flux lines

We discuss next a simple application of the expression for the interaction energy
between flux lines, specified to two parallel, straight flux lines along the z-axis,
with flux line no 1 at r1 = (x1, y1,z1), and no 2 at r2 = (x2, y2, z2), as shown in
Figure 6.7. This is an important example, as it can be viewed as the beginning
stage of studying the forces at work in the flux line lattice. We already derived
the general energy expression we have to start from; which we now specify for
two parallel flux lines:

U12 = �2
0

µ0

∫∫
dr1dr2V (r1 − r2) (6.101)

V (r1 − r2) =
∫

d3k

(2π)3

eik(r1−r2)

1 + λ2k2
(6.102)

V (r1 − r2) is the potential energy between two arbitrary line elements dr1 and
dr2, and is valid whatever configuration the two flux lines assume.

Carrying out the integral (Eq. 6.102) gives

V (r1 − r2) = 1

2πλ2

e−r/λ

r
= 1

2πλ2

e−|r1−r2|/λ

|r1 − r2| (6.103)

x

z

y

r2

r1

FL2

FL1
dr2

dr1

(r2 − r1)

Figure 6.7 Coordinates used in calculating the interaction energy between two parallel,
straight flux lines.
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This is essentially the well-known Yukawa potential. Since the vortices are
parallel to the z-axis, we have dr1 = dz1k̂; dr2 = dz2k̂ where k̂ is a unit vector
along the positive z-axis. We introduce for the distance |r1 − r2| :

|r1 − r2| =
[
(x1 − x2)

2 + (y1 − y2)
2 + (z1 − z2)

2
] 1

2

=
[
ρ2 + (z1 − z2)

2
] 1

2 ≡
[
ρ2 + z′

2
2
] 1

2
(6.104)

where z′
2 = z2 − z1, and ρ2 = (x1 + x2)

2 + (y1 − y2)
2. Inserting this expression

into the integrand of Eq. 6.101 results in

U12 = �2
0

µ0

∫ ∞

−∞
dz1

∫ ∞

−∞
dz′

2 × 1

2πλ2

e−(ρ2+z′
2

2
)

1
2 /λ

(ρ2 + z′
2

2
)

= �2
0

2πµ0λ2

∫ ∞

−∞
dz1

∫ ∞

−∞
dz′

2
e−(ρ2+z

′2)
1
2 /λ

(ρ2 + z′
2

2
)

(6.105)

The integral over dz1 gives the length of vortex line no 1. We divide it over to
the left-hand side and get the energy pr unit length U12. The integral over z2
gives

U12 = �2
0

2πµ0λ2
K0

(ρ

λ

)
(6.106)

where ρ is the distance between the flux lines in the (x,y) plane, and K0(
ρ
λ
) is

a modified Bessel function. We find that the result can be written as the product
of the flux �0 times the field h(ρ) at distance ρ.

U12 = �0h(ρ); h(ρ) = 1

µ0
b(ρ) (6.107)

The total energy of two interacting, parallel flux lines is therefore:

U tot
12 = 2F + �0h(ρ) (6.108)

We can now find the force between the two filaments in the x-direction:

f2,x = −∂U12

∂x2
− ∂(2F)

∂x2
= −�0

∂h(ρ)

∂ρ
(6.109)
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The interaction force is repulsive. If we introduce the current jy , by Maxwell‘s
equation; jy = −ĵ ∂

∂ρ
h, where ĵ is the unit vector along y, we find

f2,x = jy�0 (6.110)

We notice in particular that the force in the x-direction on a flux line is zero
only when the superfluid current (and velocity) at that point is ĵy = 0. This
corresponds well with the Lorentz force on a charge e, F = ev × B. The whole
situation of two interacting vortices can be easily illustrated by letting the cur-
rents and fields of the two overlap. One finds repulsive interaction when the
vortices are parallel, and attractive when they are anti-parallel as is also implied
by the mathematical analysis. Interestingly, when two flux lines of opposite
rotation are made to coincide, they annihilate, since the sum of all currents
must everywhere be zero. Clearly, the situation of anti-parallel flux lines is an
extremely unstable one. See also Chapter 8, Figure 8.1.

6.6 Interaction between two flux lines at angle α

In high-Tc materials the consensus is that a flux line liquid exists above a certain
flux line lattice (FLL) melting temperature Tm. A situation, which has been
predicted to exist between Tm and Tc(H) is that of an entangled flux line fluid.
The behaviour of this fluid will be quite dependent on whether the flux lines are
stuck in their entanglement, or are able to disentangle and straighten out. The
answer to this question should be sought in the flux-line–flux-line interaction
energy. In the case of parallel flux lines there is distinct repulsion, as we have
seen in Section 6.5. But in a liquid state we can envisage flux lines which are
softly bending and interwoven between each other, as shown in Figure 6.8. The
flux lines at positions of closest spatial approach interact at some angle α, which
is different from one place to another. One interesting question which arises here

Figure 6.8 Flux lines in a rigid Abrikosov vortex lattice (left), and a putative entangled
flux-line system in the molten phase (right).
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FL1 FL2

z

y
d

x
a

Figure 6.9 Coordinates for calculation of interaction between two flux lines at an angle α.
Both flux lines are located in the (y, z)-plane, one displaced a distance d along the x-axis
from the other. Hence the distance of closest approach is d . The angle they are splayed is
denoted by α, in the present case the splaying is symmetric around the z-axis.

is the following: What is the energy cost of moving two nearly intersecting flux
lines across each other to disentangle? This situation may be closely modeled
by letting two flux lines be placed at a crossing angle α, like in Figure 6.9.

To calculate the interaction energy we can again revert to the general for-
malism employed before. The difference between this case and the one treated
in Section 6.5, is that the interacting line elements are at an angle α, and at a
distance d, which means that the line elements dr1 and dr2 are at such angle,
wherever their location is on line 1 and line 2. The integral to work out is now:

U1,2(α) =
∫

FL1

dr1

∫
FL2

dr2V (r1 − r2) (6.111)

The integration over the variables in parallel position was carried out in Sec-
tion 6.5. Taking advantage of that integration result, and inserting the cos α for
the vector product of dr1 × dr2, where |dr2| = dy/ sin α, and after dividing by
the length of line 1 on both sides, we get

U1,2(α, d) = �2
0

8π2λ2

∫ ∞

−∞
dy

sin α
cos αK0

(
(d2 + y2)

1
2

λ

)
(6.112)

where K0 is again the same Bessel function encountered in Section 6.5. We find

U1,2(α, d) = �2
0

8πλ2
cot αe−|d|/λ (6.113)

In fact, if we consider the fact that the systems also may be uniaxially anisotropic,
then we may parametrize this in the London model by introducing two penetration
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lengths, namely λab which is the penetration length in the (a, b)-plane ((x, y)-
plane) for a magnetic field oriented along the c-axis (z-axis), and λc which is the
penetration length along the (a, b)-plane for a screening current along the c-axis.
Eq. 6.112 then generalizes to

U1,2(α, d) = �2
0

4πλ2

[
cot(α/2)e−|d|/λab − tan(α/2)e−|d|/λc

]
(6.114)

as was shown by Sudbø and Brandt [77]. This is seen to reduce to Eq. 6.113
when λab = λc. Note how the angle at which flux lines do not interact (electro-
magnetically) in fact increases when the anisotropy ratio λc/λab increases. For
the isotropic case, the interaction changes sign at α = π/2. When λc/λab → ∞,
the interaction never changes sign, but approaches zero as α → π . The neutral-
ity angle where the electromagnetic interaction between two rigid flux lines
vanishes therefore increases with anisotropy.

6.7 General flux-line lattice elastic matrix
in the London approximation

As a final application of Eqs 6.83 and 6.91, let us use them to derive an expres-
sion for the general elastic fluctuation matrix of a flux-line lattice in an arbitrarily
tilted external magnetic field, valid beyond the continuum approximation for the
flux-line system. This means that we explicitly take into account the underlying
Abrikosov lattice structure when deriving the fluctuation Hamiltonian for flux
lines around their ground state configuration. The continuum approximation is
a special case of the result we will derive, and as a byproduct we will obtain
expression for the flux-line liquid elastic moduli in this limit when the external
magnetic field is tilted an arbitrary angle with respect to the crystal ĉ-axis. The
exposition here closely follows that of Sardella [78] and Nguyen and Sudbø
[76]. The starting point is Eq. 6.83

F = �2
0

2µ0

∑
ij

∮ ∮
drαidrβjVαβ(r i − rj ) (6.115)

We now rewrite this by being slightly more explicit in writing the line integrals
that are involved. The line integrals are along directed flux lines, the average
direction of the flux lines is the z-axis, and hence we have drαi = dz(drαi/dz).
We now insert this into Eq. 6.115 and obtain

F = �2
0

2µ0

∑
ij

∫
dz

∫
dz′ drαi

dz
Vαβ(r i(z) − rj (z

′))
drβj

dz′ (6.116)
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where the information on the shape of the flux lines is encoded in drβj /dz.
We now imagine that the ground state of this system is the Abrikosov flux-
line lattice, and expand the free energy in fluctuations around this ground state,
keeping terms up to quadratic order in the displacements sj (z) around the ground
state, where we have

ri (z) = Rj + sj (z) (6.117)

where Rj denotes the positions of flux lines in the ground state Abrikosov
vortex lattice, and sj (z) denotes the fluctuations around these positions. The first
thing to notice is that drβj (z)/dz = 1 if β = z, and drβj (z)/dz = dsj (z)/dz if
β = (x, y). Let us now expand the tensor Vαβ(ri(z) − rj (z

′)) up to quadratic
order in the displacements sj (z), obtaining

Vαβ(ri(z) − rj (z
′)) = Vαβ(Ri − Rj )

+ [si (z) − sj (z
′)]∇Vαβ(r)r=Ri−Rj

+ 1

2
[si (z) − sj (z

′)]n[si (z) − sj (z
′)]m

× ∇n∇mVαβ(r)r=Ri−Rj
+ . . . (6.118)

Inserting this back into the expression for the energy, Eq. 6.116, we obtain,
upon collecting terms up to quadratic order and noticing that terms that are
linear by necessity must vanish since we are expanding around a minimum, we
have for the elastic energy �F = F − F0, where F0 is the total energy of the
ground state Abrikosov flux-line lattice (NB We must keep terms that are linear
in displacements when expanding the tensor Vαβ(ri(z) − rj (z

′))!)

�F = �2
0

2µ0

∑
ij

∫
dz

∫
dz′

(
dsαi

dz

dsβj

dz′ Vαβ(Ri − R)

+ 1

2
[si (z) − sj (z

′)]n[si (z) − sj (z
′)]m∇n∇mVαβ(r)r=Ri−Rj

+ 2
dsαi

dz
[si (z) − sj (z

′)]β∇βVzα(r)r=Ri−Rj

)
(6.119)

where (α, β) ∈ (x, y). The next step is to express this in terms of the Fourier-
modes of the displacement vectors si(z). Now, because we are assuming an
underlying Abrikosov lattice which gives rise to a Brillouin zone, the wave-
vectors of the displacement vectors are only defined up to an arbitrary reciprocal
lattice vector Q. Hence, when we Fourier-expand the displacement vectors sj (z),
we express the Fourier transform through a sum over reciprocal lattice vectors
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Q of the Abrikosov vortex lattice and an integral over the wavevector k that
runs over the first Brillouin zone. This means that we can write

�F = 1

2

∑
k

sα(−k)�αβ(k)sβ(k) (6.120)

which defines the elastic matrix �αβ(k). In the above expression, k runs over
the first Brillouin zone. Such an expression is arrived at by partial integrations
in Eq. 6.119, and then introducing the Fourier transforms of sj (z) as follows

si (z) =
∫

d3k

(2π)3
sβ(k) eikRi (6.121)

Moreover, because of the underlying Abrikosov flux-line lattice we must take
into account that the wavevectors k are only defined up to reciprocal lattice
vectors of the Abrikosov lattice, whence

∑
i

eikRi = (2π)2 B

�0

∑
Q

δ2(k − Q)eikzz (6.122)

where δ2(k − Q) is a two-dimensional Dirac δ-function. Inserting all of this into
Eq. 6.119, we find Eq. 6.120 with

�αβ(k) = B2

2µ0

∑
Q

[
fαβ(K) − fαβ(Q)

]
(6.123)

where we have introduced the function

fαβ(k) = k2
z Ṽαβ(k) + kαkβṼzz(k) − kzkβṼzα(k) − kzkαṼzβ(k) (6.124)

and where Ṽαβ(k) is the Fourier transform of Eq. 6.91, namely

Ṽαβ(k) = 1

1 + �1k2

[
δαβ − �2qαqβ

1 + �1k2 + �2q2

]
(6.125)

In Eq. 6.123, we introduced K = Q + k and moreover symmetrized the tensor
fαβ(k). From Eq. 6.119, as it stands, we would have obtained

fαβ(k) = k2
z Ṽαβ(k) + kαkβṼzz(k) − 2kzkβṼzα(k) (6.126)

However, for numerical purposes, when computing elastic modes of the flux-line
lattice, it is often convenient to use the symmetrized form since it guarantees
positive definite eigenvalues of the elastic matrix. The expression Eq. 6.123 is
very useful, among other things it directly lends itself to a computation of the
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elastic shear moduli of the Abrikosov flux-line lattice, of which there are several
when the magnetic field is tilted away from the ĉ-axis.

The continuum limit of the elastic description of the Abrikosov flux-line lat-
tice is obtained by omitting all terms in the sum over Q except Q = 0. Since the
underlying lattice is not taken into account, this is basically an elastic description
of a flux-line liquid, so the shear moduli are not accessible in this approximation.
The bulk and tilt moduli are, however. Let us see how we can extract them from
what we have derived above. In the flux-line liquid limit, taking only the Q = 0
terms and using that fαβ(k = 0) = 0, from Eqs 6.120 and 6.123 we simply have
the elastic free energy given by

�F = B2

2µ0

∑
k

sα(−k)fαβ(k)sβ(k) (6.127)

When the external magnetic field is tilted away from the ĉ-axis by an angle θ

we have four distinct elastic moduli of the flux-line liquid, such that the elastic
description on symmetry grounds is given by the expression

�F = 1

2

∑
k

[
c11(k)(ks)2 + c⊥

44(k)(kzsx)
2 + c

‖
44(k)(kzsy)

2

+2c14(k)(kzsx)(ks)
]

(6.128)

The elastic moduli that enter her can be obtained by comparing Eq. 6.128 with
Eq. 6.127, and they are found to be given by Refs [73, 76, 78]

c⊥
44(k) = B2

4µ0

1 + [λ2
ab + (λ2

c − λ2
ab) sin2 θ ]k2

[1 + λ2
abk

2][1 + λ2
abk

2 + (λ2
c − λ2

ab)q
2]

c
‖
44(k) = B2

4µ0

1

1 + λ2
abk

2 + (λ2
c − λ2

ab)q
2

c11(k) = B2

4µ0

1 + [λ2
ab + (λ2

c − λ2
ab) cos2 θ ]k2

[1 + λ2
abk

2][1 + λ2
abk

2 + (λ2
c − λ2

ab)q
2]

c14(k) = B2

4µ0

(λ2
c − λ2

ab) sin θ cos θk2

[1 + λ2
abk

2][1 + λ2
abk

2 + (λ2
c − λ2

ab)q
2]

(6.129)

Here, the set of moduli given by c⊥
44(k) and c

‖
44(k) are known as tilting moduli.

When the flux lines on average are directed away from the symmetry ĉ-axis,
there appear two tilting moduli in the problem. The reason is that when the
system is layered and the z-axis is tilted an angle θ away from the ĉ-axis, we
have a hard and a soft tilting mode depending on whether the tilting away from
the z-axis is parallel to the crystal ab-plane, or out of the crystal ab-plane.
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(Similar effects are present in the shear moduli of the flux-line lattice, which do
not concern us here since we are considering the flux-line limit). Notice that for
θ = 0, we have c⊥

44(k) = c
‖
44(k). The third of the four elastic moduli c11(k) is

the bulk modulus, or compressional modulus, of the flux line liquid. The fourth
of the elastic moduli, namely c14(k) does not have a counterpart in an isotropic
superconductor, nor in an anisotropic superconductor when the magnetic field
is parallel to the ĉ-axis. The new elastic modulus appearing is a mixed tilt-
and bulk-modulus, suggesting that in a tilted magnetic field, the elastic tilting
and compressional modes of the flux-line liquid interact with each other. These
mixed elastic moduli vanish in the limit when k → 0. (For the shear moduli,
we have a similar situation. We get a hard and a soft shear mode, as well as a
mixed shear-tilt mode).

Note how all of the other elastic moduli, bulk as well as tilting moduli, take
the value B2/µ0 when k = 0. Mass anisotropy is not seen at all in this so-
called local limit. Moreover, the elastic properties of the flux-line liquid are
oblivious to the value of λ (or κ) in the local limit. At finite k-vectors, the
flux-line liquid softens considerably as the degree to which a superconductor
is type II, increases. But the effect of mass anisotropy and the hardness of the
superconductor (degree of type II) only influence the elastic properties of the
flux-line lattice provided a non-local elastic theory is used. We shall come back
to this point in Chapter 8, when we consider the Lindemann criterion for melting
of the flux-line lattice.



7
Applications of
Ginzburg–Landau Theory
(|ψ| spatially varying)

7.1 The temperature-dependent order parameter |ψ(T )|
As a first application of the Ginzburg–Landau (GL)-equations we derive the
temperature dependence of the order parameter ψ . This can be done under the
simplest possible conditions, with B = 0, and under homogeneous conditions
∇ψ = 0. The free energy now reduces to

F(T ) = F0(T ) + α |ψ |2 + β

2
|ψ |4 + · · · (7.1)

Taking the derivative leads to the equilibrium condition

δF

δ |ψ | = 0 ⇒ (α + β |ψ |2) |ψ | = 0 (7.2)

One solution is that |ψ | = 0, which is correct for the superconducting wave-
function above Tc. The other alternative is α + β|ψ |2 = 0. This gives

|ψ |2 = −
(

α

β

)
(7.3)

Since α = α1(T − Tc) where α1 is a constant ,we find to a useful approximation,
like in the magnetic case

|ψ |2 = α1

β
(Tc − T )

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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|Ψ| |Ψ| ~ (Tc − T )

|Ψ| = 0

Tc T

1
2

Figure 7.1 Temperature dependence of the order parameter |ψ |.

or

|ψ | =
(

α1

β

) 1
2

(Tc − T )
1
2 (7.4)

as sketched in Figure 7.1.
Since the interpretation of |ψ |2 is that it represents the superfluid density ns,

we have

ns ∝ (Tc − T ) (7.5)

Some important remarks on the limitation of GL-theory are in order here. The
last two results are both typical mean-field-like, a consequence of the tacit
assumption of the GL-approach that fluctuations of ψ are to be neglected. In
real cases, the temperature exponent 1/2 is good in the low-Tc materials, but not
expected to hold in high-Tc materials. The difference comes from the properties
we discussed in Section 2.6, that the coherence length is quite long in low-
Tc and quite short in high-Tc materials, making fluctuations important in the
latter case.

According to the results above, the superfluid density ns – corresponding
to the density of Cooper-pairs – vanishes at Tc. Again, this mean-field like
prediction is correct for long ξ , low Tc materials. In these the Cooper-pairs
do start to condense at Tc, and the superfluid density ns and wavefunction ψ

build up as the temperature is lowered below Tc. The lower the temperature,
the more Cooper-pairs are created. However, again the situation does not pre-
vail in high-Tc materials. It turns out that in those materials the wavefunction
amplitude |ψ | is not zero above Tc. We return to these profound problems in
Chapter 10.

7.2 The coherence length ξ

The coherence length ξ is a temperature-dependent as well as a material-
dependent quantity. We will now demonstrate how it may be derived from
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the GL-theory, even without a magnetic field present. In this case the GL-I
equation immediately becomes

α(T )ψ + β |ψ |2 ψ + 1

2m
(−i�∇)2ψ = 0. (7.6)

This is a differential equation for spatial variations of the order parameter. In
geometries where 1D calculation may be used for simplicity, it reads

− �
2

2m

d2ψ

dx2
+ α(T )ψ + β |ψ |2 ψ = 0. (7.7)

On dividing through by the parameter α we observe that an operator defined
as �

2

2mα
d2

dx2 in the first term of Eq. 7.7 must be dimensionless. Therefore, the
quantity ξ defined by

ξ ≡
(

�
2

2mα(T )

) 1
2

(7.8)

must have the dimension of a length. Such a finding is significant, and suggests
that this is to be understood as a characteristic length of the system. Indeed, this
is the temperature-dependent GL coherence length ξ . Its temperature dependence
is predicted to have the classical exponent ν = 1/2, according to

ξ(T ) = ξ0

{
(T /Tc − 1)−

1
2 ; T > Tc

(1 − T/Tc)
− 1

2 ; T < Tc
(7.9)

where the length ξ0 is �/(2mα1Tc)
1
2 . The length ξ(T ) is of fundamental impor-

tance in superconductivity, representing the coherence length of the wavefunc-
tion. We may regard this as the shortest distance over which the wavefunction
is allowed to vary without generating pair breaking kinetic energy. We notice
in particular the important aspect that ξ(T ) diverges towards Tc, from below as
well as from above. This means that when the wavefunction is perturbed by for
instance a magnetic field, or by normal inclusions in the superconductor, the
length ξ(T ) is the healing length over which ψ recovers its full value. Clearly,
this situation also exists when flux lines or vortices penetrate a type II super-
conductor, where, as we know, ψ → 0 at the centre. ξ(T ) is then the effective
radius within which the Cooper-pair density is suppressed, a fact which allows
the calculation of the energy cost of breaking the Cooper-pairs in a radius ξ

around the vortex centre. A similar role is played by ξ(T ) at a superconduct-
ing to normal interface in the laminar structure of type I superconductors. Here
ξ defines the wall thickness, quite analogous to domain walls in systems like
ferromagnets, ferroelectrics, etc.

All results of the GL-theory are purely phenomenological. The coefficients of
the energy expansion, α1,β and c are unknown. However, they can be determined
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by relating them to measurable quantities, like ξ , λ and Hc. The consistency of
data taken by independent methods may then be checked, with the prospect of
asserting the overall picture, as well as imposing a quantitative control on the
expressed relations between experimentally determined quantities.

The penetration depth λ is the other length parameter of particular importance
in superconductivity. How can it be expressed by use of the GL-equations? Since
λ is a measure of the depth of supercurrent response to a magnetic field, this
suggests looking at the second GL-equation.

In situations where the Cooper-pair density remains unperturbed, like when a
magnetic field penetrates to depth λ in the Meissner state, we can simply neglect
the gradient of ψ in GL-II. What remains is

J = e

m
ψ∗(−2eA)ψ + c.c. (7.10)

= −4e2 |ψ |2
m

A (7.11)

From the London equation we have J = −(1/µ0λ
2)A. This gives the relation

4e2|ψ |2
m

= 1
µ0λ

2 . Here we must have |ψ |2 = ns for consistency of these indepen-
dent derivations. The result clearly is in accord with the BCS-picture since it
leads to the conclusion that

λ2 = m

(2e)2µ0 |ψ |2 (7.12)

This offers a somewhat more precise definition of the length λ, where 2e

corresponds to the magnitude of the charge of a Cooper-pair, and m is the
corresponding mass.

By now we have obtained results for ξ and λ, and can also express the
quantity κ = λ/ξ , which is of fundamental importance in superconductivity.

7.2.1 Relations between λ, ξ and Hc

So far we have used the GL free energy expansion and the GL-equations to
gain insight into the characteristic lengths of the superconductor. Next, we look
for relations between these and the important thermodynamic quantity Hc. We
consider again a homogeneous superconductor in the absence of a magnetic
field. The free energy is

Fs(T ) = Fn(T ) + α |ψ |2 + β

2
|ψ |4 + · · · (7.13)
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Using |ψ |2 = −α
β

we find

Fs(T ) = Fn(T ) − α2

2β
(7.14)

This must agree with the difference in Gibbs’s energy between the normal and
superconducting states derived in Chapter 1, hence

α2

2β
= µ0

2
H 2

c (7.15)

We can also find expressions for α and β from the preceding relations. Using

µ0H
2
c = −α |ψ |2 ; |ψ |2 = −α

β
; and

1

λ2
= −4e2µ2

0H
2
c

αm
(7.16)

we find

α = −4e2µ2
0H

2
c λ2

m
(7.17)

and

β = α2

µ0H 2
c

= (4e2)2µ3
0H

2
c λ4

m2
(7.18)

By combining the equations containing Hc, ξ and λ we obtain the interesting
result that

Hcλξ = 	0

2π
√

2µ0
(7.19)

Since the right-hand side is a constant, we see that on varying the temperature,
the three quantities Hc, λ and ξ are predicted to vary in such a way that their
product remains fixed. Equally interesting and useful is the combination

λ(T )ξ(T ) = 	0

2π
√

2µ0Hc(T )
(7.20)

7.3 Two types of superconductors

In complete analogy with Ohm’s law, J = σE, which we pointed out is for-
mally equivalent to the London equation, Pippard [69] adopted the corresponding
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non-local version of Ohm’s law from Reuther and Sondheimer [79] for the
so-called anomalous skin-effect,

J = 3σ

4πl

∫
r(r · E)e−r/ l

r4
d3r (7.21)

Non-locality enters the problem when the response to a field can only be deter-
mined correctly by integrating over a volume of the size of l3 (3D case), where l

is comparable to or longer than the distance δ, the depth over which the E-field
varies. Consequently, in the London equation ξ would have to be introduced
whenever the coherence length ξ is greater than λ, since λ is the penetration
distance of B whose vector potential drives the current. From experience in
studies of the anomalous skin-effect in pure, normal metals Pippard saw the
analogy for the superconductor in the simplest case to be

J = −ξ(l)

ξ0
�A (7.22)

where ξ0 is the value of ξ(l) in the limit of large l, i.e. for the pure case, and
� = (µ0λ

2
L)−1. Clearly, this equation predicts a reduced response when ξ(l)

is reduced by impurities. Because experimentally λ is found to increase with
decreasing l, ξ(l) must decrease as l decreases, as can be seen from Eq. 7.20.
Eq. 7.22 can be viewed as one which applies when ξ � λ, which we may call the
London limit. It is also a limiting form of the general Pippard non-local relation,
which he constructed on the basis of the combined insight from Eq. 7.22 and
the Reuther–Sondheimer integral. The whole chain of arguments led Pippard to
propose for superconductors, in complete analogy with the non-local response
to an electric field in a normal metal

J = − 3�

4πξ0

∫
r(r · A)e−r/ξ

r4
d3r (7.23)

where ξ(l)−1 = ξ−1
0 + l−1.

Limiting cases which can be worked out are:

λ = (ξ0/ξ)λL for ξ � λ (London limit)

λ =
[√

3

2π
ξ0λ

2
L

] 1
3

for ξ 	 λ (Pippard limit)

where we used the symbol λL for the original London value of λ. These expres-
sions have been verified experimentally.

It is remarkable that the microscopic BCS theory [7] later confirmed the
essential correctness of Pippard’s bold adaptation of non-local electrodynamics
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from normal metals to superconductors. The BCS theory also gave an expression
for the ξ0-parameter: ξ0 = 0.18�vF /kTc, where vF is the Fermi velocity, and
k = 1.38 × 10−23J/K is Boltzmann’s constant. Essentially the same answer is
obtained using the uncertainty principle. In that case the idea is to relate the
coherence length to the energy gap.

The introduction of the coherence length lead to the extremely important
distinction between two types of superconductors, i.e. those with ξ > λ versus
those with ξ < λ, called type I and type II superconductors, respectively.

A precise expression for this distinction is derived later in this chapter. At
this point a semiquantitative, less stringent argument, proves the main point (see
Figure 7.2). In both the parts of Figure 7.2 we are faced with a situation where
a change takes place between a point at the origin, r = 0, where the normal
state with B = Bc ends, followed by a region where superconductivity recovers
over a distance ξ , while screening extends over the distance λ. We refer first
to the left figure, where the situation is sketched from the NS-interface into the
superconducting region. Here B(r) falls off from r = 0 according to B(r) =
Bce−r/λ. Next, the superconducting wavefunction is suppressed over a much
wider range, i.e. over the coherence length ξ . The energy argument now goes
as follows: To expel the magnetic field from the volume of the superconductor
costs the energy 1

2µ0
B2

c per volume. However, a volume equal to the product
Aλ of laminar interface area A and penetration depth λ, is not screened against
Ba , amounting to a total energy

E1 = λA
1

2µ0
B2

c (7.24)

saved in setting up the laminar structure, compared to what it would cost to have
a totally sharp boundary between normal and superconducting volumes, i.e. if
λ = 0. On the other hand, the density of Cooper-pairs ns is suppressed since the
proximity to the normal interface forces the superconducting wave-function ψ

B (r) |y (r)|2

B (r) |y (r)|2

Vortex centerNS interface

Type I Type II

x
x

ll

Figure 7.2 Variations of magnetic field B and wavefunction ψ at the normal-super-
conducting interface.
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to go to zero at the normal boundary where B = Bc. The distance over which
ψ is suppressed from full equilibrium value ψ0 to zero, is precisely the length
ξ that we introduced in Eq. 7.8. In the volume defined by the total laminar wall
area times ξ , superconductivity is essentially destroyed. This costs an amount of
energy corresponding to breaking the majority of Cooper-pairs in this volume,

E2 = ξA
1

2µ0
B2

c . (7.25)

So the net energy E gained by setting up the laminar walls is given by the
difference E = E1 − E2. For the situation to be stable E must be positive:

E = ξA
1

2µ0
B2

c − λA
1

2µ0
B2

c = 1

2µ0
AB2

c (ξ − λ) > 0 (7.26)

We can regard this condition as the defining one for type I superconductivity,
and note that it corresponds to the simple statement that ξ > λ, not very different
from the exact condition: κ < 1/

√
2 to be shown later. The fact that the interface

energy is positive in type I, makes the system want to establish as small an
interface area as possible. It does so by setting up the laminar structure shown
in Figure 7.3. We note from the picture that the lamina are not flat, but show a
meandering structure as long as the field is directed normal to the flat sample
surface.

Experiments have shown that the laminar structure can be straightened out
and stabilized by a magnetic field tilted in the plane of the laminar direction
[80, 81], as sketched in Figure 7.4.

With a flat geometry and a tilted field, as shown in Figure 7.4, the laminar
structure acquires a thickness period where normal lamina thickness dn and
superconducting lamina thickness ds add up to a total thickness d = ds + dn. In
the normal lamina B is everywhere Bc, and in the superconducting lamina we
take B = 0. Furthermore, if we assume that the lamina extend across a length
L of a plate-like rectangular slab structure, there is a simple flux-conserving
relationship between the laminar geometry, the thermodynamic field Bc and
the applied field Ba. Conservation of total flux 	a applied to the specimen
requires that

	a = BaLd = 0 × Lds + BcLdn

⇒ dn = 	a

BcL
= Ba

Bc
d (7.27)

Here we have disregarded the small tilt of Ba with respect to the surface normal.
Since dn + ds = d we find also

Ba

Bc
d + ds = d ⇒ ds =

(
1 − Ba

Bc

)
d (7.28)
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Figure 7.3 Meandering laminar structure with alternating normal and superconducting
regions, typical for type I superconductors with the magnetic field applied normal to a flat
slab. From [82]. Reproduced with permission of the Royal Society.

L

d

Ba

dn ds

Figure 7.4 Sketch of laminar structure in type I superconductor, straightened by tilting the
applied magnetic field Ba [80].
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This shows how the laminar thicknesses dn and ds vary with applied field and
temperature through the dependences of ds and dn on Ba and Bc(T ). This result
applies as long as the total d is a constant. Original work in this area was done
by Landau [83, 84].

Next we discuss the second alternative, κ > 1. The energy argument we used
before, pertaining to the interface energy, applies again, but due to the condition
ξ < λ the energy E required to create the interface is now negative:

1

2µ0
B2

c A(ξ − λ) < 0 (7.29)

So, to within a factor 1/
√

2 as before, λ > ξ is the condition for type II super-
conductivity. Therefore now, the larger the interface area can be made, the more
energy is gained. Can this go on without limit? Clearly no, because, as we have
seen, flux is quantized in elementary units 	0 = h/2e.

This is how far the division of flux can and will go. These flux quanta are
established by circulating superfluid currents, vortices of Cooper-pair flow that
will go on forever once created, provided the temperature is held below Tc.
Because of the smallness of the flux quantum, there will be a huge number of
these in a finite field. A field of 1 T in a sample with 1 cm2 cross-section will
cause the sample to be penetrated by more than 1011 vortices! We shall later
study the physics of these in greater detail.

As a consequence of ∇B = 0 we can immediately conclude that any such
quantized vortex, once created, must extend continuously all the way through
a homogeneous superconductor or form closed loops. The physics of vortices
constitutes the central issue in the science of superconductivity in type II super-
conductors. We return to this subject in several later chapters of this book.

7.4 The structure of the vortex core

In Chapter 6 we derived, as a byproduct of finding the line energy, the radial
dependence of the local field from a vortex:

b = 	0

2πλ2
ln

(
λ

r

)
+ b0 (7.30)

This was obtained as an approximation when integrating curl b × dl for ξ <

r � λ. The rigorous result is

b(r) = 	0

2πλ2
K0

( r

λ

)
(7.31)

where K0(
r
λ
) is a zero’th order Bessel function [72]. This form flattens the

dependence on r within a radius ξ , the ‘hard core’. For convenience we repeat
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the limiting forms:

b(r) = 	0

2πλ2
ln

(
λ

r

)
; r � λ (7.32)

b(r) = 	0

2πλ2

(
πλ

2r

) 1
2

e−r/λ; r 	 λ (7.33)

The structure of the vortex, therefore, is an inner volume of radius ξ where the
field locally is high enough to destroy superconductivity by breaking most of
the Cooper-pairs, i.e. ns approaches zero. This means also that the wavefunction
ψ must likewise approach zero. It is equal to zero only at the centre. How can
we prove that ns is so suppressed? Physically the upper critical field where the
superconductor crosses over to the normal state, can be estimated by

Bc2 ≈ 	0

πξ2
(7.34)

This implies that superconductivity is destroyed when the cores start to overlap.
The reason why this leads to a normal state, is that at Bc2 cores with ns ≈ 0,
overlap. This argument is also bears on ψ , since |ψ |2 = ns. Figure 7.5 shows
a sketch of a cut through the vortices, represented by ns and b(x). Figure 7.6

x

ns = |y|2

b (x)

Figure 7.5 Cut through the centre of neighbouring vortices, showing b(x) and |ψ |2(x).

2x
2x

Bc1 < B << Bc2

x

|y|2

|y0|2

B < Bc2~

Figure 7.6 Cut through neighboring vortices showing |ψ |2(x) close to Bc1, and Bc2, respec-
tively.
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is a sketch of |ψ |2 corresponding to two different values of B, cutting through
vortices.

The properties of the vortex have been carefully investigated by scanning
tunnelling spectroscopy. We refer to the topical contribution by Fischer in
Chapter 13 for a detailed look into this subject, with reference to both low-Tc
and high-Tc superconductors.

7.5 The length ξ and the upper critical field Bc2

7.5.1 Isotropic systems

Near the upper critical fields, as was pointed out above, the overlapping of
cylindrical volumes of radius ≈ ξ suppresses the wavefunction everywhere to
low amplitude, with some cusp-like increase at the circumferences of the πξ2

area. In Figure 7.6 we showed the situation both for Bc1 < B � Bc2 and for
B ≤ Bc2.

We observe that at magnetic fields close to Bc2, ψ and |ψ |2 are everywhere
very small. This allows a simplification of the GL free energy by dropping
higher order terms in ψ . What remains then, is

F = F0 + 1

2
α |ψ |2 + 1

2m

∣∣∣(−i�∇ − 2eA)2ψ

∣∣∣2
(7.35)

Minimization gives

∂F

∂ψ
= αψ + 1

m
(−i�∇ − 2eA)2ψ = 0 (7.36)

or

1

2m
(−i�∇ − 2eA)2ψ = −αψ (7.37)

This is formally a Schrödinger equation with α as the energy eigenvalue of the
kinetic energy operator to the left, for a particle of mass m and charge −2e in
a field B.

This is a well-known problem in quantum mechanics, with solutions for the
energy states:

1

2m
mv2

z +
(

n + 1

2

)
�ωc = En,vz (7.38)

where vz is the velocity of the particle parallel to the field, and is unaffected
by it, while the term (n + 1/2)�ωc comes from the circular (cyclotron) motion
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around the field in the plane normal to it. The complete motion is helical. In the
following the velocity vz may be set equal to zero; and we look for the lowest
energy level n = 0. It corresponds to

−α = 1

2
�

2eB

m
= �ωc (7.39)

(Recall that −α is positive when T is below Tc, as is the case here.) The field
that corresponds to the solution just given is Bc2, so

−α = �eBc2

m
(7.40)

Finally, on combining with the relation α2/2β = 1
2µ0

B2
c one obtains

Bc2 = κ
√

2Bc (7.41)

where κ = λ/ξ . Next, we make use of a relation derived earlier: −α = �
2

2mξ2 .
Equating the two expression for α we find

Bc2 = 	0

2πξ2
(7.42)

The relation Bc2 = κ
√

2Bc holds an important message: When κ > 1√
2

we have

Bc2 > Bc. κ > 1√
2

is the exact condition for the appearance of a vortex phase

in type II superconductors. When κ < 1√
2

we get Bc2 < Bc. In that case, as we
lower the field from above, we meet the Bc field before Bc2. Here the Meissner
effect sets in, and the mixed phase will not appear. We have type I behaviour.
The importance of the value of κ = λ/ξ is apparent. We have two types of
superconductors:

κ < 1√
2
: type I with laminar field distribution at Ba > Bc when n �= 0.

κ > 1√
2
: type II with vortex state at Bc1 < B < Bc2

The laminar structure of field penetration in type I is amply documented. It occurs
when an inhomogeneous field surrounds a sample with demagnetization factor
n �= 0. The field may then exceed Bc in some areas, and some flux is allowed to
penetrate the sample in order to lower the total energy. On penetration, the laminar
structure appears as the device by which the sample avoids being exposed to a
field B > Bc anywhere. At this point it may be interesting to ask for an exact
expression for Bc1 too. A rigorous argument, which avoids use of thermodynamics,
and only relies on geometric consideration, disregarding any finite core effects,
is the following. Bc1 is defined as the field at which the first vortex enters the
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superconductor. That being so, let one flux quantum be in the superconductor at
the field Bc1. Let us for this purpose work in the London approximation where the
normal core radius is set equal to zero. The flux quantum 	0 is now allowed to
occupy the whole specimen, the field being distributed according to the function
e−r/λ. The critical field Bc1 at which one flux quantum has entered can then be
computed by weighting each area dA = 2πr dr by the distribution function e−r/λ.
The field is the total flux divided by effective area as follows:

Bc1 = 	0∫ ∞

0
e− r

λ 2πr dr

= 	0

2πλ2
(7.43)

which is the exact answer in the London approximation with |ψ | constant.

7.5.2 Bc2, ξ , and λ in anisotropic superconductors

So far we have discussed superconductivity in isotropic systems. However, for
layered, highly anisotropic high-Tc compounds there is a need to develop meth-
ods to treat such cases. This is achieved by the Lawrence–Doniach (LD) theory
[85, 86].

In a simple model picture, let us assume that the superconductor can be
described by a state of alternating superconducting and insulating layers, of
type SISISI, where S = superconductor and I = insulator, or SNSNSN, where
N is a normal layer. In such systems, if the contact between S-layers is poor,
the main charge transport between S-layers may take place by tunnelling, both
for normal carriers and for Cooper-pairs. Among high-Tc materials the Bi-based
compounds are good examples of such behaviour. In such a layered structure, let
the x, y axes lie in the ab-plane, and the z-axis along the normal to the ab-plane.
We will assume for simplicity that a- and b-axes are equivalent, corresponding
to a tetragonal symmetry. In the high-Tc cuprates the orthorhombic structure
is usually realized, but the distinction between a and b is far less significant
than the difference between c and a, b. An immediate consequence is that the
effective mass along a, b, called mab may be quite different than mc. In this
situation the inverse mass appears as a tensor quantity in transport problems and
in summing up energy terms. The free energy for a stack of superconducting
planes with restricted contact between layers can be written down as

F =
∑
n

∫
d2r

[
α |ψn|2 + 1

2
β |ψn|4

+ �
2

2mab

(∣∣∣∣∂ψn

∂x

∣∣∣∣
2

+
∣∣∣∣∂ψn

∂y

∣∣∣∣
2
)

+ �
2

2mc

∣∣∣∣∂ψn

∂z

∣∣∣∣
2
]

(7.44)
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The summation is over all planes, and integration is in each plane, in two
dimensions. The distinction between the ab- and c-directions is most manifest
in the coherence length, which is often much shorter in the c-direction than in the
ab-plane, even shorter than the S-S-plane distance s in high-Tc cuprates. Here
one may choose to discretize the last derivative in extreme cases of layeredness.
This term would take the form

�
2

2mcs2
|ψn − ψn−1|2 (7.45)

and by the summation, each layer n will be found to interact with one near-
est neighbour on each side. On writing ψn = |ψn|eiϕn , and ψn−1 = |ψn|eiϕn−1

assuming identical layers, one finds by insertion in Eq. 7.44 that the energy for
two adjacent planes is

�
2

mcs2
|ψn|2 (1 − cos(ϕn − ϕn−1)) (7.46)

This expression bears a striking resemblance to the Josephson coupling energy1,
as it ought to since the physics is the same when charge transport between layers
takes place by tunnelling. On the other hand, in case we stick with the continuum
version of derivation even along z, within some distance from Tc, due to the
divergence of ξ(T ) we can instead use the continuum GL-equation found before,

but with the modification that inverse mass is now a tensor expressed as
↔−1
m ;

i = a, b, c. The only change from the isotropic case, is that we have to write
the product of the kinetic operator and the inverse mass tensor in a new form.

As the kinetic operator is squared, the way to write the product is to place
↔−1
m

between the two operators. The GL-equation for the anisotropic, continuous case
is called the LD-equation and now reads

αψ + β |ψ |2 ψ − �
2

2

(
∇ − i

2e

�
A

)
· ↔−1

m ·
(

∇ − i
2e

�
A

)
ψ = 0 (7.47)

The inverse mass tensor has principal values: 1
mab

, 1
mab

, 1
mc

.
The anisotropy encountered here is extremely important in the high-Tc

cuprates, and its consequences must be dealt with realistically in any serious
approach. We immediately come upon this fundamental issue in the descrip-
tion of the coherence length, ξ . Clearly, we now have to write the relationship

1The Josephson coupling energy expresses the energy stored in the junction, and can be determined
by integrating up the electrical work which the current source does in changing the phase ϕ, i.e. by∫

IsV dt = ∫
Is(�/2e)d(ϕ).
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between ξ and the parameter α in a new form, with corresponding labels i on
ξ and m:

ξ2
i = �

2

2miα(T )
(7.48)

And since ξi is anisotropic, so is λi as expressed by

ξabλab = ξcλc = ξiλi = 	0

2
√

2πBc
(7.49)

Thermodynamic quantities like Bc, of course, should have no anisotropy label.
The inverse relationship between ξi and λi is noteworthy. Remembering that the
index i on ξi represents the direction of the corresponding axis and the direction
of movement of the mass mi , the index i on λi takes a different meaning: It
refers to supercurrent shielding by currents flowing in the plane normal to the
i-th axis. The anisotropy was introduced above through the masses mi, and these
are different by a factor of the order of 10 in high-Tc compounds. The lattice
anisotropy has a direct influence on masses mi , and via the mass it propagates
to all other directionally distinguishable quantities.

One other notable consequence is in the critical fields, where we now have

B
‖c
c2 = 	0

2πξ2
ab

; B
‖ab
c2 = 	0

2πξabξc
(7.50)

The reason why we have to divide by the product ξabξc in the second case is
that the currents defining the vortices and flux lines flow around the axis lying
in the ab-plane and therefore flow both in the ab-plane and in the c-direction.
Since ξab 	 ξc we get B

‖c
c2 < B

‖ab
c2 . To summarize, the anisotropy factor γ can

be written as

γ ≡
(

mc

mab

) 1
2

= ξab

ξc

= λc

λab

= B
‖ab
c2

B
‖c
c2

(7.51)

An illustration of the definitions of the length parameters λ and ξ in anisotropic
superconductors of the type discussed above is given in Figure 7.7. In Figure 7.8
we have illustrated how the vortices created in a layered superconductor are
broken up into a stack of ‘pancakes’. When the field is tilted, the pancakes
are connected by horizontal Josephson vortices, shown in the figure only as
horizontal lines. An important distinction is the fact that pancakes have a normal
core, while the Josephson vortices have no such core.

To study Hc2, or Bc2 in the strongly anisotropic case we return to the discre-
tised version Eq. 7.45, but with appropriate terms included to allow a magnetic
field through a vector potential A. We choose to let Az = Bx, where B is along
the y-axis, in the ab-plane.
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Figure 7.7 Sketch of a vortex of elliptical cross section aligned parallel to the a axis in an
anisotropic superconductor described by the anisotropic Ginzburg–Landau theory.

(a) (b) (c)

Figure 7.8 Stacks of 2D pancake vortices: (a) straight stack, the configuration of lowest
energy at zero temperature, and (b) disordered stack, which occurs at higher temperatures.
(c) Sketch of a tilted stack of pancake vortices in successive superconducting layers, con-
nected by interlayer Josephson strings.

We will now express the contribution to the LD-equation in the n’th super-
conducting plane by the continuous model as

αψn + β |ψn|2 ψn − �
2

2mab

(
∇ − i

2e

�
A

)2

ψn (7.52)

A contribution must be added here to include the effect of coupling to planes
n − 1 and n + 1. Since ψn has neighbours ψn−1 and ψn+1 the phases relative
to these with respect to the phase of ψn must be expressed explicitly. The three
terms in the summation over three planes ψn+1, ψn, ψn−1 must be modified to
take account of the phase contribution from the vector potential A. The phase
difference to look for is indicated by the second term in the operator (∇ − i 2e

�
A).

Here i 2e
�

A is equivalent to the derivative of the phase difference, so it must
be multiplied by the distances between planes to give the phase difference.
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And finally, the difference between wave functions on the corresponding two
neighbouring planes has to be divided by s2 to give the discretized second
derivative. Upon adding these terms to those written down before, recalling
also the direction of the field we have chosen, we find

αψn + β |ψn|2 ψn − �
2

2mab

∇2
x,yψn

− �
2

2mcs2

(
ψn+1e− 2ieAzs

� − 2ψn − ψn−1e
2ieAzs

�

)
= 0 (7.53)

This equation can be simplified enormously by linearization, i.e. by removing
β |ψn|2z ψn, and by having A = (0, 0, Az), and finally by writing the last paren-
thesis in the form of a coupling energy. Also, here again we make the perfectly
reasonable assumption that all superconducting planes are physically equivalent.
We can now omit the index n on the various ψ-functions. We find

αψ − �
2

2mab

∂2ψ

∂x2
− �

2

2mcs2

(
1 − cos

(
2eAzs

�

))
ψ = 0 (7.54)

Inserting the expression α = �
2

mabξ
2
ab

and Az = Bx, and expanding the cos-func-

tion for small argument, corresponding to small s we find the equation

d2ψ

dx2
+

[
mab

mc

(
2πBx

	0

)2

− 1

ξ2
ab(T )

]
ψ = 0 (7.55)

Using a trial solution of the form ψ = eikyyeikzzf (x) one finds

Bc2 = 	0

2πξabξc

(7.56)

7.6 Ginzburg–Landau–Abrikosov (GLA) predictions
for Bc2/Bc1

The most important parameters to be determined by measurements in type II
superconductors are the lower and upper critical fields, Bc1 and Bc2, and the
ratio κ = λ/ξ .

Difficulties were always connected with the determination of the lower critical
field Bc1, because of the presence of pinning, which can mask completely the
predicted sharp drop in the magnetization at Bc1. Therefore, experimental data
on Bc1 are often quite uncertain. The test of consistency with GLA theory is
usually to compare data according to the relation (Bc1Bc2)

1/2/Bc = ln κ . Due
to the ln κ factor, this is a quite insensitive test of the consistency of data on
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critical fields and κ . A much more sensitive test can be made by taking the ratio
of critical fields Bc1 and Bc2 rather than their product, as we will now show.

By deriving the well-known formula for Bc1

Bc1 = 	0

4πλ2
(ln κ + ε) (7.57)

one has in reality derived the κ-dependence of the ratio Bc2/Bc1, or the inverse
thereof. This is easily shown by writing Bc1 in the form

Bc1 = 	0

2πξ22λ2/ξ2
(ln(λ/ξ) + ε) = 	0

2πξ2

(ln κ + ε)

2κ2
= Bc2

(ln κ + ε)

2κ2
(7.58)

We define the function K(κ) by the relation

Bc2

Bc1
= 2κ2

(ln κ + ε)
≡ K(κ) (7.59)

Taking the first and second derivatives of K(κ) one finds this function to have
a minimum, occurring at a κ-value κe1/2−ε.

In order to carry out a test procedure, we need to distinguish between isotropic
systems, where Eqs 7.57, 7.58 and 7.59 are the predictions, and layered struc-
tures as in the high-Tc cuprate materials. The results are remarkably simple [12]:
The K(κ)-functions have precisely the same form as in Eqs 7.58 and 7.59. With
the field along the c -axis one obtains

Bc
c2/B

c
c1 = 2κ2

c

(ln κc + ε)
≡ K(κc); κc = λab/ξab (7.60)

With the field in the ab-plane we get

Bab
c2 /Bab

c1 = 2κ2
ab

(ln κab + ε)
≡ K(κab); κab =

[
λabλc

ξabξc

] 1
2

(7.61)

We then have

K(κ) = K(κc) = K(κab) = 2κ2/(ln κ + ε) (7.62)

Therefore, in all these cases the same maximum of Bc2/Bc1 is predicted to exist,
given by the criterion κ = e1/2−ε.

Data in the literature on independent measurements of all parameters Bc1, Bc2,
λ, and ξ turn out to be rather scarce. It is common practice to use the GLA-
relations to calculate for instance the coherence length on the basis of a mea-
surement of Bc2, using the relation we have found in Section 7.5.1. Figure 7.9
shows a plot of the function K(κ) given in Eq. 7.62.
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Figure 7.9 The function K−1(κ) = Bc1/Bc2 derived in Eq. 7.62 from GLA theory, with
ε = 0.13.

GLA theory has been an enormously powerful tool by which to work out the
physics of the vortex state of superconductors, even well beyond the limits of
expected applicability.

7.7 Surface superconductivity and Bc3

So far our treatment of the Ginzburg-Landau equations at the mean-field level
has not taken into account the surface of the sample. It has been implicitly
assumed that we are working in the bulk. At the surface of the superconduc-
tor, however, some additional boundary conditions need to be imposed on the
solutions, since one can quite reasonably expect the presence of an interface
between the superconductor an a non-superconducting material such as a nor-
mal metal or an insulating material, to affect the nucleation of superconductivity
in the material.

For the purposes of studying the nucleation (i.e. onset) of superconductiv-
ity, it suffices to consider the linearized version of the first Ginzburg-Landau
equation, namely

1

2m
(−i�∇ − 2eA)2ψ = −αψ (7.63)

or equivalently (
−i∇ − 2e

�
A

)2

ψ = −2mα

�2
ψ ≡ 1

ξ2
ψ (7.64)
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where we have introduced the characteristic length

ξ2 ≡ − �
2

2mα
(7.65)

We now make a couple of simplifying assumptions. a) We consider ξ to be small
compared to the bulk dimension of the sample. b) We assume that the surface
is such that the local radii of curvature of the boundaries are large compared to
ξ . This allows us to consider the problem of a plane boundary. We first take the
external magnetic field to be parallel to the surface, which is located in the (y,
z )-plane, with magnetic field B = Bẑ. The superconducting sample is located
in the half-space x > 0, while we take the non-superconducting material to be
located in the half-space x < 0. The latter material is here chosen to be either
vacuum or an insulating material, we will only briefly consider the case of a
metallic coating of the superconductor, where the boundary conditions to be
imposed are different. Then, the boundary condition to be imposed is that the
component of the gauge-invariant supercurrent normal to the surface is zero, i.e.(

−i�
∂

∂x
− 2eAx

)
ψ |x=0 = 0 (7.66)

We choose to work in the gauge A = Bxŷ and look for a solution to equation
of the form

ψ = f (x)eiky (7.67)

Inserting this Ansatz into the GL-equation and the boundary condition we find

− �
2

2m

d2f

dx2
+ 1

2m
(�k − 2eBx)2f = −αf (7.68)

with the constraints that df/dx = 0 for x = 0 and x = ∞. The above equation
is the Schrödinger equation for a harmonic oscillator with frequency

ω = 2eB

m
(7.69)

and with a minimum of the quadratic potential located at

X0 = �k

2eB
(7.70)

The complication arises because the boundary condition states that the solution
must be flat at a position x = 0 while the minimum of the potential is located
at x = X0. If X0 = ∞ or X0 = 0, this is simple, because when the minimum of
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the potential is located very far from the surface (X0 = ∞) we can ignore the
boundary condition, and when X0 = 0 the boundary condition is satisfied by the
standard solution to the Schrödinger equation in terms of a Gaussian multiplied
by Hermite polynomials with Eigenvalues

−α = �ω

(
n + 1

2

)
= 2e�B

m

(
n + 1

2

)
; n = 0, 1, 2, . . . (7.71)

The lowest Eigenvalue for these two cases (X0 = (0, ∞)) quite clearly corre-
sponds to the case where nucleation of superconductivity is energetically most
favourable (for X0 = (0, ∞)), and corresponds to

2e�B

m

1

2
= −α = �

2

2mξ2

B = �

2eξ2
= (h/2e)

2πξ2
= 	0

2πξ2
= Bc2 (7.72)

Hence, we rederive the well-known result that when the surface of the boundary
does not constitute a complicating factor in the GL equations (which happens
deep in the specimen or right at the surface) then superconductivity is nucleated
at the upper critical magnetic field Bc2. (But note that this type of sharp onset of
superconductivity at a sharply defined field is an artifact of mean-field theory!
In reality, Bc2 is a crossover line).

Hence, we reach the conclusion that the surface has consequences for the
solution to the GL equations only at intermediate values of X0. Let us first see
precisely what we mean by this statement. We start by considering the lowest
energy solution for X0 very large, which is given by the well-known harmonic
oscillator function for n = 0, namely

f (x) = A exp
[
−mω

2�
(x − X0)

2
]

= A exp

[
−

(
x − X0

ξ

)2
]

(7.73)

Thus, we see that the solution is located within a distance ξ of the position
X0. Hence, we conclude that within a sheeth of thickness ξ of the surface of the
sample, nucleation of superconductivity is altered by the presence of a surface.

We must now think of the Schrödinger equation

− �
2

2m

d2f

dx2
+ 1

2m
(�k − 2eBx)2f = −α(X0)f (7.74)

as en Eigenvalue problem where the Eigenvalue is X0-dependent, and our task is
to minimize this with respect to X0 subject to the boundary condition on f at the
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surface. This may in principle be done by writing down the general solution to
this equation in terms of a linear combination of two degenerate hypergeometric
functions, finding the expansion coefficients from the boundary conditions at the
surface and at infinity, thus determining the lowest eigenvalue. This requires
numerical work. We proceed by a different analytical method which yields the
correct answer to within 2%. We start by rewriting the equation as

−d2f

dx2
+

(mω

�

)2
(x − X0)

2f = −2mα(X0)

�2
f (7.75)

Introducing z = √
mω/�x, z0 = √

mω/�X0, and β = −2α/�ω, we find

−d2f

dz2
+ (z − z0)

2f = βf (7.76)

where the task now is to find the lowest possible value of β subject to the
boundary conditions df/dz = 0 at z = (0, ∞). This problem may be phrased
as the following variational problem of minimizing the functional

β =

∫ ∞

0
dx

[(
df

dz

)2

+ (z − z0)
2f 2

]
∫ ∞

0
dxf 2

(7.77)

with respect to variations in f. The Euler-Lagrange equation for this variational
problem is precisely the above scaled differential equation. To do the minimiza-
tion, we use a trial wavefunction of a form similar to the lowest eigenvalue state
of the harmonic oscillator, but now shifted with respect to the minimum of the
oscillator potential

f = exp

[
−1

2
bz2

]
(7.78)

which we note satisfies the correct boundary conditions. It is a simple matter
to perform the necessary integrals, and we obtain

β = b

2
+ 1

2b
− 2z0√

πb
+ z2

0 (7.79)

This is now to be minimized with respect to b, which yields b in terms of z0.
This particular value of b is then to be substituted back in the expression for
β, which then is minimized with respect to z0. One may just as well do the
minimization in reverse order, first minimize with respect to z0 and then with
respect to b. We choose the latter.

∂β

∂z0
= − 2√

πb
+ 2z0 = 0 (7.80)
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yielding z0 = 1/
√

πb. Substituting this back in β and minimizing with respect
to b, we find

∂β

∂b
= 1

2
− 1

2b2
+ 1

πb2
= 0 (7.81)

which yields b = √
1 − 2/π . Substituting this back into β yields

βmin =
√

1 − 2

π
(7.82)

We now go back to the definition of β = −2α/(�ω), and reintroduce the char-
acteristic length 1/ξ2 = −2mα/�

2 as well as the frequency ω = 2eB/m to find

βmin =
√

1 − 2

π
= �

2eBξ2
= h/2e

2πξ2B
= Bc2

B
(7.83)

Hence, we find that in the presence of a surface, i.e. when nucleation of super-
conductivity occurs within a length ξ from the surface plane, the upper critical
field at which it starts to nucleate as the field is lowered from above, is given by

B = Bc3 = 1√
1 − 2/π

Bc2 = 1.66Bc2 (7.84)

A more careful numerical analysis based on hypergeometric functions yields the
slightly larger value for the surface nucleation field

Bc3 = 1.69Bc2 (7.85)

We see that our analytical estimate is in excellent agreement with this, differing
by less than 2%. It is straightforward, but a bit tedious, to obtain essentially per-
fect agreement with the numerical result if we use a slightly refined variational
function f (x) = (1 + cz2) exp(−bz2/2).

Physically, the boundary condition df/dx = 0; x = 0 means that the order
parameter ψ is enhanced at the surface, since the solution to the problem ignor-
ing boundary conditions has a negative derivative. Thus, we may view this as
pinning of Cooper-pairs to the surface of the sample. We should, however, be
cautious about regarding Bc3 as some sort of critical field, it is after all a surface
phenomena we are talking about, and superconductivity with long-range order
in the superconducting order parameter does not exist at any finite temperature
in two dimensions, as we shall see in Chapter 9. Moreover, as the above results
show, Bc3 is tied to the notion of the bulk upper critical field Bc2, which itself
is not a critical field either, but rather defines a crossover line. Bc3 is therefore
best thought of as a surface enhanced crossover line where one sees the first
nucleations of locally superconducting islands in the system. The main point
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about the above results, is that when superconductivity occurs in a system, it
tends to nucleate at the surface of an ideal (defect-free) sample, not in the inte-
rior of it. Alternatively, if we have material defects in the interior of the system,
superconductivity may nucleate in the vicinity of such defects as well.

Let us also consider the case of an inclined magnetic field with respect to the
sample surface. We imagine tilting the field in the (x, z ) plane and angle θ with
respect to the sample surface located in the (y, z )-plane. hence we have

B = B cos(θ)ẑ + B sin(θ)x̂ (7.86)

We now work in a gauge such that the vector potential is given by

A = B[x cos(θ) − z sin(θ)]ŷ (7.87)

The first Ginzburg-Landau equation now becomes

− �
2

2m

∂2ψ

∂x2
− �

2

2m

∂2ψ

∂z2
+ �

2

2m

[
i

∂

∂y
+ 2eB

�
[x cos(θ) − y sin(θ)]

]2

ψ = −αψ

(7.88)

Again, introducing 1/ξ2 = −2mα/�
2 and new coordinates ζ = √

mω/�x, η =√
mω/�y, ρ = √

mω/�z with ω = 2eB/m, and defining β = −2α/(�ω) the
equation may be written on the form

−∂2ψ

∂ζ 2
− ∂2ψ

∂ρ2
+

[
i

∂

∂η
+ [ζ cos(θ) − ρ sin(θ)]

]2

ψ = βψ (7.89)

We now try a solution of the form

ψ(ζ, η, ρ) = g(ζ, ρ) exp[iζ0η] (7.90)

and obtain the following differential equation

−∂2g

∂ζ 2
− ∂2g

∂ρ2
+ [ζ cos(θ) − ζ0 − ρ sin(θ)]2g = βg (7.91)

This equation is the Euler-Lagrange equation for the variational problem of
minimizing the following functional

β =
∫ ∞

0 dζ
∫ ∞
−∞ dρ

[(
∂g
∂ζ

)2 +
(

∂g
∂ρ

)2 + (ζ cos(θ) − ζ0 − ρ sin(θ))2g2
]

∫ ∞
0 dζ

∫ ∞
−∞ dρg2

(7.92)
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Here, we follow the strategy of the previous treatment and try a variational
Ansatz of the form

g(ζ, ρ) = exp

[
−1

2
aζ 2 − 1

2
bρ2

]
(7.93)

Performing the necessary Gaussian integrals, we find

β = 1

2

(
b + 1

b
cos2(θ)

)
+ 1

2

(
a + 1

a
sin2(θ)

)
+ cos2(θ)

(
ζ 2

0 − 2ζ0√
πb

)
(7.94)

Minimizing this with respect to a, b, and ζ , we find

β = cos(θ)

√
1 − 2

π
+ sin(θ)

b = cos(θ)

√
1 − 2

π
(7.95)

with a = sin(θ) and ζ0 = 1/
√

πb. Now, in analogy with the θ = 0 case, where
we had

βmin =
√

1 − 2

π
= Bc2

Bc3(0)
(7.96)

we may define

β = Bc2

Bc3(θ)
(7.97)

which leads to

1

Bc3(θ)
= 1

Bc3(0)
cos(θ) + 1

Bc2
sin(θ) (7.98)

or equivalently

Bc3(θ) = Bc3(0)

cos(θ) + sin(θ)√
1−2/π

(7.99)

Hence, we see that when the field is perpendicular to the surface, Bc3 = Bc2,
and the variation in Bc3 is smooth in between the limiting cases θ = 0 and
θ = π/2. In particular

−
(

1

Bc3

dBc3

dθ

)
|θ=0 = Bc3(0)

Bc2
= 1√

1 − 2
π

= 1.66 (7.100)
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A more careful numerical analysis of the problem of tilted magnetic fields yields
for the above slope the result 1.35, which is not too far away from our analyt-
ical estimate. A more accurate variational result may be obtained by refining
the variational function, to a form like g(ζ, ρ) = (1 + cζ 2 + dρ2) exp(−(aζ 2 +
bρ2)/2).

In the case of a metallic coating of the superconductor, a current can in
principle go across the interface at x = 0, such that the boundary conditions
are different. Consider again the case of a magnetic field parallel to the surface,
with the vector potential given by A = Bxŷ. The boundary condition to be used
is then given by, crudely

dψ

dx
|x=0 = −ψ

l
(7.101)

where l is some characteristic length that provides a proximity effect of super-
conductivity into the metal. This reduces the flatness of ψ at the surface, i.e.
the pinning of Cooper pairs to the surface is reduced. Hence one can expect
Cooper pairs at the surface to diffuse into the metal and be destroyed. A metallic
overlayer thus acts as a pair-breaker and this will impede surface nucleation of
superconductivity and suppress surface superconductivity above Bc2.

Finally, a cautionary remark is in order concerning hard superconductors,
i.e. those with large bulk values of κ . The treatment in this section has been
exclusively at the mean field level. As the surface of the superconductor is
approached from within one must expect a continuous depletion of superfluid
density. As we shall demonstrate in Chapters 9 and 10, the superfluid density
is connected to the phase-stiffness of the order parameter. This will also reduce
the correlation length ξ , since this is basically a measure of the length over
which the local phases of the order parameter are correlated. A reduction in ξ

would lead to an increased estimate for the upper critical field compared to the
bulk value.



8
More on the Flux-line System

8.1 Elementary pinning forces and simple models

8.1.1 The concept of a pinning force

We have previously derived the force per unit length from one vortex, labelled
as number 1, on another parallel vortex labelled as number 2, in Chapter 6. This
situation is illustrated in Figure 8.1. We found in Chapter 6:

f2,x = jy�0 (8.1)

which we can rewrite as

f 2 = J 1 × �0 (8.2)

where J 1 is the supercurrent density from vortex number 1 at the position of
vortex number 2. If there is a current from other vortices, or an additional
external current, giving a total current density J s, this will determine the total
force per length, f on the reference vortex, i.e.

f = J s × �0. (8.3)

f becomes a volume force, F , if we divide both sides by unit area, and we have

F = J s × B (8.4)

This force will, if acting alone, cause a continuous displacement of flux lines as
long as the force F is acting upon the flux line lattice. This is a basic problem
encountered when a type II superconductor is to be used for current and energy
transport. The forced motion of the vortices against the friction of the electron
gas, normal and superfluid, causes dissipation of energy, and the superconductor

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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12

Figure 8.1 Two interacting flux lines, repulsive forces shown.

behaves essentially like a normally conducting material. To stop or prevent this
motion, a pinning force F p of magnitude at least equal to F is necessary. When
|F | < Fp the flux-line lattice will be at rest; whereas the lattice will move if
|F | > Fp. The precise value of F corresponding to the volume pinning force
Fp is specially significant. When the applied force density is equal to Fp the
corresponding current density is defined as the critical current density, Jc. We
now have

Fp = JcB

or

Jc ≡ Fp/B (8.5)

This is the conceptual definition of Jc. How it is to be determined is not obvious.
Fp is not usually measured directly. Rather, by judicious choice of a criterion for
determination of Jc, one can calculate the pinning force based on that definition.

8.1.2 Pinning force and flux gradient

Equation 8.4 could equally well be written by means of Maxwell‘s equation
∇ × H = J , as

F = (∇ × H ) × B (8.6)

This points to the significant fact that a current corresponds to the existence of
a gradient of H . We have here the curl of H , ∇ × H , but in well defined cases
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this is just a negative gradient. Take for example H = k̂H along the z-axis and
the current along the y-axis. We get, using î, ĵ , k̂ as unit vectors

J = ∇ × H = −ĵ
∂

∂x
H = Jyĵ (8.7)

The volume force acting on the flux lattice is now, on introducing the B-field

|F | = B

µ0

∂B

∂x
(8.8)

This relation provides a basis for a definition of critical current density Jc in
the Bean model.

8.2 Critical state and the Bean model

The critical current density Jc will in general depend on both r and B. This
should be regarded not only as a possibility, but as a reality under usual
conditions. This fact tends to complicate the analysis of the critical current
condition substantially. Even so, simplified models are quite often useful.
Bean [87] suggested to model Jc as a constant value corresponding to regarding
Jc = µ−1

0 (dB/dx) as constant. Figure 8.2 shows sketches of the correspondence
between Jc and the flux gradient ∂B/∂x in several situations, including the rever-
sal of flux gradient on reducing the applied field Ba after it has been raised to a
maximum value Bm, larger than B∗, which is the field where the flux first pen-
etrates to the center. In all these sketches |Jc| is taken to be a constant value in
space and time. This demonstrates the properties of the simplest form of Bean
model. The situation where the flux front reaches the center, and the current
density is Jc everywhere, is the Bean critical state. It allows a simple and often
quite useful analysis of what is going on in the sample under varying external
applied field.

The Bean model, as shown in Figure 8.2, takes Jc to be independent of B.
This is a condition which is never quite correct. In cases where the pinning
force is independent of B, Jc will be proportional to B−1. We have also to keep
in mind that higher temperatures necessarily will influence Jc negatively, and
that a spatial dependence of Jc is also present unless the material is perfectly
homogeneous with regard to pinning force. Experience tells us that relatively
simple modifications of the Bean model may be sufficient to account for more
complicated situations. One modification, often referred to as the Kim–Anderson
model [88], is described by the following expression for Jc

Jc(T , B) = J0(T )

1 + B/B0
(8.9)
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Figure 8.2 Bean model. (a) Flux distribution (upper part) and corresponding current dis-
tribution (lower part) after application of an external field Ba which is subsequently kept
constant. (b) Similar to situation (a), labelled as (1); then (2) after raising Ba to B∗ where
the flux front reaches the centre of the sample, the situation referred to as the critical state,
and (3) after increasing Ba to Bm above B∗. (c) Shows the effect of lowering the applied
field, case (1) and case (2), by different amounts.

which has been shown to agree well with experimental results in some cases.
Here J0(T ) is the critical current density at zero field and B is the local flux
density. B0 is a model parameter to be determined by experiment.

Next we derive a simple relationship between Jc and the magnetization,
implied to exist in Figure 8.3. Imagine that we have measured a complete
magnetization curve M(H), looking like the one sketched in Figure 8.3a. In
Figure 8.3b we indicate how the area A represents the difference in magnetisa-
tion of the sample at point (1) and point (2) in Figure 8.3a.

The total magnetization difference at H1 is �M = M↑ − M↓ = �M(H1),
where we have once arrived at H1 from lower field (1), and once from higher
field (2), as illustrated in Figure 8.3b. The two approaches to H1 result in
different magnetisations M↑ and M↓, and with a difference M↑ − M↓. This
construction can also be made via graphical display of the Bean model. Now,
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−M
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Hc2 H
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d
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A ∝ ∆M × d

− d x
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Figure 8.3 (a) is a sketch of magnetization versus field H in a type II superconductor with
pinning. Magnetization starts out from zero. Points (1) and (2) refer to the same magnetic
field with different magnetization. The dotted line is the magnetization without pinning. In
(b) we sketch how the magnetisation difference �M is obtained.

since Jc = M(x)
x

, we have M(x) = Jcx in the Bean model. We calculate

M↓ = − 1

d/2

∫ d/2

0
Jcx dx = −1

4
Jcd (8.10)

Correspondingly we get M↑ = 1
4Jcd. The difference is then �M = M↑ − M↓ =

1
2Jcd, or

Jc = 2
�M

d
(8.11)

This allows an estimate of Jc from a half cycle measurements of M(H), (‘Mag-
netization Jc’). In other sample geometries, a numerical, geometry dependent
factor of the order of unity will modify the right-hand side of Eq. 8.11.
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The simple, and very useful rule we glance from this, is that the wider the
magnetization loop is, the higher is Jc. This kind of data analysis is widely used
to obtain Jc. Before computing the Jc-value, one should also attempt to remove
the equilibrium part of the magnetization curve, i.e. the M(H) curve which is
obtained without pinning. This magnetisation method for measurement of Jc is
often easier to use than the transport method.

8.3 Flux-line dynamics, thermal effects, depinning, creep
and flow

8.3.1 TAFF, flow and creep: Definitions

Current transport measurement are always central in the study of superconduc-
tivity. In Figure 8.4 we have sketched measured voltage V versus current I ,
(alternatively electric field E versus current density J ) in the presence of an
external magnetic field which has created a certain vortex density in the super-
conductor. The definitions which apply to the 3 different parts of the I–V curve
are: ‘thermally assisted flux flow’ (TAFF) in the low current end, ‘flux flow’
in the high current region, and ‘flux creep’ in the transition region between the
two. While the latter two terms were commonly used in low-Tc research, the
new term, TAFF, was coined for this new aspect of high-Tc, I–V characteristics.

The particularly important feature of this plot is the highly nonlinear region,
where the critical current Ic is marked in the region crossing over between TAFF
and flux flow. What has been agreed on as a practical measure is to define Ic
at the point where V = 1 µV, or similarly, E = 1 µV/cm. The point is that

Flux creep

TAFF

Flux flow

Jc, Ic J, I

E, V

1 µV

Figure 8.4 A sketch for the definition of Ic or Jc by transport measurement. This curve
has a linear V versus I at low I , followed by a highly nonlinear region at intermediate
values of I , and finally a linear relation again. The effective resistance is quite different in
the two regions where ohmic behaviour is found. The plot can be read either as an E –J

characteristic or as an I –V characteristic.
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there is no way to define sharply what Ic is. One has to agree on a criterion
related directly to measurements. However, it should be noted that flux flow
is a phenomenon which arises when the current is high enough to essentially
tear loose the whole flux lattice, and set it in sliding motion. It is then quite
reasonable and conceptually sound to define Ic and the corresponding Jc as the
point where this flux motion is just about to begin.

All of the above implies the presence of various kinds of flux line dynamics
present during the measurement.

8.3.2 Flux flow

If the superconductor is pin-free, or if the Lorentz force is so strong that it
exceeds the pinning force, the vortex velocity v is limited by the viscous drag
exerted by the surrounding medium, through the force balance �0J = ηv giving

v = 1

η
�0J (8.12)

Multiplying the above equation with B gives the E-field

E = Bv = B

η
�0J = ρff J (8.13)

with a flux flow resistivity

ρff = 1

η
B�0 (8.14)

The most widely accepted theory of flux-flow was worked out by Bardeen and
Stephen [89]. They considered a vortex core of radius ξ , which can be treated
as if it were in the normal state. When a vortex is set into linear motion the
moving flux pattern will generate an electric field in its surroundings, the vortex
core included. The induced resistive currents in the vortex core creates a loss
W = ρff J 2, and thereby a flux-flow resistivity. The result is

ρff = ρn

B

Bc2
(8.15)

where ρn is the normal state resistivity. It is not difficult to guess such a relation:
when B reaches Bc2, ρff becomes ρn as it should. When B goes to zero, ρff

goes to zero as it should, and in between the factor B/Bc2 is simply the fraction
of the material occupied by the vortex cores. ρff is therefore equal to ρn times
this fraction. The result is the same as if a uniformly distributed current were
passed through the material and losses would appear from the fraction of the
current which passed through the core regions.
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8.3.3 Thermally activated flux creep: Anderson model

Random thermal forces may induce escape of a vortex from its potential mini-
mum at the pinned position. Depinned vortices will move, or ‘creep’ in order to
relax the critical state field gradient. We outline the theory of flux creep which
was put forward by Anderson and Kim [88]. The escape rate R from pin sites
is determined by the Boltzmann factor,

R = ν0e−U/kT (8.16)

where U is the height of the activation barrier and ν0 is some microscopic attempt
frequency, typically of order 10−8 − 10−10 s−1. As indicated in Figure 8.5, the
effective height of the barrier will be reduced with increasing current. We can
model this by writing U = U0(1 − J/Jc). Here Jc is the critical current den-
sity, and is proportional to the maximum energy gradient dU/dx. The decay of a
finite (non-equilibrium) magnetization as well as its associated current density J ,
proportional to R, for forward jumps is

dJ

dt
∝ e−U0

kT
(1−J/Jc) (8.17)

J = 0

J < Jc

J ~ Jc

Figure 8.5 Energy landscape for a flux line in a pinning environment and a uniform external
force.
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with the long-time solution

J (t) ∝ const. − ln(t). (8.18)

Hence, at long times the magnetization current and therefore also the mag-
netic moment decay proportional to ln t . In a transport measurement the E–J -
characteristics will be exponential, since the force equation eE = ev × B can
be written as

E = Blν0e−U0
kT

(1−J/Jc) (8.19)

where l is the effective jump distance. This equation is of course the equivalent
of an I–V characteristic. It is highly non-linear as required by experimen-
tal observation sketched in Figure 8.4, and the model contains simple creep
behaviour.

The flux-creep theory described here is a single particle model, i.e. depinning
events occur by escape of individual vortices, independently at individual pins.
The simplest way of accounting for collective dynamics is to assume that bundles
of correlated flux-lines move simultaneously. Anderson suggested that all flux-
lines within a distance λ would constitute a correlated flux bundle. However,
the bundle concept does not introduce truly new dynamics, as its effect can
be shown to alter only phenomenological parameters like U , Jc, l etc. A more
advanced approach to collective dynamics is the theory of collective creep, a
subject we return to below.

8.4 Single particle TAFF

The creep rate as given above has a finite value even for J = 0. This unphysical
result occurs because we did not take into account the asymmetry of forward
and backward flux jumps. If one subtracts jumps in the backwards direction
from forward jumps in the rate equation, one obtains the E-field,

E = Blν0

(
e−U0

kT
(1−J/Jc) − e−U0

kT
(1+J/Jc)

)

= 2Blν0e−U0/kT sinh

(
U0J

kT Jc

)
(8.20)

which gives the same result as earlier at large currents, J � JckT /U0, but at
low current it gives a linear resistance, the so-called TAFF resistance (thermally
assisted flux flow)

E = 2Blν0
U0

JckT
J = ρTAFF J (8.21)
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According to this analysis, magnetization current and magnetic moment will
decay exponentially with time in a way analogous to skin effect in normal
superconductors. Linear resistance has been found at low current densities in
a large range of temperatures below the transition. The relevance of the TAFF
diffusive dynamics for this regime was discussed by Kes and coworkers [90].

8.5 FLL elasticity and pinning

8.5.1 Collective effects

Among the more important recent developments is a deeper insight into the
wavevector dispersion of the elastic constants, which is important for melting as
well as for pinning of the flux line lattice. In this Section we give an elementary
discussion of pinning effects based on the elasticity theory worked out before
in Chapter 6. An elastic energy is always written as (1/2)cε2, where c is an
elastic constant, and ε is a corresponding elastic strain. This is the case whether
the strain is applied to the crystal lattice as well as to the flux line lattice. What
concerns us in the following is the flux line lattice.

To visualize the meaning of typical strains and elastic constants in the FLL,
we refer to Figure 8.6 which illustrates the three important strains, with corre-
sponding elastic constants c11 for a strain ε1, c44 for a strain ε4, and c66 for a
strain ε6.

Calculations in Section 6.7 show that an important k-vector dispersion occurs
at high k due to non-local response. By high k we mean k-vectors that are
comparable to the inverse screening length λ−1. We have three lengths to com-
pare: (i) The lattice constant of the FLL, a = [(2/

√
3)�0/B]

1
2 , (ii) the screening

length λ and (iii) the wavelength λε of the strain. Due to the high density of vor-
tices giving a short length a at a typical magnetization, we usually have λ � a

except very close to Bc1. What is important for the elastic response under such
conditions is whether the applied strain has a k-vector which is of the order of
λ−1 or greater. Under such conditions the flux line interactions are substantially
weakened, since the denominator in the expression for cii typically goes like
1 + k2λ2, with an exception for c66. We refer to Chapter 6 regarding the elastic
properties of the FLL. In the isotropic case the results are:

c11(k) ≈ B2

µ0(1 + k2λ2)
; c66 ≈ B

8µ0
· �0

2πλ2
≈ BBc1

8µ0
;

c44(k) ≈ c11(k) + 2c66 ln
κ2

1 + k2
zλ

2
(8.22)

We notice that c66 is non-dispersive and very small compared to the two others.
In high-Tc superconductors where λ is very long (≈150 nm) the softening of the
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e1; c11

e4; c44

e6; c66

Figure 8.6 Elastic strains ε1, ε4, and ε6 of a flux line lattice under homogeneous strain,
i.e. k = 0. Corresponding elastic moduli are indicated in each case.

FLL becomes important at k-vectors with wavelength even larger than 150 nm,
and all shorter wavelengths. The lattice constant a at 0.2 T is about 100 nm. From
there on up in field, screening currents from surrounding flux lines overlap more
and more, with the gradual breakdown of net screening, and accompanied by
softer and softer FLL.

Let us estimate the effects on thermal phonons at the Brillouin zone boundary
of the crystal lattice. These have a k-vector in the ab-plane of approximately
π(nm)−1. The product kλ is then about 300. This means that the elastic constants
c44 and c11 for tilt and compression are two orders of magnitude softer as seen
by Brillouin zone phonons than by zone centre, k = 0 modes. In other words,
acoustic waves with low wavevector will propagate faster in the presence of
a magnetic field, while at the zone boundary it makes almost no difference.
(Recall here that the elastic constant of the FLL is to be added to that of the
crystal lattice.) We note that at k = 0, c66 typically is weaker than c11 and
c44 by a factor 1

8
Bc1
B

as seen from the approximation c66 ≈ BBc1
8µ0

. The above
discussion underscores the susceptibility of the FLL of high-Tc materials to
thermal fluctuations.
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We refer here for completeness the results for c44 and c66 in the anisotropic
case with the field along the c-axis, from which c11 can also be found.

c44(k) ≈ B2

µ0(1 + (k2
x + k2

y)λ
2
c + k2

zλ
2
ab)

+ 2c66

�2
ln

κ2�2

1 + k2
zλ

2
ab

(8.23)

c66 ≈ B

8µ0
× �0

2πλ2
ab

(8.24)

Here κ = λab/ξc and � = λc/λab = ξab/ξc.
Except for differences arising in symmetry properties, we recognize the results

from the isotropic case: c66 remains low and non-dispersive, and its magnitude
relative to c44 is still of the order of Bc1/8B; more precisely (�0/2πλ2

ab)/8B.
The key idea in collective weak pinning is to describe the distortion of the

vortex lattice in terms of a correlation volume, Vc = R2
c Lc where Rc and Lc

are the transverse and longitudinal correlation lengths, respectively. A correlated
volume may be thought of as a volume R2

cLc, which appears approximately like
a piece of regular flux-line lattice, but with an average lattice constant which may
be slightly different from that of the unpinned lattice. The whole flux-line system
may be thought of as a collection of such correlated volumes, and Rc and Lc
are average lengths defining the typical correlation volume Vc. The underlying
energy principle which determines the positions of flux lines, and hence the
distortions in each correlation-volume, is the balance between the elastic energy
cost of deforming the flux-line lattice locally within Vc versus. the energy gained
by letting the flux lines pass through several point pins within Vc. The collective
pinning theory was originally developed by Larkin and Ovchinnikov [91].

For a brief analysis of these effects on Jc, following Tinkham [53] we dis-
regard the strain ε1. To calculate the increased elastic energy connected with
strains ε4 and ε6 we need to estimate

δFe = 1
2c44ε

2
4 + 1

2c66ε
2
6 (8.25)

Here we can divide the range ξ of the pinning force by the corresponding
correlation lengths to obtain the strains.

ε4 = ξ

Lc
; ε6 = ξ

Rc
(8.26)

This gives

δFe = 1

2
c44

(
ξ

Lc

)2

+ 1

2
c66

(
ξ

Rc

)2

(8.27)

Next we consider the pinning energy δFp. When N elementary pinning forces

f are added randomly in a volume Vc, the total force is N
1
2 f . Here N = nVc,
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where n is the number of forces f per volume, and Vc is the correlation volume.
This force acts, on the average, over a distance ξ , after which it becomes random.
The potential energy is force times distance:

δFp = ξN
1
2 f/Vc = ξf n

1
2 /V

1
2

c = ξf n
1
2 /L

1
2
c Rc (8.28)

The total energy δF = δFe + δFp is

δF = 1

2
c44

(
ξ

Lc

)2

+ 1

2
c66

(
ξ

Rc

)2

− ξf n
1
2

L
1
2
c Rc

(8.29)

By the minimisation of δF one finds approximate expressions for Lc, Rc, Vc, as
functions of c44, c66, ξ, n, f .

The minimum of δF is found [53] to be

δFmin = − n2f 4

8c44c
2
66ξ

2
(8.30)

On equating the pinning force per unit volume f (n/Vc)
1
2 with the maximum

Lorenz force density Tinkham found for the critical current density:

Jc = n2f 4

2c44c
2
66ξ

3B
(8.31)

This expression has implications borne out by experiment: Jc increases with
softening of the lattice, i.e. with smaller elastic moduli, because the flux line
system can more easily adjust the positions of individual flux lines to fit the
random position of pins. This is often observed near the melting temperature of
the flux-line lattice.

It is interesting to imagine the opposite extreme; that of a completely rigid
FLL in a random arrangement of (weak) pins of high density. In this case the
pinning force will be zero: The total pinning energy Vp is in this case necessarily
independent of the position of the FLL. The force is given by the negative of
the gradient of U , and since U does not vary with position, the force must be
zero. This sends a message that the density of pins should be high enough to
contain a wide k-spectrum in the Fourier expansion n(k) of the pin density n(r),
to take advantage of the wide range of k-values where the elastic constants c11
and c44 are soft. A Fourier density peaking at the FLL Brillouin zone boundary
wavevector might seem ideal. This corresponds to a pinpoint density with an
average distance like the FLL lattice constant. However, this would be ideal
for that particular field only. If pinning is to be effective over a wide range
of fields, there has to be a broad variation in pin distance, even for the use of
the Brillouin zone boundary matching criterion to be good. Hence we end up,
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again, with a broad spectrum of Fourier density k-values as a good guideline.
Only when optimizing pinning for a particular value of the magnetic field, i.e.
a particular FL density, can a pin distance corresponding to the Brillouin zone
wavelength or its vicinity, be the optimal solution.

8.5.2 Collective creep: inverse power law U(J)

From the previous discussion of collective pinning it becomes evident that a full
description of creep phenomena needs to take into account collective effects.
This has been attempted [91, 92], and has led to interesting new predictions
for collective creep, i.e. for the behaviour of an elastic flux line lattice in the
presence of random, weak point-pin sites. In this theory the collective creep
regime is characterized by diverging time and length scales in the limit of zero
driving force which is also the signature of so-called vortex glass behaviour.

We review here only briefly some aspects of collective creep theory without
full justification, and refer to the original literature for details. The correlated
volume Vc = R2

cLc was defined in the previous subsection as the characteristic
volume which maintains the quality of a regular flux-line lattice even in the
presence of distortions due to the interaction with a high density of point pins.
Theory predicts that the volume Vc grows with the displacement ω of flux lines,
raised to the power D, the dimensionality of the correlated volume, divided by
the so-called wandering exponents ξ . In other words Vc ∝ ωD/ξ . Here D = 0
for single pancake vortices, considered as point vortices, D = 1 for a single
vortex line, D = 2 for a bundle of point vortices (pancakes), and D = 3 for a
bundle of vortex lines. The wandering exponent ξ is determined by equating
the energy of the elastic vortex lattice deformation to the fluctuation in pinning
energy. The next requirement is that both these energies should be of the order
of the energy gain due to the driving force jBVcω, the Lorentz force density
multiplied by volume and displacement.

Through this requirement the correlated volume becomes current dependent,
and results in a current-dependent flux creep activation barrier

U = Uc

(
Jc

J

)µ

(8.32)

with µ = (D + 2ξ − 2)/(2 − ξ) > 0. It has the surprising and important conse-
quence that as J → 0, the activation energy U → ∞. This leads to vanishing
of both flux motion and linear resistance in that limit.

In the single vortex regime in three spatial dimensions µ = 1/7, and the
divergence of U is weak (near logarithmic). As the current density decreases
one crosses over from single vortex regime to a regime of small bundles with
µ = 5/2, then to larger bundles with µ = 1, and finally to large bundles with
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µ = 7/9. Other values of the exponent µ are obtained when a layered structure
becomes dominant like in some high-Tc cuprates.

The collective creep theory applies at current densities much lower than the
critical one, i.e. J � Jc. However, U is expected to go to zero at J = Jc
(in the Anderson–Kim model as U0(1 − J/Jc)). To incorporate this into the
collective creep model one often rewrites Eq. 8.32 as U(J ) = Uc[(Jc/J )µ − 1],
where Uc = U0/µ [92]. This provides an interpolation between the low current
(‘glassy’) phase and the high current (linear A-K) phase.

8.5.3 Logarithmic U(J)

The various models used for U(J ) have often turned out to be difficult to
distinguish on the basis of experimental data. This situation is compounded by
the discovery that in many cases a logarithmic U(J ) is found to give the most
adequate interpretation of data, i.e.

U(J ) = Uc ln
Jc

J
(8.33)

Due to the short coherence length and the strong anisotropy of high-temperature
superconductors, pinning energies are small, and thermally activated flux motion
is a significant source of dissipation in the current carrying state, even when the
Lorentz force on the vortices is less than the depinning force. The resulting
decay of a screening current corresponds to a decay of the induced magnetic
moment. For this reason, measurement of the magnetic relaxation serves as a
powerful tool to investigate the dynamics of vortices in superconductors. In the
thermally activated regime of flux creep the decay rate of the magnetisation
current density is given by the rate equation,

dJ

dt
= −A × exp

(
−U(T , B, J )

T

)
(8.34)

Where A is a constant. In Figures 8.7, 8.8 and 8.9 [93], [94] we illustrate the
procedures involved in analysing magnetization current decay data for possible
logarithmic activation energy. The substance studied was HgBa2CaCu2O6+x

(Hg-1212) with a Tc = 127 K. In Figure 8.7 the time dependence of magneti-
sation was measured over two decades in time in 1 T magnetic field parallel
to the c-axis using a SQUID detector. The magnetic moment due to screening
currents caused by the flux gradient set up by application of the external field
is shown here. Notice the great differences observed at different temperatures.
Data have been corrected for the equilibrium magnetisation which would be
present without pinning.
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Figure 8.7 Typical relaxation curves in Hg-1212 of the non-equilibrium magnetic moment
in a field of 1 T, at different temperatures as indicated by the numbers. The magnetic field
is along the c axis. After Gjölmesli et al. [94].
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Figure 8.8 The barrier energy of Hg-1212 as calculated from Eq. 8.35. Each curve consists
of data sets obtained at the temperatures indicated in Figure 8.7. The numbers indicate the
values of the external magnetic fields, in tesla. B parallel to the c-axis. After Gjölmesli et al.
[94].

In Figure 8.8 data were analysed by the Maley method [95]. This consists
first in inverting Eq. 8.34, to write it as

U(T , B, mJ) = T

(
ln A − ln

∣∣∣∣dmJ

dt

∣∣∣∣
)

(8.35)



FLL ELASTICITY AND PINNING 215

1200

800

400

0
0 1 2 3 4

U
c(

T
)

B (T )

Figure 8.9 Resulting Uc versus T from the analysis of data in Figure 8.8.

after replacing current J in Eq. 8.34 with the associated magnetic moment mj =
m − meq. Here, the quantity meq is determined from the experimental data by the
asymmetry in the magnetization during increasing versus decreasing field. Next,
all measurement taken at different temperatures in the same magnetic field are
regarded as giving access to different segments of U(J ) since J associated with
any magnetisation is proportional to that magnetisation. The data in Figure 8.8
immediately attests to a current-dependent activation energy close to logarithmic
in its dependence on J , according to Eq. 8.33. The experiment also gives further
information about the B-field dependence of the activation energy, while it was
not necessary to assume T -dependence of U .

A logarithmic U(J ) could possibly be expected from a model [96] in which
a logarithmic spatial variation of pinning energy is involved. Alternatively, it
can be a special case of collective creep for 2D pinning in the extreme low-
current limit [97]. Alternatively again, it may be viewed as a special case of the
inverse power law Eq. 8.32 with vanishing µ. Furthermore, in the critical region
near a vortex glass transition (see later), power law E–J curves are expected
for intermediate currents, irrespective of the value of µ, often referred to as the
vortex glass exponent. Such power-law E–J would suggest logarithmic U(J )

for intermediate currents, and could fill the gap between the low current limit
and high current limit in the interpolation formula for the collective creep.

We note finally, that the experiment just described gave indication of a dif-
ferent type of creep at very low temperatures, a temperature independent limit
creep due to quantum mechanical tunnelling between pin sites.

8.5.4 The vortex solid–liquid transition

A much debated subject in the scientific literature on the properties of the
vortex system in superconductors, and in high-Tc superconductors in particular,
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is the question regarding the nature of the transition between a vortex liquid and
a vortex solid, following the works of Gammel and Bishop [98], Nelson [99],
and Fisher et al. [100]. Two views have been advocated, that the solid phase
may be in the nature of a vortex glass, or that it may be a more regular vortex
lattice. In the first case a continuous transition is expected, in the latter a first
order discontinuous one. Over the years the conclusion has been reached that
both are possible. Depending on the amount of pinning, at low pin density
freezing of a regular lattice may occur. We refer here to the Topical contribution
of Kadowaki (Section 13.8) showing in a convincing manner that a first order
transition to a regular vortex solid can indeed take place. At high density of pins
the “vortex matter” is sufficiently distorted from a regular lattice that it freezes
into what has become known as a vortex glass state. The analysis of this state
was made earlier than the first order transition, largely due to the difficulty of
obtaining superconducting material with low pin density. The fact that the frozen
vortex system may appear as a regular lattice has been amply demonstrated
by various decoration and imaging techniques. We refer to Figure 8.10 for an
example.

The other alternative, the vortex glass, was concluded to exist from very
detailed I–V (or E–J) characteristic measurements [102] in YBCO thin film
(see Figure 8.11 [103]).

The glass line (Tg-line) in the phase diagram may be determined by scaling
of E–J data. Just at Tg the current–voltage characteristic is expected to show

Figure 8.10 Magnetic decoration techniques allows imaging of nearly perfect triangular
vortex lattice. After Träuble and Essmann [101].
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Figure 8.11 Schematic I–V isotherms of an YBCO single crystal in a magnetic field applied
parallel to the c-axis. The dashed line marks the glass transition temperature below which the
curves decrease exponentially. The temperature decreases in equal steps from top to bottom
or from left to right. Region 1 marks the linear I–V behaviour, region 2 indicates non-linear
behavior above Tg and region 3 is when d(log E)/d(log I ) = 3 both above and below Tg.
[103]. Simplified from Blatter et al. [97].

power law behaviour,

E ∝ Jα (8.36)

with α = (z + 1)/(D − 1), where z is the dynamic exponent with typical value
4–5, and D is the relevant spatial dimension. Above Tg the characteristic should
change from ohmic

ρ(T ) ∝ (T − Tg)
ν(z+2−D) (8.37)

at very low J where ν is the temperature exponent for the coherence length, to
power law at high J .

Below Tg a glass-type response at small current densities is expected as

E ∝ exp

[
−U0

kT

(
Jc

J

)µ]
(8.38)

Again a power law critical behaviour is expected at high current densities. The
crossover between the two regimes of power law at small scales and large
current, and liquid/glassy state at small scales (probed by low current density)
scale as

J±
x ∝ |T − Tg|ν(D−1) (8.39)
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8.5.5 Lindemann criterion and melting of a clean flux-line system

In this subsection, we will present a calculation that determines the rough posi-
tion of the line in the (B, T ) phase-diagram where the flux-line lattice may be
expected to melt into a liquid state, i.e. the transition line from an Abrikosov
flux-line lattice to a vortex state with zero shear stiffness. Crucial in our consider-
ations will be the observation that conventional melting of a three-dimensional
solid is expected to be a first order phase transition. This means that long-
wavelength fluctuations do not occur at the point of the transition, unlike in a
second order phase transition. Under such circumstances, short-wavelength fluc-
tuations are the ones responsible for inducing the transition from the solid to
the liquid state. For our purposes this may be rephrased as follows. The Fourier
modes of the fluctuations that dominate at the transition point are those that live
at the boundary of the first Brillouin zone of the vortex lattice, i.e. those Fourier
modes of fluctuations that have the largest wave vectors. Thus, it is reasonable
to conjecture that when we want to estimate the position of the melting line
using a description of the vortex lattice in terms of elasticity theory, we need
to consider wave-vector dependent elastic moduli, i.e. non-local elastic moduli.
In fact, as we shall see, this is absolutely crucial in order to obtain a reasonable
estimate of the location of the melting line, since it will turn out that the elastic
moduli of the flux-line lattice soften significantly as the wave vectors increase,
and this dramatically enhances the susceptibility of the flux-line system to ther-
mal fluctuations. Moreover, the variation of the position of the melting line
with degree of layeredness of the material, can only be brought out through a
non-local formulation.

Before we go into the details, let us outline the structure of the the calculation
that determines the position of the melting line, Tm(B). We consider a situation
where we have an external magnetic field along the ẑ-direction, and we con-
sider also the case where we have uniaxial anisotropy. This will make our results
directly applicable to the study of the melting transition in the high-temperature
cuprates, where the issue of flux-line lattice melting was first seriously consid-
ered as an experimental reality. (Many years earlier, Eilenberger had considered
the melting of the flux-line lattice theoretically in moderate type II superconduc-
tors, and concluded that a melting line would be practically indistinguishable
from the upper critical field line Hc2(T )) [104]. The ground state of the system
is the hexagonal Abrikosov vortex lattice, and we now consider the Hamiltonian
that governs the elastic fluctuations around this ground state. Hence, we write
the positions of the flux lines as

rν = Rν + sν(z)

Here, Rν is the position of flux line number ν, while sν(z) = (sxν(z), syν(z), 0)

is the displacement of the νth flux line away from its position in the perfect
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Abrikosov flux-line lattice. Note how this displacement vector has two compo-
nents, which vary with the distance along each flux line. In order to consider the
fluctuations of the flux-line lattice in the continuum limit, we define an effective
elastic Hamiltonian governing these fluctuations. For an ideal triangular lattice
the Hamiltonian in the harmonic approximation takes the simple form

H = 1

2

∑
k

si(−k)
[
cL(k)kikj + δij

(
c66(k)k2

⊥ + c44(k)k2
z

)]
sj (k) (8.40)

Here, cL, c66 and c44 are bulk-, shear-, and tilting elastic moduli, respectively,
and si(k) are the Fourier modes of sν(z). Given the Hamiltonian Eq. 8.40, the
elastic propagator can be written in the form

Gij (k) = kBT

[
PT

c66(k)k2
⊥ + c44(k)k2

z

+ PL

c11(k)k2
⊥ + c44(k)k2

z

]
(8.41)

where c11(k) ≡ cL(k) + c66(k). Moreover, PT = δij − kikj /k2
⊥ is the transverse

projection operator, while PL = kikj /k2
⊥ is the longitudinal projection operator.

To examine the stability of the flux-line lattice against thermal fluctuations
we will determine the mean square displacement of the flux lines from their
equilibrium positions

d2(T ) =
〈∑

ν

s2
ν

〉
=

∑
k

TrGij(k) (8.42)

Here 〈..〉 indicates a thermal average with respect to the Hamiltonian Eq. 8.40.
Using Eq. 8.41 in Eq. 8.42

d2(T ) = kBT

∫ ∞

0

dkz

2π

∫ �2

0

dk2
⊥

2π

×
[

1

c66(k)k2
⊥ + c44(k)k2

z

+ 1

c11(k)k2
⊥ + c44(k)k2

z

]
(8.43)

The Lindemann criterion now states that the flux-line lattice will melt when
thermal fluctuations are such that the thermally induced root mean square dis-
placements of each flux line is some fraction of the intervortex distance in the
ground state of the Abrikosov vortex lattice, i.e. the melting criterion is given by
d(T ) = cl, where l is the lattice parameter of the flux-line lattice, and c is some
fraction typically of order c = 1/10. In the triangular Abrikosov vortex lattice,
we have

√
3l2/2 = �0/B, i.e. l is determined by a flux quantization condition.

In the above expression, we have approximated the k-space integral over the
first Brillouin-zone by assuming a circular Brillouin-zone of radius �, where
�2 = 2b/ξ2

ab, and b = 〈H 〉sp/Hc2. Here 〈H 〉sp is the spatial average of the field,
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averaged over the sample, and Hc2 is the upper critical field. Moreover, ξ⊥ is
the ab-plane coherence length.

The k-dependant elastic moduli can only be obtained from the full Ginzburg–
Landau theory after a very arduous and lengthy calculation, there really appears
to be no easy way of obtaining them. However, a detailed derivation may be
found in the paper by Houghton and colleagues , [105], and the interested reader
is referred to this paper, see also the work of Sardella [106]. The expressions
for the elastic moduli, despite their involved derivations, are relatively simple
and given by

c44(k) = B2

µ0

mab

mc

〈ω0〉
[

1

k2
⊥ + (mab/mc)(k2

z + 〈ω0〉)
+ 1

2bκ2

]
(8.44a)

c11(k) = B2

µ0
〈ω0〉

[
k2 + (mab/mc)〈ω0〉

(k2 + 〈ω0〉)(k2
⊥ + (mab/mc)(k2

z + 〈ω0〉))

− 1

k2
⊥ + (mab/mc)k2

z + k2
ψ

]
(8.44b)

where k2
ψ = 2(1 − b)/ξ2

ab. Compare these expression with those given in
Eq. 6.129 in Chapter 6, for the case where the magnetic field is parallel to
the ĉ-axis. These expressions are a bit more precise than those given there and
in Subsection 8.5.1, in that they explicitly also incorporate the core-contribution
to the elastic moduli. Generalization of the above Eqs 8.44a and 8.44b for par-
allel flux lines (kz = 0) for the case where the magnetic field is tilted away
from the ĉ-axis was given by Sardella [106]. The corresponding generalization
of Eqs 8.44a and 8.44b for the case kz �= 0 has not yet been achieved.

In the above, 〈ω0〉 is the spatial average of the square of the Ginzburg–Landau
function in the ground state of the Abrikosov flux-line lattice. Since we will
not need an explicit expression for this quantity here, we do not specify it
further. Moreover, the uniaxial anisotropy is manifest through the parameter
mc/mab, where mc is the normal-state quasiparticle mass in the z-direction,
while mab is the quasiparticle mass in the ab-plane. Another way of writing
this is mc/mab = λ2

c/λ
2
ab.

The shear modulus of the Abrikosov flux-line lattice is for all practical pur-
poses k-independent. In the present geometry, where the external magnetic field
is directed along the axis of uniaxial anisotropy, the shear modulus will be that
of an isotropic superconductor, since only shearing in the ab-plane makes any
physical sense in this case. Thus, the shear modulus is given by

c66 = Bc2

µ0

b(1 − b)2

8κ2
(8.45)



FLL ELASTICITY AND PINNING 221

Several things are worth noting about these expressions. First of all, when k → 0,
all effects of uniaxial anisotropy, manifest through the parameter mc/mab, van-
ishes. Note also that when k = 0, the maximum value of c44 and c11 occurs at
the upper critical field, as a function of magnetic field. Using the dimensionless
wavevector q = k/�, the above expressions for c44 and c11 may be written

c44(q) = B2

µ0

(1 − b)

2bκ2

mab

mc

[
1

q2
⊥ + (mab/mc)(q2

z + m2
λ)

+ 1

2bκ2

]
(8.46)

c11(q) = B2

µ0

(1 − b)

2bκ2

[
q2 + (mab/mc)m

2
λ

(q2 + m2
λ)(q

2
⊥ + (mab/mc)(q2

z + m2
λ))

− 1

q2
⊥ + (mab/mc)q2

z + m2
ξ

]
(8.47)

where we have introduced the ‘mass’-parameters m2
ξ = (1 − b)/b and m2

λ =
(1 − b)/2bκ2. Now, another interesting feature of the wave-vector dependant
moduli becomes evident. For finite k(q), they vanish at the upper critical field,
in contrast to the k = 0 moduli, which acquire their maximum at that value of
the magnetic field. This means that those Fourier modes that are most relevant
for melting the flux-line lattice, become particularly soft as the magnetic field
approaches the upper critical field limit. This is true for the case of uniaxial
anisotropy, as well as for the isotropic case. It substantially contributes to melting
the flux-line lattice well below the upper critical field line, and is a key feature
which leads to a suppression of the melting line below the upper critical field
even for moderately small Lindemann parameters c.

To determine d2(T ) from Eq. 8.42, we have to integrate over the entire circu-
larized Brillouin-zone 0 < q⊥ < 1. Therefore, it is evident that a fully non-local
theory, i.e. an elastic description with wave-vector dependant moduli, is essen-
tial. For arbitrary field and temperature, the necessary integrals in Eq. 8.42 can
only be done numerically, however with some limitations (that turn out to be
not very restrictive in strong type II superconductors), analytic results can be
obtained that provide key insights into the main physical parameters controlling
the position of the melting line. We proceed by writing

d2(T ) = d2
1(T ) + d2

2(T ) (8.48)

where d2
1(T ) is the contribution to Eq. 8.42 containing the shear modulus, while

d2
2(T ) is the contribution to Eq. 8.42 containing the bulk modulus. For b >

1/2κ2 we find

d2
1(T ) =

[
kBT

4π

√
�2

c0
44c

0
66

]√
mc

mab

√
2bκ2

1 − b
(
√

2 − 1) (8.49)
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while under the condition b > 1/2κ2 and (1 − b)/b � 1 we find

d2
2(T ) =

[
kBT

4π

√
�2

c0
44c

0
11

]√
mc

mab

bκ2

1 − b
(8.50)

Here, c0
44 and c0

11 are the elastic moduli given above taken at k = 0. The factors
in square brackets in each term is what we would have obtained had we used
k-independent elastic moduli in the calculation. The other factors enter into the
expressions only because the k-dependence of the elastic moduli is taken into
account. Note that if we had ignored the k-dependence, the enhancement factors
both coming from the large value of κ in extreme type II superconductors, as
well as the enhancement factor coming from the mass anisotropy, would have
been missed. Below, we shall identify a dimensionless parameter that explicitly
shows how dramatic the effect of including non-local elastic moduli really is.

To see this, we introduce explicit expressions for c0
44 and c0

11, thus finding

d2(T ) = 1

2π

√
εmc

mab

t√
1 − t

√
b

1 − b

(
4(

√
2 − 1)√

1 − b
+ 1

)
l2 (8.51)

Hence, the Lindemann melting criterion is given by

t√
1 − t

√
b

1 − b

(
4(

√
2 − 1)√

1 − b
+ 1

)
≥ 2π

√
mab

εmc

c2 ≡ α (8.52)

Here, we have introduced the Ginzburg criterion parameter

ε =
(

kBTcµ0x
2

4πB02
c2 ξab

)2

(8.53)

and t = T/Tc. The dimensionless parameter α is given by

α =

2 × 107c2

√
B0

c2

T 2
c


 √

mab

mc

1

κ2
(8.54)

This parameter essentially controls the position of the melting line in the (B, T )

phase diagram. In Eq. 8.54 we have again singled out in square brackets what we
would have obtained for α had we only used local elastic moduli, the other two
factors involving the mass ratio and the Ginzburg–Landau parameter κ appear
exclusively due to non-locality in the elastic description of the flux-line lattice. If
α is very large, it is clear from Eq. 8.52 that t and b need to be very close to unity
for the melting criterion to be satisfied. A reduction in α facilitates a suppression
of the melting line below the upper critical field line. In conventional supercon-
ductors, typically we have κ ≈ 1, B0

c2 = 1 T, Tc = 10 K, and mc/mab ≈ 1. If



FLL ELASTICITY AND PINNING 223

we set c = 0.1, we have α ≈ 104. In high-temperature superconductors, on the
other hand, we have κ ≈ 100, B0

c2 = 100 T, Tc = 100 K, and mc/mab ≈ 100.
This gives α ≈ 10−1, which is a reduction of nothing less than five orders of
magnitude. Notice that the factor in square brackets in the expression for α is
about the same in conventional moderate type II superconductors and extreme
type II high-temperature superconductors, namely of order 107c2. The reduc-
tion in α originates exclusively in mass anisotropy and large value of κ . It
is therefore an intriguing fact that the enhancement of Tc in high-temperature
superconductors compared to conventional low-temperature superconductors in
itself does not contribute substantially to suppressing the melting line below
the Bc2 line, since the enhancement of Tc is cancelled by the enhancement of
B0

c2.
However, once non-locality is included and mass anisotropy and large values

of κ explicitly come into play, then the melting line is suppressed well below
the upper critical field line, and the liquid phase of the flux-line system should
be easily experimentally accessible. The one dominant feature which makes this
possible, is not first and foremost the mass anisotropy, but rather the large value
of the Ginzburg–Landau parameter κ , notice how it is the square root of the
mass anisotropy that enters in the melting criterion while it is the square of the
Ginzburg–Landau parameter which is relevant. Once more, it is the use of a non-
local elastic theory of the flux-line lattice which brings out the dependence of both
the mass anisotropy and the Ginzburg–Landau parameter. It is in particular the
factor 1/κ2 which brings the melting criterion above in reasonable agreement
with experiments [98] for a sensible Lindemann parameter c ≈ 0.4, and the
factor

√
mab/mc which distinguishes between flux-line lattice melting in YBCO

and BSCCO in a manner consistent with experiments [98].
In a deep sense, the sensitivity of the melting criterion to κ reflects the softness

of phase-fluctuations of the superconducting order parameter in strong type II
superconductors. This is because large values of κ are due to small values of
the superfluid density in these compounds. On the other hand, the superfluid
density is nothing but a measure of the stiffness of phase fluctuations. We shall
have much more to say about such fluctuations in Chapters 9 and 10.

In closing this subsection, we emphasize that the above is not a theory of
melting of the flux-line lattice, the Lindemann criterion is after all just that,
a criterion. It does however provide useful insight into what parameters that
determine the position of the melting line, provided the assumption of a first
order melting transition is correct. In fact, numerous Monte Carlo simulations
and experiments now strongly indicate that this is indeed so. See for instance
the work of Hetzel and co-workers [107] for the first demonstration through
large-scale Monte Carlo simulations that the Abrikosov vortex lattice melts in a
first order melting transition, and the contemporary experimental work of Safar
and colleagues [108], showing pronounced hysteresis in resistivity data at what
was interpreted as a melting transition of the flux-line lattice.
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8.5.6 Modelling non-linear vortex diffusion

The voltage–current characteristics in many high-Tc superconductors are well
described by a power-law over many orders of magnitude in the electric field.
This has been found directly from transport measurements, and indirectly from
the magnetic relaxation. It seems to be the general behaviour for YBCO- and
BISCCO-based compounds, as well as for the Hg-based cuprate superconduc-
tors. As pointed out before, the power-law E–J-characteristics is most com-
monly interpreted as a result of thermally activated flux creep with a pin-
ning barrier diverging slowly as the current vanishes, i.e. U(J ) ∝ log(Jc/J )

or U(J ) ∝ (Jc/J )µ, with µ small. Although there is evidence for some cur-
vature in log(E) versus log(J ), the power-law may still serve as a first order
approximation and as a model description of the voltage–current characteristic
of high temperature superconductors. An analysis of the magnetic relaxation
due to a power-law, with static boundary conditions, has been given by Vinokur
and Feigel’man [109] and by Gilchrist and van der Beek [110]. Analysis of the
AC-losses due to a power-law has been given by Rhyner [111] who considered
an AC magnetic field at the surface of a superconducting semi-space. Such a
configuration would apply to a real sample when the characteristic penetration
depth of the field is small compared to the sample thickness or radius. In the
following we consider the situation from zero to full penetration of a cylindrical
sample, infinite in the axial direction. The boundary condition is a sinusoidally
time-varying magnetic field applied at the surface, and the AC-susceptibility is
calculated for different n-values. The numerical results are compared to exper-
imental susceptibility data on a YBCO single crystal.

The power-law can be written in dimensionless units as

E

E0
=

(
J

J0

)n

(8.55)

By letting n vary from n = 1 to n = ∞, one covers a full class of cases ranging
from ohmic with ρ = E0/J0, to the ideal critical state superconductor with a
well-defined critical current density Jc = J0, as illustrated in Figure 8.12. In
terms of vortices and vortex dynamics, the limit n = ∞ represents the static
critical state in which the vortex density gradient is balanced by the pinning
force Fp = J0B. When n has some finite value, this is equivalent to a relaxation
of the critical state, e.g. by thermally activated creep. Now consider an infinitely
long cylindrical sample of radius a in an axial magnetic field B = Bac sin(ωt).
Maxwell’s equations for the field in the sample in cylindrical coordinates read

1

r

∂

∂r
(rE) = −∂B

∂t
(8.56)

∂

∂r
B = −µ0J (8.57)
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Figure 8.12 Power-law curves for different n-values from Eq. 8.55.

where E and J are azimuthal field and currents, while the B-field is in the axial
direction. Next we introduce the dimensionless variables b = B/Bac, ζ = r/a

and τ = ωt/2, and aualyze the above equations with respect to the reduced
magnetic field b, obtaining

1

ζ

∂

∂ζ

[
ζ

(
∂b

∂ζ

)n]
=

(a

δ

)n+1 ∂b

∂τ
× sgn

(
∂b

∂ζ

)
(8.58)

Here sgn denotes the sign function, and the characteristic length-scale δ repre-
sents a generalized penetration depth which can be written as

δ = δ
2

(n+1)

cl × δ
(n−1)
(n+1)

Bean (8.59)

where δcl = 2E0/µ0ωJ0 is the classical skin depth in the linear limit (n = 1)

and δBean = Bac/µ0J0 is the Bean penetration depth in the critical state (static)
limit (n = ∞). The combined depth δ reduces to its appropriate limits δ = δcl

and δ = δBean when n = 1 and n = ∞ respectively.
The total magnetic flux in a cylindrical sample of radius a is

�(t) = 2π

∫ a

0
B(r)r dr, (8.60)

and the complex susceptibility, χ = χ ′ + iχ ′′, is a measure of the first harmonic
Fourier components of the spatially averaged flux density,
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χ ′ + 1 = 1

πa2Bac

∫ 2π

ωt=0
�(t) sin ωt d(ωt)

χ ′′ = 1

πa2Bac

∫ 2π

ωt=0
�(t) cos ωt d(ωt). (8.61)

The susceptibility can be calculated exactly in both the linear [112] and the
critical state [113] limits. In the linear limit one finds

1 + χ = 1 + χ ′ + iχ ′′ = 2J1(ka)

kaJ0(ka)
(8.62)

with k = (1 + i)δcl and J0(ka) and J1(ka) denote Bessel functions of zero’th
and first order respectively. (For a London superconductor k = 1/λ, which
results in loss-free screening currents and χ ′′ = 0.) In the limit n = ∞ Eq. 8.58
reduces to the critical state equation, ∂B/∂r = ±µ0J0 [111]. The susceptibility
can then be found by calculating the critical state profiles for a cycle of the
surface field and integrating over space and time. This has been done by Clem
[113], and the solution reads

χ ′ = g1(x)

χ ′′ = g2(x) (8.63)

where x = Bac/B
∗ = Bac/µ0J0a, and g1(x) and g2(x) are known polynomials

of x and sin−1(x−1/2). In the linear case the susceptibility will depend on
the frequency of the AC field, but not on the amplitude, while in the critical
state limit the situation is the opposite, a behaviour which is also reflected in δ.
Moreover, in the linear limit the response is purely harmonic while for n > 1 the
response is anharmonic, resulting in an infinite set of higher order susceptibility
terms.

The AC susceptibility can be measured over a wide range of penetration,
often by varying either the temperature or the static background magnetic field,
or both. A maximum in the loss component χ ′′ is observed when the penetration
depth is of the order of the sample radius, i.e. when

δ
2

(n+1)

cl δ
(n−1)
(n+1)

Bean ∼ a (8.64)

or

(
2E0

µ0J0ω

) 1
(n+1)

(
Bac

µ0J0

) (n−1)
(n+1)

∼ a (8.65)

In the exact limits the conditions for a peak maximum in χ ′′ is δBean = a and
δcl � a/1.77, respectively. By taking the differential of Eq. 8.65 we find the
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relation d ln(ω)/d ln(Bac) = n − 1. These differentials can be found experimen-
tally by measuring the shift in the loss maxima (e.g. with temperature) as a
function of both amplitude and frequency of the AC field. Such experiments
may therefore be used to obtain the value of n directly.

Numerical values of χ ′ and χ ′′ were calculated [93] for different values of n

by letting the ratio δ/a vary from zero to some large number � 1. B(r, t) was
found by solving Eq. 8.58 by means of finite differences, and χ ′ and χ ′′ were
found by integrating in space and time according to Eqs 8.60 and 8.61.

A convenient way of plotting susceptibility results is the Cole–Cole plot,
in which χ ′′ is plotted as a function of χ ′. We now make a comparison of
the numerical results with experimental susceptibility data obtained on a single
crystal YBCO. The data used here are only a small subset from a wider exper-
imental study [114]. The crystal sample was cubic with sides 1 mm, and due
to such a non-ideal sample shape, a comparison is only of a semi-quantitative
nature. The susceptibility was measured as a function of temperature in different
DC fields ranging from 1 to 8 T and with an AC field of amplitude 10−4 T, and
frequency 121 Hz. The measured χ ′(T ) and χ ′′(T ) are shown in Figure 8.13
and in a Cole–Cole plot in Figure 8.14.

The data collapse in Figure 8.14 shows that the same process is governing
the susceptibility behaviour for all curves, occurring at different temperatures
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Figure 8.13 AC susceptibility data on a single crystal YBCO, with B‖c at 121 Hz. Applied
fields have corresponding values in the upper and lower panel. After Gjölmesli [93] and
Karkut et al. [103].
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Figure 8.14 Cole–Cole plot of the susceptibility data shown in Figure 8.13. The plotted
data follow the n = 1 curve at the highest values of 1 + χ ′, corresponding to the highest
temperatures. But at some point they switch over to a non-linear domain with n � 1. This
is the freezing point of the lattice. Data Aualysis: Ref [93] from Karkut et al. [103].

determined by the DC field. In other words, the susceptibility can be written
as a function of a single variable which changes monotonically with tempera-
ture and field. At large penetration, χ ′ + 1 � 1 the data follow closely the linear
curve n = 1. Then at some particular value 1 + χ ′ � 0.95 and χ ′′ � 0.2, the curve
makes a small jump into the non-linear region with n > 1. Moreover, the linear-
nonlinear jump is rather sharp, occurring over less than 0.2 K, indicative of a phase
transition of the vortex state, possibly from a vortex liquid to a vortex glass [93].

We conclude that the non-linear diffusion due to a power-law E–J-character-
istic gives a generalized penetration depth δ which reduces to the classic skin-
depth and to the Bean penetration depth in the appropriate limits. The peak shift
in χ ′′ with respect to amplitude and frequency can be used to determine the value
of the exponent n. The non-linear diffusion equation was solved numerically and
the complex magnetic susceptibility was calculated, in order to be compared to
experimental data. By plotting χ ′′ versus χ ′ the experimental data collapse
occurred, with indications of a sharp transition from a vortex liquid state with
linear dynamics into a state of non-linear dynamics, possibly a vortex glass.

8.6 Flux-line entry at Bc1: thermodynamic and geometric
restrictions

8.6.1 The critical field Bc1

The mixed state of a superconductor is one where the superfluid phase coex-
ists with the flux-line lattice, a vortex glass, or with the flux-line liquid. When
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an applied magnetic field is increased from zero, the superconductor is first
in the Meissner phase, with complete shielding. At a certain value of the
applied field Hc1 = 1

µ0
Bc1 it becomes energetically favourable to have flux-lines

created near the surface, and for these to penetrate the body of the super-
conductor.

A thermodynamic analysis to determine Hc1 starts by writing down the Gibbs
free energy G when n vortices per area are inside and far apart so that their
mutual interaction can be neglected. We now have:

G = nF − BH (8.66)

where F is the vortex line energy previously determined in Chapter 6. This
is an excellent approximation very near Hc1 where in principle even a single
flux-line can penetrate alone. Since the average field is B = n�0, we make this
substitution, and find

G = B

(
F

�0
− H

)
(8.67)

The lowest value for G as long as the expression in the parenthesis is positive,
is G = 0, corresponding to B = 0, as expected for a system in the Meissner
phase. A simultaneously positive value of the expression in parenthesis signifies
stability against vortex entrance, consistent with Meissner screening. However,
when the expression in the parenthesis is negative, i.e. when H > F/�0, G can
be lowered below the Meissner-state value G = 0 by B �= 0. A finite B means
that flux has entered, and that the energy G is lower than in the Meissner state,
which is consistent with instability towards flux penetration. The critical field
at which the instability occurs clearly is

Bc1 = F

�0
= �0

4πλ2

(
ln

(
λ

ξ

)
+ ε

)
(8.68)

as derived before.

8.6.2 The Bean–Livingston barrier

When a vortex is created near the surface of a superconductor in the Meissner
state two opposing forces act on it. The screening currents create a Lorentz
force normal to a flat surface, attempting to move the vortex into the material
according to

fx,L = �0jy (8.69)
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as shown in Eq. 6.110. We can write this as

fx,L = �0
H

λ
e− x

λ (8.70)

reflecting the decay of the screening current into the superconductor.
The second force is the image force attracting the vortex to the surface. Using

the result in Eq. 6.106 where the distance between the vortex and its image is
2x, the interaction energy which is now negative, becomes

U ′
12 = − �2

0

2πµ0λ2
K0

(
2x

λ

)
(8.71)

Taking the derivative, and making use of the relation d
dx

K0(x) = −K1(x) for
these Bessel functions the resulting image force is

fx,im = − �2
0

2πµ0λ3
K1

(
2x

λ

)
(8.72)

We now evaluate the force at x = ξ , since this is as close as we can approach
the surface using the vortex model. The sum of opposing forces is

fx = fx,L + fx,im = �0
H

λ
e−ξ/λ − �2

0

2πλ3
K1

(
2ξ

λ

)
(8.73)

The total force is zero at field

Hsb = �0

2πµ0λ2
K1

(
2ξ

λ

)
e

ξ
λ (8.74)

which is called the surface barrier field for obvious reasons.
Furthermore, using the property of the Bessel function

lim
x→0

K1(x) = 1

x
(8.75)

for ξ � λ one finds

Hlim
sb = �0

4πµ0ξλ
= 1√

2
Hc (8.76)

This is the surface barrier field at which the net force against flux entry is zero.
This barrier field has important implications. As an example, in microwave appli-
cations where flux entry would represent a loss factor it is important that Hc in
type II superconductors like Nb is much greater than Hc1. To take full advan-
tage of this situation the surface should be smooth, at least on the scale of λ,
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Figure 8.15 Sketch of the Gibbs energy from which the two opposing forces active in the
Bean–Livingston barrier are derived. At H = Hsb the slope of the curve at the origin will
be zero, providing free entry of flux.

since the force found above is calculated under the assumption of a flat surface.
Figure 8.15 shows how the Bean–Livingston barrier [115] can be viewed and
understood to operate.

In most real situations sample shapes and surface conditions will allow flux
entry of static fields near Hc1. Normally Hsb will be the entry field only when
special precautions are taken.
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8.6.3 Geometric barriers

The concept of a geometric barrier was introduced by Zeldov and coworkers
[116] and discussed also extensively by Brandt [117]. This is a shape depen-
dent barrier which can be explained qualitatively by reference to the sketch in
Figure 8.16.

A sample S of thickness d, with sharp corners is placed in a magnetic field.
Near the sharp corners the local field is enhanced considerably compared to the
applied field H , and therefore penetrates first at these points. This undermines
the opposing forces due to the Bean–Livingston barrier. However, for the flux
line to enter, the length of flux line Lf as seen in the figure, has to be considerably
longer than just Ls = d, which would be the length corresponding to penetration
along the flat outer surface. If we approximate the length Lf by a half circle at
the point when it just leaves the surface we estimate that Lf ∼ π d

2 . The flux
line therefore was stretched by an amount

�L = Lf − Ls ≈ (π − 2)
d

2
∼ d

2
(8.77)

compared to the length it would have in the centre of the specimen. Notice also
that Figure 8.16 indicates that a vortex line has jumped directly to the centre
of the sample once it entered. This is because here again the length inside the
sample is only equal to d. Alternatively we may say that the flux line was driven
to the centre by the Meissner currents discussed before. Hence it is energetically
advantageous to travel all the way to the centre in case of no pinning. The energy
cost of creating the flux line near the surface is therefore raised by ∼50% due to
sample geometry in this simple estimate. Consequently we may expect the flux
entry field to be raised by an amount which is of the same order of magnitude
as Hc1 itself. Obviously, the effect is strongly shape dependent, hence its name.
In case of elliptical crossection it may be shown that there is no geometrical
barrier.

Lf dS

d
2

d
2

Figure 8.16 Sketch illustrating flux entry in the presence of a geometrical barrier.
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This effect also has an associated hysteresis, since there is no corresponding
barrier against flux exit. The geometric barrier therefore is recognized exper-
imentally by hysteresis in magnetisation experiments even in the absence of
pinning. The additional effect of pinning was discussed by Brandt [117].

8.7 Critical current issues

8.7.1 Critical current in the Meissner state

According to the London equation there is a relation between the supercurrent
density and the magnetic field at any point in the superconductor. In the Meiss-
ner phase, due to screening, the current and field can only penetrate to a depth
measured by λ. Due to the correspondence between J and H it does not matter
whether J is the sum of a transport current and a screening current. Experi-
ments show that there is a critical current density Jc above which screening and
superconductivity break down. Due to the equivalence of transport current and
screening current it is to be expected that superconductivity breaks down when
the total current density–the sum of transport and screening current–exceeds the
critical current density Jc. The famous Silsbee hypothesis states the converse: A
superconductor looses its state of zero resistance when the total magnetic field
strength due to transport current and the applied field exceeds the critical field
strength Hc.

Mainly because of large variations in charge density, λ may vary by an order
of magnitude, from ≈15 nm in good polyvalent metals to 150 nm in YBCO.

What we have then, in a surface layer of thickness 15–150 nm, is a decaying
screening current and an associated magnetic field which are locally related
in the London approximation. With a field H created by a current J along a
cylindrical rod, the H -field is circular in the plane normal to the rod with radius
a. We get ∂

∂r
Hθ(r) = J from Maxwell’s equations ∇ × H = J , leading to

J = Hθ(a)

λ
(8.78)

where Hθ(a) is the value of Hθ at the surface. Now, if we allow J to reach Jc,
this corresponds to Hθ(a) = Hc. In other words:

Jc = Hc

λ
(8.79)

This is the relation which holds in the Meissner state, and therefore is valid in
type I as well as type II superconductors. It is worth noting that this rule is
very similar to the one we derived for Jc in the Bean critical state. In that case
Jc was also given by a field divided by a length, namely �M/d. Since H and
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M are in the same units, what these expressions have in common, is that the
gradient of the field gives the critical current.

Does the relation Jc = Hc/λ reconcile with a calculation based on Ampere’s
law?

If the superconducting rod is of radius a, and the total current is I , the field at
the surface, Hθ(a) is given by

I = 2πaHθ(a) (8.80)

or, if the current is strong enough to reach Hc:

Ic = 2πaHc (8.81)

Equation 8.81 looks different from Eq. 8.78. But for real comparison we have
to introduce the current density,

J = I/Aeff = I/2πaλ; I = 2πaλJ (8.82)

Here, the effective area was written as Aeff = 2πaλ, since a � λ. We now find
2πaλJc = 2πaHc, which leads to

Jc = Hc

λ
(8.83)

and we have recovered the answer we had before, in Eq. 8.79.

8.7.2 Depairing critical current

Calculations of critical current density can be carried out using Ginzburg–Landau
as well as BCS theory. Except for a numerical factor they come out with essentially
the same result:

Jc ≈ Hc

λ
(8.84)

In Ginzburg–Landau-theory the exact result is

Jc = 2
√

2

3
√

3

Hc

λ
� 0.54

Hc

λ
(8.85)

In BCS theory the kinetic energy added to the system by turning on a current J ,
has to be compared to the energy gained by forming the Cooper-pairs. When the
kinetic energy equals the pair condensation energy we have the critical current
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density. The condensation energy can be expressed on the basis of thermody-
namics as ( 1

2µ0)H
2
c , and from BCS theory as 1

2N(0)�2, where N(0) is the
normal density of states at the Fermi level, and � is the BCS energy gap. This
would give

H 2
c = µ0N(0)�2 (8.86)

Using Jc = Hc
λ

we find Jc =
√

µ0N(0)�2

λ
as a mixed expression between phe-

nomenology and BCS.

Example

Measurements in a 1-mm diameter wire have given critical current at 0 K: Ic =
75 A. With a = 0.5 mm, λ = 5.1 × 10−6 cm; Jc(0) = Ic

2πaλ
= 4.7 × 107 A/cm2.

A simple estimate of Jc based on the basic formula Jc = Hc/λ gives typically,
with µ0Hc ≈ 0.1 T and λ ≈ 100 nm:

Jc = Bc

µ0λ
= 1012 A/m2

Often such values are quoted in A/cm2, in this case: Jc ≈ 108 A/cm2.
This is the maximum ideal current density the superconductor can sustain under

any circumstance. There are many reasons why one does not reach this value in
practical cases. The most important obstacles are typically flux motion and grain
boundary problems, particularly in high-Tc cuprates. Yet, often one finds that real
materials can come within a factor of 2–3 of this pair-breaking current.

8.7.3 Reduction of Jc at grain boundaries

So far we have discussed the idealized situation as far as critical current density
Jc is concerned. These considerations give a good idea of what maximum of
critical current density we can expect in a superconductor. However, there are
many mechanisms by which Jc may be reduced, even substantially. Of course,
if in a granular material the grains do not join together well, for instance due to
a transition layer of different composition between the grains, this has a strongly
derogative effect. High-Tc materials are known for their short coherence length
ξ . In a transition layer the wavefunction ψ may be depressed over a distance ξ

without bridging properly across the boundary, in which case little current can
pass across the interface, except by tunnelling which may be very weak.

In addition, due to the dx2−y2 character of the wavefunction in high-Tc
cuprates several misorientation effects at the microscopic level are possible,
each representing an obstacle to current transport, and hence to reduction of Jc
[118]. These mechanisms are illustrated in Figure 8.17. Referring to this figure
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Figure 8.17 Illustration of different mechanisms by which Jc may be reduced at grain
boundaries in high-Tc dx2−y2 type superconductors. After Hilgenkamp and Mannhart [118].

the mechanisms are from top down: In Figure 8.17a two adjoining grains are
differently oriented, causing a depression of the wavefunction over a distance ξ

due to frustration caused by misorientation of CuO2-planes. In Figure 8.17b one
sees a case of alignment of the lobes of the dx2−y2 function allowing a high Jc,
and a misalignment causing a small Jc. Finally in Figure 8.17c a faceted grain
boundary facilitates the current in one channel, and opposes it in the other. The
result is lower Jc.

8.7.4 Relaxation of magnetic moment and the irreversibility line

Soon after the discovery of high-Tc superconductors by Bednorz and Müller,
the IBM team also found an important difference between low-Tc and high-Tc
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superconductors when exposed to a magnetic field [119]. Essentially the discov-
ery was that in a broad temperature region below Tc(H) the superconducting
properties were reversible, corresponding to critical current Jc = 0. Only below
a much lower temperature Tirr(H) did the behaviour shift to irreversible, corre-
sponding to Jc �= 0. This created a dividing line in the (H, T )-plane, later called
the irreversibility line. Furthermore, this line was not a fixed line, determined
once and for all for a given material. Rather, in a given sample the experi-
mentally determined location of the irreversibility line Tirr(H) depended on the
characteristic measuring time of the experiment, and in samples of the same
nominal composition it would depend also on sample history. These effects are
present to some extent in all superconductors, but to a far less degree in low-Tc
than in the cuprate high-Tc materials.

What is going on can briefly be described as follows: After a certain arrange-
ment of vortices has been established, typically after application of a magnetic
field, and subsequent removal of the field to observe the vortex dynamics, vor-
tices will leak out of the sample, leaving the most shallow pinning sites first.
As time passes, the depinning process goes slower since the vortices have to
climb higher and higher barriers in order to leave their pinning sites. The pro-
cess goes on indefinitely, all the time at a slower rate. This effect is most clearly
demonstrated by observing the decay of the magnetic moment m(t) originally
present as mi at a time ti when the field is switched off, and then monitoring the
relaxation process over decades of time. The observed time-dependent magneti-
zation is typically such that the magnetic moment, when plotted versus time on
a double logarithmic scale, decays linearly, i.e. the functional dependence is a
power law. Due to the relatively strong decay observed in high-Tc materials the
behavior in these was termed ‘giant flux creep’ [120]. In Figure 8.18 we give
an example of magnetization decay measurements at several temperatures in a
wide range, observed in a thin film of Bi2223. The decay was monitored by a
squid, located in a superconducting chamber, shielded against outside signals
except for the signal picked up by a gardiometer coil surrounding the sam-
ple. Measurements started immediately after switching off a 10 mT field from a
small solenoid surrounding the sample, starting the flux leakage from the sample
[121]. Below 50 K the decay is seen to be quite linear in the double logarithmic
plot over 4 decades in time, except for a small deviation in the long time limit
(t ≥ 100 s) at the highest temperatures. The dominating decay behaviour may
be expressed simply as

m = mi

(
t

ti

)−S

(8.87)

where the exponent S is S = ∂(ln m)/∂(ln t). For temperatures T ≥ 50 K a
crossover to faster dynamics is apparent, as would be expected in a crossover to
vortex liquid. In this range the data are relatively noisy, due to the low magnetic
moment.
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Figure 8.18 Relaxing irreversible magnetic moment in a Bi2223 film after a field step of
−10 mT is applied at different temperatures. The flux is leaving the sample, and shielding
currents decay proportionally to the decrease of the magnetic moment. The temperatures
are from top to bottom: 20, 25, 30, 35, 37.5, 40, 42.5, 45, 47.5, 50, 55, and 60 K. The
c-axis oriented thin film with Tc = 97 K was grown by metalorganic chemical vapor depo-
sition (MOCVD) by Endo and coworkers at the Electrotechnical Laboratory in Japan. The
measurements are by Tuset et al. [122].

The above experiment makes very clear why the so-called irreversibility line
depends on the timescale of the experiment: The longer timescale is allowed in
a given experiment, the more of the magnetization decay is integrated into the
observation. To illustrate the consequences of this, we refer to Figure 8.19 where
the position of the peak in the loss component of the dynamic susceptibility
was measured as a function of temperature at different frequencies and field
directions. The excitation field was parallel to the static magnetic field.

Figure 8.19 shows the irreversibility line as measured by AC susceptibility in
YBCO crystal at a range of frequencies. Here the line is determined as the locus of
points where the loss peak in the imaginary part of the susceptibility χ ′′ appears
in the (H, T )-plane. We clearly see the effect of changing the time-scale of the
experiment: With increasing frequency the Tirr(H) line moves up in temperature.
The question is now how this line can be described quantitatively, or at least semi-
quantitatively. A crude argument which gives some insight, but without taking into
account the collective effects we discussed before, goes as follows:

Assuming that pinning occurs at pin points of volume Vc, the energy gained
by having a flux line pass through this volume is equal to the condensation
energy

U = 1
2µ0H

2
c (T )Vc (8.88)
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Figure 8.19 Irreversibility line measurements (a) at various frequencies in YBCO with
H‖c-axis and H⊥c-axis. The bottom, (b), figure shows how the irreversibility line with
H‖c is shifted to higher temperature with increasing frequency. After Karkut et al. [103].

Assume further that Vc may be written as a2
0ξ(T ) where a2

0 is the correlation area
in the transverse direction given by the flux-line lattice constant. The critical field
has almost linear temperature dependence in the field range we are discussing
in high-Tc materials, i.e. Hc ∝ (1 − T/Tc)

1 and ξ(T ) ∝ (1 − T/Tc)
− 1

2 in the
mean field approximation, as in Ginzburg–Landau theory. The result is, when
inserting the expression for a0 = 1.075(�0/B)1/2 that
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U =
U0

(
1 − T

Tc

)n

B
; n = 1.5 (8.89)

In order to test this line of thinking, Sagdahl [123] analysed a relaxation model
for the permeability, writing the two components on the usual Debye form

µ′ = 1

1 + (ωτ)2
(8.90)

µ′′ = ωτ

1 + (ωτ)2
(8.91)

The relaxation time is expected to be τ = a/Rl where l is the typical jump
distance, R is the flux jump rate and a is a macroscopic distance describing the
total depth of penetration of flux. We rewrite this as

τ = (a/f0l) exp(U/kBT ) (8.92)

Here f0 is an attempt frequency, and U is the pinning potential already intro-
duced.

The maximum in µ′′ occurs at ωτ = 1, setting the criterion for B and T

to be on the irreversibility line as B∗ and T ∗ at a selected frequency and AC
amplitude. Using this criterion we arrive at the following condition for the
irreversibility line:

U

kBT ∗ = − ln(ωτ0) (8.93)

where τ0 = (a/f0l).
Next, inserting the expression for U arrived at previously we find that Eq. 8.93

converts to

U0(1 − T ∗/Tc)
n/kBT ∗B∗ = − ln(ωτ0) (8.94)

where Aj is a parameter which we leave undetermined. Finally, we rewrite
Eq. 8.94 as

B∗ = C(ω)(1 − T ∗/Tc)
n/T ∗ (8.95)

where C(ω) = −(U0/kB) ln(ωτ0). This constitutes an expression for the irre-
versibility line in the present analysis. In [123] this expression was tested, and
found to agree with experiments, with n = 1.5 at the fields above 1.5 T, while
n = 1 below. Furthermore, in fitting the expression the parameter Tc had to be
taken with a value well below the zero-field value Tc(0). This shows that the
model does not apply in the vicinity of Tc(0). The irreversibility line was found
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to be almost flat over several degrees below Tc(0). In other words very weak
irreversibility was found in that temperature interval. Clearly pinning very close
to Tc(0) at very low fields is quite different from that at high fields. This can at
least partly be argued to be caused by twin boundaries taking a more prominent
role as pinning centres when the flux line density is low, in which case the flux
line dynamics may be altered substantially.

It turns out that Eq. 8.89 agrees surprisingly well with experiments, con-
sidering the simplicity of the model, and the complexity of the real problem.
Figure 8.20 gives an example of such overall agreement. Part of the reason
should be ascribed to the fact that point pinning is important in YBCO due to
the presence of oxygen vacancies as pinning sites. In the vicinity of the melting
line the softening of the FLL strengthens the role of individual pinning.

The irreversibility lines of high-Tc compounds are located well below the Hc2
line, and the difference is larger the more 2D-character the material possesses.
This has represented a great challenge in the search for material processing
methods suitable for attainment of high-Jc at reasonably elevated temperatures
and in high magnetic fields. It is natural to ask how the irreversibility line is
related to the melting line. The answer is that these are of different origin and
largely independent, but not unrelated. The irreversibility line is determined for
the decay of magnetisation current, in other words governed by flux line dynam-
ics, while the melting line is a thermodynamic line and as such an equilibrium
phase boundary, fixed in the (H, T )-plane for a given piece of material. The
position of the melting line should be expected to depend somewhat on pinning
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Figure 8.20 The irreversibility line B∗(T∗) in the field range 0 to 7.5 T (H‖c) determined
from AC permeability measurements on an YBCO single crystal with f = 121 Hz and Bac =
3 × 10−4. The solid and dashed lines represent theoretical fits using Eq. 8.95, with exponents
n = 1.5 for fields higher than 1.5 T and n = 1 for fields lower than 1.5 T. After Sagdahl [123].
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properties of the material. However, melting can only be observed in materials
with relatively low density of pins. In pin-free materials each superconductor
should possess a unique melting line.

The irreversibility line is highly anisotropy dependent, as is the melting line
as was shown in Figure 8.19 in two directions in YBCO. Clearly, both flux line
dynamics and melting properties should be expected to be different in the two
cases: When flux lines are along the c-axis they are free to displace sideways in
two directions, while in the ab-plane they are packed parallel between supercon-
ducting CuO2 sheets and can only move sideways parallel to the ab-plane. This
means that a thermal energy kBT has much less influence on the configuration
of flux lines when the field is in the ab-plane than when it is along the c-axis.
Therefore it is much harder to melt the FLL with the field in the ab-plane than
along the c-axis. The melting line for field in the ab-plane is therefore much
higher than with field along the c-axis.

The statement made above that the irreversibility lines are independent but
not unrelated can now be given more content: We see from Figure 8.19 that the
irreversibility line is much steeper and higher up in temperature with field in
the ab-plane than when it is in the c-direction. In this sense they are clearly
related. But the irreversibility lines move as a function of frequency of the AC
field, in this sense they are independent.

The relationship between the two types of lines is due to the fact that time
constants near phase boundaries depend stronger on temperature relative to T (H)

and tend to diverge at the phase boundary. A wide range of time constants is
therefore available in the vicinity of the Tm-line. As it turns out the experimentally
accessible time constants are in that same range. Hence the irreversibility line will
appear not too far away from the Tm-line. A sketch of this is given in Figure 8.21.

8.7.5 How can Jc be increased?

The irreversibility line problem in high-Tc materials has been a serious obstacle
against the development of wires and cables for many kinds of superconductor
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Figure 8.21 Sketch of the irreversibility line Tirr and the melting line Tm.
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applications. Huge research efforts have been made to overcome it. The improve-
ments which have been achieved are very impressive. Compared to the critical
current densities obtained in the early stages of high-Tc research these systematic
efforts have led to increased critical current density by many orders of magni-
tude. For a good example we refer to the topical contribution by Muralidhar
and Murakami (Section 13.4) on a modification of YBCO-type material, where
extremely strong magnetic fields may be stored in bulk material. The highest
fields reached are so strong as to challenge the physical strength of the mate-
rial itself due to the strong forces that the pinned vortex lattice causes on the
structure.

In the following we give some some more examples of results where the
improvements are substantial.

The first example is from the work of Krusin-Elbaum and coworkers [124].
In this case the mercury-based superconductor HgBa2Ca2Cu2O6+δ , also referred
to as Hg-1212, was subjected to 0.8 GeV proton bombardment which induced
fission processes in Hg, leaving tracks in the material. These tracks created what
is often referred to as ‘columnar defects’ in a ‘pinning landscape’ which reduced
the vortex motion (creep) substantially. Figure 8.22 shows the resulting improve-
ments in critical current density, as well as a big shift of the irreversibility line,
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Figure 8.22 The effect of proton bombardment at 0.8 GeV, with resulting fission fragments
creating columnar defects in superconducting HgBa2CaCu2O6+δ . On the left the improvement
of critical current is shown at various fields, with open and closed symbols showing the
results before and after irradiation, respectively. The proton fluence of the irradiation was
1.52 × 1017 cm−2. The figure on the right shows the corresponding shift of the irreversibility
line, with the insert giving simultaneous resistivity changes [124].
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Figure 8.23 (a) An AFM picture of a single Pb (500 Å) film with a square lattice of sub-
micron antidots (periods d = 1 µm, radius r = 0.2 µm. (b) Magnetization loop M(H) at
T = 6 K of a (Pb (100 Å))/(Ge (50 Å))2 multilayers with and without the triangular anti-
dot lattice (d = 1 µm). The solid line is a fit following the logarithmic dependence of the
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symmetrized for clarity for M < 0 [125].
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Figure 8.24 The ‘peak effect’ demonstrated in NbSe2 [126].

moving it up by about 20 K at the highest field employed [124]. Since the irre-
versibility line is a borderline between regions where Jc �= 0 and Jc = 0 this
means that a much larger area of the (H, T )-plane is potentially useful after the
irradiation.

A different strategy was followed by Fossheim and coworkers [127] who
were able to embed carbon nanotubes into Bi2Sr2CaCu2O8+x . Due to the small
diameter of the nanotubes, in the 10 nm range, they are suitable as columnar
defects and can provide strong pinning.

The next example, Figure 8.23 is from a thin film superconductor by
V. Moshchalkov and coworkers [125]. In this case a thin film superconductor
was modified by making a large number of holes, “antidots”, in the films, creating
a regular lattice of holes. Each hole is capable of pinning one or more vortices.
The measurements shown are magnetization vs. applied field in both the posi-
tive and the negative directions. The narrow inner curve shows, for comparison,
the magnetization before making the holes in the film. The magnetization is very
low, corresponding to a very low critical current density. In the upper curve, cor-
responding to measurements in the film with pinning arrays, the situation has
changed dramatically: As the magnetic field is turned on, one finds a magnetiza-
tion which is orders of magnitude higher than in the intrinsic case. In addition,
some structure appears. The first peak corresponds to a matching of the number of
holes with the number of vortices available for pinning, at the so-called ‘matching
field Bφ’. On further increase of the applied field, new matching conditions are
found, representing two, and three vortices per hole, etc. A number of different
geometries and variations in pinning strategies have been investigated.

An interesting effect which arises in many superconductors when the tem-
perature approaches Tc from below, is the appearance of a sharp maximum in
the critical current density just before it goes to zero at Tc. This is the so-called
‘peak effect’, and is ascribed to collective pinning. It arises because the flux
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line system softens on approaching Tc, as can be seen from the analysis we
have done of the elastic properties of the FLL previously in this chapter. Since
a softer vortex lattice is able to adjust more easily to the random positions of
pinning centra, the vortices are now better pinned. However, as Tc is approached
further, the Cooper pair density and the wavefunction diminish even more, and
pinning vanishes altogether. Jc then must go to zero. The example given in
Figure 8.24 is from Kes and coworkers on NbSe2 [126], with Tc = 7.1 K. Three
characteristic temperatures are indicated in the figure, representing the minimum
of critical current density reached below the peak temperature, the position of
the maximum, and finally Tc where Jc goes to zero.
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9.1 Introduction

In this chapter, we will go through the case of how superfluidity is destroyed
in thin film superconductors or thin films of superfluids with a scalar order
parameter. The starting point is the Ginzburg–Landau theory, now applied to
two-dimensional systems. In this case, the distinction between superconductors
(charged condensates) and superfluids (neutral condensates) vanishes. The rea-
son is that in the case of superconductors, the effective London penetration depth
is given by the bulk penetration depth λ and the thickness of the film d as follows

λeff = λ
λ

d

λ =
√

mq

µ0nsq2
(9.1)

where q is the charge of the carriers in the superconducting state, mq their mass,
and ns their number density. We may thus write the effective penetration depth in
the form

λeff =
√

mq

µ0nsq
2
eff

. (9.2)

Thus, when d → 0, this is equivalent to letting qeff → 0, and we thus effectively
have a neutral condensate in this case. The physics of this is simply that in the
case of an infinitely thin film λeff → ∞, thus precluding gauge-field fluctuations
in the interior of the film. We therefore can ignore the vector potential A as an
independent fluctuating variable in the action. In the presence of an external

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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field inducing vortices in the thin film, this would simply enter as appropriately
twisted, but non-fluctuating, boundary conditions on the sample. Here, we shall
for the moment ignore an externally imposed magnetic field.

9.2 Ginzburg–Landau description

The Ginzburg–Landau theory in the two-dimensional case, regardless of the
charge of the condensate, takes the form

Fs(r, T ) = Fn(r, T ) + α |ψ |2 + β

2
|ψ |4 + �

2

2m
|∇ψ |2 (9.3)

where ψ(r) = |ψ(r)|eiθ(r) is the complex scalar order parameter of the conden-
sate. For the subsequent discussion, we will find it convenient to regularize this
continuum theory by placing it on a lattice, i.e. we introduce a short distance
cutoff in the problem, which in physical terms is taken to be of the order of the
coherence length ξ . Moreover, we ignore the normal state free energy, measur-
ing free energies in the superconducting state relative to the normal state. Such
a lattice regularization is tantamount to introducing finite differences instead of
gradients everywhere. Also, the order parameter will now be defined on lattice
sites with labels given by the set {i}, which runs through 1, . . . , N = L2, where
L is the length of the sample in each direction. Ultimately, the L → ∞ limit
needs to be taken.

Note that in the end, it is really the continuum version of the Ginzburg–
Landau theory we will be interested in, more precisely the continuum version at
the critical point of the theory. When a phase transition happens to be a critical
phenomenon, this means that there is a diverging length scale (ξ ) in the problem.
We shall identify this length in the present chapter. Under such circumstances,
the physics we are interested in are critical fluctuations on a length scale set
by the diverging length. Hence, the lattice constant in our regularized theory is
an irrelevant variable and the physics at the critical point of the lattice super-
conductor is expected to capture the physics of the continuum theory. Lattice
regularizations, however, do require a bit of caution whenever they are applied,
since it is not in any way obvious that such discretizations of space are not
singular perturbations. Moreover, even if the lattice constant ‘disappears’ from
the problem in this case, it does not necessarily leave the scene quitely, but may
endow the system with an exponent η.

The lattice regularized Ginzburg–Landau theory for a two-dimensional lattice
superconductor takes the form

Fs =
∑

i

[
α |ψi|2 + β

2
|ψi |4 +

∑
µ=x,y

�
2

2m

∣∣Dµψ
∣∣2]

Dµψ = ψi+µ − ψi (9.4)
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where ψi+µ is the order parameter evaluated at a lattice site which is shifted
one lattice constant (set equal to unity) in direction µ. Expressing the above in
terms of the amplitude and phase of the order parameter we find

Fs = J1

∑
i

[
2α(T )

α(0)

∣∣ψ ′
i

∣∣2 + ∣∣ψ ′
i

∣∣4

+
∑

µ=x,y

ξ2
µ

a2
µ

|ψ ′
i+µ||ψ ′

i |(1 − cos(�µθ))

]
(9.5)

where
�µθ = θi+µ − θi

J1 = 2α(0)β

ψ ′
i = ψi√

α(0)
β

(9.6)

9.3 Critical fluctuations in two-dimensional superfluids

In principle, this formulation allows for both amplitude and phase fluctuations.
However, we will ignore the amplitude fluctuations in the following. We simply
set the amplitudes |ψ ′

i | = 1. This is very much like what we do in spin models
where the length of the spin is taken to be frozen, and only the direction of
the spin is taken to be important in investigating whether the magnet orders
or not. Although we will not go into the details here, it is by now very well
established that phase-only approximation to the fluctuations in ψi is on solid
ground. This means that we can write the energy for latticized two-dimensional
superconductor/superfluid on the form

Fs = J0

∑
i,µ

[
1 − cos(�µθ)

]

J0 = J1
ξ2
µ

a2
µ

(9.7)

when all constant terms are ignored. This is the well-known two-dimensional
XY-model. It may be recast slightly into the following form (in addition, we
introduce H as the Hamiltonian instead of Fs)

H = J0

∑
〈i,j〉

[
1 − cos(θi − θj )

]
(9.8)

Here, 〈i, j 〉 denotes nearest neighbour coupling, which emerges naturally by
putting gradient terms in the Ginzburg–Landau theory on the lattice, and i runs
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over all lattice sites in the problem. The entire Ginzburg–Landau theory is now
expressed solely in terms of the phase of the superconducting order parameter,
and the resulting statistical mechanics is entirely governed by phase fluctuations.

Phase differences between lattice points are expressed as lattice gradients of
the phase. Let us for simplicity denote them by ∇θ , which is a vector. A vector
may always be split into a transverse part and a longitudinal part. The transverse
part is divergence free, the longitudinal part is curl-free, hence we have

∇ · (∇θ)T = 0,

∇ × (∇θ)L = 0 (9.9)

Consider first this model at low temperatures. We then expect that thermally
generated fluctuations in θ are, in some sense, small. The situation we have in
mind in this case is depicted in Figure (9.1).

This means that we can expand the cosine-term to leading order in the phase-
gradients, arriving at

H = J0

2

∑
〈i,j〉

(θi − θj )
2 (9.10)

where J0 now can be identified as a bare spin-wave stiffness parameter. The
correlation function that probes the phase-coherence in the system is

	(r) = 〈eiθi e−iθj 〉 (9.11)

Figure 9.1 Spin-wave configurations, or equivalently longitudinal phase-fluctuations, in the
two-dimensional XY -model on a square lattice. The arrows indicate values of θi , analogous
to an XY spin direction, on the lattice points where the order parameter is defined.
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where r = i − j. At low temperatures, the statistical average can safely be com-
puted using the Hamiltonian Eq. 9.10. Since this is quadratic in the phase
fluctuations, the average may be evaluated exactly. First of all, this leads to
the simplification that

	(r) = e−〈(θ(r−θ(0))2/2〉 = e−〈(θ(r)−θ(0)) θ(0)〉 (9.12)

Here, r is the lattice vector between points i and j . In the last equality above,
we have used the fact that the system is assumed to be translationally invariant.
This means that we are neglecting effects of disorder in what follows. Thus, we
are faced with the task of computing the correlation function

G(r) ≡ 〈[θ(r) − θ(0)]θ(0)〉 (9.13)

The computation of this quantity is facilitated by the equipartition theorem
applied to Eq. 9.10, expressed in terms of the Fourier-modes θq of the phase-
fluctuations as follows

H = J0

2

∑
q

q2 θq θ−q (9.14)

This is quadratic in each of the Fourier modes and thus we have, by the equipar-
tition theorem

J0

2
q2〈θqθ−q〉 = kBT

2
(9.15)

which implies that the Fourier transform of the correlation function 〈φ(r)φ(0)〉
is given by

〈θqθ−q〉 = kBT

J0

1

q2
(9.16)

Thus, we get

G(r) = kBT

J0

∫
d2q

(2π)2

eiq·r − 1

q2
(9.17)

Note how the phase-fluctuations vanish when T → 0. This means that phase-
correlations become truly long-ranged when T = 0, so at least in this limit we
have established long-range order. What happens as we switch on T ? The above
Fourier-integral may be evaluated straightforwardly, to obtain

G(r) = − kBT

2πJ0
ln

r

a
(9.18)
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where a is some short-distance cutoff a = e−γ /2
√

2 and γ = 0.577 . . . is the
Euler–Mascheroni constant. Inserting this back into Eq. 9.12, we get

	(r) =
( r

a

)−η

(9.19)

where η = kBT/2πJ0. Note how this correlation function fits in with a general
Ansatz for the two-point correlator 	2(r) close to a critical point, which on
general grounds may be written as

	2(r) = 1

rd−2+η
G(r/ξ) (9.20)

where ξ is some correlation length of the problem, d is dimensionality, G is
some scaling function, and η is a so-called anomalous scaling dimension of the
superfluid matter field ψ . Eq. 9.20 is of the form of Eq. 9.19, provided we set
d = 2 and ξ = ∞. The latter is the hallmark of a system which is critical. Thus,
what we learn from this is that a two-dimensional superfluid/superconductor
has an entire low-temperature phase, which is critical. This is also reflected in
the anomalous scaling dimension η = kBT/2πJ0, which is non-universal. Crit-
ical exponents associated with critical points are universal. Non-universality of
exponents means that we are dealing here with a critical line, not a critical point.

An important feature of 	(r) is that limr→∞ 	(r) → 0 provided η 
= 0, i.e. as
soon as T 
= 0. Hence, there is never true long-range order at finite temperature
in a two-dimensional superfluid/superconductor. In other words, the U(1) sym-
metry that is spontaneously broken in the three-dimensional case is never broken
at finite temperature in two dimensions. This is a specific example of a some-
what more general statement, namely the Hohenberg–Mermin–Wagner theorem
that states that at finite T , no continuous symmetry can be spontaneously bro-
ken in dimensions d ≤ 2[128, 129]1. What we at most can have is power-law
decay (which is much slower than exponential decay characteristic of short-
range order). Power laws mean that there is no length scale in the problem any
longer, ξ → ∞ in Eq. 9.20. The system is thus scale-invariant, which is exactly
the hallmark of criticality. This is often referred to as quasi-long-range order.

The above result is based on the presumption that we can define local order of
the phase-fields, and expand in small fluctuations around local order. A minute or
two of reflection reveals that this cannot possibly be correct at high temperatures.
It is obvious that in the high-temperature limit, even short range order must break

1Often just referred to as the Mermin–Wagner theorem. Both the papers of Hohenberg and of Mer-
min and Wagner demonstrate the absence of long-range order in low dimensions for systems with
continuous symmetries. Hohenberg considers neutral superfluids, Mermin and Wagner consider ferro-
magnets. Ironically, the title of the paper by Hohenberg is nonetheless Existence of long range order in
one and two dimensions! A humorous remark by Halperin at Hohenberg’s 60th birthday suggested that
perhaps the title is the reason for the much more frequent reference to Mermin–Wagner, rather than
Hohenberg–Mermin–Wagner! Let it be said at once that both papers arrive at correct conclusions.
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down, and the above analysis is invalid. What have we missed? The process of
elimination reveals the answer. Our starting point only has phase-fluctuations to
begin with. The smooth phase-fluctuations we have included so far correspond
to longitudinal phase-fluctuations. What we have left out, are transverse phase-
fluctuations. Their inclusion in the description, and their physical consequences,
will be the topic of the next sections.

We conclude this section by emphasizing that what we have demonstrated
here, is that smooth phase-fluctuations (analogues of spin-waves in magnetic
systems) suffice to destroy long range order in two dimensions and render the
system critical, at any finite temperature. Spin-waves are therefore critical fluc-
tuations in two dimensions (spin waves are not critical in three dimensions).
Nonetheless, this does not mean that it does not cost energy to ‘twist’ the phase
of the superconducting order parameter at low temperatures. Even if the system
does not exhibit true long-range phase order, it still has a phase stiffness associ-
ated with it. On the other hand, at very high temperatures, phases are randomly
oriented relative to each other even on the shortest length scales, and a local
twist is expected to come at no cost in the free energy. Hence, somewhere in
between low and high temperatures some phenomenon must occur such that the
phase stiffness vanishes. If this happens at a finite temperature, then this phe-
nomenon must in fact be a phase-transition, not a crossover. This is because a
finite phase stiffness cannot be brought to precisely zero on a finite temperature
interval in an analytic manner. It must therefore vanish in a phase transition.
That this putative phase transition must be a subtle one, is clear from the simple
observation that it cannot be a phase transition from an ordered low-temperature
state to a disordered high-temperature state. It must be a phase transition from
a quasi-ordered state to a disordered state. Under such circumstances we do not
have the luxury, as we have in three dimensions, of probing the phase transi-
tion by monitoring the expectation value of a local ordering field (a local order
parameter) and asking when it vanishes. In fact, when we are dealing with sys-
tems with a continuous symmetry in two dimensions we are forced to invoke a
much more general (but often unnecessary) method of detecting a phase transi-
tion: We must identify a generalized stiffness of the system, which is a global
quantity, and investigate when this stiffness vanishes through a proliferation of
topological defects facilitated by entropy production in the free energy. In fact,
this is a method we can always use, also in three dimensions, to detect phase
transitions. We shall rephrase the three-dimensional superconductor to normal
metal transition in this language in the next chapter.

9.4 Vortex–antivortex pairs

Transverse phase fluctuations are more violent than the smooth longitudinal
ones considered in the previous section. Consider the quantity ∇θ and imagine
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integrating this around some arbitrary closed contour in the plane. The vorticity
q of the phase-distribution is measured by the quantity

∮
dl × ∇θ = 2πq (9.21)

Here, q ∈ Z. It is impossible to continually deform a phase distribution with
q = 0 where only longitudinal, smooth phase fluctuations are excited, into a dis-
tribution where q 
= 0. Those phase distributions where q = 0 and those where
q 
= 0 are topologically distinct. A vortex with a vorticity q is a topological
defect superimposed on the phase distribution where no vortices are present. It
is obvious that for high enough temperatures, transverse phase fluctuations will
be excited thermally, not only smooth longitudinal ones. Vortices will therefore
be generated spontaneously at high enough temperatures since this will increase
the configurational entropy of the system, thereby lowering the free energy. Vor-
tices are topological defects of the superconducting ordering field eiθ(r). When
they proliferate, the phase stiffness of the system vanishes, and this defines the
phase transition. In Figure 9.2, we illustrate a vortex configuration in the two-
dimensional XY -model on a square lattice, while in Figure 9.3 we illustrate a
vortex–antivortex pair.

Note that for a charged superfluid, ∇θ gives rise to an electric current. The
curl of this current is a magnetic field, and by Eq. 9.21 we thus see that q

Vortex Antivortex

Figure 9.2 Four examples of vortex configurations, or equivalently transverse phase-
fluctuations, in the two-dimensional XY -model on a square lattice. Notice how each vortex
corresponds to a collective phase-mode. The black dot in the centre is meant to illustrate the
core of the vortex in this particular configuration. Thermally excited transverse phase fluc-
tuations always give a vortex and an antivortex. The arrows indicate values of θi , analogous
to an XY spin direction, on the lattice points where the order parameter is defined.
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Figure 9.3 An example of a vortex–antivortex pair. If we encircle one of these vortices
along one of the small paths, we pick up a phase-difference ±2π . The phase-difference along
the large path is zero. The fluctuations outside of this path correspond to spin waves.

may be interpreted essentially as the quantum of a magnetic field penetrating
through an area enclosed by a contour C which the integral in Eq. 9.21 is
taken around. It is intuitively perhaps obvious that no net magnetic field can be
generated throughout the system by thermal fluctuations. Hence, vortices must
always be generated in pairs of opposite vorticity, a vortex–antivortex pair.
At low temperatures where vortices are expected to be unimportant, the above
statement of the existence of vortex–antivortex pairs translates into a statement
that at low temperatures only very tightly bound pairs exist. The proliferation
of free topological defects at high temperatures, responsible for destroying the
phase stiffness of the system, is equivalent to saying that the vortex–antivortex
pair has dissociated into two free vortices of opposite vorticity. As we shall
see, the above may be precisely rephrased into the language of a metal-insulator
transition in a two-dimensional Coulomb gas, where the low-temperature phase
corresponds to an insulating dielectric phase and the high-temperature phase
corresponds to a metallic plasma phase.

9.5 Mapping to the 2D Coulomb gas

When vortex configurations are thermally excited in the two-dimensional super-
fluid, this is equivalent to generating a set of fluctuating ‘charges’ {qi} with
overall charge-neutrality imposed,

∑
i qi = 0. The loss of phase-stiffness in the

system, which we have argued above to be the phase-transition, must be related
somehow to the statistical mechanics of this ensemble of charges. This follows
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from the fact that these charges are manifestations of transverse phase fluc-
tuations in the superconducting ordering field, and that the longitudinal phase
fluctuations are incapable of driving the system into the high-temperature phase.
What we need to do, is to include explicity the feature that the phases of the
order parameter are angular variables defined on the interval θi ∈ [0, 2π〉.

For the purposes of studying the phase transition in the two-dimensional
superfluid on a lattice, i.e. where we have introduced a short-distance cutoff in
the problem, we will perform a number of standard steps essentially amounting
to what is called a duality transformation. Such a transformation is basically the
following. When we focus on studying the critical properties of a system exhibit-
ing a critical phenomenon, we try to identify precisely the thermal excitations
that are responsible for destroying order in this system. These excitations may
be viewed in general as topological defects in some ordering field, in our case
the superfluid/superconducting condensate wave function ψi . Next, we attempt
to express the partition function, more precisely the part of the partition function
giving a singular contribution to the free energy, in terms of these topological
defects. When this has been done, we have effectively executed a duality trans-
formation. Strictly speaking the final step in the duality transformation is to
write down a field theory for the action appearing in the partition function when
it is written in terms of the topological objects of the original system. This field
theory is the dual to the original field theory we started from.

In this context, let us make an important remark on duality before we start
doing computations in earnest. Suppose we have arrived at some dual field
theory starting from an original theory such as the Ginburg–Landau theory of
the two-dimensional superfluid. This dual theory itself has topological defects
in its (dual) ordering field, which in principle we may identify. The partition
function for the dual model may thus also be written in terms of the topological
defects of the dual ordering field, and a field theory can be written for the cor-
responding action. This field theory is the dual of the dual model, and must in
fact correspond to the original starting model. Duality squared must be equal to
one. This is a statement which holds for all systems with only one phase tran-
sition. It is much weaker than the statement of self-duality, which means that
the dual model has an identical form as the original model (but with inverted
coupling constants). For instance, the dual model of the two-dimensional XY

model does not have the same form as the two-dimensional XY model. The
dual of the dual of the two-dimensional XY model is the XY model itself.
However, the two-dimensional Ising model is selfdual, while the dual of the
three-dimensional Ising model is a three-dimensional Ising gauge-theory, i.e. a
lattice model with a local Ising theory. This is probably the simplest example
where two models with the same symmetry, but where one has a global sym-
metry and the other has a local one, are related by a duality transformation.
As it turns out, a similar situation is true for three-dimensional systems with
local and global U(1) symmetries, which we will consider in the next chapter.
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The model with a global U(1) symmetry is a description of a three-dimensional
charge-neutral superfluid, while the model with a local symmetry is a model of
a three-dimensional superconductor. Hence, three-dimensional superfluids and
superconductors are duals of each other.

The partition function for the system is a priori given by

ZXY =
∫

Dθe−βHXY

HXY = J
∑
〈i,j〉

[
1 − cos(θi − θj )

]
(9.22)

We next ignore the constant term in the Hamiltonian, and introduce the Fourier
expansion of eα cos(x) as follows

eα cos(x) =
∞∑

n=−∞
In(α)einx (9.23)

where In(α) is a Bessel function of order n. Inserting this in Eq. 9.22, we get

ZXY =
∞∑

n=−∞
Inµj

(β)

∫
Dθ exp

(∑
(inµj�µθj )

)
(9.24)

Carrying out the angular integrations yields a constraint on the integer-valued
field n given by

�µnµj = 0 (9.25)

This is solved by introducing the two-dimensional curl

nµj = εµν�νφj (9.26)

where εµν is the two-dimensional Levi–Civita tensor, and φj is some scalar
integer-valued field, which constitutes the actual degrees of freedom of the
system. Up to now, everything is exact. The partition may now be written in
terms of our new degrees of freedom, {φj }, as follows

Z =
∑
{φj }

Iφj
(β) (9.27)

This may be approximated, using standard properties of the Bessel functions,
as follows

Z =
∑
{φj }

exp


∑

j,µ

(
− 1

2β
[�µφj ]2

)
 (9.28)
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which we now want to write in a form that explicitly exhibits the topological
excitations of the theory. Strictly speaking, the approximation we have made in
passing from Eq. 9.27 to Eq. 9.28 is quantitatively useful at large values of β,
i.e. it is naively expected to be a good low-temperature approximation. However,
it is also qualitatively useful outside of the low-temperature domain. First, the
symmetries of the exact partition function Eq. 9.27 and the approximate partition
Eq. 9.28 are the same. This means that that the topological excitations of these
two objects are the same. Hence, we expect that for the purpose of studying the
critical properties of the system, these two objects essentially produce results
which are in the same universality class. Less important details, such as the
exact value of the critical temperature, will of course differ. To proceed further,
we first introduce the Poisson-summation formula

∞∑
n=−∞

f (n) =
∞∑

k=−∞

∫ ∞

−∞
dz f (z)ei2πkz (9.29)

Thus, the partition function is written in the following form, when we introduce
a scalar auxiliary field pi

Z =
∑
{pi}

∫
D{φ} exp

(∑ (
− 1

2β
[�µφj ]2 + i2πpjφj

))
(9.30)

The next step is now to perform the φj integrations, which gives

Z = Z0

∑
{pi}

exp


−4π2β

∑
i,j

piD(|i − j |)pj




−�2
µD(|i − j |) = δij (9.31)

where Z0 is the partition function for spin waves. Note how the partition function
factorizes (in the approximation of Eq. 9.28) in the product of a spin-wave part
and a part which is isomorphic to the partition function of a two-dimensional
Coulomb gas. We will see below that the quantities pj may be thought of as
vortices in the original phase fields θi . The above factorization shows that spin
waves and vortices do not interact within the approximation made in Eq. 9.28.
Explicitly, we have

D(|i − j |) =
∫ π

−π

dqx

2π

∫ π

−π

dqy

2π

eiq·(i−j)

2
∑

µ

[
1 − cos(qµ)

] (9.32)

which is just the Coulomb-potential on the two-dimensional lattice. It has the
asymptotic value D(|i − j |) ∝ ln(|i − j |) as |i − j | → ∞, moreover the only
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allowed vortex configurations are those where
∑

i pi = 0. This ‘charge-neu-
trality’ condition follows from the fact that the above describes a Coulomb
system with no screening, and hence it is incompressible. This means that any
finite charging of the system will cost an infinite amount of energy in the ther-
modynamic limit such that configurations with

∑
i pi 
= 0 are suppressed.

Let us now see how the fields pi correspond to vortex configurations of the
original phase fields. In order to interpret the pi-excitation in as easy a fashion
as possible, it is convenient to retrace our above steps, using the following
approximation for the exponential of the cosine-potential in the XY action

eβ cos(x) ≈ eβ

∞∑
n=−∞

exp

[
−β

2
(x + 2πn)2

]
(9.33)

where we allow x to vary on the interval 〈−∞, ∞〉 on the right-hand side.
This approximation is usually referred to as the Villain-approximation, and is
extremely useful in the current context (as well as in higher dimensions, as we
shall see in Chapter 10). Essentially, the partition function for the XY -model
is approximated by the partition function for a 2π periodic Gaussian model as
follows

Z =
∑
{aµ}

∫
Dθ exp


−β

2

∑
µ,j

(�µθj − 2πaµ,j )
2


 (9.34)

where aµ,j is an integer-valued field, and we are instructed to sum over all
such integers. The next step is to introduce the Fourier transform for each of
the exponentials appearing in the partition function using

exp

[
−β

2
(x + 2πn)2

]
= 1√

2πβ

∫ ∞

−∞
dy exp

[
− 1

2β
y2 + iy(x + 2πn)

]
(9.35)

Thus we get, up to multiplicative factors which do not contribute to singular
parts of the free energy,

Z =
∑
{aµ}

∫
Dθ

∫
Dvµ exp


∑

µ,j

− 1

2β
v2
µj + ivµj (�µθj + 2πaµ,j )


(9.36)

The next step is to carry out the integrations over the phase-field θj , thus pro-
ducing the constraint

�µvµ,j = 0 (9.37)

which is satisfied provided
vµ,j = εµν�νφj (9.38)
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Let us insert this representation into the partition function Eq. 9.36. Upon a
partial integration in the exponent of Eq. 9.36, it may be written on form

Z =
∑
{aµ}

∫
Dφ exp


∑

µ,j

− 1

2β
v2
µj − 2πiεµν�µaν,j φj


 (9.39)

Now, comparing this with Eq. 9.30, we see that it has an identical form to
Eq. 9.39, but we can identify the p-fields, namely pj = εµν�µaν,j . If we now
think of aµj as the integer part of the phase-difference �µθj , which we may
think of as a current, then we see that pj represents the vorticity of the origi-
nal fields.

It is also useful to rederive all of the above in a continuum version using
a particular representation of the gradients of the phase which also takes into
account the singularities arising from the fact that the phase is an angular vari-
able, i.e. is defined with compact support, θi ∈ [0, 2π〉. We write the gradient of
the phase (a vector) as a longitudinal and transverse part, cf. Eq. 9.9. The longi-
tudinal part, corresponding to spin waves, is non-singular, while the transverse
part gives rise to vortices. Moreover, since they are orthogonal components of
the phase gradient, we have

(∂θ)2 = (∂θL)2 + (∂θT)2 (9.40)

Recall also the equation relating ∂θT to vorticity, namely Eq. 9.21, which we
may also write, using Stoke’s theorem, as

∂ × (∂θT) = 2πq

or equivalently

εµν∂µ∂νθT = 2πq(r) (9.41)

where q(r) is the local vortex density. This equation is satisfied if the following
representation is used for (∂νθ)T

(∂νθ)T = −2πεµλ∂λ

∫
d2r ′G(r − r ′)q(r ′) (9.42)

provided that the function G(r − r ′) satisfies the Laplace equation

−∂2G(r) = δ(r)



MAPPING TO THE 2D COULOMB GAS 263

From this, we obtain

(∂νθT )2 = (2π)2ενλενρ

∫
d2r1

∫
d2r2∂λG(r − r1)∂ρG(r − r2)q(r1)q(r2)

= (2π)2δλρ

∫
d2r1

∫
d2r2∂λG(r − r1)∂ρG(r − r2)q(r1)q(r2)

= −(2π)2
∫

d2r1

∫
d2r2G(r − r1)[∂

2G(r − r2)]q(r1)q(r2)

= +(2π)2
∫

d2r1q(r1)G(r − r1)q(r) (9.43)

Here, we have used a property of the two-dimensional Levi–Civita tensor,
namely that ενλενρ = δλρ . If we now write the XY model in the continuum
limit as follows

H = K

2

∫
d2r(∂θ)2

= K

2

∫
d2r[(∂θL)2 + (∂θT )2] (9.44)

and then utilize Eq. 9.43, we obtain

H = K

2

∫
d2r(∂θL)2 + 2π2K

∫
d2r

∫
d2r ′q(r)G(r − r ′)q(r ′) (9.45)

which again describes a spin-wave system and a Coulomb gas in two dimensions,
since G is the Green’s function for the electrostatic potential between point
charges in two dimensions. Again, note how spin-waves and vortices decouple
in Eq. 9.45, which in this derivation is a consequence of expanding the cosine
of the gradient up to quadratic order only. Coupling between spin waves and
vortices is seen to be an effect due to higher order gradient terms, and is therefore
irrelevant in renormalization group sense.

To summarize this section, we have shown that the physics of the two-
dimensional XY model, i.e. that of a two-dimensional superfluid or superconduc-
tor, corresponds to that of a spin wave system coupled to vortex configurations
of the XY model. In one particular approximation the spin waves and vortices
decouple. Since the spin waves render the system critical at any finite tempera-
ture, but do no suffice to induce short-range phase correlations, it follows that
the phase-transition from quasi-long range order to short-range order must be
encoded in the Coulomb-piece of the partition function. Precisely what sort of
phase transition such a system is capable of sustaining, will be the topic of the
next section.



264 TWO-DIMENSIONAL SUPERCONDUCTIVITY

9.6 Vortex-pair unbinding and Kosterlitz–Thouless
transition

In this section, we study the phase transition in the two-dimensional Coulomb
gas. We emphasize that we will be using nomenclature appropriate for a system
of charges, but want to stress that the connection between the two-dimensional
Coulomb gas and the two-dimensional XY model presented in the previous
section (i.e. phase-only approximation to the Ginzburg–Landau theory of a
two-dimensional superfluid) must always be kept in mind.

We will ignore the spin wave part of the partition function, Z0, since it gives
no singular contributions to the free energy. The two-dimensional Coulomb gas
has the feature of having an internal energy which consists of contributions that
are logarithmic in the separation between the charges of the system. This is a
feature which will be of utmost importance in what follows, since it implies
that the internal energy and the entropic contribution to the free energy will
behave precisely in a similar manner as a function of separation of vortices
in a vortex–antivortex pair. Since we have that F = U − T S, we tentatively
conclude that due to the logarithmic interaction, the internal energy U and
the entropic term T S compete on an equal footing such that at high enough
temperatures T , the entropy wins.

This means that in the Coulomb gas language, a low-temperature dielectric
phase of a system of charges consisting of tightly bound dipoles is converted, at
some temperature, into a plasma of dissociated dipoles. In other words, the two-
dimensional Coulomb gas is capable of sustaining a metal–insulator transition.
This would not happen in the one-dimensional Coulomb gas, which is always in
the dielectric phase because the internal energy is linear in separation of charges,
while the entropy is logarithmic, and hence the former dominates for large
separations. Nor would it happen in the three-dimensional Coulomb gas which
is always in the metallic phase, due to the fact that the internal energy is inversely
proportional to separation between charges, while the entropy is logarithmic, the
latter always wins for large separations. So the two-dimensional case is quite
special, and it is the logarithmic character of the Coulomb-interaction between
charges which is the central point. Coulomb-potentials (in any dimension) also
have the special property that they are not screened by dipoles.

A cautionary remark to begin with is absolutely necessary. One-dimensional
superfluids do not map onto the one-dimensional Coulomb gas, and three-
dimensional superfluids do not map onto the three-dimensional Coulomb gas!
The three-dimensional case will be dealt with in Chapter 10 by similar tech-
niques as in the two-dimensional case, but the result will not be a system of point
charges interacting with a Coulombic potential in three dimensions. The topo-
logical defects of the three-dimensional superfluid turn out to be vortex-lines,
not point-vortices. Therefore, although a three-dimensional Coulomb gas does
not have a finite-temperature phase transition, a three-dimensional superfluid
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certainly does! When the two-dimensional Coulomb gas transitions from a
dielectric phase to a metallic phase, it is the screening properties of the system
which are altered in a non-analytic fashion as a function of temperature.

We now follow the pioneering work of Kosterlitz and Thouless [130, 131],
with only slight modifications due to Young [132], and José and co-workers
[133]. The approach basically amounts to setting up a self-consistent description
of a charge-neutral system in terms of scale-dependent electrostatics. The inter-
ested reader may also find it useful to consult the excellent review article on the
two-dimensional Coulomb gas by Minnhagen [134]. Imagine that we have a sys-
tem with a low density of charges, such that an asymptotically exact low-density
approximation to its dielectric constant is given by the following expression

ε = 1 + 2πndα (9.46)

where α denotes the polarizability of the medium. In the following, we will
work in arbitrary dimensions d, and specialize to the d = 2 case at the end.
The following closely follows the treatment of the problem by Kleinert et al.
[135], which again builds on the approach of Young to the problem. In arbitrary
dimensions, we assume that the point-charges of the system interacts with an
interaction of the following form

V (x) =
	

(
d − 2 − ηA

2

)

2ηA(4π)d/2	

(
2 + ηA

2

)
[( |x|

a

)2−d+ηA

− 1

]
(9.47a)

where the 	-function is defined by

	(x) =
∫ ∞

0
dt tx−1e−t (9.47b)

This is a generalized potential which will correspond to precisely a logarithmic
interaction when 2 − d + ηA = 0. Here, ηA is some parameter that describes
deviations from standard Coulomb interactions in d dimensions. The standard
Coulomb case for arbitrary d corresponds to ηA = 0, and we thus get a loga-
rithmic interaction for the Coulomb-case if and only if d = 2.

In this section, we will derive to lowest order in the fugacity the recursion
relations for a scale-dependent stiffness parameter K(l) and a scale-dependent
fugacity y(l) for a d-dimensional plasma where the bare pair-potential is given
by Eq. 9.47a. This potential reduces to a logarithmic interaction when d = 2,
and ηA = 0. As will become clear below, the stiffness parameter is basically the
inverse of a scale-dependent dielectric constant. The scale-dependent fugacity
y(l) basically gives the density of free unbound charges in the system, provided
the density is low. Thus, when liml→∞ y(l) → 0, we have no free charges in the
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system, only tightly bound dipoles. On the other hand, when liml→∞(l) y(l) →
∞ this is an indication that vortex–antivortex pairs dissociate and free charges
appear in the system. Hence, we will look for changes in the scaling of the
fugacity as the hallmark of the phase transition in the system.

The starting point will be a low-density approximation for a dielectric constant
of this system. Introducing the solid angle in d dimensions �d = 2πd/2/	(d/2)

and the density of dipoles in the fluid by nd , a low-density approximation for
the dielectric constant is given by

ε = 1 + nd �d α (9.48)

where a standard linear-response analysis gives α = 4π2K〈s2〉/d for the polar-
izability, and 〈s2〉 is the mean square of the dipole moment in the system. To
compute this, we need the low-density limit of the pair-distribution function
n±(r) of the plasma, which is readily obtained from the grand canonical parti-
tion function � expanded to second order in the bare fugacity ζ , and replacing
the thermal de Broglie wavelength by a short-distance cutoff r0, as follows

n±(r) = ζ 2

r2d
0

e−4π2KV (9.49)

In this way, we may now go on to express a scale-dependent dielectric constant
as follows

ε(r) = 1 + 4π2�dK

d

∫ r

r0

ds sd+1n±(s) (9.50)

Note, however, that in Eq. 9.50, a mean-field approximation is understood to
be used by replacing the bare potential V in n±(r) by an effective potential
U(r). This effective screened potential must be selfconsistently determined by
demanding that it gives rise to an electric field in the problem given by

∂U

∂r
= E(r) = Kf̃ (d)

ε(r) r1−ρ
(9.51)

where
ρ = 2 − d + ηA (9.52)

and f̃ (d) is defined by

f̃ (d) =
(d − 2 − ηA)	

(
d − 2 − ηA

2

)
2ηA(4π)d/2	(1 + ηA/2)

(9.53)

Such a mean-field procedure has been consistently used with success in the
two-dimensional case, and the origin of the success lies in the long range of
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the ln-interaction. In higher dimensions, such a procedure will work even better
since the logarithmic potential is felt over even longer distances due to extra
volume factors.

Let us introduce a logarithmic length scale l = ln(r/r0) along with the new
variables

τ(l) = ε(r0 exp l)

4π2K

x(l) = 4π2KU(r0 exp l) (9.54)

Here, x(l) is determined selfconsistently by integrating the effective field E(r).
Then we get from Eqs 9.50 and 9.51

τ(l) = τ(0) + �dζ 2

drd−2
0

∫ l

0
dv e(d+2)v−x(v) (9.55)

and

x(l) = x(0) + f̃ (d)

∫ l

0
dv

r
ρ
0 eρv

τ(v)
(9.56)

From Eqs 9.55 and 9.56 we may derive coupled renormalization group equations
for τ(l) and x(l). However, in order to obtain equations that have a form more
similar to equations that have appeared in the literature on the d-dimensional
Coulomb gas, we introduce a new variable K(l) representing a scale dependent
stiffness constant, as follows

K−1(l) ≡ τ(l)

r
ρ
0 eρl

(9.57)

Thus, we see that the effect of a non-zero ρ on the stiffness amounts to a scaling
change K(l) → eρlK(l). Using Eq. 9.56, we have

∂x(l)

∂l
= 4π2f̃ (d)K(l) (9.58)

Differentiating K−1(l) with respect to l and using Eq. 9.55, we obtain

∂K−1(l)

∂l
= −ρK−1(l) + 2�dζ 2

dr
d−2+ρ
0

e[(d+2−ρ)l−x(l)] (9.59)

From this expression, we define a scale-dependent fugacity y(l) given by

y(l) ≡
√

2�dζe[(d+2−ρ)l−x(l)]/2

√
dr

(d−2+ρ)/2
0

(9.60)
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Thus, we see explicitly that the renormalization of K(l) in principle influences
the flow equation for y(l), which is obtained by differentiating with respect to
l and using Eq. 9.58. We thus get the two coupled equations

dK−1(l)

dl
= y2 − ρK−1(l)

dy(l)

dl
= [d − ηy − 2π2f̃ (d)K(l)]y(l) (9.61)

where ηy = (d − 2 + ρ)/2, and ρ is given by Eq. 9.52. It has a physical inter-
pretation as an anomalous scaling dimension of the fugacity. Let us set ηA = 0,
i.e. we consider the standard Coulomb-case (our starting point!), but in arbitrary
dimensions. This means that ηy = 0 as well. We then get the following set of
equations for the scale-dependent stiffness parameter K(l), or inverse dielectric
constant, and fugacity y(l)

dK−1

dl
= y2 − (2 − d)K−1 (9.62)

dy

dl
= [d − 2π2f (d)K]y (9.63)

where f (d) = (d − 2)	[(d − 2)/2]/(4π)d/2. These equations describe the flows
of the stiffness parameter and the fugacity of the d-dimensional Coulomb gas.
Precisely the same results were first obtained by Kosterlitz by a method com-
pletely different from the one we have used above, a good sign [136]. Finally, if
we now set d = 2 we arrive at the celebrated Kosterlitz–Thouless flow equations
for the dielectric constant and the fugacity of the two-dimensional Coulomb gas,
namely

dK−1

dl
= y2 (9.64)

dy

dl
= [2 − πK] y (9.65)

Notice how the second term on the right-hand side of Eq. 9.62 vanishes when
d = 2. This is of crucial importance. Eqs 9.64 and 9.65 describe how the dielec-
tric constant and the effective fugacity of the Coulomb gas change when the
length scale l they are viewed on, varies. These are therefore not standard renor-
malization group (RG) equations in the sense of Wilson-RG. Rather, they have
the status of selfconsistency equations for scale-dependent electrostatics.

Let us now consider what these equations predict. The result of the flows
for K(l) and y(l) will depend on what the values of the bare parameter for the
dielectric constant and the fugacity are. The bare values in this context refer
to what the value of these quantities are at short length scales. Suppose that
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the bare value of K is larger than 2/π . Then the right-hand side of Eq. 9.65 is
negative, and y(l) is reduced as l increases. Consider now Eq. 9.64 under these
circumstances. Since y(l) decreases with l, it means that K(l) increases. But then
the right-hand side of Eq. 9.65 gets even more negative, thus accelerating the
reduction of y(l). Thus, the system flows to a regime where liml→∞ y(l) → 0.
Consider now the case where K is smaller than 2/π . Then y(l) increases with
increasing l, and K is reduced further, thus accelerating the increase in y(l).
Thus, in this case, liml→∞ y(l) → ∞. Hence, the value K∗ = 2/π is a particular
value of the stiffness which separates the regime where liml→∞ y(l) → 0 from
the regime where liml→∞ y(l) → ∞.

What does all of this mean, physically? The case liml→∞ y(l) → 0 simply
means that in an appropriate temperature regime, there are no free charges in the
two-dimensional Coulomb gas, all charges are bound into tight dipoles. Such a
system of tightly bound dipolar pairs is incapable of carrying an electric current
when it is subjected to an electric field, and is therefore an insulator. The case
liml→∞ y(l) → ∞ corresponds to proliferation of free charges in the system,
and such a system is capable of carrying a current when subjected to an electric
field. This is therefore a metallic phase. Hence, we reach the conclusion that
the sort of phase transition the two-dimensional Coulomb gas undergoes when
it passes through the point K∗ = 2/π , is a metal-insulator transition.

Note how all of this fails when d 
= 2. For d = 1, the second term on the
right-hand side of Eq. 9.62 is finite and negative. This means that no matter how
large we initially make the fugacity (for instance by making K initially very
large), K−1(l) will decrease, hence increasing K(l) and thus reducing y(l). For
all bare values of K , we always end up in a situation where liml→∞ y(l) → 0.
Conversely, when d = 3 the second term on the right-hand side of Eq. 9.62 is
finite and positive. By a similar type of argument as for d = 1, we always end
up in the situation where liml→∞ y(l) → ∞. The d = 1 result is a statement
that the one-dimensional Coulomb gas is always in the dielectric phase, never
in the metallic phase, whereas the three-dimensional Coulomb gas is never in
the dielectric phase, but always in the metallic phase.

It is now very appropriate to go back to the two-dimensional superfluid,
and ask ourselves what all of this means in that system. In other words, the
metal–insulator transition of the two-dimensional Coulomb gas maps onto pre-
cisely what in the two-dimensional superfluid? We have already established in
the previous section, that the charges in the two-dimensional Coulomb gas are
to be identified with vortices in the phase-field of the superfluid/superconducting
ordering field. Thus the metal–insulator transition corresponds to a phase tran-
sition in the superfluid from a low-temperature phase with only tightly bound
vortex–antivortex pairs into a high-temperature phase where one has dissociated
vortex–antivortex pairs. These vortices are the topological defects in the phase-
texture of the superfluid. When they proliferate as a result of the dominance of
the entropic contribution to the free energy, they convert the powerlaw decay of
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the phase–phase correlator, (Eq. 9.19), into an exponential decay characteristic
of short-range order. The phase-stiffness of the system, which is non-zero in
the critical low-temperature regime, has been lost at the phase transition as a
result of the appearance of vortices. Now, the phase-stiffness of the XY model
is the energy cost of introducing twists in the phase of the superconducting
order parameter, i.e. the energy cost of introducing gradients ∇θ . Superconduc-
tivity is a macroscopic quantum phenomenon associated with phase-coherence.
The phase stiffness, often called the helicity modulus ϒ of the XY model, is
defined as the cost in free energy of an initial twist �θ in the phase of the order
parameter across the system,

ϒ ∼ ∂2F

∂�θ2
|�θ=0 (9.66)

Going back to the partition function for the XY model, we have (upon normal-
izing ϒ to its value at zero temperature)

ϒ

J
= 1

N

〈∑
r

cos(�µθ)

〉
− J

kBT N

〈[∑
r

cos(�µθ)

]2〉
(9.67)

This quantity probes the global phase-coherence of the system and can be
directly identified with the superfluid density ρs of the system. This is a conse-
quence of the London equation

J = − 1

µ0λ2
A (9.68)

as follows. The twist in the phase θ may be viewed as adding a vector potential A to
the argument of the cosine-potential in the XY model (by minimal coupling). This
alters the free energy. Now, by standard quantum mechanics, the current given
above may be viewed as a linear-response expression for the derivative of the free
energy with respect to the added vector potential. The second derivative of the free
energy with respect to an added vector potential, evaluated at A = 0, is therefore
the (negative of the) derivative of the current with respect to the vector potential,
which is nothing but 1/λ2 ∼ ρs . Hence, we have a major result, namely

ϒ ∼ ρs (9.69)

Vortices are responsible for destroying the phase stiffness, i.e. ϒ , of the XY

model, and they are therefore also responsible for destroying the superfluid
density in the 2D superfluid/superconductor.

To put this into perspective, it is worthwhile reminding ourselves that for the
two-dimensional Ising model, we are able to consider the magnetization as a
useful order parameter. The Ising model for d = 2 is capable of sustaining a low-
temperature phase with true long range spin–spin correlations because the spins
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can only point in two directions. The model has a discrete symmetry, unlike the
XY model, and therefore does not sustain gapless spin wave modes that can be
excited at arbitrary low temperatures. However, if we preferred, we could detect
the phase transition in the two-dimensional Ising model, not by monitoring the
magnetization (a local order parameter), but by monitoring the proliferation of
lines of overturned spins. These constitute two-dimensional domain walls and
are the topological objects responsible for destroying the spin-stiffness (a global
order parameter) in the two-dimensional Ising model. The Ising-analogue of the
spin stiffness is the free-energy cost of forcing a domain wall into the system
(since the minimal twist of boundary conditions is an angle π in the Ising case).
The free energy of the domain line per unit length is the line tension of the
domain-line. When domain-lines proliferate, they do so because their line tension
vanishes, and it can be demonstrated that in fact this quantity vanishes precisely
at Tc. It was, as a matter of fact, computed exactly for the two-dimensional Ising
model in 1942 by Onsager [137], in his stellar paper on the exact solution to the
two-dimensional Ising model. The line-tension of domain-lines may therefore
also serve as a candidate generalized stiffness in this case.

The spirit of the domain-line approach for the two-dimensional Ising model is
similar in spirit to monitoring the proliferation of vortices in the two-dimensional
XY model. The difference is that in the Ising-case, we have the luxury of being
able to use a local order parameter, if we so wish, to detect the transition, whereas
in the case of the XY case in two dimensions, we do not. We are forced to
the (conceptually quite charitable!) conclusion that in the two-dimensional XY

model, the general scheme of identifying topological objects and asking when
their proliferation annihilates a generalized stiffness is the method of detecting
the phase transition. This is basically a by now well accepted realization of
Anderson’s quite general concept that a phase transition may be viewed as the
proliferation of topological defects in some ordering field with an associated
breakdown of a generalized rigidity [138].

9.7 Jump in superfluid density

Let us consider in some detail the solution to the flow equations Eqs 9.64 and
9.65. We are primarily interested in solving the equations for low fugacity, since
the equations themselves are based on the notion that the density of charge
(free vortices) is small. What happens for high densities is beyond the current
approach, and will not concern us here. We rewrite Eq. 9.65 slightly as follows
using K−1(l) = τ(l)

dy(l)

dl
= 2

[
2
π
τ(l) − 1
2
π
τ(l)

]
y(l)

≡ 2T (l)y(l) (9.70)
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Multiplying on each side by y(l) this may be recast into the form

dy2(l)

dl
= 4T (l)y2(l) (9.71)

We will now look for solutions consistent with a low fugacity, and consider
therefore the regime close to the point where the scaling of y(l) changes, which
as we have argued above happens when τ = π/2. In this case, we have

T (l) ≈ 2

π
τ(l) − 1

dT (l)

dl
≈ 2

π
y2(l)

dT 2(l)

dl
≈ 4

π
T (l)y2(l) (9.72)

We may now combine Eqs 9.71 and 9.72, upon redefining y(l) →= y/
√

π , as
follows

d[y2(l)] − d[T 2(l)]

dl
= 0 (9.73)

or equivalently
y2(l) − T 2(l) = ±ω2 (9.74)

where ω is taken to be some positive integration constant, and we have delib-
erately written it in such a way as to distinguish two cases, namely that where
it is negative and that where it is positive. We consider the former case first,
and for this case, it is furthermore necessary to distinguish between two cases,
namely that where T (l) < 0 and that where T (l) > 0.

We consider therefore first the case where y2 − T 2 < 0, T < 0. From Eq. 9.72
it follows that

dT (l)

dl
= − 2

π

[
ω2 − T 2(l)

]
(9.75)

Upon introducing l̃ = (2ωl)/π and T̃ (l) = T (l)/ω, Eq. 9.75 takes the simpler
form

dT̃ (l)

dl̃
= T̃ 2 − 1 (9.76)

or equivalently
dT̃ (l)

T̃ 2 − 1
= dl̃ (9.77)
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which immediately may be integrated to yield

coth−1(T̃ (l)) = −(l̃ + θ) (9.78)

where θ > 0 is yet another integration constant, and the choice of sign guarantees
that T (l) < 0, since this is the case we now consider. Thus, we finally get

T (l) = −ω coth(u)

u = 2

π
ωl + θ (9.79)

Moreover, using Eq. 9.74 and the fact that the fugacity is positive, we also
obtain

y(l) = ω

sinh(u)
(9.80)

Now, consider the limit l → ∞, i.e. the long distance physics of the problem.
It is immediately clear that both liml→∞ y(l) = 0 and liml→∞ T (l) = 0. Thus,
for all initial values such that y2 < T 2, we end up in a dielectric insulating
phase of the Coulomb gas. This corresponds to the low-temperature phase of
the superfluid, where only spin waves, but no vortices, are thermally excited.
The above also implies that in this regime, liml→∞ τ(l) = π/2, or equivalently,

K∗ ≡ lim
l→∞

K(l) = 2

π
(9.81)

Next consider the regime where y2 − T 2 < 0, T > 0. We proceed by integrating
the equations precisely as above, but we need to make another choice of sign in
the integration constant θ appearing in Eq. 9.78 in order to guarantee the correct
sign of T , and we get

coth−1(T̃ (l)) = (θ − l̃) (9.82)

where θ > 0, whence
T (l) = ω coth(u)

u = θ − 2

π
ωl (9.83)

Consequently, we have

y(l) = ω

sinh(u)
(9.84)

where the argument u is given by that in Eq. 9.83. It is clear from the above that
the solutions for y2 − T 2 < 0, T > 0 cannot be trusted as l is increased indefi-
nitely, since y(l) in fact diverges, contradicting the assumption that y(l) should
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be small. However, we can say the following. As l increases, starting from an
arbitrary, but small value of y(l), the solutions predict that y(l) increases. Thus,
instead of y(l) flowing to zero, as in the case T (l) < 0, we have an unambiguous
indication that tightly bound dipoles dissociate, resulting in a proliferation of
free charges, or equivalently a proliferation of free vortices. The consequence
of an increasing y(l) for K(l) is obvious, it decreases, thus accelerating the
increase of y(l), further reducing K(l). In the regime y2 − T 2 < 0, T > 0 we
therefore obtain

K∗ ≡ lim
l→∞

K(l) = 0 (9.85)

Based on Eqs 9.81 and 9.85, we are now ready to state a major result of the
whole formalism we have presented in this section and the preceding one. It says
that as we go through the metal–insulator transition, the renormalized stiffness
parameter liml→∞ K(l) of the system (equivalently the inverse dielectric con-
stant of the Coulomb gas), exhibits a discontinuity of universal magnitude, given
by 2/π . In a moment, we shall translate this into the language of superfluidity.

First, however, we complete our analysis of the flow equations by considering
also the regime y2 − T 2 > 0. In this case, the differential equation corresponding
to Eq. 9.75 reads

dT (l)

dl
= 2

π

[
ω2 + T 2(l)

]
(9.86)

which is straightforwardly solved, much as above, to yield the solutions

T (l) = ω cot(u)

y(l) = ω

| sin(u)|
u = θ − 2ω

π
l (9.87)

where again θ > 0 is an integration constant. Since cot(u) does not have a
definite sign, this solution encompasses both cases T > 0 and T < 0.

The above three cases of the solutions to the flow equations may be sum-
marized in the flowdiagram for y(l), T (l) in Figure 9.4 (which any student
of statistical physics and superconductivity should know!), where the arrows
indicate in which direction the quantities flow as l is increased

We close the discussion of the flow equations by remarking that to the extent
that they exhibit fixed points (it turns out to be an entire line of fixed points),
this occurs at zero fugacity, i.e. y∗ = liml→∞ y(l) = 0. This is a very fortunate
circumstance, since the basic starting point for deriving the flow equations was
Eq. 9.50 which is a low-density approximation to the dielectric constant. The
fact that the fixed point occurs at zero fugacity means that the assumption of low
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y

1−p/2 K

Insulating phase
(dielectric)

Metallic state

Figure 9.4 Flowdiagram showing variation in renormalized fugacity y(l) and stiffness
parameter K(l). Note how liml→∞ y(l) → 0 for all T < 0. The entire line Y = 0, T < 0 is
therefore a fixed line, in contrast to a fixed point, for the flow equations. The two straight lines
are given by y = −T , T < 0 and y = T , T > 0, and the thick line y = −T is the separatrix
separating the two scaling regimes liml→∞ y(l) = 0 and liml→∞ y(l) = ∞. The thick solid
line y = 0, T < 0 is a line of fixed points.

densities is selfconsistently shown to be correct. Had we encountered a finite-
fugacity fixed point, the entire calculation would have been uncontrolled and
we would have, at the very least, been forced to include higher order fugacity
terms. As it turns out, this need not concern us.

Let us now translate the statement about the jump of 2/π in K∗ at the phase
transition into the language of superfluidity. To do this, we need to establish a
connection between the superfluid density of the two-dimensional superfluid, and
the the scale-dependent inverse dielectric constant (K(l)) of the two-dimensional
Coulomb-gas. The rather tedious, but straightforward details of this may for
instance be found in the textbook of Huang [139], Appendix A. The result is
very straightforward, namely that the superfluid density, normalized to its zero-
temperature value, may be expressed in terms of the density–density correlation
function for vortices as follows

ρs = lim
k→0

[
1 − 1

kBT

〈nkn−k〉
V k2

]
(9.88)

where nk is the Fourier transform of the vortex density, or equivalently the
charge density, and V is the volume of the system. The k → 0 limit of this is
nothing but the spatial integral of the pair-distribution function. Hence Eq. 9.88
is nothing but the inverse of the dielectric constant as given in Eq. 9.46, in the
low-density limit. Hence, the superfluid density and the stiffness parameter are
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related as follows,

K(T ) = �
2ρs(T )

m2kBT
(9.89)

where m is the mass of the bosons constituting the superfluid, and we have
reinstated Planck’s constant �. (Converting from natural units back to physical
units, a density acquires the dimension (�/m)2). Therefore, if we measure ρs(T )

in a two-dimensional superfluid as a function of temperature approaching Tc
from below, we have the quite remarkable prediction that at T = Tc, we will
observe a discontinuity in ρs(T ) as a function of temperature as we cross the
transition. It is finite up to Tc and vanishes at and above Tc in such a way that

lim
T →T −

c

�
2ρs(T )

m2kBT
= 2

π
(9.90)

exhibits a universal jump. This is a very powerful prediction of the theory,
first made by Nelson and Kosterlitz [140], ranking on par with the prediction
of BCS of a universal ratio between the zero-temperature gap and the critical
temperature, as we discussed in Chapter 4. The prediction was quickly veri-
fied in experiments on superfluid thin He4 films by Bishop and Reppy [141],
and effectively removed any serious skepticism that might have existed about
the existence of the Kosterlitz–Thouless transition. A qualitative sketch of the
superfluid density as a function of temperature is given in Figure 9.5.

A comment is certainly in order here. Note how the global order parameter
ρs of the superfluid vanishes discontinuously at the phase-transition. This is
reminiscent of a first order phase transition. On the other hand, the correlation
length of the superfluid is finite in the high-temperature phase but infinite in
the low-temperature phase. This is a situation which is reminiscent of a sec-
ond order transition. In fact, the Kosterlitz–Thouless transition is neither first
nor second order. The above is an indication of the fact that the classification
scheme of first and second order phase transitions is not entirely adequate. The
Kosterlitz–Thouless transition is in fact an infinite order phase-transition.

rs

T
Tc

Figure 9.5 Superfluid density ρs(T ) of a two-dimensional superfluid as a function of tem-
perature. Note the discontinuity at the critical temperature. The jump in ρs at Tc, normalized
to the critical temperature, is universal, limT →T −

c
�

2ρs(T )/(mkBT ) = 2/π .
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Let us now proceed to see what happens when we apply the duality tech-
nology to the three-dimensional case. As we will see in the next chapter, the
topological defects of the superfluid/superconductor in three dimensions are
vortex lines and not point-vortices. This precludes the possibility of a Koster-
litz–Thouless type of RG approach to this problem.



10
Dual Description of the
Superconducting Phase
Transition

10.1 Introduction

In this chapter, we will utilize the three-dimensional analogue of the dual-
ity transformation introduced in the previous chapter to gain further insight
into the character of the superconductor-normal metal transition. Recall that
in Chapter 4, where we established and solved the BCS gap equation, it was
emphasized that this was a mean-field approach which neglected fluctuations in
the critical regime. The BCS approach works extremely well in superconduc-
tors like Al and Sn, even at the quantitative level. This is due to the fact that
these superconductors are deep into the type I regime and fluctuation effects
are tiny. In this chapter, we turn to the case of extreme type II superconductors
like the high-Tc cuprates and uncharged superfluids like He4. The latter can be
seen as a limit of the extreme type II case, by letting the Ginzburg–Landau
parameter κ → ∞. Fluctuation effects are now much more prominent, espe-
cially for the high-Tc cuprates. The reason is twofold. First, because of the
large values of critical temperatures, thermal fluctuation effects are expected to
be larger than for superconductors with low Tc. Another way of saying this is
that a high Tc reflects the fact that Cooper-pairs are tightly bound, and hence
the correlation length ξ , which is a measure of the spatial extent of a Cooper-
pair, i.e. over what distances in real-space two electrons are correlated into
opposite-momentum and opposite-spin states, is small compared to its value
in unconventional low-temperature superconductors. Hence, the van der Waals
type of argument involving large ξ that leads to a justification of the mean-
field approach, is no longer expected to work as well. Secondly, extreme type
II superconductivity involves κ = λ/ξ � 1. Now, ξ ∼ 1/Tc and λ ∼ 1/

√
ρs.

Hence, κ ∼ Tc/
√

ρs. In high-Tc cuprates, κ is large not only because Tc is
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large, but also because high-Tc cuprate superconductivity arises out of very
poor metals involving low charge carrier density ρn. This carrier density is an
upper limit on the superfluid density ρs, which is therefore also low.

This has important physical ramifications with respect to fluctuation effects.
Recall from Chapter 10 that we established a relation between the phase stiffness
(helicity modulus ϒ) of the superconducting condensate, and ρs as follows,

ϒ ∼ ∂2F

∂�θ2
|�θ=0 ∼ ρs (10.1)

where F is the free energy and �θ is a phase-twist in the complex scalar super-
conducting order parameter across the system. This means that a low superfluid
density implies the existence of large phase-fluctuations in the system. In super-
conductors arising out of good metals like Al, ρs and hence the phase stiffness,
is much larger and these phase fluctuations may usually be ignored except in an
immeasurably narrow temperature range around the critical temperature.

We emphasize that the approach to be detailed here is not in contradiction
to the BCS theory. Rather, it complements it in the situations where the critical
fluctuation effects that are left out in the BCS mean-field approach need to
be taken into account. We will base our discussion on the Ginzburg–Landau
theory, just as in Chapter 10. The strength of such an approach is that the
Ginzburg–Landau theory simply postulates the existence of superconducting
order without asking how it has established itself. Therefore, what we shall
have to say in this chapter is general and entirely model independent, applying
in principle to extreme type II and even moderate type II superconductors with
a complex scalar order parameter (spin-singlet superconductivity).

We shall be interested in studying the critical properties of the superconduc-
tor and for this purpose the Ginzburg–Landau theory, which is a theory of a
bosonic matter field coupled to a fluctuating gauge field, will suffice both for
s-wave superconductors and d-wave superconductors. The two differ in one
important respect, namely in that the former has no gapless fermionic excita-
tions on the Fermi-surface, whereas the latter does. The nodal fermions in the
d-wave superconductors in principle need to be taken into account in the super-
conducting state, but at Tc we may assume them to be fully thermalized and
decoupled from the superconducting condensate. Were we, however, to study
quantum fluctuations in the superconducting order parameter at very low tem-
peratures, then we would need to consider the nodal fermions seriously, and a
d-wave superconductor in this temperature regime has a quite different behavior
than an s-wave superconductor. This is a quite involved situation which we will
not deal with here, and where much work remains to be done.

We take as our starting point the Ginzburg–Landau theory of the system,
introduced in Chapter 4, which when written in dimensionful form is defined
by the partition function of the system written as a functional integral over the
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fluctuating condensate order field ψ and the fluctuating gauge field A as follows

Z =
∫

DψDAe−βH(ψ,A)

H(ψ, A) =
∫

dr
[
α(T )|ψ |2 + u

2
|ψ |4 + �

2

2m∗ |(∇ − ie∗A)ψ |2 + 1

2µ0
(∇ × A)2

]
(10.2)

Here, m∗ and e∗ are effective masses and charges for the bosonic condensate
constituents, A is a fluctuating gauge field related to a local induction B via the
equation B = ∇ × A, and µ0 is the vacuum permeability. Next, we scale the
quantities appearing in Eq. 10.2 as follows

A →
√

µ0

β
A, e∗ →

√
β

µ0
e∗, ψ →

√
2m∗

β�2
ψ,

m∗α(T )

2β�2
→ m2, u → β�

4

2(m∗)2
u

(10.3)
Note the parameter m2 appearing in the above. As α(T ) becomes negative for
low enough temperatures, we must think of m2 as some mass parameter, not a
physical mass. Then, Eq. 10.2 may be written on the form

Z =
∫

DψDAe−S(ψ,A)

S(ψ, A) =
∫

dr
[
m2|ψ |2 + u|ψ |4 + |(∇ − ieA)ψ |2 + 1

2(∇ × A)2
]

(10.4)

where there now appears a dimensionless action S in the exponent of the Boltz-
mann weight. Since S is dimensionless, all terms under the integral in S carry
dimension L−d . Hence, we have the naive scaling dimensions of the quantities
appearing in Eq. 10.4

[ψ] = L
1−d

2 , [A] = L1− d
2 , [u] = Ld−2, [m2] = L−1, [e] = L

d
2 −1

(10.5)
If we now express all dimensionful quantities as dimensionless via the coupling
constant e as follows

ψ → ψe−1, A → Ae−1, r → re2, m2 → ye4, u → xe2 (10.6)

we may write the action in a form which we will use explicitly at the end of
this chapter, namely

S(ψ, A) =
∫

dr
[
y|ψ |2 + x|ψ |4 + |(∇ − iA)ψ |2 + 1

2 (∇ × A)2
]

(10.7)

Here, y appears as a temperature-like parameter, while whereas x essentially is
like κ2, such that a large x corresponds to extreme type II, small x corresponds



282 DUAL DESCRIPTION OF THE SUPERCONDUCTING PHASE TRANSITION

to type I, and the mean-field demarcation line between type I and type II is
given by x = 1/2. We shall come back to this point in Section 10.8.

Most of this chapter will be concerned with the situation for large x � 1.
Consider for the moment the situation with x → ∞. This means that for a fixed
|ψ |4-coupling u, the theory corresponds to that of an uncharged superfluid, and
we may simply drop the gauge field A from the description. It will live its
own uneventful life as a free Maxwell field decoupled from the matter field ψ .
We now make an approximation that is expected to be excellent in the type
II regime, but which we will later show fails in the type I regime. In the type
II regime, we will ignore amplitude fluctuations in ψ = |ψ |eiθ , at least for the
purposes of studying the critical properties of the system. We simply set the
magnitude of ψ equal to unity. Thus, as in the two-dimensional case all we are
left with are phase-fluctuations in ψ , and as always they come in two varieties,
longitudinal and transverse.

10.2 Lattice formulation of the Ginzburg–Landau theory

Our starting point is the continuum Ginzburg–Landau model. In quantum field
theory, the GL model is also referred as the scalar QED or the U(1)+Higgs
model or the Abelian Higgs model. For completeness, we also take anisotropy
into account, i.e. the effect that the electron transport exhibits uniaxial anisotropy
such that motion in the [x, y)-plane is easier than motion along z-axis. The
effective Hamiltonian for the Ginzburg–Landau model in an anisotropic system
is given by

HGL =
∫

d3r

[
α(T )|ψ |2 + g

2
|ψ |4 +

∑
µ=x,y,z

�
2

2mµ

∣∣∣∣
(

∇µ − i
2π

0
Aµ

)
ψ

∣∣∣∣
2

+ 1

2µ0
(∇ × A)2

]
(10.8)

Here, ψ(r) = |ψ(r)|eiθ(r) is a complex order field representing the supercon-
ducting condensate. In superconductors, the amplitude |ψ(r)|2 should be inter-
preted as the local Cooper-pair density. Furthermore, mµ is the effective mass
for one Cooper-pair when moving along the µ-direction, 0 = h/2e is the flux
quantum, and µ0 is the vacuum permeability. In Eq. 10.8, the gauge field
A is related to the local magnetic induction, b(r) = ∇ × A(r). Finally, the
Ginzburg–Landau parameter g is assumed to be temperature independent, while
α = α(T ) changes sign at a mean field critical temperature TMF (B), where
Cooper-pairs start to form. B is the spatial average of the magnetic induction.
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The critical temperature Tc where phase-coherence develops, is in principle
always smaller than TMF. Hence, the existence a finite Cooper-pair density does
not in itself imply that the system is in a superconducting state.

Later on, we shall recast the Ginzburg–Landau theory in a quite different
form that also exhibits a U(1)-symmetry, but where the field conjugate to the
relevant phase is the number operator for the topological excitations destroy-
ing the order of the Ginzburg–Landau theory itself. Although this may seem
like an unnecessary complication, it has the advantage of facilitating a detailed
discussion of the vortex-liquid phase of the Ginzburg–Landau theory in terms
of the ordering of some local field, namely the complex scalar field φ(r) to
be introduced below. This is not possible using the Ginzburg–Landau function,
ψ(r), since 〈ψ(r)〉 is always zero in the vortex liquid phase. In the zero-field
low-temperature ordered phase, the system spontaneously chooses a preferred
phase angle �, and explicitly breaks the U(1) symmetry. The vortex-sector
of the Ginzburg–Landau theory also exhibits a U(1)-symmetry breaking, but
where U(1)-symmetry is broken in the high-temperature phase, and restored in
the low-temperature phase.

Eq. 10.8 has two intrinsic length scales, the mean-field coherence length

ξ2
µ(T ) = �

2

2mµ|α(T )| (10.9)

and the magnetic penetration depth

λ2
µ = mµβ

4µ0e2|α(T )| (10.10)

ξµ is the characteristic length of the variation of |ψ(r)| along the µ-direction,
and λµ is the characteristic length of the variation of the current flowing along
the µ-direction.

In order to carry out Monte Carlo simulations of the Ginzburg–Landau model,
the model is discretized by replacing the covariant derivative in the continuum
Ginzburg–Landau Hamiltonian (Eq. 10.8), with a covariant lattice derivative,

Dµψ =
(

∇µ − i
2π

0
Aµ

)
ψ

→−Dµψ = 1

aµ

(
ψ(r + µ̂)e

−i 2π
0

aµAµ(r) − ψ(r)
)

(10.11)

The resulting model has all three spatial directions discretized. The effective
Hamiltonian for the lattice Ginzburg–Landau model is given by,
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HLGL = axayaz

∑
r

[
α|ψ |2 + g

2
|ψ |4

+
∑

µ=x,y,z

�
2

2mµa2
µ

∣∣∣∣ψ(r + µ̂)e
−i 2π

0
aµAµ(r) − ψ(r)

∣∣∣∣
2

+
∑

µ=x,y,z

1

2µ0a2
µ

(� × A)2
µ

]
(10.12)

Here, aµ and µ̂ is a lattice constant and a unit vector along the µ-axis, respec-
tively. Furthermore, the lattice derivative is defined as

�µψ(r) = ψ(r + µ̂) − ψ(r)

Taking the continuum limit aµ → 0, the effective Hamiltonian for the lattice
Ginzburg–Landau model Eq. 10.12 reduces correctly to the Ginzburg–Landau
effective Hamiltonian in the continuum (Eq. 10.8). As defined in Eq. 10.12, the
lattice Ginzburg–Landau model does not contain vortices. To reintroduce the
vortices in the model, we must compactify the gauge-theory by requiring that
the gauge invariant phase differences satisfy

[
θ(x + µ̂) − θ(x) − 2π

0
aµAµ(x)

]
∈ [−π, π〉 (10.13)

Whenever this constraint is used to bring the gauge invariant phase differences
back to its primary interval, we automatically introduce a unit closed vortex
loop, and the net vorticity of the system is guaranteed to be conserved at every
stage of the Monte-Carlo simulation. From the renormalization group point of
view the continuum Ginzburg–Landau model and the lattice Ginzburg–Landau
model belong to the same universality class. We therefore expect the lattice
Ginzburg–Landau model and the continuum Ginzburg–Landau model to give,
qualitatively, the same results.

10.2.1 Lattice Ginzburg–Landau model in a frozen gauge
approximation

In extreme type II superconductors, the zero temperature mean-field penetration
depth is much greater than the zero temperature coherence length, λµ(T = 0) �
ξµ(T = 0). Thus, fluctuations of the gauge field represented by the last term in
Eq. 10.8, around the extremal field configuration are strongly suppressed and
can therefore be neglected. The effective Hamiltonian for the frozen gauge (FG)
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model can be written as

HFG = |α(0)|2
g

axayaz

∑
r

[
α(T )

α(0)
|ψ ′|2 + 1

2
|ψ ′|4

+
∑

µ=x,y,z

ξ2
µ

a2
µ

|ψ ′(r + µ̂)||ψ ′(r)| [2−2 cos(�µθ −Aµ)
]]

(10.14)

Here, we have defined a dimensionless order field and vector potential

ψ ′ = ψ√
|α(0)|

g

→ |ψ ′| ∼ [0, 1]

Aµ = 2π

0
aµAµ

The natural energy scale along the µ-direction is,

Jµ = 2
|α(0)|2

g
axayaz

ξ2
µ

a2
µ

Assuming a uniaxial anisotropy along the z-axis, the natural energy scale for
the FG model is

J0 = Jx = 2|α(0)|2
g

ξ2
abaz = 2

0d

4π2µ0λ
2
ab

(10.15)

Here, we have put our coordinates (x, y, z)-axis parallel to the crystals (a, b, c)-
axis. Furthermore, ξx = ξy = ξab and ξz = ξc is the coherence length in the
CuO-planes and along the crystal’s c-axis, respectively. Furthermore, λx = λy =
λab and λz = λc is the penetration depth in the CuO-planes and along the crys-
tals’ c-axis, respectively. In Eq. 10.15, d is the distance between two CuO
superconducting planes in adjacent unit cells. The energy scale J0 is roughly
the energy scale of exciting a unit vortex loop.

The ratio between the energy scales Jx and Jz serves as an anisotropy para-
meter,

� =
√

Jx

Jz

= ξabaz

ξcax

= λcaz

λabax

(10.16)

In this model, the lattice constant aµ should be defined as

aµ = max(dµ, C0ξµ)
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Here, dµ is an intrinsic length along the µ-direction in the underlying super-
conductor to be modelled. Examples of such an intrinsic length are the distance
between CuO-planes in adjacent unit cells, the (a, b)-dimension of the unit cell.
To be consistent, the constant C0 should be larger than ∼4. This requirement
aµ/ξµ > 4 ensures that the amplitude of the order field does not overlap [142].
Such overlap will give rise to a domain wall term (∇|ψ |), which is absent in
the lattice Ginzburg–Landau model.

Within the frozen gauge approximation, the gauge field serves only as a
constraint, fixing the value of the uniform induction. In terms of magnetic induc-
tion this approximation is valid when B � Bc1(T ), where the field distribution
from individual flux lines overlap strongly, giving uniform induction. Note that
Bc1(T ) also vanishes when the temperature approaches Tc. In zero field, this
approximation is valid for all temperatures except an inaccessibly narrow tem-
perature region around Tc.

10.3 Preliminary results

Before we proceed, let us make a few remarks on the neglect of amplitude
fluctuations in the type II regime. Is the neglect of such fluctuations in ψ in
the above theory defined by Eq. 10.7 really a good approximation? It is well
established to be correct in two dimensions. However, as is well known, in four
dimensions mean field theory is exact, and in this case amplitude fluctuations
alone suffice to correctly describe the phase transition. Three dimensions is
between two and four, but is it, in some sense, closer to two dimensions than
to four dimensions or vice versa? To answer this, consider the results of large-
scale Monte Carlo simulations performed directly on the lattice version of the
theory defined by Eq. 10.14 in the absence of a gauge field [29]. All phase
fluctuations as well as amplitude fluctuations are taken into account, and we
now ask ourselves what these various fluctuations do close to the critical point
where the superfluid density vanishes. This is shown in Figure 10.1.

The Cooper-pair density 〈|ψ |2〉 behaves quite differently from the superfluid
density ϒ and the superconducting order parameter |〈ψ〉|2, in that the former
still is quite sizeable at and slightly above Tc, whereas the superfluid density
vanishes. We thus conclude that if amplitude fluctuations alone had been capa-
ble of describing the phase transition from superfluid to normal fluid or from
superconductor to metal, then the Cooper-pair density would have vanished at
Tc. It does not, and the superfluid density is brought to zero at Tc by phase-
fluctuations [29, 31, 32, 143]. We shall now investigate the effect of longitudinal
phase-fluctuations first, following the same path as in Chapter 9. As we shall
see, longitudinal phase-fluctuations are even more innocuous in three dimen-
sions than in two, whence it follows that the destruction of superfluid density
is caused by transverse phase fluctuations.
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Figure 10.1 Superfluid density ϒ , superconducting order parameter |〈ψ〉|2 (often called
condensate fraction in the He4 literature, and Cooper-pair density 〈|ψ |2〉. Note how ϒ and
|〈ψ〉|2, both of which contain phase-fluctuations, are brought to zero at Tc, while |〈ψ〉|2 which
does not contain phase-fluctuations, is still finite at Tc. This demonstrates that amplitude
fluctuations are not critical at Tc. (adapted from Fig. 1 in Ref. [29]).

As in the two-dimensional case, we may write the effective action when only
smooth phase-fluctuations are taken into account, in the form

S = ρ0

2

∫
d3r (∇θ)2 (10.17)

where ρ0 formally appears as same bare phase stiffness in the problem (anal-
ogous to J in the XY -model) which in the above units is given by ρ0 = 1.
However, we will retain it in the following in order to remind ourselves of the
presence of this bare stiffness in the problem. In the above, it is assumed that
∇θ is non-singular, which means that we ignore the angular (compact) nature
of the phase-field θ .
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The following discussion closely parallels that of the low-temperature dis-
cussion of the two-dimensional XY -model in Chapter 9. Consider the effect of
the longitudinal phase fluctuations in computing the correlation function probing
superconducting off-diagonal long-range order (ODLRO),

�2(r) = 〈ψ∗(r)ψ(0)〉 = 〈ei[θ(r)−θ(0)]〉
= e〈[θ(r)−θ(0)]θ(0)〉 = eG(r) (10.18)

when only spin-wave fluctuations are included in the Hamiltonian, and where

G(r) = 〈[θ(r) − θ(0)]θ(0)〉 (10.19)

just as in Chapter 9. By using the equipartition theorem precisely in the same
way as in Chapter 9, we obtain in the present units

G(r) = kBT

ρ0

∫
d3q

(2π)3

eiqr − 1

q2
(10.20)

Of interest for the purposes of establishing ODLRO, is the asymptotic long-
distance behaviour of G(r). Compute the above integral by introducing a large
momentum cutoff � in the problem. It is straightforward to see that G(r) has
the following form,

G(r) = −K + r0

r

r0 = kBT Si(�)

2π2ρ0

K = kBT �

2π2ρ0
(10.21)

where r0 is some characteristic length, and Si(�) = ∫ �

0 du sin(u)/u is the sine-
integral. Note how G(r) again vanishes as T → 0. Now we insert this into
�2(r) to obtain the long-distance behaviour

�2(r) = e−K+ r0
r (10.22)

where the expression for �2(r) basically applies for r ≥ �−1. It is seen that
�2(r) decreases with r , but it is finite when r → ∞. Moreover, since the
entire exponent in �2(r) is negative, this implies that the correlation function
is suppressed with increasing T at fixed r . Eq. 10.22 is drastically differ-
ent from the two-dimensional case in that the spinwaves are not capable of
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destroying ODLRO at all in three dimensions, whereas they are capable of reduc-
ing ODLRO to quasi-long range (but not short-range) order in two dimensions.

Hence, as in the two-dimensional case, the fluctuations ultimately responsible
for producing short-range order and a transition to a normal fluid/metal, are
transverse phase fluctuations. Let us now incorporate them in the description,
in much the same way as was done in Chapter 9. There will, however, be
crucial differences, since transverse phase fluctuations in three dimensions give
rise, not to point-like vortices as in two dimensions, but rather closed vortex-
loops, considered recently in great detail in the context of high-temperature
superconductors by Tesanovic and Sudbø and co-workers [29, 32].

10.4 Vortex-loops as topological defects of the order
parameter

We will proceed as in the two-dimensional case by regularizing the Ginzburg–
Landau theory (Eq. 10.4) on a lattice, ignoring amplitude fluctuations, as follows

Z =
∫

dθ dAe−S(θ,A)

S(θ, A) =
∑

x

[
βJ

2
|(� − ieA)eiθ |2 + 1

2
(� × A)2

]

J = a|ψ0|�2

m∗ (10.23)

where � is a lattice derivative, a is a lattice constant of the numerical lattice,
and ψ0 is the amplitude of the ψ-field, which we take to be uniform throughout
the system. Finally, we expand the kinetic energy operator as follows

|(�µ − ieAµ)eiθ |2 → |eiθ(x+aµ̂)−iaAµ(x)|2 = 2
[
1 − cos(�µθ(x) − eAµ(x))

]
(10.24)

We ignore the constant term, and set J = 1, thus getting

Z =
∫

dθ dAe−S

S =
∑

x

[
−β cos(�µθ(x) − eAµ(x)) + 1

2 (� × A)2
]

(10.25)

We now follow steps similar to those in Chapter 9, and replace this cosine-
potential by a periodic Gaussian one, thus obtaining the partition function
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Z =
∑

n

∫
dθ dAe−S(ψ,A)

S =
∑

x

[
β

2
(�θ − eA + 2πn)2 + 1

2(� × A)2
]

(10.26)

which is now the Villain-approximation to the three-dimensional lattice London
model (i.e. three dimensional XY model coupled minimally to a fluctuating
gauge field). Here, we have introduced an integer valued velocity field n, which
we may view as the integer part of the gauge-invariant phase-difference �θ −
ieA. The field n will figure prominently in our discussion below.

The kinetic term is linearized, as in Chapter 9, by introducing the Hub-
bard–Stratonovic decoupling

e− β
2 u2 =

∫
dv e− v2

2β
+ivu (10.27)

which allows us to write the partition function of the form

Z =
∑

n

∫
dθ dA dv e−S

S =
∑

x

[
1

2β
v2 + iv(�θ − eA + 2πn) + 1

2
(� × A)2

]
(10.28)

Now, we proceed by performing the θ -integrations. This yields the constraint

�µvµi = 0 (10.29)

which is solved by introducing the new vector field hµi satisfying

vµi = εµνλ�νhλi (10.30)

where εµνλ is the three-dimensional Levi–Civita tensor. Now the partition func-
tion is given by

Z =
∑

n

dA dh e−S

S =
∑

x

[
1

2β
(� × h)2 − i� × h(eA − 2πn) + 1

2
(� × A)2

]
(10.31)

By a partial integration of the second and third term in this action, it may be
written as

S =
∑

x

[
1

2β
(� × h)2 + ieh(� × A) − i2πh(� × n) + 1

2
(� × A)2

]
(10.32)
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Next, we perform the sum over n in Eq. 10.31. By the Poisson summation
formula, this converts the v-field into an integer valued field, equivalently h
becomes integer valued. We will come back in a moment to exactly what the
physical interpretation of this new vector field is. As a result of the above, we
may write the partition function as

Z =
∑
{h}

∫
dA e−S

S =
∑

x

[
1

2β
(� × h)2 − ie� × hA + 1

2
(� × A)2

]
(10.33)

Now, it is a somewhat awkward fact that while the gauge field A is real valued,
the vector field h is integer valued. This may be remedied by again using the
Poisson summation formula to lift the field h from Z to R by introducing another
integer valued field m in the partition function, thus writing it on the form

Z =
∑
{m}

∫
dh dAe−S

S =
∑

x

[
1

2β
(� × h)2 − ie� × hA + 1

2
(� × A)2 − i2πmh

]
(10.34)

By comparing the action in Eq. 10.34 with the action Eq. 10.32, we arrive at
the following physical interpretation of the new vector field m. We see that

m = � × n (10.35)

Since n is the integer part of the gauge-invariant phase difference we started
with, it is a current. Since m is the curl of this, it is the vorticity of this phase
difference. In other words, the fields m are segments of vortex excitations in
the superconducting ordering field. Finally, from Eq. 10.35, we see that

�µmµi = 0 (10.36)

This means that the vortex segments are divergence free fields, and form closed
loops. Thus, we have identified the topological defects in the Ginzburg–Landau
model, they are precisely these vortex loops. (Note how the use of the phrase
vortex ring is meticulously avoided!) The analogue of the Kosterlitz–Thouless
vortex-pair unbinding taking place in the two-dimensional case will now be
a vortex-loop unbinding characterized by a low-temperature phase of vortex
loops with finite linetension and finite perimeter into a high-temperature phase
characterized by vortex tangle with no line tension of the vortex loops, which
therefore exist on all length scales up to and including the system size.
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Note how there is one feature which distinguishes the three-dimensional situ-
ation from the two-dimensional. Vortex–antivortex pairs have one characteristic
feature, and that is the separation between the vortex and the antivortex. A vor-
tex loop is an infinitely more complicated object, in that it also has shape. This
is the basic feature which precludes the possibility of constructing, in a consis-
tent manner, a Kosterlitz–Thouless style of renormalization group approach to
the problem in three dimensions.

Next, let us integrate out the electromagnetic gauge field A. We rewrite the
action introducing Fourier-modes of the field A as follows

S =
∑

q

[
1

2β
|Qq|2 + iπ(mqh−q + m−qhq) − ie

2

[
Aµ

q (Qq × h−q)µ

+ A
µ
−q(Q−q × hq)µ

]
+ 1

2
|Q−q A

µ
−q|2

]
(10.37)

Completion of squares is accomplished by introducing the auxiliary quantities

A+
q = 1

2
(Aq + A−q)

A+
q = 1

2i
(Aq − A−q) (10.38)

and

�+
0 = ie

2
(Qq × h−q + Qq × h−q)

�−
0 = e

2
(Q−q × hq − Q−q × hq) (10.39)

As a result of this, the A-part of the action may be written in the form

S = 1

2

∑
q


|QqQ−q|[(Ã+)2 + (Ã−)2] − 1

|QqQ−q| [(�+
0 )2 + (�−

0 )2]︸ ︷︷ ︸
e2hqh−q



(10.40)

The integrals over the shifted gauge-fields Ã± in the partition function are
Gaussian and may be performed. Hence, the net result of integrating out these
fields is to produce a term in the remaining part of the action which is simply a
mass-term for the h-field. Note how the presence of the mass term depends on
the existence of a charge e in the problem. In order to interpret this mass, we
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proceed by integrating out the h-field. The remaining part of the action prior to
integrating out the h-field now reads

S =
∑

q

[
πi(mqh−q + m−qhq) + 1

2β
QqQ−qhqh−q + e2

2
hqh−q

]
(10.41)

We introduce

h+
q = 1

2
(hq + h−q)

h+
q = 1

2i
(hq − h−q) (10.42)

along with

�+
0 = iπ

2
(m−q + m−q)

�−
0 = e

2
(mq − m−q)

ξ2 = 1

2

(
e2 + QqQ−q

β

)
(10.43)

Introducing these variables into the action and completing squares, we get

S = 1

2

∑
q


ξ2

(
h+

q
�+

0

ξ2

)2

+
(

h−
q

�−
0

ξ2

)2

− 1

ξ2
((�+

0 )2 + (�−
0 )2)


 (10.44)

The shifted h field may now be integrated over, to give the final form of the
action in terms of an interacting gas of closed vortex loops as follows

S = β
∑

q

mqm−q

e2β + QqQ−q
(10.45)

This may be written in term of real-space vortex segments interacting with a
potential in terms of the following Hamiltonian, to be used in the partition
function

H = −2π2J0

∑
x1,x2

m(x1)V (x1 − x2)m(x1)

V (x) =
∑

q

e−iqr

4
∑
µ

sin2(qµ/2) + λ−2
(10.46)

where λ−2 = e2β.
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We now see that the mass e2 of the gauge-field h shows up as a screening
length in the interaction between vortex segments. The charge in the original
problem, i.e. the charge of the superconducting condensate, leads to short-range
interactions between the vortex-loop segments.

Setting the charge equal to zero in the above, we obtain an equivalent descrip-
tion of a neutral superfluid, such as He4. The gauge field decouples from the
order parameter in Eq. 10.25, and can simply be ignored as it gives rise to
an additive analytic contribution to the free energy. The remaining model is
the three-dimensional XY model. It may be written in terms of vortex-loop seg-
ments following the steps we have just gone through, and the result is Eq. 10.46
with screening length set to infinity. This means that the potential V (x) is the
unscreened Coulomb potential in three dimension. Note that such a potential
satisfies the Laplace equation −∂2V (xx) = δ(x) in the continuum.

Let us rederive the above result for the neutral case in an alternative man-
ner following what we did in Chapter 9. In the continuum limit the three-
dimensional XY model may be written as

H = J0

2

∫
d3r(∂θ)2

= J0

2

∫
d3r

[
(∂θL)2 + (∂θT)2

]
(10.47)

Again, we have split the gradient of the phase into a regular spin-wave part
∂θL and a part ∂θT giving rise to vortex segments. The latter part satisfies the
equation

εµνλ∂ν(∂λθT) = 2πnµ

where nµ(r) is a local vorticity in the µ-direction, and εµνλ is the three-
dimensional Levi–Civita tensor. A representation of (∂µθT) that satisfies this
equation is the following

(∂µθT ) = −2πεµνλ∂ν

∫
d3r

′
G(r − r ′)nλ(r

′) (10.48)

where G(r) is a solution to the three-dimensional Laplace equation, −∂2G(r) =
δ(r). The verification of this follows the lines given for the two-dimensional
case in Chapter 9. If we now insert this representation into Eq. 10.47, using
the Laplace equation for G(r) and the fact that ενλρενησ = δληδρσ − δλσ δρη,
we find

H = J0

2

∫
d3r(∂θL)2 + 2π2J0

∫
d3r

∫
d3r ′nµ(r)G(r − r ′)nµ(r ′) (10.49)

Here, we have used a partial integration in the second term along with the fact
that ∂µnµ(r) = 0. The above describes a system of spin waves decoupled from
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a system of vortex segments forming closed loops and interacting with a three-
dimensional unscreened Coulomb potential (anti Biot–Savart law). Eq. 10.49 is
therefore the continuum version of Eq. 10.46 with no screening, λ = ∞, when
the spin-wave part is ignored. Coupling between spin waves and vortices are seen
to be higher-order gradient terms and are therefore, as in the two-dimensional
case, irrelevant in renormalization group sense.

10.5 Superconductor–superfluid duality in d = 3

In this section, we will formulate a Ginzburg–Landau theory for the above
action for the system of interacting vortex segments forming closed loops. This
Ginzburg–Landau theory is therefore a field theory of the ensemble of topolog-
ical defects of the original Ginzburg–Landau theory of the superconductor, and
hence a dual theory to the original system. Incidentally, we note in passing that
we can also describe superfluidity in He4 simply by setting the charge e = 0. We
shall now demonstrate that the dual theory to the Ginzburg–Landau theory of a
superconductor is the Ginzburg–Landau theory of a charge-neutral superfluid,
and vice versa. The details are as follows.

The key point is to compare two equations derived above from the original
Ginzburg–Landau theory. The two equations we compare are Eqs 10.28 and
10.32, written out in real space as follows

Z(β) =
∫

DA
′∑
v

exp

[
−
∑

x

(
v2

2β
− ivA + 1

2
(∇ × A)2

)]

Z(β) =
∫

Dh
′∑

m

exp

[
−
∑

x

(
�m2

2
+ 2πimh + e2

2
h2 + 1

2β
(∇ × h)2

)]

(10.50)
The first of these is Eq. 10.28 after having performed the θ -integrations and n-
sum. The second equation is Eq. 10.32 written in real space, with a term �h2/2
added by hand. The crucial observation now is that Eq. 10.28 is basically a
version of the original Ginzburg–Landau model! Eq. 10.32 on the other hand,
is a version of the vortex-loop gas formulation of the model. The point to note is
that the action in these two partition functions are basically identical, provided
we make the identification

1

2β
v2 → �

2
h2

1

2
(∇ × A)2 → 1

2β
(∇ × h)2

−bA → 2πmh (10.51)
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Adding the extra term �h2/2 in the second of Eq. 10.50 is like adding a
short-range interaction between vortex segments. This is an irrelevant pertur-
bation, in renormalization group sense, to the already existing short-range piece
of the interaction between vortex segments, and is not expected to alter the
long-distance physics. Now, since we know that the first of the two equations
Eq. 10.50 corresponds to a Ginzburg–Landau theory, it follows that the second
one also does so. In the continuum limit, the field theory description of the
second of Eq. 10.50 is therefore of a form [29, 32, 144, 145]

S(h, φ) =
∫

d3x

[
1

2β
(∇ × h)2 + e2

2
h2 + m2

φ |φ|2 + uφ|φ|4 + |(∇ − ied)φ|2
]

(10.52)
The field φ is a complex matter field describing the vortex segments of the
theory, in the same way that the field � in the original Ginzburg–Landau
theory was a a matter field describing Cooper-pairs giving rise to segments of
supercurrents. Moreover, ed = 2π in the units we are working with here. It
has the interpretation of being a dual charge coupling the vortex segments, or
equivalently the matter field φ, to the gauge-field h which mediates the (anti)
Biot–Savart interaction between vortex segments. Finally, the term m2

π |φ|2 is
a local chemical potential term for the vortex segments, while the term uφ|φ|4
represents a steric repulsion between vortex segments. Eq. 10.52 is of the same
form as Eq. 10.4 except for the mass term e2h2/2 of the gauge-field h.

Note that if we had started out with a neutral theory in Eq. 10.4, e = 0,
we would have ended up with a dual theory Eq. 10.52 of the same form as
Eq. 10.4 with finite charge e. Hence, the dual theory of a superfluid in d = 3 is
immediately seen to be the Ginzburg–Landau theory of a superconductor.

To see the converse, namely that the dual of a superconductor is a neu-
tral superfluid, is only slightly more involved. A physically intuitive argument
proceeds as follows (more involved arguments involving renormalization group
calculations merely confirm the correctness of the physical picture we shall give).
In the presence of a finite charge in Eq. 10.4, the gauge field h in Eq. 10.52
is massive. This means (in complete analogy with, for instance, the massive
meson-field mediating short-range nuclear interactions) that when e2 �= 0, the
gauge field mediates a short-range interaction between vortex segments, with
range given by e−1. Now, by the dimensional analysis leading to Eq. 10.5,
charge has a positive scaling dimension when d = 3, whence

∂e2

∂l
> 0 (10.53)

Thus, for the purposes of describing the long-distance physics, we may set
the renormalized effective charge liml→∞ e2(l) = ∞ once the bare charge is
non-zero. This means that on long length scales the gauge-field is suppressed
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completely in the action and may be discarded. The physics of this is that the
short-range Biot–Savart interaction is an irrelevant perturbation to the steric
repulsion represented by the term uφ|φ|4. Hence, the long-wavelength physics
is described correctly by Eq. 10.52, but with h removed from the action, namely

S(φ) =
∫

d3x
[
m2

φ |φ|2 + uφ|φ|4 + |∇φ|2
]

(10.54)

This is nothing but the Ginzburg–Landau theory of a neutral superfluid. Thus,
the dual of a three-dimensional superconductor is a three dimensional superfluid.
Another point to note here, as a consistency check, is the following. Suppose we
start out with a superconductor and dualize it once. The resulting dual action is
that of a neutral superfluid. Suppose now that we dualize once more. This means
that we are out to obtain the dual of the dual of a superconductor, which is the
dual of a neutral superfluid. This, as we have seen, is just a superconductor.
Hence, dualizing twice brings us, quite correctly, back to the starting point,
D̂2 = 1, where D̂ is the duality operator.

Based on the above, we can immediately infer that a vortex-loop tangle
consisting of non-interacting vortex segments (a very peculiar case, admittedly,
but as we shall see not entirely academic), is simply described by the Gaussian
field theory

S(φ) =
∫

d3x
[
m2

φ |φ|2 + |∇φ|2
]

(10.55)

The essential content of the above is shown in Figure 10.2. Observe the isomor-
phism along both the diagonals. Of course what is dual, and what is original
theory eventually becomes a relative notion.

Duality transformation

Original charged 
S(y, A)

Dual neutral
S(f)

Original neutral
S (y)

Dual charged
S (f, h)

Figure 10.2 The relations between charged and neutral versions of the original and dual
theory. The dashed lines indicate isomorphism.
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10.6 Zero-field vortex-loop blowout

Consider now for the moment the case of zero magnetic field. The main advan-
tage of the above formulation is that the probability of finding a connected
path of vortex segments, starting at x and ending at y, G(x, y), is given by the
two-point correlation function of the φ-field [145]

G(x, y) = 〈φ∗(x)φ(y)〉 (10.56)

A vortex-loop unbinding will lead to a finite G(x, y) when |x − y| → ∞, because
infinitely large loops will connect opposite sides of the vortex system. On the other
hand, if lim|x−y|→∞ G(x, y) �= 0, this implies that 〈φ∗(x)〉 �= 0, corresponding to
a broken U(1)-symmetry. Therefore, the dual field φ(r) is an order parameter of
a vortex-loop unbinding transition. The broken U(1)-symmetry is associated with
the loss of number conservation of connected vortex-paths threading the system
in any direction (including direction perpendicular to an applied magnetic field, if
that is present). This limit of the two-point correlation function is closely related
to a quantity OL we will introduce below, which probes the connectivity of the
vortex tangle in an extreme type II superconductor. The above connection makes
it at the very least plausible that an abrupt change in this connectivity, as probed
by the change in OL, is associated with breaking a U(1)-symmetry of the vortex-
sector of the GL-theory, equivalently an onset 〈φ∗〉 or 〈φ〉. Since this only happens
above a critical temperature, we may view φ as a disorder-field, in contrast to the
order-parameter field ψ of the original GL-theory. We will make explicit use of
this connection later on.

In zero magnetic field, we will show that the loss of superfluid density, spe-
cific heat anomaly, change in vortex-loop distribution, loss of long-wavelength
vortex-line tension, and abrupt change in vortex tangle connectivity abruptly
occurs precisely at the same temperature both for the three-dimensional XY -
model, also when amplitude fluctuations are included. Thus we may associate
the the phase transition from superconductor to normal metal or neutral super-
fluid to normal fluid (such as the λ-transition in He4) as a vortex-loop blowout.

The idea of a vortex-loop blowout being responsible for the λ-transition in
He4 (also denoted helium II) must be credited to Onsager [146]. Ref. [146] is
a discussion remark from as early as 1949, and the two last sentences of the
remark are well worth quoting: ‘Finally, we can have vortex rings in the liquid,
and the thermal excitation of Helium II, apart from the phonons, is presumably
due to vortex rings of molecular size. As a possible interpretation of the λ-
transition, we can understand that when the concentration of vortices reaches
the point where they form a connected tangle throughout the liquid, then the
liquid becomes normal’. This is qualitatively the right idea. Note, however,
how we have meticulously avoided the use of the phrase ‘vortex rings’ in our
treatment, and used the phrase ‘vortex-loops’ instead. Vortex rings are precisely
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that, namely rings, while vortex-loops can have much more complicated shapes,
being crinkled to a degree that one cannot speak even crudely of ring-like
shapes, the hole in the doughnut is in fact completely filled in. This is an
essential feature, since it endows the vortex loops with enough configurational
entropy to be able to overcome the internal energy such that the line tension of
the vortices, which is the free energy per unit length, may be driven to zero.
An object that on large length scales looks like a ring, will have a Hausdorff
dimension of 1. As we shall see in this chapter, however, the vortex-loop tangle
arising out of a neutral superfluid has Hausdorff dimension larger than 2. For
a superconductor, the Hausdorff dimension of the vortex-loop tangle is slightly
smaller than 2. In any case, it is clear that one cannot speak of ring-like objects.
The truly remarkable thing about Onsager’s vision from 1949, is that he correctly
identified the nature of the topological defects in the order parameter which are
responsible for driving the phase transition. The idea (as so many of Onsager’s
ideas) was far ahead of its time, and there was no hope of putting them on a
quantitative level back in 1949. Only with the advent of the Kosterlitz–Thouless
theory in 1973 [130, 131] was the much simpler problem of vortex–antivortex
unbinding tackled in two dimensions! Note that if one takes a vortex loop and
slices through it with a plane, the loop cuts the plane in two places, which
are the locations of a vortex and an antivortex. Hence, the two-dimensional
counterpart of Onsager’s vortex-loop blowout is the vortex-antivortex unbinding
of Kosterlitz and Thouless.

10.6.1 Definitions

Specific heat C

To calculate the specific heat per site C, we use the fluctuation formula,

C

kB
= 1

V
〈H 2〉 − 〈H 〉2

(kBT )2
. (10.57)

Here, the dimensionless volume V = LxLyLz, and Lµ is the dimensionless
linear dimension of the system along the µ-direction. Lµ is measured in units
of the lattice constant aµ. As a check of consistency, we may also calculate the
specific heat per site using the numerical derivation of the internal energy U ,

CU = 1

V
∂U

∂T
(10.58)

Note that for the FG model, where the effective Hamiltonian depends explicitly
on the temperature, there strictly speaking is an additional term in the expression
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for the internal energy,

U = −∂ ln Z

∂β
= 〈H 〉 − T

〈
∂H

∂T

〉

For the three-dimensional XY model, if the simulations are properly done, C ∼=
CU . For the FG model, where the effective Hamiltonian explicitly depends on the
temperature, C �= CU . Note however that 〈∂H/∂T 〉 arises out of introducing a
temperature dependence of the coefficients of the Ginzburg–Landau theory. The
temperature dependence of these coefficients always has a temperature depen-
dence set by the mean-field critical temperature. Thus, close to the true Tc these
corrections, arising from integrating out the fermions of the underlying micro-
scopic description of the superconductor, are always negligible compared to the
contribution coming from the true critical fluctuations of the order parameter, i.e.
the transverse phase-fluctuations. In terms of Eq. 10.15 the term −T 〈∂H/∂T 〉
originates from the temperature dependence of the amplitude of the order-
parameter. Were this to actually vanish at T = Tc, substantial corrections to
the specific heat and entropy would result. As we will see later, at T = Tc, the
ensemble average of the amplitude of the order parameter is far from renormal-
ized to zero by vortex-loop fluctuations. Hence, at the critical point the correc-
tion term −T 〈∂H/∂T 〉 in the internal energy, with its resulting corrections to
entropy, is negligible. There is now ample experimental evidence from the group
of Ong at Princeton [147], that critical fluctuations are indeed important over
a sizeable temperature window in the high-Tc cuprates of order several Kelvin
below Tc a window which is consistent with a coherence length of order 10 Å,
about two orders of magnitude shorter than in conventional superconductors.

Local Cooper-pair density 〈|ψ ′|2〉
As a probe for the local Cooper-pair density, we calculate

〈|ψ ′|2〉 ≡ 1

V
∑

r

〈|ψ ′(r)|2〉 (10.59)

We see in Eq. 10.59 that 〈|ψ ′|2〉 involves both thermal and space average. Recall
that ψ ′ ≡ ψ/

√|α(0)|/g. At the mean field level, we expect 〈|ψ ′|2〉 to develop
an expectation value below the mean field critical temperature TMF(B).

Superfluid condensate density |〈ψ ′〉|2

As a probe for the local condensate density (density of Cooper-pairs participating
in the superconducting condensate), we calculate

|〈ψ ′〉|2 ≡ 1

V
∑

r

|〈ψ ′(r)〉|2 (10.60)
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Note the difference between 〈|ψ ′|2〉 and |〈ψ ′〉|2. The former describes local
Cooper-pair density, while the latter describes what is commonly known as the
condensate density in 4He-physics. In zero field, we expect |〈ψ ′〉|2 to develop
an expectation value below the critical temperature Tc.

Distribution of the order field phase angle

To probe the distribution of the phase angle in ψ ′(r) = |ψ ′(r)|eiθ(r), we define
the distribution function

Dθ(θ
′) = 1

V

〈∑
r

δθ(r),θ ′

〉
(10.61)

Here, δi,j is the Kronecker delta function. In the simulations, we have chosen to
work with a discrete set of phase angles, θ ′, θ(r) = 2πn/Nθ . Here, n ∈ [0, Nθ ]
is an integer, and Nθ is the number of allowed discrete phase angles. In our
experience, the simulation results do not depend on Nθ , provided Nθ

>∼ 16.
In zero field, when the phase is disordered, we expect Dθ(θ) to be uniformly
distributed, D(θ) = 1/Nθ . In the ordered phase, we expect Dθ(θ) to show a
peak around a preferred phase angle.

Helicity modulus ϒµ

To probe the global superconducting phase coherence across the system, we
consider the helicity modulus ϒµ, defined as the second derivate of the free
energy with respect to an infinitesimal phase twist in the µ-direction. Finite ϒµ

means that the system can carry a supercurrent along the µ-direction. Within
the three-dimensional XY-model, the helicity modulus along the µ-direction
becomes,

ϒµ

Jµ

= 1

V

〈∑
r

cos[�µθ − Aµ]

〉

− Jµ

kBT V

〈[∑
r

sin[�µθ − Aµ]

]2〉
.

For the FG case,

ϒµ

Jµ

= 1

V

〈∑
r

|ψ ′(r)||ψ ′(r + µ̂)| cos[�µθ − Aµ]

〉

− Jµ

kBT V ×
〈[∑

r

|ψ ′(r)||ψ ′(r + µ̂)| sin[�µθ − Aµ]

]2〉
.
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Note the difference between |〈ψ ′〉|2 and ϒµ, they are not identical. The former
quantity probes the superfluid condensate density, which is a locally defined
quantity, while the latter quantity probes a global phase coherence along a
given direction µ. Since 〈ψ ′〉 is the order parameter of the Ginzburg–Landau
theory, close to the critical point we have

|〈ψ ′〉|2 ∼ |τ |2β (10.62)

where τ = (T − Tc)/Tc. On the other hand, ϒµ ∝ ρsµ, where ρsµ is the super-
fluid density in the µ-direction. Using the Josephson scaling relation ρsµ ∼
ξ2−d ∼ |τ |ν(d−2) along with the scaling laws γ = ν(2 − η) and 2β = 2 − α −
γ , we find

ϒµ ∼ |τ |2β−ην (10.63)

Here, d is the dimensionality of the system, ν is the correlation length exponent
of the system, β is the order parameter exponent, γ is the order parameter
susceptibility exponent, and η is the anomalous dimension of the order parameter
two-point correlation function at the critical point. Therefore, although |〈ψ ′〉|2
and ϒµ are in principle different, they may appear to be very close if the
anomalous dimension η of the ψ-field is small, as indeed is the case for the
Ginzburg–Landau theory, where η ≈ 0.04. Note that for η > 0, the curve for
ϒµ should bend more sharply towards zero at the critical point than |〈ψ ′〉|2. We
will explicitly show by direct calculations within the Ginzburg–Landau theory
that |〈ψ ′〉|2 is very close to ϒµ both in zero field and finite magnetic field. In
zero magnetic field this is precisely what one would expect based on the above,
when η � 1. For the special case of d = 3, we have 2β − ην = ν < 2β. To
high precision, we have for the three-dimensional XY -model, that ν = 0.673
and η = 0.038.

Vortex loop distribution D(p)

To probe the typical perimeter L0(T ) and the effective long-wavelength vortex-
line tension ε(T ) (not to be confused with the flux-line tension, which is always
zero when gauge-fluctuations are completely suppressed due to the absence of
tubes of confined magnetic flux), we define a vortex-loop distribution function
D(p), which measures the ensemble-averaged number of vortex-loops in the
system having a perimeter p. In order to compare results from different system
sizes, we normalize D(p) with respect to the system size.

We search for a vortex-loop using the following procedure. Given a vortex
configuration, we start with a randomly chosen unit cell with vortex segments
penetrating its plaquettes. We follow the directed vortex path and record the
trace. When the directed vortex path encounters a unit cell containing more
than one outgoing direction, we choose the outgoing direction randomly. When
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the vortex path encounters a previously visited unit cell, i.e. when it crosses its
own trace, we have a closed vortex loop, its perimeter being p. We now delete
the vortex-loop from the vortex configuration, to prevent double counting, and
continue the search. The search is continued until all vortex segments are deleted
from the system.

Using a three-dimensional non-interacting boson analogy to the vortex sys-
tem, it can be shown that the distribution function D(p) can be fitted to the
form

D(p) = Ap−α exp

[
−ε(T )p

kBT

]
(10.64)

Here, A is a temperature-independent constant, and the exponent α ≈ 5/2 to a
first approximation. When ε(T ) is finite, there exists a typical length scale L0 =
kBT/ε for the thermally excited vortex loops. The probability of finding vortex
loops with much larger perimeter than L0 is exponentially suppressed, according
to Eq. 10.64. When ε = 0, D(p) decays algebraically, and the length scale of
the problem L0 = kBT/ε(T ), has diverged. As a consequence, configurational
entropy associated with topological phase-fluctuations is gained without penalty
in free energy. In zero field, there is only one critical point, and in this case L0
must be some power of the superconducting coherence length ξ(T ).

Probe of vortex-connectivity, OL

For probing the connectivity of a vortex tangle in a type II superconductor, in
zero as well as finite magnetic field, we introduce a quantity OL, defined in zero
magnetic field as the probability of finding a vortex configuration that can have
at least one connected vortex path threading the entire system in any direction.
In the presence of a finite magnetic field, OL is defined as the probability of
finding a similarly connected vortex path in a direction transverse to the field
direction, without using the PBC along the field direction. In zero field, we use
the same procedure as in the finite-field, namely searching for connected vortex
paths perpendicular to the z-direction, although in this case we could just as
well have used any direction. Note that OL is very different from the winding
number W in the two-dimensional boson analogy. There, W is proportional
to the number of vortex paths percolating the system transverse to the field
direction. However, in the calculation of W , the PBC along the field direction
is used many times.

This is entirely consistent with a number of other Monte Carlo simulation
results on the three-dimensional XY -model which all show the loss of longitudi-
nal phase-coherence and onset of longitudinal dissipation precisely at the vortex
lattice melting transition. This is measured simply by the helicity modulus ϒz,
which is quite different from OL. To the contrary, in our calculation of OL, we
do not allow for the use of periodic boundary conditions in the z-direction to



304 DUAL DESCRIPTION OF THE SUPERCONDUCTING PHASE TRANSITION

measure vortex-tangle connectivity in the x- or y-directions. We have

OL = Nc

Ntotal
(10.65)

Ntotal is the total number of independent vortex configurations provided by the
Monte Carlo simulation. Furthermore, Nc is the number of vortex configurations
containing at least one directed vortex path that traverses the entire system
perpendicular to the direction, without using the PBC along the field direction.
For convenience, we treat the zero field case as the limit limB→0 keeping the
‘field direction’ intact.

We search for the possibility of finding a vortex path such as described above
by using the following procedure. Assume that the magnetic induction points
along the z-axis. We follow all paths of directed vortex segments starting from
all four boundary surfaces with surface normal perpendicular to ẑ, and check
whether at least one of these vortex paths percolates the system and reaches
the opposite surface, without applying the PBC in the z-direction. Note that
when crossing vortex segments are encountered, the procedure is to attempt to
continue in a direction that will bring the path closer to the opposite side of
the system, rather than randomly resolving the intersection. OL is therefore a
necessary, but not sufficient condition for finding an actual vortex path crossing
the system. However, in zero field this procedure does not make a difference
to that of resolving the intersections randomly. This is demonstrated by the
correlations of the change in OL and D(p), to be detailed in the next section.

If a vortex path is actually found crossing the system in any direction in
zero field, or without using PBC in the field-direction when a field is present,
one may safely conclude that the vortex-line tension has vanished. If it were
finite, it would not be possible to find such a path at all, either because all
vortex-lines form closed confined loops in zero field, or because the vortex-line
fluctuations along the field direction would be diffusive in finite field. In zero-
field, this is clear by the above mentioned correlation between the change in OL
and D(p), cf. the results of the next section. In this paper, we also investigate
this in detail for the finite-field case, by considering the position of the lowest
temperature TL where we have OL = 1 both as a function of system size and
aspect ratio Lx/Lz = Ly/Lz. If vortex-line physics remains intact, TL should
move monotonically up with system size, and should scale with Lx/Lz. Instead,
we will find that TL moves down slightly, and saturates with increasing system
size at fixed aspect ratio. In addition, we find that TL is virtually independent
of aspect ratio for large enough systems.

In the VLL phase OL = 0, since the field induced flux lines are well defined
and do not ‘touch’ each other, and the thermally excited vortex-loops are con-
fined to sizes smaller than the magnetic length. OL = 1 in the normal phase
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above the crossover region where the remnant of the zero field vortex-loop
blowout takes place. Needless to say, it is a matter of interest to investigate
precisely where OL changes value from zero to one.

Note that OL itself is not a genuine thermodynamic order parameter, although
it may be said to probe an order-disorder transition [29]. However, by the
transcription of the vortex-content of the Ginzburg–Landau theory to the form
of Eq. 10.52, it is brought out that probing the vortex-tangle connectivity by
considering OL is closely connected to probing the two-point correlator of a
local complex field φ(r), the dual field of the local vorticity-field mµ(r) of
the Villain approximation and London approximation to the Ginzburg–Landau
theory (Eq. 10.26). The two-point correlator 〈φ∗(r)φ(r′)〉 is ultimately the probe
of whether or not the φ-theory (Eq. 10.52) exhibits off-diagonal long-range order
and a broken U(1)-symmetry. An entirely equivalent interpretation of the change
in OL does not involve a local field φ(r), but rather number conservation of
vortex-lines threading the entire superconductor. This number is conjugate to
the phase-field of the local complex field φ(r). An advantage of the present
formulation involving Eq. 10.52 is that it directly relates he change in OL to
the long-distance part of a correlation for a local field, and hence to a local
order parameter 〈φ(r)〉. This connection makes it at least plausible that the
change in vortex-tangle connectivity, i.e. a change in the geometry of the vortex-
tangle, may be related to a thermodynamic phase-transition. This is illustrated
in Figure 10.3, where it is shown that the anomaly in the specific heat, the loss
of superfluidity and the change in OL all occur at the same temperature.

f = 0
Γ = 7

3DXY
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C/kB
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Figure 10.3 Specific heat capacity C, helicity modulus ϒz and vortex-connectivity probe
OL as functions of temperature. Note how the the anomaly in C, the vanishing of ϒz, and
the onset of OL all occur at the same temperature.
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10.7 Fractal dimension of a vortex-loop tangle

One great advantage of the dual field theory formulation of the previous section
is that it allows us to obtain information about critical exponents of the (dual)
field theory by investigating geometric properties of the vortex-loop tangle. To
see this, we first introduce the quantity P (x, y, N) which is the probability of
being able to perform a walk from the point x to the point y via a connected
path of vortex segments in precisely N steps. Now, from this we can can derive
several useful quantities. The one we shall focus on here is the probability
distribution D(N) of finding vortex loops of perimeter N . This is nothing but
the probability of starting in point x and ending up in the same point in N steps,
summed over all possible starting points x along the closed loop, normalizing to
the number of starting points along the loop, which is just N . That is, we have

D(N) ∝ 1

N

∑
x

P (x, x, N) ∝ N−α (10.66)

This relation defines the geometric exponent α describing the vortex-loop tangle.
(It should not be confused with the specific heat exponent.) Note also that all
contributions in the above sum are equal, by translational invariance. Hence, we
may pick out an arbitrary contribution to the sum, and invert to obtain

P (x, x, N) ∝ N1−α (10.67)

Note also that we have so far been careful to denote the configurations of
vortex segments closing on themselves as vortex-loops, not vortex-rings. In
fact the loops we are describing turn out to be highly crinkled line-objects
which do not resemble rings at all. They are instead fractal objects with a
Hausdorff dimension DH that can be computed from α. Not only that, but we
may compute the anomalous scaling dimension ηφ for the dual matter field
φ, from α. Let us demonstrate explicitly how this close connection between
geometry and criticality in superconductors and superfluids can be found.

Let us start with the simplest case, that of a tangle of non-interacting vortex
segments. Then an analytic exact expression for P (x, x, N) would be given by

P (x, y, N) ∝ 1

Nd�
exp

(
−(x − y)2

N2�

)
(10.68)

with � = 1/2. In analogy with this, we write down a scaling Ansatz for
P (x, y, N) for the general case of interacting loops as follows

P (x, y, N) ∝ 1

Nd�
F

( |x − y|
N2�

)
(10.69)
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where F is some scaling function and � is some exponent, often called the
wandering exponent, to be determined. This exponent is defined via the relation
between the linear extent L of a walk and the number of steps N in the same
walk, namely

L ∼ N� (10.70)

Conversely, the number of links in a path of linear extent L is given by

N ∼ L1/� ∼ LDH (10.71)

where DH is the so-called Hausdorff dimension, or fractal dimension, of the
vortex-loop tangle in the thermodynamic limit. For the non-interacting case, it
can be shown that DH = 2. This follows immediately from what we have stated
above, DH = 1/� = 2. If we merely add a steric repulsion to this, passing from
Eq. 10.55 to Eq. 10.54, the effect must surely be to push vortex segments apart,
thus reducing the Hausdorff-dimension, hence for this case we have DH < 2.
Physically, this corresponds to the dual case of a charged three-dimensional
superconductor. On the other hand, if we start out with a neutral superfluid,
then the correct dual description is given by Eq. 10.52 with e2 = 0. In this case,
in addition to having a steric repulsion between vortex segments we also have
a long-range anti-Biot–Savart interaction between vortex segments. This latter
interaction tends to produce a long-range attraction between vortex segments
that are oppositely directed. This interaction will tend to compress the vortex
tangle compared to the case with only steric repulsion. Moreover, we expect the
long-range interaction to overcompensate the dilution of the tangle produced by
the local steric repulsion such that in fact the tangle is even more compact than
the non-interacting case. Thus, we expect that for the dual of a three-dimensional
neutral superfluid, DH > 2. The various cases described above are illustrated in
Figure 10.4.

Charged condensate Gaussian loops Neutral condensate

Figure 10.4 A schematic illustration of vortex loops in three cases. The three fractal dimen-
sions are ordered according to: DH(e �= 0) < DG

H < DH(e = 0), where DG
H is the fractal

dimension corresponding to a Gaussian field theory, i.e. random loops. Qualitively the three
loops are self-avoiding, random and self-seeking.
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We will be interested in the scaling function for |x − y| = 0. By combining
Eqs 10.67 and 10.69 we find by simple inspection the scaling relation

d� = 1 − α (10.72)

Let us now connect these geometrical properties of the vortex-loop tangle to
statistical physics and critical properties. To do this, we consider the two-point
correlation function for the dual field φ(x). We have

G(x, y) = 〈φ(x)φ∗(y)〉 (10.73)

This correlation function (propagator) is nothing but the probability amplitude
of going from the point x to the point y via any connected vortex path. Hence,
we have

G(x, y) ∝
∑
N

P (x, y, N) (10.74)

The sum over N in Eq. 10.74 cannot be performed exactly; however we will
now focus on long loops such that the discrete character of the excursions of
the vortex segments on the lattice can be neglected. We therefore replace the
sum by an integral such that

G(x, y) ∼
∫

dN
1

Nd�
F

(
(|x − y|)

N2�

)
= 1

|x − y|d−1/�
(10.75)

Close to criticality, on the other hand, we have the standard scaling Ansatz for
the two-point correlation function

G(x, y) ∼ 1

|x − y|d−2+ηφ
(10.76)

which defines the anomalous scaling dimension ηφ . By comparing Eqs 10.72,
10.71, 10.75, and 10.76 we obtain the following scaling relations connecting
geometric exponents of the vortex tangle to critical exponents of the dual field
theory

d

DH
= α − 1

ηφ + DH = 2 (10.77)

For computational purposes it is most convenient to compute the geometric
exponent α in simulations. The reason is that this quantity appears to have less
finite-size effects than for instance those observed in direct computations of DH.
However, once α is determined, DH and ηφ follow.
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Table 10.1 Value of the loop-size distribution exponent, as determined from simulations

Exponent Gaussian e = 0 e �= 0 Limit

α 5/2 2.312 ± 0.003 2.56 ± 0.03 α > 2
DH 2 2.287 ± 0.004 1.92 ± 0.04 DH < 3
� 1/2 0.437 ± 0.001 0.52 ± 0.01 � > 1/3
ηφ 0 −0.287 ± 0.004 0.08 ± 0.04 ηφ > −1

The remaining exponents have been calculated using scaling relations Eq. 10.77. Gaussian results are
exact, and confirmed for the different exponents independently.

In Table 10.1 we show results of large-scale Monte Carlo simulations [148]
where the vortex-loop distribution exponent α has been computed, and scaling
relations used to derive DH and ηφ .

The qualitative picture described is Eq. 10.71 is confirmed by the results
shown in Table 10.1. For the original charged case e �= 0, corresponding to a
dual theory which only features a steric repulsion, we indeed find DH〈2, ηφ〉0,
while for the original neutral case corresponding to the dual charged case, we
find DH〈2, ηφ〉0.

10.8 Type I versus type II, briefly revisited

In this section, we will revisit the issue of type I versus type II superconductivity
[45, 149]. As we have noted earlier, the distinction between the two is given in
terms of the Ginzburg–Landau parameter κ = λ/ξ . At the mean-field level, the
value of κ separating type I from type II behaviour is given by

κ = 1√
2

(10.78)

Note also that when we speak of stable vortices as excitations in a superconduc-
tor, we are implicitly talking about type II superconductors. The reason is that
in type I superconductors, vortices are not stable. This is due to the fact that for
too small values of κ , the vortex-attraction of range ξ , overwhelms the vortex-
repulsion due to circulating currents around each individual vortex, a repulsion
of range λ. Alternatively, therefore, type I and type II superconductors can be
viewed as superconductors where vortices interact attractively and repulsively,
respectively.

In this section, we start out with the Ginzburg–Landau model once again,
but unlike the type II case studied in previous sections of this chapter, we do
not ignore amplitude fluctuations of the superconducting order parameter. What
we shall find is that the value of κ that separates type I from type II behaviour
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is not precisely given by the mean-field estimate, but rather by [45, 149]

κ = 0.76 ± 0.04√
2

(10.79)

This may be seen by reasoning as follows. We start out by performing large-scale
Monte Carlo simulations on the full Ginzburg–Landau model, including ampli-
tude fluctuations and phase-fluctuations in �, as well as gauge-field fluctuations.
As the system is warmed up, it passes from a low-temperature superconducting
state to a high-temperature disordered state with no Meissner effect, which we
obviously identify as the normal state. Now, we may compute the latent heat
of this phase-transition as a function of κ . A first order phase transition has a
non-zero latent heat, i.e. a jump in the entropy of the systems across the tran-
sition, whereas a second order phase transition does not. What is found is that
the latent heat is finite deep in the type I regime, κ � 1. The latent heat is zero
deep in the type II regime, κ � 1. The latent heat is found to vanish at a critical
value of κ

κ = κtri (10.80)

where the numerical value is given in Eq. 10.79. We have denoted this critical
value of κ by κtri, since it is the value that separates a first order phase transition
from a second order one. A critical endpoint terminating a first order phase-
transition line and where a second order phase-transition line commences, is a
tricritical point. The above numerical result is in rather remarkable agreement
with an early analytical calculation [144], which gave

κtri = 3
√

3

2π

√
1 − 4

9

(π

3

)4 = 0.798√
2

(10.81)

Now, let us use the results of the previous sections to connect this change in
character of the phase transition, from a first order to a second order on the one
hand, to the notion of type I and type II superconductivity on the other. We will
follow the discussions of Refs. [45, 149].

Because the critical fluctuations in a superconductor are vortex-loops, crit-
icality at the phase transition from the superconducting state to the normal
metallic state requires stable vortices to exist. I. e. they must interact repulsively.
By the previous discussion, this requires the vortex tangle to have Hausdorff
dimension DH ≤ 3 [148, 45]. A Hausdorff dimension equal to 3 would imply
that the vortex tangle fills space in a compact manner, which is just another
way of stating that the vortex system has collapsed on itself. Hence, if we
were to monitor the vortex-loop distribution function in the first order regime,
we would find DH = 3. By the scaling relation DH + ηφ = 2, we would con-
clude that ηφ = −1. Now, we may use the well-known Rushbrooke scaling law
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2β = ν(d − 2 + ηφ) to conclude that the order parameter exponent β = 0. That
is, the order parameter vanishes discontinuously, the hallmark of a first order
phase transition. On the other hand, for repulsive vortex interactions and a stable
vortex tangle, DH < 3, ηφ < 1, and β > 0. This means that the superconducting
order parameter vanishes in a continuous fashion, which is the hallmark of a
second-order phase transition. Thus, via the connection between geometry and
criticality, we find a first-order phase transition when vortices attract each other,
and a second-order phase transition when vortices repel each other.

However, as noted above, attractive and repulsive vortex interactions are pre-
cisely the characteristics of type I and type II superconductivity, respectively.
Hence, we conclude that the distinction between type I and type II supercon-
ductivity is conceptually the same as the distinction between superconductors
undergoing first order and second order phase transitions, respectively. The tran-
sition from one type of behaviour to the other happens at κtri, which is slightly
renormalized from the mean field value 1/

√
2. It should be noted that the latent heat

even deep in the type II regime is tiny, and hence extremely precise measurements
close to the critical temperature would be necessary in order to see the first order
character. However, liquid crystals are described by a similar Ginzburg–Landau
theory, as Eq. 10.7. In that case the Ginzburg–Landau parameter κ can be varied
by varying the chemical compositions of the liquid crystal compounds and the
latent heat involved in the smectic-A to nematic phase transition is sizeable. For
such systems it has indeed been found experimentally that both first and second
order phase transitions take place, depending on the value of κ [150].

We may summarize the discussion on effects of fluctuations in the Ginzburg–
Landau model as follows. If we perform a mean-field analysis of the Ginzburg–
Landau model, we arrive at the conclusion that the superconductor-normal metal
transition is a second order phase transition with classical critical exponents. We
may include effects of fluctuations both in the order parameter and the gauge-
field A, arriving at different conclusions depending on what fluctuations we take
into account.

Historically, the first attempt at seriously considering fluctuation effects in
the Ginzburg–Landau model were made by Halperin and co-workers who froze
the superconducting order parameter ψ and considered only gauge-field fluctu-
ations [43]. This is a procedure valid for extreme type I superconductors. The
result is that this generates a term |ψ |3 in the free energy, with a negative coef-
ficient. Since this now contains a cubic invariant, a first order phase-transition
is inevitable. For the superconductors present at the beginning 1980s the critical
region is extremely narrow, however the predicted jump in the entropy across the
first order transition is found to be small, of order 0.01k per degree of freedom,
where k is Boltzmann’s constant. Consequently the question was difficult to set-
tle experimentally. However there is an isomorphism between superconductors
and liquid crystals first discussed by Halperin and co-workers [151, 152], and
on this system experiments can be done [153, 150].
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Table 10.2 A schematic view of some important results regarding the order of the phase
transition in the GL model

Description Fluctuations Order

1 At the mean field level the model reduces to the
|ψ |4 theory, i.e. the effect of the gauge field van-
ishes completely.

None 2.

2 |ψ |4 theory is a well known theory, which is much
studied [154].

|ψ |, arg ψ 2.

3 To study the effect of the gauge field Halperin,
Lubensky and Ma integrated out the gauge field
exactly, this gives a cubic term in the remaining
effective φ theory. This is a sound approach in the
κ � 1, i.e. strongly type I regime.

A 1.

4 Dasgupta and Halperin studied the combined effects
of phase and gauge field fluctuations, excluding
amplitude fluctuations [155]. Various duality rela-
tions were derived, and the concept of an inverted
XY transition was introduced. Excluding amplitude
fluctuations is a valid approximation in the κ � 1,
i.e. strongly type II regime.

arg ψ, A 2.

5 For the superconductors present at the beginning
1980s the critical region is extremely narrow, and
the predicted jump across the first order transition
very small. Consequently the question was diffi-
cult to settle experimentally. However there is an
isomorphism between superconductors and liquid
crystals [151, 152], and on this system experiments
can be done [153, 150].

|ψ |, arg ψ, A
(Experiment)

1. and 2.

Especially from cases 3 and 4 one can conclude that there must be a κtri separating first order and
second order transitions. It is also important to realize that a correct description of this feature of
the GL model requires a full description, including fluctuations in |ψ|, arg ψ and A. Adapted from
Ref. [156].

The next serious step at considering fluctuation effects in superconductors was
taken by Dasgupta and Halperin [155]. Here, they took the opposite approach,
and ignored the gauge-field fluctuations altogether, focusing on the fluctuations
in ψ of a specific type, namely phase fluctuations. As we have seen, this is a
sensible procedure in extreme type II superconductors. A second order phase
transition in the inverted three-dimensional XY universality class is found, i.e.
a three-dimensional XY phase transition with inverted temperature axis (and a
negative anomalous scaling exponent). In fact, we may also include the gauge-
field fluctuations with the phase fluctuations, and the result is always a second-
order phase transition, as we have seen above [45, 149, 148]. Moreover, we
may include amplitude fluctuations with phase fluctuations only, the result is
still a permanent second order phase transition [154]. Thus, as long as we
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Figure 10.5 Phase diagram of the Ginzburg–Landau model in the (x, y) plane (parameters
as in Eq. 10.7). The value xtri = 0.295 ± 0.025, corresponding to a tricritical value of the
Ginzburg–Landau parameter given by κtri = 0.76±0.04√

2
. The solid line is the phase transition

line from superconducting to normal state. The dashed line xc(y) is a line separating type I
from type II superconductivity. The tricritical point separates a first-order phase transition
(thick solid line) from a second-order phase transition (thin solid line), and also separates
type I from type II superconductivity. The mean field value separating type I from type
II superconductivity is given by x = 1/2. Note how it is possible to cross over from type
I to type II behaviour in one and the same compound, for moderate values of κ , as the
temperature is increased!.

ignore amplitude fluctuations in the order parameter ψ , a second-order phase
transition always is obtained, either in the three-dimensional XY universality
class (gauge-field fluctuations not included) or in the inverted three-dimensional
XY universality class (gauge-field fluctuations included).

Kleinert [135] then considered an attempt at combining gauge-field fluc-
tuations and phase fluctuations with amplitude fluctuations by mimicking the
amplitude fluctuations using a fluctuating temperature in the Ginzburg–Landau
model. He then found that the superconductor–normal metal phase transition
changes from first to second order as κ passes through the tricritical value given
by Eq. 10.81.

The next step was taken by Bartholomew who considered the Ginzburg–Landau
model in Monte Carlo simulations, including all fluctuations in phase, ampli-
tude, and gauge fields, finding a second order phase transition when κ is larger
than some tricritical value κtri = 0.4/

√
2 [44]. This value was improved on in

Refs [45, 149] using very large scale Monte Carlo simulations in conjunction
with sophisticated finite-size scaling techniques, finding a first order phase transi-
tion below κ = 0.76/

√
2 and a second order phase transition above it. This is in

rather remarkable agreement with Eq. 10.81.
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All of the above may be put into a table showing various descriptions of the
Ginzburg–Landau theory, including which fluctuations are taken into account
at the superconductor–normal metal transition, and what the character of the
resulting phase-transition is. This is shown in Table 10.2.

In terms of the parameters used in Eq. 10.7, the phase diagram of the
Ginzburg–Landau model is given in Figure 10.5.
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11
Small Scale Applications

As a common introductory for the two chapters on applications we should moti-
vate the contents as follows: Superconductor technology divides naturally into
two main categories: small scale, usually electronic components or devices,
and large scale where magnets and energy applications are of most importance.
The applied part of this book intends to review some selected examples of
superconductor applications. The entire spectrum of implemented and potential
applications is so great today, that a comprehensive review is far beyond the
scope of any physics text. However, there is a need to see the physics of super-
conductivity in the context of applications which is a major driving force in
research on superconductors today. To this end, some examples of applications
are given, and in important cases the underlying theory is worked out in some
detail. A characteristic for superconductor-based technology is often that it is
either superior to alternative methods, or only possible using superconductors.
It should be emphasized that the potential for future applications other than
those discussed in Chapters 11 and 12, or for improvements of existing ones,
is enormous. Usually the question whether a demonstrated new superconductor
technology is finally brought to the market is one of economy. This is always
the case when alternative technologies are available, for instance in electric
energy transport and storage, and in magnet technology. Long-term reliability
and safety is another important consideration. The situation is somewhat dif-
ferent in areas where superconductor technology is unique, i.e. when no real
comparable alternative exists. This is clearly the case with regard to some of
the technologies based the Josephson junction. Although only a few examples
have been chosen here, they suffice to demonstrate existing and future super-
conductor technology on scales ranging from micrometres in the Josephson
junction to tens of kilometres in electric energy transport and maglev passenger
movement.

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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11.1 More JJ-junction and SQUID basics

11.1.1 Introductory remarks

In the present chapter we will discuss some further basic properties and how these
are important for applications of superconductivity on a small scale, as well as
giving outstanding examples of present day use.1 The most important small scale
electronic device applications so far are based on Josephson junctions, a topic we
already encountered in Chapter 5. Among these, the squid has reached by far the
widest range of useful implementations due to its unique property as the most
sensitive and versatile device for detection and measurement of magnetic flux.

The SQUID has been under continuous development and improvements dur-
ing several decades. It owes its sensitivity to the properties of the superconduct-
ing wavefunction phase which provides the basis for both flux quantization and
Josephson tunnelling. The broad versatility is due to the possibility it offers for
high resolution measurements of any physical quantity which can be converted
into magnetic flux. This is the case with quantities like magnetic field, magnetic
susceptibility, magnetic field gradient, electric current, voltage, and displace-
ment. Therefore, a wide range of uses are open to the use of SQUID technology.
A better understanding of the SQUID can only be reached through a good under-
standing of the Josephson effect. We therefore proceed to discuss the Josephson
junction further, and then again turn to the SQUID and other applications.

11.1.2 RSJ – the resistively shunted Josephson junction

We showed in Chapter 5 that the current trough an unbiased Josephson junction
can be expressed as

I = I0 sin γ, (11.1)

where I0 is the maximum supercurrent the junction can sustain, usually referred
to as the critical current, and γ = φ1 − φ2 is the difference in superconducting
phase across the junction. We also discovered that while the current I could be
expected to flow at zero voltage, another new phenomenon would appear when
the current was forced to exceed I0: A voltage V developed across the junction,
and the phase γ became time dependent, giving an AC current with so-called
Josephson frequency ωJ according to ωJ = ∂γ /∂t = (2e/�)V = 2πV/�0. The
current across the junction should now be written

I = I0 sin[γ0 − (2eV/�)t] (11.2)

1Suggested additional reading: Säppä H, Ryhänen T, Ilmoniemi R and Knuutila J, in Fossheim K.,
(ed) Superconducting Technology. 10 case studies, World Scientific Publishing, 1991.
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where γ0 in the phase across the junction without the voltage V present. In
junctions of high structural perfection the I –V characteristic is often found to
be hysteretic as shown in graphs (b) and (c) of Figure 11.1. We will return to the
details of this figure later on. For a junction to be practical in a squid it cannot
be allowed to have such characteristics. Experience and theoretical analysis
have taught us that the problem can be solved by shunting the junction, i.e. by
adding an external resistance in parallel. This modification is commonly referred
to as the RSJ-model (resistively shunted junction), as shown in Figure 11.2.
One identifies from left to right: The current source, the resistive shunt R, the
Josephson junction, the self-capacitance C bound to be present in the layered
SIS junction structure, and finally the voltage V .

We take the current source to be in a current controlled mode. This forces
the phase γ in the equation I = I0 sin γ to adjust itself accordingly. The current
now determines the phase difference across the junction, and not vice versa.

We might further take into account the possibility that there is a fluctuating
noise current In(t) associated with the components of the circuit, as is commonly
true. The equation of motion for the circuit is then

C
dV

dt
+ I0 sin γ + V

R
= I + In(t) (11.3)
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Figure 11.1 Numerically calculated current-voltage characteristics of Josephson junctions
with βc = 0.7, 1.6 and 3.0 at zero temperature, i.e. � = 0 (solid lines), and with � = 0.05
(dashed lines). (For reference, see the footnote at the foot of the opposite page). Parameters
βc and � are defined below.
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Figure 11.2 The RSJ model for a Josephson junction.
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an equation first studied by Stewart [157] and McCumber [158]. We choose first
to analyze the differential equation (Eq. 11.3) under the assumption that In(t)

can be neglected. We use the previously found relationship ∂γ /∂t = (2e/�)V

and write Eq. 11.1 as

�C

2e
γ̈ + �

2eR
γ̇ = I − I0 sin γ. (11.4)

Upon defining the quantity

U = −�0

2π
(Iγ + I0 cos γ ) (11.5)

Eq. 11.4 may be written as

�C

2e
γ̈ + �

2eR
γ̇ = −2e

�

∂U

∂γ
(11.6)

This is recognized as the equation of motion for a mass point moving down a
corrugated surface, often referred to as a ‘washboard potential’, where U is a
function of γ .

Two characteristic situations are illustrated in Figure 11.3, I < I0, and I > I0
respectively. In the first case the point mass gets trapped in one of the potential
minima, and oscillates locally there. In the other case it goes on sliding. The
first of these situations corresponds to zero time average phase difference, i.e.
〈γ̇ 〉 = 0. This corresponds to the average voltage across the junction being zero.

The second type of motion arises when the tilt is increased to make I > I0.
In this case the time average is 〈γ̇ 〉 > 0, in other words, the point mass keeps
sliding down the washboard. It is helpful also to note that in the mechanical
analogue the capacitance C represents the particle mass, and 1/R is proportional
to the friction coefficient, or damping of the motion.

I > I0

I < I0

U
(g

)

g

Figure 11.3 The washboard potential with a sliding point mass. Here I represents the tilt
of the washboard as can be seen from Eq. 11.5.
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Numerical analysis of Eqs 11.3–11.6 shows that hysteresis is controlled by
the parameter βc, called the Stewart–McCumber parameter

βc = 2πI0R
2C

�0
(11.7)

Hysteresis is found for βc > 1. Calculations of current versus voltage is shown
in Figure 11.1 for different values of βc. Distinct hysteresis appears for βc > 1.
Further properties of Figure 11.1 will be discussed later. It requires highly
qualified laboratory expertise to create junctions which meet the particular
requirement βc < 1 for hysteresis-free junctions.

Until now we neglected the current noise In(t). For a better understanding of
the Josephson contact and SQUID physics the In(t) term should be reintroduced,
and its consequences analysed. The full equation of motion is now:

�C

2e
γ̈ + �

2eR
γ̇ + I0 sin γ = I + In(t) (11.8)

The effects of noise are usually discussed in terms of noise spectral density
SI (f ) of In(t). The meaning of SI (f ) is ‘noise power per bandwidth due to
current noise In(t)’. Theoretical analysis shows that the noise spectral density
of In(t) is given by the Nyquist result:

SI (f ) = 4kBT/R (11.9)

Since the current I represents the tilt of the washboard potential, the physical
effect of In(t) is to cause fluctuations in that tilt. If these fluctuations become
large enough they will cause the particle to escape from is local trapping site.
This creates a condition for 〈γ̇ 〉 to differ from zero, which again means that
a voltage will appear, in this case corresponding to the appearance of voltage
noise with increasing temperature. This will cause a rounding of the I –V curve
before the steeper onset of current driven by the external voltage V . The noise
corresponds to an additional voltage dVn and a total effective voltage V +
dVn, causing the precursor “noise- rounding” effect in the I –V characteristic
observed in the calculations of Figure 11.1.

This current noise has an additional effect of lowering the effective critical
current value, a potentially harmful consequence of noise since the critical cur-
rent I0 must be above a certain value for proper operation of the junction. A
criterion for I0 to be large enough to maintain a coherent supercurrent or ‘cou-
pling of the junction’ is that the coupling energy exceeds the available thermal
energy, expressed by the relation

I0�0/2π � kT (11.10)
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The quantity I0�0/2π is what we referred to as the coupling energy of the
junction. It is a measure of the energy associated with the current pattern for
each flux quantum in the junction. A typical value of I0 is in the µA range at
low temperatures, a small but easily measured current.

11.1.3 Further modelling of the Josephson junction

Having discussed the Josephson junction in rather simple terms above, let us
examine it a little further. Before we rewrite the equation of motion, we remark
first on the presence of the resistance R. Going back to the Josephson result for
the current, we should, to be accurate, add a term coming from quasiparticle
current in the presence of a voltage. The total current is now:

I = I0 sin γ + V/Rq (11.11)

Rq is a voltage dependent quasiparticle resistance. The term I0 sin γ still deter-
mines the main properties of the junction. Next, we rewrite the equation of
motion by defining new, normalized variables:

t∗ = (2πI0R/�0)t; in(t
∗) = In(t)/I0 (11.12)

We assume further that the total resistance R, which is formed by Rq in parallel
with the shunt resistance, satisfies the condition R � Rq. For such cases the
equation of motion (Eq. 11.8) describes the junction accurately.

The thermal noise current In is the current in the resistance R. Its autocorre-
lation function is 〈In(t + τ)In(t)〉 = 2kT δ(τ)/R, where δ(τ) is the Dirac delta
function. With a little effort one finds the following reduced form of the equation
of motion:

βc
d2γ

dt∗2
+ dγ

dt∗
= − d

dγ
(−iγ − cos γ ) + in(t

∗) (11.13)

The current in(t
∗) = In/I0 is expressed as a Langevin function describing the

thermal noise, and according to standard treatment obeys the relation

〈in(t∗ + τ∗)in(t∗)〉 = 2�δ(τ∗) (11.14)

where � = 2πkT/I0�0 is the normalized thermal energy. The parameter βc is
now analogous to mass, and inversely proportional to the damping of the system.
Numerical analysis of Eq. 11.13 yields further insight into the current–voltage
characteristics, as seen in Figure 11.1. What was computed there were the quan-
tities i = I/I0, and corresponding values of v̄ = 〈v〉 = V̄ /RI0, resulting in the
function v̄(i). V̄ is the time averaged voltage over the current-biased SQUID.
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The graphs demonstrate the dependence of the I –V characteristics, here
expressed as i versus v̄, on the two parameters � and βc. First, we observe that
� embodies the rounding effect at finite temperatures mentioned above. It is
therefore referred to as the noise rounding parameter, and the phenomenon itself
as noise rounding. Second, as pointed out before, at βc ≤ 1 the characteristics is
hysteresis free when � = 0, but at higher values of βc there is distinct hysteresis
even when � = 0. This result defines one of the main technical challenges in
applications of the Josephson effect: To control the parameter βc and thereby
the characteristics of the junction.

The use of Josephson contacts in the SQUID, requires that hysteresis is absent,
as mentioned. This provides the important design criterion 2πI0R

2C/�0 < 1.
Fortunately, this nontrivial requirement on the I0R

2C product can be met in
practice.

11.1.4 The autonomous DC SQUID

Next, we proceed to describe the structure, properties, and operational principles
of the double junction DC SQUID, consisting of a superconducting loop inter-
rupted by two identical junctions, both resistively shunted to avoid hysteresis.
In the absence of hysteresis the state of the junctions and the DC SQUID are
unambiguously determined by the applied voltage. Furthermore, since the flow
patterns of supercurrent are characteristically different when the ring encloses an
integral number n of flux quanta as opposed to (n + 1

2) quanta, the correspond-
ing two I –V characteristics are also distinctly different. This fact provides the
basis for practical use of the DC SQUID.

We will now analyse the double-junction DC SQUID by extending the RSJ
model to this case. This procedure neglects some technical aspects. But the
DC SQUID is in reality such a complex device that one should make some
initial simplifications to gain insight into the basic properties. Next, further
aspects can be discussed on that basis. For instance, when it comes to practical
implementation one cannot avoid considering the coupling of the SQUID to
the external world in order to fully understand and control the properties. But
it is not a good idea to include all such problems in the first basic analysis.
Hence we start the analysis by using the RSJ model equation for both junctions
simultaneously. First we note that in each junction, hereafter numbered i = 1, 2,
the current Ii is

Ii = �

2e
C

d2γi

dt2
+ �

2eR

dγi

dt
+ I0 sin γi + In,i (11.15)

This provides us with two equations. First we observe that the total current
through the DC SQUID is I = I1 + I2, and next that the total magnetic flux
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threading the ring is

� = �0

2π
(γ1 − γ2) = �a + L(I1 − I2)/2 (11.16)

In other words, the flux in the ring it is the sum of the applied flux and the
flux generated by the (difference of) currents I1 and I2. �a is as before, the
external applied flux. The quantities C, R and I0 take on the same meaning as
discussed in the RSJ model discussed before. L is the inductance of the ring,
and In,i is the thermal noise current in the shunt resistance Ri . The junctions
are characterized by the phase differences γi .

For further analysis we combine the equations of motion for the two junctions
by once adding them, and once subtracting one from the other. This allows us
to study the behaviour of the quantities γ1 + γ2 and γ1 − γ2, which turns out to
be a useful procedure. To this end we define the quantities

ν = (γ1 + γ2)/2; φ = (γ1 − γ2)/2 (11.17)

The instantaneous voltage across the two junctions is now V = RI0dν/dt∗,
using the previously defined rescaled, dimensionless time variable t∗ = 2πRI0t/

�0, and the total flux is � = �0φ/π .
Using the previously defined parameter βc, and introducing a new parameter

βL = 2πLI0/�0 (11.18)

we combine the equations as described, to obtain two new equations of motion.
Looking at the case where we add the equations for junction 1 and junction 2
we find

I = I1 + I2 = �

2e
C

d2

dt2
(γ1 + γ2) + �

2eR

d

dt
(γ1 + γ2)

+ I0(sin γ1 + sin γ2) + In,1 + In,2. (11.19)

Upon introducing ν = (γ1 + γ2)/2 and φ = (γ1 − γ2)/2 we find

I = �

e
C

d2ν

dt2
+ �

eR

dν

dt
+ 2I0 sin

(
γ1 + γ2

2

)

× cos

(
γ1 − γ2

2

)
+ In,1 + In,2 (11.20)

I

2I0
≡ i = �

2eI0
C

d2ν

dt2
+ �

2eRI0

dν

dt
+ sin ν cos φ + in,ν (11.21)

with in,ν = (In,1 + In,2)/2I0. By rescaling the time variable and introducing t∗
as explained we finally obtain

βc
d2ν

dt∗2
+ dν

dt∗
+ sin ν cos φ = i + in,ν(t

∗) (11.22)
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(The change of sign for in,ν(t
∗) is unimportant since this is a quantity which fluc-

tuates around zero.) Proceeding in a similar manner when taking the difference
I1 − I2 we find

βc
d2φ

dt∗2
+ dφ

dt∗
+ cos ν sin φ + 2

βL
(φ − φa) = in,φ(t∗) (11.23)

where we introduced the quantity φa = π(�/�0). The Langevin functions for
in,ν , and in,φ represent uncorrelated thermal noise sources, and each of them
are characterized by the correlation property 〈in,ν(t

∗ + τ)in,ν(t
∗)〉 = 〈in,φ(t∗ +

τ)in,φ(t∗)〉 = �δ(τ).
� is again the noise rounding parameter defined previously. The equations

developed here describe what is called the ‘autonomous DC SQUID’, i.e. one
that is operating in a magnetic field with an external current I applied, but
without other coupling to external devices, like a signal coil or control circuit,
feedback circuit etc.

11.1.5 Simplified model of the DC SQUID

Numerical analysis of Eqs 11.22 and 11.23 has given much insight into the
properties of the DC SQUID. For instance, under the assumption that the loop
inductance L is very small, corresponding to βc � 0, the equations can be
expanded as a series, from which the voltage, the circulating current, and the
transfer function ∂V̄ /∂�a can be estimated.

Under the condition that L is negligible so that βL � 1 and βc ≈ 0, the total
flux in the ring is � ≈ �a . According to Eq. 11.22 the voltage can now be
written as

V ≈ RI0(i − cos φa sin ν) (11.24)

By integration of V over the period T of the Josephson oscillation, the average
voltage across the current-biased DC SQUID is found [53],

V̄ = 1

T

∫ T

0
V dt ≈ RI

2

[
1 −

(
2I0

I
cos

π�a

�0

)2
] 1

2

(11.25)

In this limit the double junction DC SQUID behaves like a single Joseph-
son junction with resistance R/2, and with an effective critical current Ic,eff =
2I0 cos(π�a/�0), in other words a flux-dependent critical current, with a modu-
lation depth �I0,eff = 2I0 when βL � 1 and βL ≈ 0. This is seen by comparison
with the I–V characteristics found for a single junction.
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The transfer function ∂V̄ /∂�a can be estimated on the basis of the above
analysis by differentiation of Eq. 11.25 at �a = �0/2 and I = 2I0 which approx-
imates the usual point of operation in a feedback circuit. To obtain realistic
estimates one needs to relax the condition βL � 1. RSJ model simulations indi-
cate that at βL = π the modulation depth of critical current is approximately equal
to I0. This leads to the conclusion that ∂V̄ /∂�a ∝ �I0,eff is reduced by approx-
imately a factor of 2 for βL = π . The result is that the transfer function can be
approximated as

∂V̄

∂�a

≈ R

2L
(11.26)

Similarly, the dynamic resistance can be estimated as Rdyn = ∂V̄ /∂I ≈ R/
√

2

Operational properties

The most important aspects of the DC SQUID with regard to operational proper-
ties are sketched in Figure 11.4. From left to right is shown the resistive shunting
of each junction, and with a capacitance C associated with each, followed by a
sketch of the two typical I –V characteristics, once with a flux �a = n�0 and
once with �a = (n + 1

2)�0 applied. This leads to a periodically varying voltage
vs. applied flux, with a period �0 as shown in the right figure. These insights
can be gained through numerical calculations, using the equations of motion
discussed above.

Looking through the mathematics of these equations, it is not easy to see
from them why the I–V characteristics behave as shown in Figure 11.4. Clarke
[159] has given a ‘simplistic’ analysis with a minimum amount of mathematics.
We refer here to Figure 11.5, and also to Figure 11.4: we take the two junctions
in the SQUID to be arranged symmetrically, one on each side of the loop, as
is always done in a DC SQUID. The bias current I is then divided equally

V

Φ = (n + 1/2)Φ0

IB

Φ = nΦ0

I

(b)

Φ/Φ0

1 20

(c)(a)

R

I V

I0
C C

I0

R Φ V

Figure 11.4 (a) The DC SQUID; (b) I –V characteristics; (c) V vs. �/�0 at constant bias
current IB. After Clarke [159].
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Figure 11.5 Simplistic view of the DC SQUID: (a) a magnetic flux � generates a circulat-
ing current J that is periodic in � as shown in (b); as a result (c), the maximum supercurrent
Im is also periodic in �. After Clarke [159].

between the two paths, with I/2 in each. As long as the current in a junction is
below the critical current I0, a supercurrent tunnels through the junction at zero
potential difference. If we allow an arbitrary amount of flux �a to be applied
to the ring, an additional supercurrent Icirc is set up, creating a self-generated
flux LIcirc in the ring. Recalling that the total flux � in a superconducting ring
or loop is quantized as n�0, the following relation now applies:

� = �a + LIcirc = n�0 (11.27)

Taking the starting values of the applied flux as �a = 0 or �a = n�0, the circu-
lating current according to Eq. 11.27 is initially zero. On increasing the applied
flux, a finite circulating current JI circ = (�a − n�0)/L develops in order to
keep the total flux through the loop at its starting, quantized value.

This internally generated, circulating current adds to the externally applied
bias current I/2 in junction 1, and subtracts in the other, junction 2. The individ-
ual junction currents are related as I1 = I2 + 2Icirc and I2 = I1 − 2Icirc. Since
the circulating current flows in opposite sense relative to the bias current in
the two junctions, the junctions will respond differently to the same amount of
externally applied flux. Junction 1 switches to the voltage state, i.e. a voltage
develops across it, when it carries a total current equal to the critical current (see
Figure 11.1). This happens when I1 = I/2 + Icirc = I0. At this point the device
current is I = 2I0 − 2Icirc. This is to be regarded as the device critical current
at this applied flux. The maximum value clearly is 2I0. What is important for
use of the device is how it further responds to applied flux: At the same time
as �a increases from zero to �0/2, Icirc increases from zero to �0/2L accord-
ing to Eq. 11.27, and the device critical current diminishes to 2I0 − �0/L. We
see from this that the critical current of the device as a whole has decreased
by the amount �0/L. Next, as we increase the applied flux beyond �0/2 the
SQUID makes a transition from the flux state n = 0 to n = 1, with reversal of
the sign of Icirc. As �a is increased to �0, the critical current again increases
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to its maximum value 2I0. The sequence discussed is depicted in Figure 11.5.
It repeats periodically with increasing flux, and thereby results in the behavior
of the DC SQUID illustrated in Figure 11.4. As Figure 11.4 also indicates, a
practical device is biased at a constant current IB. This bias is above the critical
current and therefore puts the entire DC SQUID in the voltage state, which
is what we need in order to make it a flux to voltage transformer. It is the
resulting voltage response to applied flux, shown in the right figure, which is so
extensively exploited in practical applications of the device.

An important question is how this device which is so sensitive, can be used
both in low and high magnetic fields. The answer is that a combination of
several factors make this possible: The sensitivity of the the transfer function
∂V̄ /∂� at the bias current IB, combined with compensating feedback circuitry,
as well as the use of a flux transformer that amplifies the flux detected at the
observation point and transfers it to the SQUID, usually located some distance
away. The DC SQUID is typically operated in socalled flux-locked loop. A
simplified example is shown in Figure 11.6. The operating point of the SQUID
is chosen at the steepest point on one of the periodic oscillations of the V –�-
curve seen in Figure 11.4. In this design the SQUID is coupled to an external
compensation inductor controlled by feedback from the SQUID output, thus
causing the flux felt by the SQUID to be constant during operation even in a
strongly varying external field. The feedback circuit also produces a voltage
proportional to the flux that the circuit compensates. When calibrated, this volt-
age then measures the field detected by the device. In many uses of the SQUID
other types of detector coils are used, such as first-order or second-order gra-
diometers. Gradiometers are used to eliminate spatially homogeneous external
noise superimposed on the signal, like electromagnetic noise in the environment.
A simplified but realistic and detailed sketch of a DC SQUID with signal coil
attached is shown in Figure 11.7. The development of the SQUID has been
a long battle against noise of many kinds. Noise may be environmental type,
it may come from the components of the SQUID itself, and from the detect-
ing circuitry and amplifier. Since the SQUID is a non-linear device, thermal
noise has a dramatic effect on the dynamics. Figure 11.1 already gave some

Lock-in
detector

Integrator

100 kHz
oscillator

V

Amplifier

SQUID

IB

Figure 11.6 Modulation and feedback circuit for the DC SQUID. After Clarke [159].
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Figure 11.7 Simplified structure of a planar DC SQUID together with a signal coil. The
sites for the current nodes of the microstrip resonance and for the effective capacitance
coupling are indicated. The directions of the current in the different signal-coil turns at
frequencies lower and higher than the microstrip line resonance frequency are shown. After
Säppä et al. [160].

information on the influence of noise through the parameter � as an example.
According to careful studies [160] the autonomous DC SQUID discussed above
has an optimal energy resolution ε ≈ 12kBT

√
LC at βc ≈ 0.7. This expression

can be interpreted as the ratio of thermal energy 1
2kBT divided by the so-called

effective noise bandwidth of the SQUID, 1
4R/L. We conclude that a low-noise

DC SQUID should have small junction capacitance, small loop inductance, and
proper damping of the junctions. Examples of typical values are: C = 1 pF and
L = 20–40 pH. In Figure 11.7 it is seen that the design attempts to meet these
requirements. Obviously, the junction capacitance is made very small.

DC SQUIDS may be shunted in several ways. We have only discussed one
of these, the resistively shunted DC SQUID. In addition both capacitive and
inductive shunting are possible, and have been well characterized.

11.2 SQUID applications

11.2.1 Biomagnetism: neuromagnetic applications

Introductory remarks2

Magnetic fields produced by living organisms has become one of the most
wide-spread applications of the SQUID. Especially important is magnetoen-
cephalography (MEG) which is a method for studying brain functions by map-
ping of the magnetic field produced by neural currents in the human brain.

2Suggested additional reading: Ahonen A.I, et al., in Fossheim, K. ed. Superconducting Technology.
10 case studies, World Scientific Publishing, 1991 [161].
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Synapse

Action potential Postsynaptic potential

Propagation

Figure 11.8 Schematic illustration of an action potential, essentially consisting of two
nearby opposite current dipoles propagating towards a synapse and the resulting postsynaptic
potential corresponding to a single stationary current dipole. After Ahonen et al. [161].

Such magnetism is referred to as neuromagnetism. The function of the brain
involves activity on the millisecond timescale. For such study there are two
main windows: Electroencephalography (EEG) and magnetoencephalography
(MEG). In EEG the potential distribution over the head is measured by elec-
trodes attached to the scalp. In MEG the weak electromagnetic fields of typical
amplitude 50–500 fT generated by the human brain are measured in order to
locate the current sources generating the magnetic fields associated with cortical
activity. Magnetoencephalography is a noninvasive tool for such study, offering
spatial resolution on the millimetre scale and time resolution on the millisecond
scale. A particular advantage of the MEG is its ability to locate cortical activity
at deeper levels and spatially more accurately than EEG. The EEG is strongly
influenced by currents in the scalp, which the MEG is not. Hence MEG offers
superior quality with regard to locating accuracy. There are two types of signals
from the brain: spontaneous activity, and evoked response to external stimuli.

The principle of neuromagnetism

The basis for MEG lies in concepts of action potential and postsynaptic poten-
tial. Information is carried from one neuron to another by the action potential
via the synapse, mediated by the release of transmitter molecules which increase
the permeability of the postsynaptic membrane as illustrated in Figure 11.8. Due
to an interaction between chemical and electrical gradients there is a net current
flow through the membrane and a change in voltage, called the postsynaptic
potential (PSP).

To a first approximation PSP is an intracellular current dipole oriented along
the neuron, while the action potential may be described as a current quadrupole.
In order for a resulting magnetic field to be detectable outside the head, a large
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number of neurons need to be activated, and to act in unison. The strength of a
PSP current dipole is only 10−14 A. The observed magnetic field is believed to
be mostly due to PSP cells which are perpendicular to the cortex. The field due to
the action potential is very short range due to its quadrupolar nature. In addition,
the dipolar PSP lasts an order of magnitude longer. The observed equivalent
dipole is of the order of 10−8 A, which means that tens of thousands of neurons
are activated at the same time. Dipoles which are observed in spontaneous
activity, like in elliptic foci, may be an order of magnitude larger still.

In order to calculate the field outside the head, resulting from cortical activity,
some model assumptions have to be made. The head is often described as
spherical symmetric, filled by a conductive medium with conductivity σ (r).
The magnetic field outside such a body has important simplifying properties:
(1) radial dipoles and their volume currents cancel each other and thus do not
generate a magnetic field outside the body, (2) the radial component of magnetic
field is produced by the primary current density only, and (3) both radial and
tangential field components are independent of the conductivity profile.

During measurement, the evoked response signal is usually assumed to be
composed of the true source signal plus gaussian noise. By repeated sampling,
say N = 100 times, the signal part is integrated up proportional to N , the total
number of samples, while the noise integrates up proportional to

√
N . Thus an

acceptable signal to noise ratio can be achieved.

Instrumentation

The SQUID is the only instrument with sufficient sensitivity to perform neu-
romagnetic studies. Usually, the external field is coupled into the SQUID by a
a superconducting flux transformer, i.e. a pickup loop coil and a signal coil in
series, shown in principle in Figure 11.9. Normally the signal is orders of mag-
nitude smaller than the environmental noise. Therefore, the transformer usually
has a gradiometer coil on the detecting side, sensitive only to the derivative of
the magnetic field, ∂Bz/∂z, and insensitive to environmental noise with electro-
magnetic wavelength much longer than the size of the coil. An illustration of
such a coil is shown in Figure 11.10. It consist of two identical coils in series,
but oppositely wound. The first part may be regarded as the signal detector, and
the second part as a compensator coil. In a case when spatially homogeneous
noise is detected by the first coil, it is compensated by the second one, and the
resulting signal picked up by the gradiometer is zero. If on the other hand an
inhomogeneous field is present, the gradiometer coil detects a signal propor-
tional to the spatial derivative along the coil axis. Depending on the design one
may choose to make gradiometers that measure tangential derivatives ∂Bz/∂x

and ∂Bz/∂y.
Usually the whole device is placed in a magnetically shielded room. How-

ever, more and more sophisticated designs have made it possible to operate the
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Figure 11.9 Transformer. After Ahonen et al. [161].
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Figure 11.10 Examples of gradiometers coupled to flux-locked SQUID. After Clarke [159].

SQUID in unshielded environment. For a more widespread use of SQUIDs in
diagnostics, it is essential to avoid the use of shielded rooms for the sake of cost
reduction. A potentially interesting area for the future is in cardiology. The capa-
bility to obtain high quality signals from the heart cycle is well established even
using high-Tc superconductor SQUIDs. However, sensitivity to the positioning
of the device is one of the problems with this method.

During the 1990s a new development took place. Multichannel SQUID sys-
tems, containing well over 100 SQUIDs were built to be placed over the head, and
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Figure 11.11 Multichannel SQUID system for neuromagnetic studies of the brain. With
permission from Neuromag.

allowing a very detailed recording of brain activity in the entire brain. These sys-
tems are commercially available, and becoming increasingly important as a tool
for brain diagnostics, and as a research tool for the study of brain function more
generally. Figure 11.11 shows an example of multichannel squid system for neu-
romagnetic studies of the brain. Determining the precise location of epileptic foci
before surgical treatment is an established clinical application of such systems.3

11.3 Superconducting electrodynamics
in the two-fluid model

11.3.1 Frequency dependent conductivity in the two fluid model

Electrical current in the Meissner phase is confined to the penetration depth λ.
This obviously is the DC limit of response to an electromagnetic field. There-
fore, any theory for the low frequency response must have Meissner screening

3Recommended further reading: See two review articles by Clarke J. (1) In Weinstock, H. ed. SQUID
Sensors: Fundamentals, Fabrication and Applications. NATO ASI Series. Kluwer Academic Publishers,
Dordrecht, The Netherlands 1996, and (2) In Weinstock, H. ed. Applications of Superconductivity. NATO
ASI Series. Kluwer Academic Publishers, Dordrecht, The Netherlands 2000. These reference treat the
rf SQUID.
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as its limiting low frequency behaviour. We will now treat electrodynamics in
the situation where a superconductor surface is exposed to an AC electromag-
netic field. Relevant cases may be electromagnetic radiation incident on the
superconductor surface, for instance at normal incidence, or an electromagnetic
wave traveling along the superconductor surface. This latter case will corre-
spond to the situation in the technologically very important planar wave-guides
and filters used in high frequency communications. We treat a superconducting
half-space first as the basic entity. In the course of this treatment penetration
depths for electromagnetic field in both normal and superconducting materials
will be introduced. Furthermore, we need a model description of the supercon-
ducting electron gas. It turns out that the so-called two-fluid model is adequate
for this purpose over a wide frequency range.

The two-fluid model was historically introduced by Gorter and Casimir in
1934 [67]. It proposes to divide the mobile charges in the superconducting state
of a metal into two distinct entities: A normal component of concentration nn
with properties like those of the electron in the normal state, and a superfluid
component of concentration ns whose properties are responsible for the observed
screening of a static magnetic field in the Meissner phase. The total concentration
of mobile charge is then

n = nn + ns (11.28)

where both nn and ns have to be temperature dependent in order to account for
the temperature dependence of the penetration depth λ. Corresponding to this
division one also foresees that currents are composed of two parts, a normal
part Jn associated with nn, and a superconducting part, Js, associated with ns.
For the total current then

J = Jn + Js (11.29)

Experimentally one finds in low-Tc superconductors that the London penetration
depth λL obeys the following simple relation for its temperature dependence

λL(T ) = λL(0)
[
1 − (T /Tc)

4
]− 1

2
(11.30)

This can be interpreted as a consequence of a density of normal component
nn/n = (T /Tc)

4, and a corresponding density of superfluid component

ns/n = 1 − (T /Tc)
4 (11.31)

Since λL = (
ms/µ0ns(T )q2

s

) 1
2 , substituting ns from Eq. 11.31 reproduces

Eq. 11.30. We define λL(0), the London penetration depth at 0 K, as

λL(0) = (ms/µ0ns(0)q2
s )

1
2 (11.32)
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How does this relate to conductivity? Using Newton’s second equation for the
case of zero friction we have

ms
dv

dt
= qsE (11.33)

The current density Js may be expressed as

Js = nsqsv (11.34)

Hence we can rewrite Eq. 11.33 as

�
dJs

dt
− E = 0 (11.35)

which is the first London equation where � = ms/nsqs
2. In case of a sinusoidal

field of frequency ω we expect a resulting sinusoidal current. After performing
the derivation in Eq. 11.35 we obtain

J s = 1

iω�
E = σsE (11.36)

where we have defined a conductivity σs:

σs = 1

iω�
= 1

iµ0ωλ2
L

(11.37)

Since σs is expressed for a condition of zero loss (without a damping term in
Newton’s equation of motion) it is a purely imaginary quantity. Also, if we
assume low frequency, as when ωτ � 1, we can take the usual DC expression
for the normal state conductivity to apply for the normal component of the
electron gas, with the normal current being in phase with the driving field:

Jn = σnE = nnq
2
nτ

mn
E (11.38)

and the total current

J = Jn + Js =
(

nnq
2
nτ

mn
− i

1

µ0ωλ2
L

)
E (11.39)

The conductivity is now a complex expression:

σ = σ1 − iσ2 = nnq
2
nτ

mn
− i

1

µ0ωλ2
L

(11.40)

The response to an AC field in a superconductor clearly is out of phase with
the applied E-field.
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11.3.2 Surface impedance and AC loss

Because of the altered screening effects resulting from the foregoing analysis
there is a need to apply a different concept, adequate for this situation, in addition
to Meissner screening. This is the concept of a (complex) surface impedance Z,
measured in units of �, defined by

Z = E||∫
Jdz

(11.41)

where E|| is the electric field in the surface, driving the current J along the
surface, and integration is from the surface (z = 0) to (in principle) infinity
inside the conductor. Using Maxwell’s equation one derives for a normal metal,
as we will show later,

Zn = Rn + iXn

Rn = Xn = (µ0ω/2σn)
1
2

(11.42)

Consequently, the resistive and reactive parts of the surface impedance in a
normal conductor are equal, and, since σ is frequency independent in the range
we are considering, both go like ω1/2. These results have been well verified
experimentally.

In the superconducting state matters are different due to the difference in AC
conductivity discussed in the previous section. Since we already used London’s
first equation to establish an expression for σ in the superconducting state, and
in addition invoked the two-fluid model, superconductivity is built into the σs
we derived above. We therefore now only need to use Maxwell’s equations,
and the surface impedance takes the same form both in the superconducting and
normal states when expressed in terms of σs. We have for the superconductor:

Zs = Rs + iXs =
(

iµ0ω

σs

) 1
2

(11.43)

We will show later that

Rs = 1

2
µ2

0ω
2λ2

Lσn (11.44)

Xs = µ0ωλL (11.45)

where we used the symbol σn for the conductivity of the superconductor in
its normal state, corresponding to nn = n. We also note that the reactive part
Xs of the surface impedance Zs is purely inductive. The usual expression for
such impedance is X = ωL. In the present case therefore, we can conclude that
Ls = µ0λL, usually called the equivalent inductance, known also as the kinetic
inductance. We now proceed to deduce the results briefly mentioned above, first
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for the normal state. We want to find the intrinsic impedance Z. This quantity
may be defined from Maxwell’s equations

∇ × H s
n = J s

n + iωεEs
n (11.46)

where the second term on the right-hand side is the displacement current due to
bound charges, or

∇ × H s
n = (σn + iωε)Es

n (11.47)

and by use of
∇ × Es

n = −iωµ0H
s
n (11.48)

In all cases the superscript s here refers to ‘surface’ rather than ‘superconducting’
while subscript n refers to the normal state. Combining Eqs 11.47 and 11.48 by
taking the curl of the second one and inserting the result in the first, and further
writing Es

n = Es
n,oe−(α+iβ)z = Es

n,oe−γ z one finds

γ 2
n = (σn + iωε) iωµ0 (11.49)

which can be written in the form

γn = iω (µ0ε)
1
2

(
1 − i

σn

ωε

) 1
2

(11.50)

In a good metal the displacement current density is very small compared to that
caused by free charges. Numerically, therefore, one finds even for normal metals
that σn/ωε � 1. Hence, the general expression for γn can be approximated by

γn = iω (µ0ε)
1
2

(
−i

σn

ωε

) 1
2 = i (−iωµ0σn)

1
2

= (1 + i) (ωµ0σn/2)
1
2 = (1 + i) /δn (11.51)

where δn is the classical normal state skin depth, defined here as

δn =
(

2

ωµ0σn

) 1
2

(11.52)

We also note that under this approximation, since γn = αn + iβn is a complex
quantity, we have for αn and βn

αn = βn =
(

1

2
ωµ0σn

) 1
2

= 1

δn
(11.53)
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These quantities are again closely related to the intrinsic impedance, a quantity
we will deduce next. The complex surface impedance Z ≡ R + iX defined as
indicated previously (Eq. 11.41), or alternatively by the relation

Z ≡ Es
x,oe−γ z

H s
yz

(11.54)

here specifically referring to an electromagnetic AC field applied at normal
incidence to the surface whose normal is along z. Using ∇ × Es = −iωµ0H

s

one finds

Z = (iωµ0)
1
2

(σ + iωε)
1
2

=
(µ0

ε

) 1
2 1

(1 − i (σ/ωε))
1
2

=
(µ0ω

2σ

) 1
2
(1 + i) (11.55)

We can at this point easily distinguish between the normal and superconducting
states. In the normal state the conductivity is a real quantity σn, and we find in
this case for Zn = Rn + iXn, the corresponding terms in

Zn =
(

ωµ0

2σn

) 1
2

+ i

(
ωµ0

2σn

) 1
2

(11.56)

Next, introduce σ in the superconducting state as a complex quantity σs =
σ1 − iσ2 as we did before. Inserting this, we have:

Zs = Rs + iXs =
(

iωµ0

σ1 − iσ2

) 1
2

(11.57)

Since in the superconductor σ1 � σ2 we can expand the root, and find, using
the expressions for σ1 and σ2 from Eq. 11.40

Zs = Rs + iXs = µ2
0ω

2λ3
Lnnq

2
nτ

2mn
+ iµ0ωλL (11.58)

Rs = 1

2
µ2

0ω
2σnλ

3
L (11.59)

Xs = µ0ωλL (11.60)

We notice in particular that the surface resistance predicted by this model
increases as the square of the frequency, compared to the square root dependence
in the normal case. Observations confirm these predictions with good accuracy
in, respectively, normal metals, and in high quality LTS superconductors. In
HTS the frequency dependence is sometimes influenced by non-ideal structures.
The agreement with predictions is therefore not as good in such cases. Examples
of observations are given in Figure 11.12.
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11.3.3 Surface resistance measurement

The most crucial information needed in order to evaluate the quality of supercon-
ducting surfaces or thin films for use in high frequency communication systems is
the surface resistance Rs. This quantity will determine the loss properties, and this
is the essential information to obtain. Several methods have been established for
such purposes. As far as high-Tc materials are concerned, due to the anisotropic
structure of these materials, measurements must be done on planar surfaces. This
is contrary to well-established methods for low-Tc materials, which are often mea-
sured in cylindrical cavities including the walls. Since the planar sample can very
well be used in both cases we describe briefly the so-called endwall replacement
method. Figure 11.13 shows a sketch of a vertical cut through a cylindrical TE011
mode cavity with input and output signal attached as indicated. The short centre
lead sticking into the cylinder are antennas for the excitation of the electromag-
netic cavity, and for measurement of the response on the ‘out’ side. While the
cylindrical walls and the bottom part are made of high quality copper, the top
flange can be exchanged, placing here in one case a copper plate, and in the other
case a high-Tc film deposited on some appropriate substrate.

By sweeping across a certain frequency range around the resonance frequency
f0 of the cavity, the detecting antenna will register a varying field response due
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Figure 11.13 Cross-section of a TE011 mode cylindrical cavity for measurements of surface
resistance. After Shen [163].

to the finite width �f of the resonance. This width is a measure of the quality
of the cavity as a resonator, called its Q-value, defined by

ω0

�ω
= f0

�f
≡ Q = 2πf0W

P
= ω0W

P
(11.61)

We can regard this as a measure of how much energy is dissipated per second
(P ) relative to how much energy is put into the cavity per second. Here W is
the stored energy, which, after multiplication by frequency essentially measures
the rate of energy put into the cavity. Therefore, a measurement of the Q-value
defined here is an appropriate way to characterize the quality of the cavity.
These aspects are determined fully by the loss properties of the material.

The next question is now how a measurement of the Q-value as described
above gives access to the surface resistance Rs. First we have to replace the upper
Cu flange by the superconductor. The change of Q will tell us how the materials
differ. A relative measure of the surface resistance r of the superconductor
compared to that of copper is often expressed as

r = Rs(Cu)

Rs(SC)
= k

k + Q0(Cu)/Q0(SC) − 1
(11.62)

Here, k is a geometrical constant of the cavity.

k = 1

2 + PSw(Cu)/Pew(Cu)
(11.63)

where PSw (Cu) is the power lost in the sidewall of the copper cavity while Pew
(Cu) is the power lost in the end wall when the Cu end wall is in place. We did
not prove these results. They are referred to here only to show that the analysis
can be completed. The important relation is that expressed by r . Clearly, if all
that is needed to determine the surface resistance of the superconductor, relative
to that of copper, is a measurement of quality factors as explained, with the
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Figure 11.14 Relationship between surface resistance Rs at 77 K and frequency in a
Tl2Ba2CaCu2O8 film and in Cu. After Holstein et al. [164].

upper wall in place, once as a superconductor and once as a copper wall. Since
copper is the standard by which metallic resistance is gauged, this does the job.

What is found, is that although copper is a very good conductor, with low
resistance, a superconductor is often 1000 or more times better, i.e. Rs is 103

to 104 times lower than that of copper at room temperature. This is a drawback
for the method described, making it one of relatively low sensitivity. Other
techniques have been devised to allow the superconductor to play a larger role
in determining the total Q of the cavity. We refer to more specialized literature
on this subject.

Figure 11.14 shows results of measurement of surface resistance carried out
on Tl2Ba2CaCu2O8 film. We notice in particular that the square law for surface
resistance discussed before is verified, even using different substrates. The validity
of the result of the two-fluid theory is confirmed even in this high frequency range.

11.4 High-frequency radio technology

11.4.1 Microstrip filters and delay lines

Introduction

Superconductors can have a dramatic impact on selected passive microwave
device applications because of two properties that differ greatly from those of
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normal metals at high frequencies. First, much lower surface resistances is avail-
able using superconductors, a fact that transforms into much lower loss and much
higher Q-values in superconducting microwave system components. Second,
superconductors have a practically frequency independent penetration depth in
the microwave frequency range. This has the important consequence that super-
conductors introduce no dispersion into a microwave device up 1 THz frequency
in low-Tc superconductors, and well above this in high-Tc superconductors due
to their larger gap frequency. The improvement over normal conducting per-
formance is substantial. Superconductor passive devices may work quite well
in cases where normal conductor devices would function very poorly or not
at all. A normal metal component would, in many cases, have several orders
of magnitude higher conductor loss than the superconducting ones. Important
passive microwave device components are bandpass filters, which are becoming
essential components in mobile phone base stations. Other uses are in chirp
filters which can provide improved resolution in radar images, and delay lines
used in various contexts.

As we discussed previously in this chapter, the two-fluid model is adequate
for an engineering representation of the physical properties of superconductors
in the present context. Figure 11.15 shows how the surface impedance can be
represented graphically in a circuit analysis. The surface resistance, which we
previously found in Eq. 11.59, can be expressed as follows:

Rs = 1

2
µ2

0ω
2λ3

L(0)σn

(
T

Tc

)4
[

1 −
(

T

Tc

)4
]− 3

2

(11.64)

where the temperature dependencies of nn/n and λL, respectively, have been
inserted in the two parentheses. According to this expression the surface resis-
tance goes to zero at T = 0. In reality this does not happen. Instead a limiting
value is reached at low temperatures, independent of temperature but depen-
dent on frequency. This effect is typically caused by small inclusions of normal
phase. For niobium the residual resistance falls below 10−8 � in the GHz range
at about 1.2 K. High-Tc superconductors have a much shorter coherence length
than low-Tc ones. The residual resistance is therefore a more serious problem

Ln Rn

Lsc

Normal current path

Supercurrent path

Surface impedance

RsurfLsurf

Figure 11.15 Two-fluid model for the bulk impedance of superconductors and its equivalent
surface impedance.
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in high-Tc superconductors. We refer again to Figure 11.12 for examples of the
improved surface resistance properties in superconductors compared to copper,
in particular in high-Tc, in the 1–100 GHz range. For YBCO film the calculated
curves are based on the two-fluid model. The potential improvement compared
to Cu at 77 K is enormous. Although part of the improvement is lost when pat-
terning is performed, compared to the unpatterened continuous film, a substantial
advantage remains. Another important aspect is the loss per meter during signal
transmission. Figure 11.12 leaves no doubt about the advantage of supercon-
ducting transmission media over surface acoustic wave signal transport, normal
coaxial cable, and Cu stripline. This figure does not take into account dielectric
losses, nor does it take into account transducer and conversion losses in the
SAW device. Comparison to Nb and Nb3Sn at 4.2 K is made.

Implementation: filters and delay lines

Figure 11.16 shows the design of a 4-pole so-called Chebyshev bandpass filter
with 3% bandwidth, 0.05 dB passband ripple, and 4 GHz centre frequency. The
filter was made by deposition of YBCO film on 425 µm thick LaAlO3 substrate.
Data in Figure 11.17 shows a passband insertion loss of only 0.3 dB at 77 K
and 0.1 dB at 13 K. Nb filters showed similarly 0.1 dB insertion loss at 4.2 K.
Gold filters had an insertion loss of 2.8 dB at 77 K. The superconductor filters
have far steeper skirts than gold filters, a very important feature to prevent
cross-talk between channels, in particular when used as filters for mobile phone
communication.

Another important application of superconductor passive devices is in ana-
logue signal processing where the high frequencies and wide bandwidths
required place a premium on conductor loss. The tapped delay line architecture
developed at Lincoln Laboratory is illustrated in Figure 11.18. A tapped delay
line provides temporary storage and sampling of the input signal at intervals τi .
The samples are multiplied by weights wi and coherently combined by spatial
summation or time integration. Such delay lines are used to implement chirp

66 µm

0.100”

165 µm

Figure 11.16 Four-pole superconductive microstrip filter layout. The filters were fabricated
on LaAlO3 substrates using gold, niobium and YBCO signal lines. After Lyons and Withers
[162].
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Figure 11.18 Architecture of a transverse filter, where τi are time delays and wi are fixed
or programmable tap weights. After Lyons and Withers [162].

Signal line conductor
Dielectric

Figure 11.19 Various transmission line geometries considered for the implementation of
YBCO delay lines. After Lyons and Withers [162].

filters, matched filtering, correlation and Fourier transformation. The number of
information cycles of the waveform gathered coherently in the filter determines
the signal processing gain, i.e. the time-bandwidth product. Delay line trans-
mission geometries are illustrated in Figure 11.19, in various combinations of
signal line, dielectric and ground. Generally, the various structures perform very
much in agreement with predictions.
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11.4.2 Superconducting high-frequency devices

Introductory remarks

Superconducting tunnel junctions are well suited for use in low-noise high
frequency detectors. The noise level in the these quantum mechanical based
detectors can be well below those of competing state-of-the-art detectors. The
most demanding applications for mm- and sub-mm observations in radio astron-
omy already take advantage of these low-noise receivers. According to Dicke’s
famous radiometer formula [165], the signal to noise ratio for a given bandwidth
(�f ) and a given integration time (�t) is

S

N
= Ts

TR

√
�f�t (11.65)

where Ts is the equivalent blackbody temperature of the signal, and TR is the
receiver noise temperature. From this formula we observe that for a given sig-
nal to noise ratio the integration time needed to observe a particular source is
reduced by a factor of 4 if the receiver noise temperature is reduced by a factor
of 2. Since the integration time sets the time scale of the telescope observa-
tion time, this transforms into far more efficient use of an expensive satellite
telescope with moderate improvement of the detector. Superconducting device
components are therefore of great interest. It turns out that the greatest advan-
tage is obtained at several hundred GHz, i.e. in the mm and sub-mm wavelength
regime, an interesting range for radio astronomy in space or on the ground.

Phase sensitive heterodyne detectors normally use a mixer to down-convert
a high frequency signal to an intermediate frequency (if) range where low noise
semiconductor amplifiers are available. To perform the down-conversion a high
frequency local oscillator (lo) is needed. For semiconductor mixers which need
about 1 mW power above 200 GHz, these oscillators are rather heavy equipment.
In contrast, a superconducting detector needs only low lo power. Furthermore,
a large number of receivers can use the same lo. It is therefore possible to
construct an array of detectors for radio astronomy used in satellite telescopes,
that can scan the sky simultaneously in several directions. This gives another
factor of 10 in efficiency. Lightweight low power lo solutions are also available
for SIS mixers. For space use the ideal technology will be to build integrated
all superconductor receivers, i.e. local oscillator, mixer and preamplifier on the
same chip.

The particular property of SIS junctions which makes them useful in the
context outlined above, is their extremely sharp non-linear I –V characteristics.
According to the physical properties we have discussed in Chapters 4 and 5,
there are two distinct possibilities, either the quasiparticle tunnelling I –V char-
acteristic near the gap Vg, or the Josephson effect pair tunneling characteristic
at zero voltage, V = 0. Both may be used.
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Mixer principle

It is the lack of broadband low-noise amplifiers for signals above ≈100 GHz
that drives the need for superconductor technology in the mm to sub-mm range
of radiowaves. When a local oscillator voltage is applied to a nonlinear element,
in our case an SIS tunnel junction, a periodic variation of the small signal con-
ductance dI/dV is produced, giving rise to a number of current components at
the fundamental and harmonic frequencies of the lo. Combining the received
signal voltage at frequency fs with the lo signal at flo the non-linear character-
istic of the detector gives a product response at Fourier component frequencies
fm = |mflo + fif| where fif = |fs − flo| is the so-called intermediate frequency
signal, or if signal for short. This means that power is transferred to sum and
difference frequencies of the two signals that are mixed in the SIS non-linear
device. The situation is illustrated in Figure 11.20. From this new spectrum of
frequencies the important signal is the one whose frequency has been down-
converted to the range accessible to conventional low-noise amplifiers, the last
stage before viewing the resulting telescope output. We will briefly outline a
simplified mathematical description of the mixing process. The current through
the nonlinear element can be written as a power expansion in the voltage V :

I (V ) = a1V + a2V
2 + a3V

3 + · · · (11.66)

The input signal consist of three parts: (1) the DC bias voltage V0, which places
the device at the correct operating point on the I –V curve, here the gap voltage
Vg, (2) the lo-voltage vlo = Vlo cos (ωlot), and (3) the weak signal we want to
retrieve, vs = Vs cos (ωst) where ω = 2πf . When these voltages are inserted
into the expansion, Eq. 11.66, the resulting terms can be gathered according
to their common coefficients ai . The sum of terms with the coefficient a1 is
a scaled replica of the sum of all inputs. This is not what we are searching.
Rather, the term we are interested in is found in the sum with the a2 coefficient:

2VloVs cos ωlot cos ωst = VloVs{cos(ωlo − ωs)t + cos(ωlo + ω)t} (11.67)
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Figure 11.20 Power spectrum for a mixer with the local oscillator (lo) and the signal
frequencies applied. Note also the intermediate and image frequencies.
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Here, the down-converted if voltage at fif = |fs − flo| is present, as well as a
correspondingly up-converted one. By adjusting the local oscillator frequency
ωlo various received signals can now all be converted to the same if frequency
and amplified at the same frequency. The point is here that a single state-of-the
art if amplifier optimized just for one frequency can handle a wide range of
signal frequencies. A sweep of lo frequencies will give access to a range of
received signal frequencies.

The SIS junction has a pronounced microwave response, as illustrated in
Figure 11.21, where the characteristics are shown both with and without lo-
power applied. At low-frequency radiation, the I –V curve is smeared at the gap
singularity, the current increases at sub-gap voltages, and the DC Josephson cur-
rent is depressed. Photon induced steps appear as the rf frequency is increased.
These are of two kinds. Figure 11.21 (b) indicates photon-induced steps in the
quasiparticle current at voltages 2�/e ± mhflo/e. They occur as photons are
absorbed (or emitted) in the tunnelling process, thus allowing electrons to tun-
nel into the high density of states above the energy gap. The photon-induced
structure increases in strength with microwave power until superconductivity is
quenched. The other kind of steps (Figure 11.21(d)), is due to Josephson mixing
products falling at zero intermediate frequency for bias voltages corresponding
to multiples of the applied frequency (2eVk/h = fJ = kflo). The amplitude of
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Figure 11.21 Typical I –V curves for SIS tunnel junctions. For a low critical current junc-
tion (or with an applied magnetic field) the left-hand curves show the I –V curve without
(a) and with (b) lo applied (∼240 GHz). The right hand curves show how the Josephson
effect changes the I –V curves without (c) and with (d) lo applied (∼240 GHz). Outlined in
the figure is the I –V curve of a resistively shunted tunnel junction (RSJ), and the corre-
sponding electrical circuit (e resp. f ). A Josephson mixer could also be biased at the open
circle. After Winkler et al. [166].
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these Shapiro steps vary as Bessel functions, Jn(α1), with normalized microwave
amplitude α1 = 2eVlo/hflo.

Josephson junctions can be used in a number of applications, based on the
effects that relate current and voltage via the phase difference across the junction.
Some prominent examples are high frequency oscillators, voltage standards,
parametric amplifiers, Josephson video detectors and mixers.4

4Further recommended reading may be found in the review by Winkler et al. [166].



12
Superconducting Wire
and Cable Technology

12.1 Low-Tc wire and cable

12.1.1 Introductory remarks

Technical superconductors for energy and magnet applications1 consist of com-
posite wires of superconducting and normal conducting material, both in high-Tc
(HTS) or low-Tc (LTS) applications. To stabilize the superconducting state the
superconductor is subdivided into a multi-filamentary structure embedded in low
resistivity normal conducting matrix. As far as LTS applications is concerned,
only the intermetallic stoichiometric compound Nb3Sn and the alloy NbTi are
important. In both of these the matrix consists of low resistance Cu matrix.
Filament diameters range from a few µm to about 100 µm, and the filament
number can be as high as 100 000. Wire diameters are between 0.1 mm and
2 mm, and the current capacity range is from a few ampere to 1000 A in fields
up to 20 T in the liquid helium range at or below 4.2 K. The fabrication pro-
cess includes bundling of components into a billet, with subsequent extrusion
and drawing. Conductors for high current use are produced in the form of fully
transposed cables. Depending on the design, additional stabilizer material of
copper and aluminium, as well as strengthening members and cooling channels
may be added.

Wires of ceramic high-Tc cuprates are mostly manufactured by the powder-
in-tube method. Here the leading first generation technology is based on the
development and use of BiSrCaCuO/Ag wires. These can tolerate magnetic

1Based largely on the review by Krauth in Fossheim: Superconducting Technology. 10 case stud-
ies. [167] For further reading we recommend Buckel: Supraleitung [168], Wilson Superconducting
magnets [169], R. P. Reed and Clark Materials at Low Temperature [170], Collings Applied Supercon-
ductivity, Metallurgy and Physics of Titanium Alloys [171] and Foner and Schwartz: Superconductor
Material Science [172].

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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fields up to more than 20 T at 4.2 K. Even at 77 K the quality of these conductors
is becoming interesting for some applications, as we will give examples of in
the following. A second generation of superconductor tapes, manufactured by
film deposition on a suitable substrate is emerging, and should be expected to
take over the market.

12.1.2 General design considerations

The primary characteristics in the design and fabrication of technical supercon-
ductors may be broken down into three groups:

1. Superconductor properties

� Critical temperature Tc
� Upper critical field Bc2
� Critical current density Jc

2. Design of composite wire: Superconductor filaments in normal matrix

� Stability against transition to normal state (quenching)
� AC losses
� Mechanical characteristics

3. Fabrication technology

� Fabrication of multi-filamentary composites
� Fabrication of high current conductor cables with additional stabiliza-

tion, mechanical reinforcement and cooling channels
� Compatibility of conductor properties with magnet fabrication tech-

nologies.

In the following we will discuss these three areas of wire and cable technology
in turn, and give examples of results obtained.

12.1.3 Basic superconductor properties

The transition from normal-conducting to superconducting state is determined by
three critical parameters, the critical temperature Tc, the upper critical field Bc2,
and the critical current density Jc. The first two are determined by the electronic
properties, including the pairing mechanism for Cooper pair formation. In typical
low-Tc materials of technical importance these parameters cannot be manipulated
to any important extent. In high-Tc cuprate materials they can be manipulated
first by choice of material composition, of which there are now a great number,
and next by doping of the chosen material. However, in reality only optimally
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Table 12.1 Development of the highest known Tc as a function
of time. Tc and Bc2 values of some prominent materials

Superconductor Tc Bc2 (4.2 K)

Nb 9.2 K 0.27 T
NbZr 10.8 K 11 T
NbTi 10.2 K 11 T
V3Ga 16.5 K 22 T
Nb3Sn 18 K 22 T
(Nb, Ta)3Sn 18 K 25 T
Nb3Ge 23 K 30 T
PbMo6S8 14 K 45 T
Y1Ba2Cu3O7 90 K
Bi2Sr2Ca1Cu2O8 90 K
Bi2Sr2Ca2Cu3O10 110 K
Tl2Ba2Ca2Cu3O10 125 K

Highly anisotropic
≥50 T, B‖Cu-O-layers
≥200 T, B ⊥Cu-O-layers

doped materials, to the highest achievable Tc are technically interesting. For
values of Tc and Bc2 in important materials, we refer to Table 12.1.

The critical current density Jc is strongly dependent on temperature and
magnetic field in all classes of materials. In high-Tc materials Jc is in addi-
tion, strongly anisotropic, and depends critically on grain boundary alignment
(texturing) and on successful introduction of pinning centres. Clearly, these
aspects bring processing technology to the forefront as the key to achieving suc-
cessful material control during manufacture of wires and cables. Optimization of
Jc is a demanding task in all bulk superconductor applications, but specially so
in the high-Tc cuprates. The great potential advantages of high-Tc materials are
their high critical temperature and high upper critical fields. These advantages
are easily lost unless extremely careful processing methods are developed to
meet the challenges mentioned. In recent years much progress has been made
in making multi-filamentary wires even of high-Tc superconductors, especially
Bi2223 and Bi2212, by the powder-in-tube method. A new generation of high-
Tc wires and cables is under development by superconductor film deposition
on non-superconducting substrates with matching lattice constant. The ultimate
success of high-Tc applications in the area of wires and cables will depend
crucially on the outcome of this extremely demanding processing development.

Only the solid solution alloy NbTi- and the Nb3Sn-based binary intermetallic
compound have so far reached the stage of an industrially produced commercial
superconductor. The optimum composition of NbTi contains about 47 to 50 wt.
per cent Ti. The exact critical parameters of Nb3Sn depend on the composition
and the perfection of the superconducting A15 phase. In ternary compounds like
(NbTa)3Sn or (NbTi)3Sn Bc2 can be enhanced without sacrificing too much in
Tc and workability. Adding 7.5 wt. per cent Ta to the Nb results in a Bc2 shift of
about 3 T. According to the Bc2 values NbTi conductors can be used up to field
levels of 10 T and Nb3Sn-based conductors up to about 20 T. Possible candidates
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for applications beyond 20 T are Chevrel phases, like PbMo6S8, or HTS like
Bi2Sr2Ca2Cu3O10 and Bi2Sr2Ca1Cu2O8 when operated at low temperature. Due
to their crystal structure with the superconductivity mainly in the CuO2 planes,
the behaviour of HTS in a magnetic field is highly anisotropic, leading to much
higher Bc2 values when the magnetic field is parallel to the CuO2 planes as
compared with the field perpendicular to these planes.

A high critical current density Jc at operational field is a precondition for
most applications. Usually Jc values of 105 to 106 A/cm2 are desirable. A lower
limit is 104 A/cm2. A type II superconductor is penetrated by the magnetic field
in form of quantized flux lines. Only the volume outside the flux line remains
superconducting. Bc2 is reached when the flux lines fill up the total volume. An
ideal type II superconductor can not carry a superconducting current because
the flux lines move by the Lorentz force. This movements leads to electric
fields and therefore to losses. The superconductor must therefore be hardened
by microstructural features acting as pinning centres for flux lines. Effective
pinnings centers can be for instance precipitates of normal conducting phase,
like in NbTi, or grain boundaries as in Nb3Sn. But grain boundaries may at the
same time act as weak links, thus impeding the current flow from one grain to
its neighbour. Thus it is possible to have high intragrain Jc, yet at the same
time low intergrain Jc in the same material, giving low overall transport critical
current density. High-Tc materials are well known for such problems, among
them YBCO.

As we have discussed in Chapter 8 the critical current density Jc is defined
at the point where the Lorenz force begins to exceed the pinning force, i.e. at
the onset of flux flow . In this regime, above Jc, current transport is no longer
lossless. But even at low current density another loss mechanism is active. This
is the flux creep process. The presence of such effects is seen in the decay of
magnetization with time. The creep effect is usually very small in the liquid
helium range, but becomes more and more significant as the temperature is
increased. This is a well-known problem in all high-Tc materials operating at
elevated temperatures up to 77 K or higher. We refer to the Topical Contribution
by Muralidhar and Murakami (Section 13.4) showing how a sophisticated inter-
play between composition and processing can improve pinning up to 77 K in
YBCO-type high-Tc materials. Another important phenomenon related to flux
penetration and flux pinning is so-called flux jump. This phenomenon, which
can lead to severe instabilities, may be suppressed by appropriate design.

Due to inhomogeneities of the material the onset of flux flow is not a sharp
criterion for determination of critical current. A practical criterion is therefore
used: Jc is defined as the current density at the point where a 1 µV/cm electric
field is observed across the sample in the transport direction. In small labora-
tory scale experiments the criterion is often set simply as 1 µV. A corresponding
criterion using resistivity measurements is to identify the current where the resis-
tivity reaches 10−14 to 10−13 � m. Often the transition from superconducting to
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Figure 12.1 Critical current density as a function of magnetic field and temperature for
metallic superconductors: NbTi, Nb3Sn, (NbTa)3Sn at 4.2 K and 1.8 K, respectively. In case
of Nb3Sn-based conductors the bronze area is included in the calculation of Jc.

normal transport can be described by a power law, as discussed in Chapter 8, i.e.
E ∝ In. The higher the exponent n, the higher quality of a technical supercon-
ductor. A high value of the exponent n reflects uniform pinning and generally
uniform material conditions. In Figure 12.1 Jc values of commercial grade NbTi,
Nb3Sn, and (NbTa)3Sn are shown as a function of magnetic field at 4.2 K and
1.8 K. In Nb3Sn the conductors were produced by the bronze route, as will be
explained below. In this case the bronze area is included in the calculation of
Jc. An estimate of Jc in the superconductor is obtained by multiplying the Jc
value by a factor of 3.

12.1.4 Design of technical superconductors

The starting point for the mechanical design of a technical superconductor is its
behaviour in a magnetic field. This field may be of external or of internal origin
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(self-field). According to the Bean model the full penetration field Bp, which is
the maximum field that can be shielded is, as shown in Chapter 8

Bp = 2µ0Jca (12.1)

in a slab of thickness 2a. We have referred to this condition as the critical
state. Figure 12.2 and the discussion of the Bean model in Chapter 8 should
be consulted for a better understanding of how this model describes flux pen-
etration under different external fields Bm. In the Bean model, as we have
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Bext

Bext Bext
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Bm
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(a) (b) (d)(c)
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Bp Bm
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Figure 12.2 Field pattern in a superconducting slab according to the Bean model. Upper:
field and current directions and field patterns for two temperatures T2 > T1, (Jc(T2) <

J (T1)). Lower: Field pattern for a time varying field with amplitude Bm/2: (1) Bm < Bp,
(2) Bm > Bp.
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seen, Jc is defined by the field gradient, which is taken to be constant, i.e.

dB

dx
= µ0Jc (12.2)

12.1.5 Stabilization

The Bean model does not say anything about stability. In reality there is always
a decay of currents. This means that the field profile will flatten out, or ‘ther-
malize’, given sufficient time. The time taken for this process can vary by many
orders of magnitude depending on the controlling factors for flux creep: temper-
ature and pinning barriers. In addition, strong external disturbances can cause
flux jumps with large energy dissipation, which can lead to quench of the super-
conductor. Such severe disturbances can be of magnetic, thermal, or mechanical
nature leading to a positive feedback. Functional breakdown events due to such
effects may be avoided by appropriate prevention measures. (i) Reduction of
available magnetic energy by fine subdivision of the superconductor volume so
that the heat capacity of the superconductor and its nearest surrounding matrix
is high enough to limit the temperature increase �T following the flux jump
event. The technical term for this is adiabatic stabilization. (ii) Damping of the
rate of flux change by highly conducting surrounding normal conducting matrix,
Cu or Al. This ensures both a reduced heat generation and efficient heat removal
to the coolant. The technical term for this is dynamic stabilization.

The subdivision required to achieve these goals can be calculated by account-
ing for both energy and power balance, respectively. In case a magnetic field
is perpendicular to the wire axis, the adiabatic stabilization requirement on the
superconducting filament diameter d is

d <
2

Jc

(
C�T

µ0

) 1
2

(12.3)

where C is the volumetric specific heat, and �T = −Jc
dJc/dT

. Usually Jc decreases
linearly with temperature so that �T = Tc(Bop) − Top, where Bop and Top are
operational field and temperature, respectively. For typical parameter values of
NbTi at 4.2 K this results in d < 100 µm filament diameter. When this criterion
is used at 77 K for HTS systems one finds that much larger diameters are
allowed due to the far higher heat capacity of both the superconductor and
the matrix. Obviously, such thin filaments have a quite low current carrying
capacity. Therefore a large number of them may be needed, bundled together
and embedded in a normal conducting matrix. If this matrix is electrically and
thermally highly conductive, one can achieve dynamic stabilization according
to the above analysis. To avoid an unacceptable temperature increase inside a
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filament, the following criterion must be fulfilled to prevent flux jumps:

d <

(
8kc�T α

ρst

) 1
2

(12.4)

where kc is the thermal conductivity of the superconducting material, ρst is
the resistivity of the stabilizer material, and α is the stabilizer to superconductor
ratio. For NbTi in a highly conductive Cu-matrix this requires d less than 80 µm.
The fact that the two latter criteria agree so well with respect to the requirement
on the diameter d is purely coincidental.

Unfortunately, the presence of a highly conductive matrix between the super-
conducting filaments, leads to new affects and possible new instabilities. In a
transverse time varying magnetic field parallel filaments are electrically coupled
by the matrix, as shown in Figure 12.3. Below a critical length lc, the induced
supercurrents will partly pass through both the matrix and the filaments. Above
lc, on the contrary, the current loops are closed inside the matrix. The critical
length lc depends on the rate of field change dB/dt , and is given by

lc = 2

(
dρstJc

dB/dt

) 1
2

(12.5)

This coupling phenomenon, and instabilities related to it, can be substantially
reduced by twisting of the multi-filamentary wire with a twist pitch lp � lc.
Twisting does not, however, prevent coupling of filaments in the self-field of
the transport current in the wire. To avoid self-field instabilities the wire diameter
d should be limited to about 2–3 mm. Conductors with high current carrying
capacity are therefore built up from several wires, called strands, in the form
of transposed cables or braids. By designing a transposed conductor in such
a way that all strands occupy the same position in the cross section within a
‘transposition length’ lt self-field instability can be avoided.

The methods described above are important for intrinsic stabilization of the
superconducting state. However, in case of large external disturbances, e.g. by

Self-fieldExternal field

Figure 12.3 Cross-section of a multifilamentary conductor together with field directions of
a transverse external field and conductor self field. After Krauth in Fossheim [167].



LOW-Tc WIRE AND CABLE 357
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2l

Figure 12.4 (a) Coupling currents in two filaments of a twisted conductor. Partial decou-
pling occurs when lp � 2lc. (b) Uncoupled filaments (B = 0 or ρST → ∞). (c) Coupling
currents between two parallel filaments of length 2l 	 2lc. (d) Coupling currents for a con-
ductor length 2l < 2lc. After Krauth in Fossheim [167].

mechanical movement they may not be sufficient in large systems like magnets.
Full stability may then be achieved by adequate cooling so that the supercon-
ductor recovers from a localized transition event to the normal state. Achieving
such cryogenic stability requires that the capability for heat transfer to the cryo-
genic coolant is larger than the Joule heating in the normal conducting state.
This can be expressed as

I 2 ρst

Ast
< Pq (12.6)

where I is the conductor current, Ast is the stabilizer area, P is the cooled
perimeter, and q is the heat transfer to the coolant per unit conductor surface
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area. This criterion requires large amounts of stabilizer, α = 10–30, and efficient
cooling by large surface areas and good heat transfer. As a consequence, overall
critical current densities in cryogenically stabilized conductors are limited to
rather low values, a few times 103 A/cm2. For this reason, additional criteria
have been developed requiring smaller amount of stabilizers. We refer here to
concepts like cold end recovery, and the minimum propagating zone.

12.1.6 AC losses

Time-varying magnetic fields lead to different types of losses in filamentary
superconductors. The most important ones are hysteretic losses, and coupling
losses which we already mentioned. Hysteretic losses occur during cycling of
the magnetization curve of the superconducting filaments. The loss per field
cycle can be calculated from the area of the hysteresis loop as

Qh =
∮

M dB (12.7)

The resulting expressions depends on whether the field amplitude Bm is smaller
or larger than the penetration field Bp as given in Eq. 12.1. In the Bean model Jc
is constant within the range of the field profiles and one finds for the hysteresis
losses per cycle when Bm

Bp
< 1

Qh = B2
m

2µ0

1

3

Bm

Bp
(12.8)

while for Bm
Bp

> 1 the result is

Qh = B2
m

2µ0

(
Bp

Bm
− 2

3

(
Bp

Bm

)2
)

(12.9)

For Bm
Bp

	 1 this gives, when combined with the Bean equation (Eq. 12.1)

Qh = BmJcan (12.10)

The demagnetization factor n has been included here. For circular filaments in
a transverse field configuration n = 2. As can be seen from Eq. 12.10 magne-
tization and hysteresis losses can only be kept small by using fine filaments.
For most applications d = 5–10 µm is sufficient, but for 50 Hz applications
sub-micrometre filaments are required.

The coupling losses Qc can be estimated for slow field changes, i.e. for
Tm 	 τ , according to

Qc = B2
m

2µ0

8τ

Tm
(12.11)
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where Tm is the field rise time and τ is the conductor time constant given by

τ = µ0

8π2

l2
p

ρtr
(12.12)

Here lp is the twist pitch (or transposition length lt) as before, and ρtr is the
effective transverse resistivity of the matrix (or of the cable or braid). Since lp
typically is limited to values larger than about 10 times the respective diameter
if each stage (strand or cable stage), the only means to reduce the coupling
losses further is by introduction of resistive barriers, for instance CuNi, into the
composite.

12.1.7 Mechanical characteristics

Important design criteria are related to mechanical loads that a superconductor
has to accommodate during building and operation, i.e. during coil winding,
cool-down, operation, and warm-up. The stresses during operation are dominated
by magnetic forces. Typically the stress level is given by

σ = JBR (12.13)

where J is the overall current density, B is the magnetic field, and R is the
coil radius. The conductor must withstand these stresses without mechanical
damage and without degradation of the critical current density. NbTi conductors
show little degradation of Jc as a function of stress and strain. Nb3Sn-based
conductors are much more sensitive to strain, especially in high magnetic fields.
Also, Nb3Sn conductors are very brittle after reaction (discussed below) and
allow only strain levels below 0.3% for safe operation.

12.1.8 Fabrication technology

As described above, a technical superconductor consists of a composite of
superconducting filaments and a stabilizing matrix, with additional optional com-
ponents. A suitable fabrication process must be capable of producing long length
of composite conductors in a reliable and economic way. The process must
allow to optimize the superconducting properties, especially the current carrying
capacity. The completed composite wire must be processable into more complex
conductor geometries, like cables and magnet coils. In spite of the fact that many
superconducting materials are known, the complexity of all these requirements
has so far resulted in only two low-Tc materials of technical importance for
bulk applications. These are the ductile alloy NbTi and the brittle intermetallic
compound Nb3Sn. Due to its difficult handling Nb3Sn is only used at high fields
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(greater than 10 T) where the current carrying capacity of NbTi decreases very
strongly.

The fabrication of a multi-filamentary wire is shown schematically in Fig-
ure 12.5. In the case of NbTi/Cu composite, prefabricated NbTi and Cu parts
are bundled inside a Cu-tube to form a billet with an outer diameter of typ-
ically 100–200 mm. The billet is evacuated and warm extruded to a rod of
20–70 mm diameter. Further area reduction is achieved by cold working on
drawing benches, bull blocs, and multiple drawing machines. Twisting of the
wire is performed close to final dimension. The number of NbTi filaments and
the copper to superconductor ratio is chosen according to the application.

The composite wire can be further processed into rectangular and other pro-
files and cables required for special applications. Co-processing of NbTi and Cu
is possible because both materials are quite ductile and are similar with respect
to hardness and resistance to deformation. With other, less favourable materials
combinations other solutions had to be found. In some cases stabilization with
ultrapure aluminum is desirable due to very low residual resistance. A process
to achieve Al-stabilized conductor is by co-extrusion of Al onto a prefabricated
NbTi/Cu composite wire or cable as shown in Figure 12.6. In Figure 12.7 some
examples of NbTi conductors may be seen.

The brittle Nb3Sn compound cannot be processed by either coldworking or
warmworking. The solution is to use a composite of ductile precursor materials
and to develop the superconducting phase after the deformation process. The
most reliable method is by the bronze route where Nb rods are embedded in
a CuSn bronze, and the Nb3Sn is formed by solid sate diffusion and reaction

Billet Extrusion Drawing Twisting

Figure 12.5 Fabrication of a multifilamentary conductor. Conductors with a very large
number of filaments (>10 000) are produced by a two stage bundling and extrusion.

Profiling Cabling

Conductor

Co-extrusion

Aluminium

Figure 12.6 Examples of processing of multifilamentary wires for special applications (rect-
angular profiling, cabling, co-extrusion with aluminium).
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(a) (b)

(c) (d)

Figure 12.7 Configuration of NbTi conductors. (a) Standard conductor with 54 filaments
and a Cu:NbTi ratio α = 1.35 for Nuclear Magnetic Resonance (NMR) and laboratory
magnets. Typical wire diameter 0.7 mm. (b) Conductor with 24 filaments and α = 6.5 for
whole body magnetic resonance imaging (MRI) magnets. Typical wire diameter 1 to 2 mm.
(c) Conductor with 6000 filaments with 5 µm diameter at a wire diameter of 0.65 mm for
accelerators with low magnetization requirements for the filaments. (d) Conductor with 1200
filaments with 10 µm diameter and mixed Cu/CuNi matrix with low hysteresis and coupling
losses e.g. for pulsed field applications. After Krauth in Fossheim [167].

process at about 700 ◦C. This is the reason why the Nb3Sn configuration differs
from that of the NbTi conductor. To allow effective transformation of the Nb into
Nb3Sn within a reasonable time, in practice a few days, the filament diameter
is limited to about 3 to 5 µm. Consequently, a very high number of filaments is
required, typically 10 000, such that the bundling and deformation process has to
be performed twice. In addition, the CuSn matrix does not stabilize and protect
the conductor, so that additional copper has to be added, preferentially in the
second bundling process. The pure Cu has to be protected from poisoning by Sn
during the reaction heat treatment by means of a diffusion barrier, for instance
of Ta. Figure 12.8 shows examples of resulting multi-filamentary wires.

Optimization of critical current density is part of the conductor fabrication
process. It is determined by the microstructure, and can therefore be controlled
during the fabrication process. Optimization of Jc is achieved by introduction of
finely dispersed microstructural features acting as pinning centres. In the case of
NbTi normal conducting α-Ti precipitates in the superconducting β-phase are
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(a) (b)

(c)

(d)

Figure 12.8 Configuration of Nb3Sn conductors with Ta diffusion barriers. (a) Standard
conductor with 6000 filaments in a bronze matrix and internal Cu stabilization. (b) Conductor
with 20 000 filaments and external Cu stabilization. Fully transposed flat (keystoned) cables
for accelerator magnets (dipoles and quadrupoles). (c) 23 NbTi strands with 0.84 mm diam-
eter. (d) 36 Nb3Sn strands with 0.92 mm diameter. After Krauth in Fossheim [167].

known as the most effective pinning centres. In the case of Nb3Sn the grain
boundaries act as pinning centres. A microstructure with fine grains is therefore
required to get high Jc-values. This is achieved by performing the reaction
heat treatment at about 700 ◦C for three days. The reaction treatment can be
performed either before the coil winding (react-and-wind) or after coil winding
(wind-and-react). The latter is mostly used for small magnets, and the former
for large magnets with low bending strain during coil winding.

12.2 High-Tc wire and cable

12.2.1 High-Tc wire and tape

Successful development of high-Tc wire as a basis for high current transport was
so far achieved by use of Bi2223, and to some extent using Bi2212 material.
The dominating methodology is to produce wires by the powder-in-tube (PIT)
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technique. This is done by filling the pre-reacted powder into silver a tube.
Its dimension will determine how long length can eventually be produced. The
resulting filled tube is extruded and drawn to several times its original length.
Continued drawing leads to a single filamentary wire which may be rolled to
the dimension of about 3 mm width and 0.3 mm thickness. After processing at
temperatures approaching 900 ◦C in oxygen atmosphere, and subsequent cooling
to room temperatures at varying rates, a superconducting wire results. In the
next stage multi-filamentary wires of 100-odd superconducting tape wires of
kilometre lengths is produced. Production of such wires involves a repetition
of the drawing stage in which the first extruded and partially drawn tube is
cut into short lengths of metre size, and packed into a second Ag tube. The
drawing and rolling process is now repeated, resulting in a multi-filamentary
tape shaped wire. Thermal processing is similar to the single filament case. To
illustrate the sophistication required to develop second generation of conductors
of the quality required on a large scale, we refer to the Topical Contribution, by
Thompson and Christen (Section 13.9).

12.2.2 Full-scale high-Tc cable

The technology for high-Tc cable manufacturing is maturing gradually. Several
projects are under way. Full scale cables have so far been manufactured from
Bi2223 tapes only. The next generation of tapes based on deposition of YBCO
film is expected to provide great improvements in the long run. The speed of
the manufacturing process is still far too low for this next generation of tapes
to be applicable in cables.

A good example of high-Tc cable implementation using Bi2223 tapes is the
Danish HTS power cable project [173], the first HTS cable operated in a public
network. In 2001 installation of a 30-m, 30 kVrms, and 2000 A three-phase HTS
cable was carried out in a substation of the Copenhagen utility network. One
year later, the operating experiences were deemed satisfactory. The cable sup-
plied electric energy corresponding to the average consumption of about 25 000
households, over 100 000 MWh of energy.

The advantages seen for a HTS power cable may be listed as follows

• High current and power rating

• Compact cable dimensions and low weight (about 1/3 of conventional cable)

• Low losses

• No thermal or magnetic interaction with surroundings.

HTS power cables have a potential for reduced cost per transferred unit of
energy compared to conventional technology due to low material consumption
and potentially lower installment cost. The cables may be used as short internal
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Figure 12.9 The Danish HTS cable design [173]. Reproduced with the authors’ permission.

substation connections and retrofits (replacement) of low capacity conventional
cables in existing ducts. They may further be applied for urban feeder cables,
bulk power transmission, low-voltage high-current cables, DC power, etc.

The design of the Danish HTS cable is shown in Figure 12.9. The supercon-
ducting tapes are wound in a helical pattern on the inner corrugated flexible steel
tube. The superconductor is cooled by liquid nitrogen flowing through the steel
tube at a rate of 700 kg/hour at 4 bar. The HTS tapes are nowhere in direct con-
tact with liquid nitrogen. The main structure from inner to outer layers is briefly
characterized by the following sequence: The inner tube, called the ‘former’, on
which the superconducting tapes are wound, has an outer diameter of 30 mm.
Then follow first the superconductor tape layers, next a thermal insulation layer,
an electrical insulation layer, an electrical Cu-screen, and finally a polyethylene
sheath of ID/OD dimensions 95/105 mm. The critical current Ic was measured
as 2770 A at 79 K, and 5000 A at 66 K. No degradation was detected during one
year of operation.

12.2.3 HTS induction heater

Electromagnetic induction heating is commonly used for industrial heating of
metals. Figure 12.10 illustrates the principle involved in induction heating [174].
A metal workpiece is placed inside a solenoidal coil, and when an AC current
is passed through the windings, the time-varying magnetic field generated by
the coil induces electric currents in the metal, causing resistive dissipation and
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Figure 12.10 Principles of billet heating using a superconducting coil [174]. Reproduced
with the authors’ permission.

heating of the workpiece. For aluminum extrusion the typical billets used for
extrusion are of about 20 cm diameter and 1–2 m length. The billet is heated
to temperatures of around 500 ◦C in about 2 min to soften the metal just before
extrusion takes place.

Runde and coworkers [174] have introduced a new concept in induction heat-
ing by use of high-temperature superconductor (HTS) windings in the induction
coil. The great advantage is that the losses in the coil can be reduced to a small
fraction of those in conventional coils. A simple analysis shows that the overall
electrical efficiency η may be expressed as

η = 1

1 +
√

ρc

ρwµw

(12.14)

where ρc and ρw are the resistivities of the coil and the workpiece, respec-
tively, and µw is the permeability of the workpiece. From Eq. 12.14 we observe
that if the resistivities of the workpiece and the coil are similar, the efficiency
approaches 1/2. However, if the resistivity in the coil is eliminated, the efficiency
approaches 1, or 100%. These are of course ideal values, but the effect is in
any case very significant. A demonstrator HTS induction heater has been shown
to work as expected. The coils were of so-called stacked pancake design made
of stainless steel reinforced multi-filamentary Bi-2223/Ag tape with a self-field
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Figure 12.11 Cross-sectional view of the induction heater. The heater is concentrically
built up around the dash-dotted symmetry line. The current leads and various structural parts
made in fibreglass reinforced epoxy are not included in the drawing [174]. Reproduced with
the authors’ permission.

critical current of 115 A. Figure 12.11 shows the design used. The reduced scale
demonstrator prototype reached 500 ◦C in about 5 minutes. In the original tests,
DC HTS tapes were used. With AC tapes one would expect to be able to apply
higher currents, and reduce the heating period substantially. An important fea-
ture of the design is the insertion of iron rings at each end of the coil. These are
placed there to prevent solenoidal stray field from taking a short route through
the coil near its ends. This would have allowed some field to cross the pancake
coil windings normal to the tape, a field configuration which has a strongly
detrimental effect on the critical current in Bi2223 tapes.

12.3 Magnet technology

Superconducting magnet technology is a mature field today, and well described
in textbooks. In the present context we have found it interesting to present two
outstanding unconventional examples of recent development in superconductor
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magnet applications. The frist one is a description of a fullscale complex magnet
system, the worlds strongest, 45 T, stationary field hybrid magnet, built and
operated by the National High Magnetic Field Laboratory at Florida Sate Univer-
sity in Tallahassee, Florida. For this outstanding example of magnet technology
we refer to the Topical Contribution by Schneider-Muntau in Section 13.5. The
second example is a pure materials development which has been carried out
at the Superconductivity Research Laboratory at ISTEC in Tokyo. Murakami
has led the efforts to tailor the pinning properties of YBCO-type cuprate super-
conductors for storage of truly high magnetic field. We refer to the topical
contribution in by Muralidhar and Murakami (Section 13.4) on this subject.
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Topical Contributions

This Chapter contains nine invited contributions written for this book by par-
ticularly outstanding scientists from Europe, Japan and USA in various fields
of superconductor research. The authors have been asked to write their con-
tributions in as short form as seemed pedagogically possible. These examples
highlight specific subjects at the forefront of research and development at the
time of writing this textbook. Scientific references belonging to this chapter are
given at the end of the chapter.

13.1 Spin-Triplet superconductivity
by Y. Maeno

What is the spin triplet superconductivity?

When two electrons form a pair in the superconducting state, the total spin
of the pair is either S = 0 (spin singlet) or 1 (spin triplet). Because of the
symmetry relation for the permutation of electrons as Fermions, the state vector
of a Cooper pair |�〉 = χ(k1, k2)|σ1, σ2〉 must be antisymmetric with respect to
the exchange of the two electrons involved. Here k i and σi are the momentum
and spin of an electron and χ is the orbital wave function. For spin-singlet state
with antisymmetric spin part, | ↑↓〉 − | ↓↑〉, the orbital wave function has to be
symmetric so that the allowed orbital angular momentum L of a pair contains
even-number components only: L = 0 is called the s-wave, L = 2 the d-wave,
etc. It is in principle possible to form spin-triplet pairs. In this case the spin state
is symmetric, | ↑↑〉, | ↑↓〉 − | ↓↑〉, or | ↓↓〉, corresponding to Sz = 1, 0, or −1,
respectively. Thus the orbital wave function has to be antisymmetric with the
orbital angular momentum L = odd number: L = 1 is called the p-wave, L = 3
the f-wave, etc.

Conventional superconductors are in the spin-singlet s-wave state. However,
a number of unconventional non-s-wave superconductors have been found. For
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example, it has been shown that even the high-transition temperature copper-
oxide (high-Tc cuprate) superconductors have spin-singlet electron pairs, but the
pairing is in the d-wave symmetry.

Which superconductors are spin triplet?

Investigation of spin-triplet superconductivity started soon after the birth of the
BCS theory [1]. It has been well established that superfluidity of 3He is carried
by Cooper pairs of 3He atoms with their nuclear spins forming spin-triplet states
[2]. However, it has not been easy to prove whether a candidate superconductor
is in fact spin triplet, mainly because the Meissner effect masks the magnetic
susceptibility of the electron spins.

Nevertheless, there are a number of superconductors for which the spin-triplet
pairing is strongly suggested [3]. An earlier example is the heavy Fermion super-
conductor UPt3, for which there are three superconducting phases when the
magnetic field and temperature are varied. Recently, a new class of supercon-
ductors have been found in which superconductivity occurs below the transition
temperature of ferromagnetic ordering and coexists with the ferromagnetism. A
good example of this class of superconductors is UGe2.

A layered ruthenate Sr2RuO4 [4] is a unique example because it is probably
the only oxide for which spin-triplet nature has been confirmed so far. As shown
in Figure 13.1, its crystal structure is common to the first high-Tc cuprate super-
conductor discovered by Bednorz and Müller, La2−xBaxCuO4, but the Tc of
Sr2RuO4 is 1.5 K, much lower than the corresponding high-Tc cuprate. Since the
electronic properties of its normal state is characterized in detail, it is arguably
the most extensively and quantitatively characterized spin-triplet superconductor
[3]. From the nuclear magnetic resonance (NMR) Knight shift, the spin suscepti-
bility for the magnetic field parallel to the RuO2 layer was found to be unchanged
on entering the superconducting state, marking the definitive evidence for the
spin-triplet pair formation with Sz = 0 [5]. In addition, from the muon-spin
relaxation measurements, spontaneous internal magnetic field was found to
emerge below Tc [6]. This suggests that the time-reversal symmetry (TRS) is
broken in the superconducting state. The origin of the broken TRS is attributed
to the unquenched orbital angular momentum of the pairs; thus Lz = +1 or
−1. Taking into consideration of consistencies with a number of other experi-
mental results, as well as with theoretical requirements, it is believed that the
pairing state is described as S = 1, Sz = 0; L = 1, Lz = +1 or −1. Such spin
and orbital state for this p-wave superconductivity is schematically represented
in Figure 13.2. The mechanism of the spin-triplet formation has not been fully
understood, but it is believed by many that the strong electron correlations due to
Coulomb interactions among the 4d electrons of ruthenium ions play the essen-
tial role in the pairing, rather than the conventional electron-phonon interactions.
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Figure 13.1 The layered crystal structure common to the spin-triplet ruthenate supercon-
ductor and high-Tc cuprate superconductor. Image is by K. Deguchi.
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Figure 13.2 The representation of the spin triplet electron pairs in Sr2RuO4. Small arrows
depict the spins of an electron pair, while the large arrow represents the orbital angular
momentum. Image is by K. Deguchi.

New physics expected with spin-triplet superconductivity

For spin-triplet superconductors, not only the charge degree of freedom, but also
the spin degree of freedom exhibits “superfluidity”. Thus a variety of phenom-
ena not present in spin-singlet superconductors are expected. Because of the
internal degree of freedom of the triplet pairs, multiple superconducting phases
are excepted to emerge and they are in fact observed in Sr2RuO4, as well as
in UPt3 [3]. Although not reported in any superconductor so far, induction of
collective motions of spin or orbital moments without breaking the pairs is also
expected. For Sr2RuO4 the phase of the wave function should vary with the
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azimuthal angle and effects sensitive to this phase are also expected in the tun-
neling. Furthermore, the TRS broken state is characterized by “chirality”, with
all the Cooper pairs within a single superconducting domain having a common
sign of their orbital moments (plus or minus). If the chirality can be externally
controlled, it may be used as a quantum bit, a nanoscale unit for future quantum
devices.

13.2 π -SQUIDs – realization and properties
by J. Mannhart

The predominantly dx2−y2-pairing symmetry of the high-Tc superconduc-
tors influences fundamental properties of Josephson junctions and Josephson
junction-based devices, such as Superconducting Quantum Interference Devices
(SQUIDs). Notably, it offers the possibility to fabricate Josephson junctions
which in equilibrium are biased by a phase shift of π , and dc π -SQUIDs which
consist of such a π -Josephson junction and a conventional junction connected
in a loop [7]. The electrical characteristics of these devices provide detailed
insight into the symmetry of the superconducting order parameter, tracing for
example possible admixtures of sub-dominant symmetry components. Further-
more, the devices present novel building blocks for superconducting quantum
electronics [8].

All-high-Tc dc π -SQUIDs have been fabricated according to the design illus-
trated in Figure 13.3. A detailed description has been provided in [7]. Exploiting
the bicrystal technology [9], the devices are based on two ∼10 µm wide, sym-
metric 45◦ [001]-tilt grain boundaries formed by ∼100 nm thick, c-axis oriented
YBa2Cu3O7−δ-films grown on SrTiO3-tetracrystals. Due to the orientation of the
grain boundaries, across one of the junctions order parameter lobes with oppo-
site signs face each other. This π -phase difference defines the π -junction. In
practice the π -junction is the junction with the smaller critical current, because
it has the smaller Josephson coupling energy.

The current-voltage, I (V )-characteristics of the π -SQUIDs follow the behav-
ior expected according to the resistively shunted junction model, with additional
self-induced resonances which disappear for small applied magnetic fields, as
shown in Figure 13.4 [10]. The magnetic field dependencies of the π -SQUIDs
critical currents Ic(H) (see Figure 13.5) are characterized by a minimum at
small fields, exactly opposite to the behavior of the standard SQUIDs’ criti-
cal currents, which for vanishing applied fields are maximal. This characteristic
effect is expected for superconductors with a pure dx2−y2-symmetry. The Ic(H)-
dependencies for larger applied magnetic fields are highly symmetric, proving
that the measurements are not influenced by spurious trapped magnetic flux [7].

The self-induced resonances shown by the π -SQUIDs’ I (V )-characteristics
reveal that in the voltage state the dx2−y2-wave symmetry induces circulating
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Figure 13.3 Sketch of a π-SQUID fabricated by using the bicrystal technology (after [7]).
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Figure 13.4 Current-voltage characteristics of a π-SQUID measured at 4.2 K at zero field
and at the smallest magnetic field that causes a maximum of Ic (from [10]).

ac-currents, which oscillate with the Josephson frequency in the π -ring config-
uration. This provides evidence that the π -shift as well as the order parame-
ter symmetry are maintained for Josephson frequencies up to several tens of
GHz [10].

The technology to fabricate π -Josephson junctions and π -SQUIDs is extend-
able to the design of circuits with larger numbers of π -type junctions. Well
operating π -SQUIDs have now also been fabricated by using the ramp-type
Josephson junction technology [11].
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Figure 13.5 Dependencies of the critical current on applied magnetic field of a π-SQUID
and of a standard SQUID at 77 K (from [7]).
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13.3 Doppler effect and the thermal Hall conductivity
of quasiparticles in d-wave superconductors
by N.P. Ong

At temperatures very close to absolute zero, all the electrons in a superconductor
are paired. The collection of Cooper pairs constitutes the condensate or super-
fluid. At finite temperatures T , however, a few of the Cooper pairs break up
to form a gas of ‘singles’ called Bogolyubov quasiparticles (the entropy of the
quasiparticle gas lowers the sample’s free energy). With increasing T , the quasi-
particle population nqp(T ) increases rapidly until all the pairs become singles
at the critical transition temperature Tc.

The thermal conductivity κ has proved to be a fruitful way to study the
transport properties of quasiparticles. In a temperature gradient −∇T , the flow
of quasiparticles towards the cooler end generates a thermal current Je (as
the condensate itself has zero entropy, it does not contribute to the thermal
conductivity). However, the gradient also produces a parallel phonon current
Jph which greatly complicates the interpretation of measurements of κ .

First, let us consider the normal state of a conventional metal such as Pb. κ

is the sum of the electronic term κe and the phonon term κph, viz. κ = κe + κph

(κe is about 100 times larger than κph in Pb, but κe is 5-8 times smaller than κph

in the cuprates). As T falls below Tc in Pb, the rapid (exponential) decrease of
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Figure 13.6 (Main Panel) Curves of κxy versus the applied field H at selected temperatures
in high-purity YBa2Cu3O7. At high T , κxy is linear in H , but as T decreases, its field profile
displays a prominent peak. The initial slope limH→0 κxy/H increases by a factor of 1000
between 85 and 40 K. The inset shows the zero-field thermal conductivity κ versus T . A
prominent peak appears below Tc = 93 K [adapted from 13].

nqp leads to a sharp decrease in κe. However, this is partially compensated by
an increase in κph because the decreasing nqp results in a marked decrease in
the scattering of phonons. Hence the total κ in a typical s-wave superconductor
decreases rather gradually below Tc. If the sample is of exceptional purity,
this gradual decrease is interrupted by a resurgent κ ∼ κph which rises to a
prominent peak below ∼ 1

2Tc. The phonons, now largely free of any scattering
by quasiparticles, develop exceedingly long mean-free-paths (mfp) limited only
by the size of the crystal. Eventually, at very low T , κph vanishes as T 3,
reflecting the specific heat of the phonon gas.

A major puzzle in the high-Tc cuprates became apparent shortly after the
1987 discovery of the ‘90-K’ superconductor YBa2Cu3O7. Instead of decreasing
below Tc, κ is observed to rise sharply, reaching a peak value 2–3 times larger
than the value just above Tc = 93 K (inset of Figure 13.6). The origin of the
giant anomaly in κ has been a source of debate. Recalling κ in Pb, many
investigators initially identified the giant anomaly with a strong enhancement of
the mfp of phonons. However, this identification was unconvincing because the
quasiparticle population in the cuprates falls quite slowly below Tc (in contrast
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with Pb). How can we distinguish the phonon and quasiparticle currents in
the cuprates?

Let us consider applying a magnetic field B normal to the plane of the crystal.
The field pierces the condensate as an array of vortices. Quasiparticles do not
‘see’ the applied magnetic field, but they scatter from the vortices (which act
like impurities in the otherwise uniform condensate). A quasiparticle incident on
a vortex line strongly scatters from the steep decrease in the pair potential at the
core. More germane to our discussion, it interacts with the intense azimuthal
supercurrent surrounding the core. Generally, the energy of a quasiparticle is
shifted in the presence of a superflow. If the quasiparticle moves in a direction
parallel to that of the local superfluid velocity (co-moving), its velocity relative
to the lattice is increased (this so-called Doppler effect is analogous to viewing
a pedestrian walking on a moving ramp). Conversely, a quasiparticle moving
against the superfluid has its velocity lowered. The difference in kinetic energies
implies that quasiparticles prefer to go around a vortex in the direction against
the azimuthal superfluid velocity. If the superflow is clockwise (viewed from
above), the incident quasiparticle is preferentially scattered to the left, whereas it
is scattered to the right when the flow is counterclockwise. The resulting ‘skew’
scattering produces a net ‘Hall entropy current’ (if −∇T is applied along x with
H ‖ z, the Hall current is along y and given by Jy = κyx(−∇T ), where κxy is
called the thermal Hall conductivity). Phonons, which are charge-neutral, do not
experience this asymmetric scattering. Hence the thermal Hall effect acts very
much like a selective filter that ignores the phonon current.

The thermal Hall effect was detected in high-purity crystals of YBa2Cu3O7
and investigated in detail from ∼12 K to temperatures slightly above Tc [12,
13]. In weak fields, κxy increases linearly with H (main panel of Figure 13.6).
In high-purity crystals, this linear field dependence evolves into a profile with a
prominent peak. The profile is consistent with a very long quasiparticle mean-
free-path � when the field is absent. If we plot the initial slope κxy/H (H → 0)

against T , we find that it displays a remarkable thousand-fold increase [13]
between Tc and 30 K that dwarfs the corresponding increase in κ . This is consis-
tent with an increase in � of over 100 within this temperature interval. The steep
increase is sufficient to produce a giant peak in κe that matches the observed
giant anomaly. The thermal Hall effect presents the strongest evidence to date
that the giant anomaly derives entirely from the quasiparticles.

13.4 Nanometer-sized defects responsible for strong flux
pinning in NEG123 superconductor at 77 K
by M. Muralidhar and M. Murakami

The bulk superconductor composite of (Nd0.33Eu0.38Gd0.28)Ba2Cu3Oy with 5
mol% (Nd0.33Eu0.33Gd0.33)2BaCuO5, 0.5 mol% Pt, and 10 wt% Ag2O exhibits
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Figure 13.7 Field dependence of the critical current density (Jc) for the
(Nd0.33Eu0.38Gd0.28)Ba2Cu3Oy sample with 5 mol% NEG-211, 0.5 mol% Pt, and
10 wt% Ag2O at 77 K and H ||c-axis. The bottom inset shows the extrapolation of Birr (T).

the irreversibility field (Birr) over 14 T for B//c axis at 77 K [14]. The critical
current density reached 70, 49, and 22 kA/cm2 at 4.5, 7, and 10 T, respectively
(see Figure 13.7). The extrapolation of temperature dependence of irreversibility
field between 79 K and 94 K measured with a vibrating sample magnetometer
indicated the actual Birr value at 77 K about 15 T (bottom inset of Figure 13.7).

Structural analyses made by transmission electron microscopy (TEM)
revealed a nanometer-scale modulation structure, which had a lamellar structure
with spacing of a few nanometers. Similar nano-structures were observed in the
NEG123/NEG211 composite samples with 3-7 mol% NEG-211. All the samples
exhibited very high irreversibility fields over 12T at 77K [15]. Chemical analysis
of the matrix showed that there is a chemical fluctuation in the (Nd+Eu+Gd)/Ba
ratio on a nanometer scale. Scanning tunneling microscopy (STM) also con-
firmed the presence of nano-scale structure as shown in Figure 13.8a. Here its
average spacing is around 3.5 nm, which is close to the coherence length of
YBCO at 77K (ξab(77 K) ≈ 4.5 nm) [16]. The observation with higher mag-
nification showed that the structure consisted of rows of aligned clusters of
slightly off stoichiometric composition of 3–4 nm in size (see Figure 13.8b).
These clusters were identified by EDX analysis as (NEG)1.015Ba1.985Cu3Oy .

Tunneling current spectra taken on the RE-rich clusters, and the regular matrix
showed similar conductivity of both regions. This shows that the composition
of the clusters is not much different from that of the 123 matrix.
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(b)(a)

Figure 13.8 STM images of the sample with 5 mol% NEG-211 [(a)-(b)]. The image was
recorded with bias voltage Vs = 1 V and tunneling current It = 0.3 nA. The black arrows in
(a) mark some nanolamellas. Note the presence of arrays of clusters around 3 to 4 nm in
diameter dispersed in an organized manner in the NEG-123 matrix.

Thus superior flux pinning of NEG123/NEG211 composites at higher fields
and temperatures is ascribed to the formation of new type of nanometer-scale
lamellar array of RE-rich clusters. These new pinning medium led to an increase
of Birr up to 15 T at 77 K and thus will make it possible to construct a super-
conducting magnet generating >10 T at liquid nitrogen temperature.

13.5 Hybrid Magnets
by H. Schneider-Muntau

A hybrid magnet is a combination of a powered resistive magnet (insert) with
a surrounding superconducting magnet (outsert). Hybrid magnets are built with
the goal to produce the highest continuous magnetic fields possible [17–21].

Design and construction of hybrid magnets are a considerable technological
and logistical challenge. Besides the sheer size of the magnet, the interaction of
the subsystems, the magnitude of the forces within and between the resistive and
the superconducting magnet, the cryogenic requirements, and safe and reliable
operation of such a complex system require detailed attention and very specific
capabilities in several disciplines.

The essential components of a hybrid magnet are: superconducting magnet,
the cryostat, the resistive insert, and the quench detection and protection system
(see Figure 13.9).

The superconducting magnet (Figure 13.10, 13.11) surrounds the resistive
magnet. Because of its bore size of 360 mm (Sendai, Nijmegen), 610 mm (Tal-
lahassee) and 800 mm (Grenoble), the magnet becomes impressive in size,
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Figure 13.9 Cross-sectional view of the hybrid magnet at NHMFL. It generates the highest
continuous field of 45 T in a bore of 32 mm since June 2000 and has since then provided
more than 2000 h per year of measuring time to the international science community.

Figure 13.10 The outsert in construction. It generates 15 T in 615 mm.
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Figure 13.11 The outsert being put on the central bore tube.

especially if the field contribution is above 8 T. Even more dramatic is the
increasing stored energy (in round numbers): from 10 MJ (Nijmegen) to 60 MJ
(Tsukuba and future Grenoble hybrid) to 110 MJ (Tallahassee). The energy con-
tent and, even more important, the coupling between the two magnet systems
make a hybrid outsert much more challenging than a stand-alone, large-bore
superconducting magnet. The most important design issues for the outsert are:
(a) Changes of the field of the resistive insert result in induced currents. Field
changes also induce eddy current heating and coupling losses between the fil-
aments in the superconductor. They are proportional to (dB/dt)2 and define
specific requirements for the coupling time constant between filaments. The
worst case is an insert trip from full field which can result into an energy depo-
sition of over 20 kJ. (b) The ramp time of the outsert should not be more than
approximately one hour in view of its operation in a user facility. The hysteresis
losses are proportional to the maximum field and are independent of the ramp
rate and define a requirement for the maximum admissible energy deposition as a
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function of its evacuation time. These losses can reach values of up to 100 kJ for
a high field magnet. Wires with a small effective diameter have lower hysteresis
losses. (c) To limit the magnet size, the conductor should operate as closely as
possible to its critical current. A high index number will reduce the heating from
current sharing. (d) The stability of a magnet against quench depends, among
other things, on the amount of stabilizer and the available enthalpy. The pres-
ence of helium, especially superfluid helium, within or beside the conductor,
increases the margin considerably. (e) In case of a quench, the energy must be
extracted from the magnet and discharged into an outer resistor. An alternative
solution is to dissipate the energy equally over the volume by firing heaters to
quench the magnet uniformly.

It is obvious from above that the worst case scenario, for which the outsert
magnet must be designed, is an insert trip after a ramp to full field, plus heat-
ing through current sharing. The heat must be absorbed and transported out of
the conductor with only modest excursion in the local temperature. Therefore,
important design criteria are, (a) the operating temperature, and (b) the tempera-
ture gradients between current carrying filaments, conductor matrix, surrounding
helium, main helium buffer and refrigerator. Three different approaches have
been developed for the design of the outsert in response to the requirements
listed above. They can be distinguished by the superconductor they employ: the
solid, cable-in-conduit and Rutherford cable conductor.

The cryostat, together with the cryogenic system, must provide the envi-
ronment for safe and reliable operation of the superconducting magnet. The
operating temperature of the magnet has an important impact on the design of
the cryostat and magnet performance. A bath-cooled, ventilated magnet wound
from solid conductor and operated at about 4.2 K represents the standard tech-
nique and has the great advantage of simplicity. However, operation of the
magnet at superfluid helium with its extremely high thermal conductivity and
low viscosity, increases magnet performance considerably. The heat transfer
between conductor and liquid and, therefore, conductor stability and margin
to external disturbances is essentially improved. Also, the critical current den-
sity in the superconductor is much higher at lower temperatures. A subcooled
1.8 K superfluid helium bath, including magnet, at atmospheric pressure can
be achieved if a 1.8 K heat exchanger is introduced into the main bath. Such
a cryostat system consists of a 1.8 K vessel housing the magnet, a 1.8 K heat
exchanger, and two radiation shields which are at intermediate temperatures
between 4.2 and 100 K, optimized for minimum losses. The magnet is kept at
1.8 K by a thermal exchange loop through expansion of 4.2 K helium in a Joule-
Thomson valve using a vacuum pump. The forces between and within the two
magnet systems, the superconducting magnet and the resistive insert, must be
considered in the case of axial and radial misalignment of any of the magnetic
coil centers. These forces are generated between the current carrying conductors
of all coils, and are transmitted through the coil winding and support structure
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and the cryostat. In case of a major failure, they can reach alarming magnitudes
of several MN, which is many times the weight of the superconducting magnet
system.

The resistive insert magnets have lower efficiency than do stand-alone mag-
nets without background fields (Figure 13.12). The major difficulties are: (a) The
reduced volume in which the electric power must be dissipated. For economic

Figure 13.12 The hybrid magnet with view on the support and cooling water connec-
tions of the resistive insert. It consumes 30 MW, 300l/s of cooling water are needed. The
superconducting magnet is located in the top vessel.
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reasons, the magnet engineer has to choose the bore of the superconducting
magnet as small as possible and, therefore, the resistive magnet must be very
compact and efficiently cooled. (b) The additional field from the outer magnet.
The background (booster) field from the superconducting magnet increases the
Lorentz forces as the insert experiences the sum of its own and the outer field.
Therefore, special high-strength conductors, a multi-coil design and an adequate
support structure are required. (c) The high alignment forces between the coils.
Impressive forces are generated within the insert and, to a lesser extent, between
the insert and the outsert. (d) The forces resulting from the termination of the
winding. These endforces are extremely large, resulting from the high fields and
the high operating currents. They impact strongly on the design because of their
magnitude and the limited space available.

An early detection of a quench is important to avoid uncontrolled growth of
the resistive zone and destruction through excessive heating. Detecting a quench
is difficult because the small resistive voltages must be separated from the large
inductive voltages induced when either magnet is swept. The inductive voltages
are up to a factor of 1000 higher. Inductive voltages can be cancelled if the
magnet is divided into zones of equal inductance and the voltages are compared
in bridge fashion, for instance, between taps connected to the winding.

In the event of a quench, the protection system must be capable of extracting
enough energy from the system that high stresses from differential thermal expan-
sion or even overheating/melting are precluded. This is done by discharging the
magnet with a defined time constant into an external resistor. Limiting the max-
imum or hot-spot temperature to about 150 K and the discharge voltage for fully
impregnated coils to 5 kV and for ventilated coils to 3 kV results in time constants
of between 3 and 20 seconds, depending on the coil energy. The quench detection
and control system of a superconducting outsert is best done with several industrial
quality computers. As part of the total control system and its reliability, the safety
devices such as the power supply, discharge resistor, breakers, and computers,
must be checked continuously for their operational conditions.

13.6 Magneto-Optical Imaging of Vortex Matter
by T.H. Johansen

Space-resolved magnetic measurements have during the last decades proved
increasingly useful in revealing micro-structural features and physical phenom-
ena that control the overall electromagnetic behavior of superconductors. Among
the various methods, scanning probe magnetometry, Bitter decoration etc., the
technique of magneto-optical (MO) imaging has two major advantages, namely
it allows easy zoom from cm-scale field-of-view down to micron resolution,
and secondly, the time response is very quick (<100 ps), so that even very fast
processes can be followed in real-time.
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Figure 13.13 Schematic of the MO imaging principle where a Faraday-active ferrite garnet
film (FGF) is the basic sensor. At the top is seen an image of flux penetration in Ba2Cu3Oy ,
as discussed in the text.

As illustrated in Figure 13.13, the imaging is based on having a Faraday
active film placed in close contact with the sample. Polarized light shines down
through the MO film, where the light undergoes a Faraday rotation that increases
with the magnetic field. After reflection from a mirror the effect is doubled, and
when the light hits the analyzer (A) it contains a distribution of rotation angles
θF corresponding to the perpendicular field on the face of the superconductor.
The analyzer is set at 90◦ relative to the polarizer (P) and filters the light
producing an optical image where the brightness is a direct map of the surface
field distribution.

A typical MO image of flux penetration into a superconducting film made of
YBa2Cu3Oy is seen in Figure 13.13. The image shows how the field distributes
over a middle section of a long strip, where the two parallel edges are easily
identified as the bright lines of field enhancement (demagnetization effect). The
dark central region is the flux-free Meissner-state part of the strip. This image,
revealing very smooth and regular flux patterns, proves immediately that the
uniformity of the film is excellent. Moreover, an image like this can also be used
to measure very reliably the critical current density, Jc. For a long thin strip
the Bean model implies that the fraction of unpenetrated area at given applied
field Ba equals 1/cosh(πBa/µ0Jct), where t is the strip thickness. Hence, Jc is
obtained by simply taking a ruler and measure the ratio of two distinct areas in
the MO image. Alternatively, the image can be transformed via Biot-Savart’s
law into a 2D current distribution. By this procedure, which requires careful
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calibration, we could on a model-independent basis determine the entire current
flow over the superconductor area [22].

In the majority of cases MO imaging reveals that flux penetration in supercon-
ductors is not as regular as in the previous example. When built-in microstructure
and extended defects perturb the flow of the shielding current, their effect shows
up directly in the image. An example of such diagnostic use of the technique
is given in Figure 13.14(a), where one sees how flux penetrates into a 3 mm
wide Ag-sheathed monofilament Bi-2223 tape (the arrows point at the edges of
the core). In addition to the gross behavior, which is thin-strip-like, the image
contains considerable fine structure consisting in a nearly periodic set of bright
lines with a characteristic curvature. These lines of enhanced flux penetration are
due to connectivity damage originating from the rolling step in the production
of such tapes.

In some cases, complex flux patterns can form independent of the defect
structure in the material. Dramatic examples are the flux avalanches occur-
ring in films of MgB2, see Figure 13.14(b). We discovered that below 10 K
the flux penetration develops in the form of dendritic structures, which one
at a time burst into the Meissner state region as the applied field is slowly
increased. When such an experiment is repeated in all details we see that the
exact dendrite pattern varies widely, implying that the behavior is not controlled
by the quenched disorder. Instead, recent work suggests that the behavior is the
result of a thermo-magnetic instability (flux jump) [23].

Very recently, the MO imaging technique made a leap forward when it
proved possible to resolve individual vortices, and thereby directly visualize
their motion [24]. Our efforts towards this goal consisted in optimizing both the
garnet MO film, its mounting on the sample as well as improving the optical
system with respect to polarization contrast. Shown in Figure 13.15(a) is an MO
image of a vortex lattice in a 0.3 mm thick single crystal of NbSe2. This material
was selected for its excellent reflectivity (the light was reflected directly from
the crystal surface) and also because the London penetration length is fairly

(a) (b)

Figure 13.14 (a) MO image of flux penetration in a Bi-2223 monofilament tape revealing
its granular magnetic microstructure. (b) Flux dendrites formed in a 4 × 4 mm2 MgB2 film
during field increase near 10 K
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Figure 13.15 (a) MO image (25 × 25 µm2) of vortices in NbSe2 at 4 K and 0.7 mT frozen-
in field. (b) Schematic of a “vortex brush” effect, and (c) MO image showing that a Bloch
wall in the FGF allows such manipulation of the vortices.

small making the vortices well focussed. Since the flux density in this image
is small the vortex-vortex interaction is too weak to let them form a regular
lattice.

A most interesting extension of this work is to explore the possibility of doing
vortex manipulation i.e., generate controlled vortex displacement while simul-
taneously monitoring their motion. Even this was successfully accomplished
recently using the fact that our FGFs contain mobile Block walls separating
areas of opposite in-plane magnetization. These walls act essentially like meso-
scopic bar magnets with one pole adjacent to the superconductor surface, hence
interacting very directly with the vortices. Figure 13.15(b) illustrates our idea
to use such a wall, which we displace by applying a tiny in-plane field, to force
the vortices to move (or bend) while the same FGF is used for imaging of their
motion. The result of such a “vortex brush” experiment is seen in the MO image
in (c), recorded after the wall first came to a turning point and then retreated,
leaving a gap among the vortices along the retreat line. Future work will show
if more sophisticated manipulation schemes can be found. VIDEO clips of real-
time motion of vortices can be viewed at http://www.fys.uio.no/super

13.7 Vortices seen by scanning tunneling spectroscopy,
by Oystein Fischer

The scanning tunnelling microscope is well known as a tool to observe the
topography of a surface with atomic resolution. As illustrated in Figure 13.16,
using a vertical piezoelectric drive, a tip is brought very close to the surface to
be observed so that a tunnel current can circulate between the tip and the surface.
When moving the tip over the surface with the help of two other, horizontal
piezoelectric drives the tip height is constantly adjusted so that the tunnel current
is kept constant. The tip height then follows the contours of the surface and the



VORTICES SEEN BY SCANNING TUNNELING SPECTROSCOPY 389

Vs

I

Figure 13.16 Schematics of the scanning tunnelling microscope used in constant current
mode.

voltage on the vertical piezoelectric drive then can be used to make a map of
the surface.

If instead of varying the height one keeps the height constant and one monitors
the current, it can be shown that the derivative of the current is related to the
local density of states as defined for a superconductor by

N(r, E) = 
(u2
i (r)δ(E–Ei) + v2

i (r)δ(E + Ei)) (1)

Where ui and vi are the quasiparticle amplitudes and Ei is the quasiparticle
energies. The STM measures to a good approximation

dI/dV (r, V ) ∝ 
(u2
i (r)f

′(E–Ei) + v2
i (r)f ′(E + Ei)) (2)

where f′ is the derivative of the fermi function. At T = 0, dI/dV (r, V ) ∝
N(r, eV ). In addition to the magnetic field attached to it, a vortex is also char-
acterized by the fact that the order parameter goes to zero in its centre. As a
result, the quasiparticles resulting from breaking the Cooper pairs can exist at
an energy lower than the gap in the core of the vortex. These localized states
can be directly seen by the STM as given by Equation 2. Using this difference
between the vortex core and the surrounding superconductor it is possible to
map the vortex lattice also by this method (Figure 13.17).

Compared to other techniques using the magnetic field to map the vortex
lattice, this technique has the advantage that it can be used at high magnetic
fields. Figure 13.18 show examples of: (a) the hexagonal vortex lattice in MgB2
[25] and (b) the anisotropic vortex lattice in the basal plane of YBa2Cu3O7 [26].

Another advantage of this technique is that it also allows to study the elec-
tronic states in the vortex core. These are characteristic of the specific super-
conducting state of the material and can be used as a signature in our search to
understand different superconducting materials. In a BCS s-wave superconductor
the reduction of the superconducting order parameter act as a potential well in
which the quasiparticle states are quantized as follows (the energy is measured
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Figure 13.17 Spectroscopic imaging of the vortices. The imaging contrast relies on the fact
that the tunnelling spectra are different outside and inside the cores.
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Figure 13.18 Spectroscopic images of vortices in a) MgB2 and b) YBCO.

with respect to the Fermi level) : En ∝ (�2/EF)(n + 1
2 ) where n = ±0, 1,

2, 3,. . .
In ordinary low temperature superconductors this spacing is only in the range

of µeV and the individual states have so far not been seen individually. However,
if the tip is situated at the centre of the vortex only states close to E = 0 will
be observed thus resulting in a zero bias peak [27] as shown in Figure 13.19
for NbSe2 [28].

The cuprate superconductors have a remarkably different behaviour. Since
this material is found to be a d-wave superconductor, we would expect, based
on the BCS theory, to find a behaviour similar to the one seen in NbSe2. What
is actually seen is very different. One finds two peaks, one below and one
above the Fermi level, as if the vortex core would only contain two localized
states (Figure 13.20) [26]. These states appear at an energy which is found to
be proportional to the superconducting gap and this is one of the signatures of
the cuprate superconductors which still needs to be explained by a future theory
of high temperature superconductivity [29].
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Figure 13.19 Tunneling spectra acquired in NbSe2 at. Top:at the center of the vortex core,
a zero bias peak is observed. Bottom: outside the vortex.
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Figure 13.20 Set of tunnelling spectra acquired at T = 4.2 K along a 25 nm path (a) across
a vortex core, and (b) between the vortices.
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13.8 Resistivity in Vortex State in High-Tc Superconductors
by K. Kadowaki

One of the most significant and useful properties of superconductors is zero
resistance. DC electric currents, therefore, flow persistently without energy dis-
sipation. This well-known superior property, however, seems to be lost in high
temperature superconductors, especially in the presence of magnetic fields at
temperatures close to the zero-field critical temperature, hereafter denoted Tc.
To study this unusual feature resistivity measurements [30] give important clue
information, as described below.

In conventional type II superconductors in magnetic fields above the lower
critical field Bc1 magnetic flux can coexist with the superconducting state by
allowing flux penetration into the superconductor as quantized vortices, each
with φ0 = 2.0678x10−15 Wb. However, motion of vortices causes resistivity and
energy dissipation due to irreversible quasiparticle excitations. When currents
flow in superconductors, the Lorentz force F = J × B acts on the vortices
perpendicularly to them. They will start to move when the currents reach the
critical current density Jc, because at this point the Lorenz force overcomes
the pinning force. In the presence of strong pinning, the pinning force may be
strong enough to carry current density higher than 106 A/cm2. Pinning therefore
plays a key role in maintaining zero DC resistance in magnetic fields.

In ideal type II superconductors, i.e. without pinning, on the other hand,
the critical current density is zero. In such cases the material is resistive at
any finite current. Thus, the resistive behavior in the vortex state of high-Tc
superconductors has often been thought to arise from weak pinning. Although
this seems logical, it is based to a large extent on an oversimplification of the
physics of these superconductors.

The typical resistivity data for single crystal Bi2Sr2CaCu2O8+δ are shown
in Figure 13.21 [30]. We notice first of all, that a finite resistivity is present
in a wide temperature region below Tc even in a small field such as a few
mT, in sharp contrast to conventional superconductors, where a parallel shift
of the resistive transition to lower temperatures is commonly observed in a
magnetic field. This broadening phenomenon is not due to motion of vortices
caused by depinning by the Lorentz force, but is largely due to strong super-
conducting critical fluctuation effects. These fluctuations can be described as
thermally generated vortex loops [31]. Flux motion is due to the dynamics of
these loops, and the movements of the externally generated flux which occurs
when superimposed by the thermally generated vortex loops.

We notice in Figure 13.21 the extraordinary behavior that resistivity in low
magnetic fields shows a sharp drop at some temperature which is strongly depen-
dent on the applied field. The higher the applied field, the farther away from
Tc does the drop occur. The corresponding field where the sharp drop occurs
is called Bm. In Figure 13.22 we show the locus of points in the (B, T )-plane
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Figure 13.21 (a): Temperature dependence of the in-plane resistivity of single crystal
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55
0

5

10

15

20

25

60

Vortex solid
(Abrikosov lattice)

Vortex liquid

Superconducting state

Normal state

65 70 75

TM (K)

Bm(T)

B
 (

m
T

)

80 85 90

Figure 13.22 The vortex phase diagram in single crystalline Bi2Sr2CaCu2O8+δ in magnetic
fields parallel to the crystallographic c-axis. The vortex line lattice melting transition (VLMT),
Bm(T ), is determined by the resistivity measurement using Corbino geometry. Here, the lower
critical field, Bc1, is not shown. Adapted from [32].

where the jump occurs. It describes a line, descending towards Tc. When inter-
preted as a possible thermodynamic line, the jump in resistivity gives the
impression of a first order phase transition, in contrast to a continuous phase
transition line. There is now broad consensus that the jumps seen in Figure 13.21
are due to freezing of the vortex system to a vortex lattice, or, on heating, melt-
ing of the vortex lattice, hence the name vortex lattice melting transition, VLMT
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given to this line. Since this represents a sudden change of the state of the vor-
tex line aggregate, this is a true phase boundary between two different states
of the vortex system, an Abrikosov type vortex solid below the melting line,
and a vortex liquid above that line. It turns out that this feature in the case
of Bi2Sr2CaCu2O8+δ can only be observed by the Corbino geometry, depicted
schematically in the inset of Figure 13.21, and cannot clearly be obtained in the
conventional strip geometry due to edge current effects. The observed jump is
approximately 10−4 times smaller than the normal state resistivity, compared
with more than 10% in the case of YBa2Cu3O7−δ.

When the VLMT temperature, Tm, shifts down below 70 K with increasing
magnetic field, the resistivity jump at Bm becomes weaker and weaker, and
then completely disappears below about 45 K. This means that the first order
VLMT changes its character, possibly to the second order-like phase transition,
perhaps due to the pinning effect, which resides even in the purest single crystal
sample available at present. When the pinning is introduced in addition, the
phase diagram becomes surprisingly rich and much more complicated, providing
opportunities for further research, especially for practical applications.

From the results of resistivity measurements [30], the vortex phase diagram
in Bi2Sr2CaCu2O8+δ for H//c is constructed as shown in Figure 13.22. The
first order VLMT-line, Bm, discriminates between the two aggregate states of
vortex matter: Liquid above the melting line, characterized by a zero shears-
tiffness of the vortex system, and solid or frozen below, characterized by a
nonzero shearstiffness. Stated in terms of phase coherence of the supercon-
ducting wavefunction, the vortex solid phase is characterized by long range
phase coherence along the magnetic field but not transverse to it, while the
liquid has lost long range phase coherence in all directions, also parallel to
the magnetic field. Such anisotropy is quite rare, and it is as if vortices con-
stitute a new kind of matter, and in fact we may say it does! With increas-
ing magnetic field Bm shifts down as a function of temperature according
to Bm(T ) ∝ (1 − T/Tc)

α with α = 1.55. This temperature dependence can be
obtained by a model which takes into account both the weak Josephson coupling
and electromagnetic coupling between pancake vortices. In a region very close to
Tc (�T/Tc < 0.04), however, the temperature dependence obeys another rela-
tion, Bm(T ) ∝ (Tc/T − 1), i.e. α = 1.0. Since the Josephson coupling has much
stronger temperature dependence and vanishes sharply at a region just below
Tc, this temperature dependence is attributed to the dominant electromagnetic
coupling effect. It is surprising that the jump (or drop) in the resistivity corre-
sponding to the onset of Bm is sharp and can clearly be observed even in a small
magnetic field of 0.1 mT as seen in Figure 13.21. This means that the first order
VLMT occurs even in such a low density of pancakes with a vortex separation
of a0 ∼ 5 µm in the Abrikosov vortex lattice, where the triangular order of the
pancake vortices has been observed with strong thermal fluctuations.
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13.9 Coated conductors: a developing application
of high temperature superconductivity,
by James R. Thompson, and David K. Christen

The discovery of high temperature superconducting materials (HTS) in 1985-86
brought great promise and optimism for their rapid usage in technological appli-
cations. One of the most obvious areas for use of these new superconductors was
for conducting large, high density electric currents with zero-to-minimal dissi-
pation in magnets, power cables and transmission lines, transformers, motors,
and other power-handling equipment. Unfortunately, early investigations of HTS
materials revealed a vexing feature: the intra-grain critical current density Jc
within single crystals (especially those containing many defects that “pin” vor-
tices strongly) can be very high, ≥106-107 A/cm2, while in contrast, the transport
of current across grain boundaries (the inter-grain Jc) tends to be very much
smaller, often orders of magnitude lower. This phenomenon of “weak-linkage”
at grain boundaries is common in HTS materials and has been studied inten-
sively in order to understand its origins. Details of the present understanding
of grain boundaries in HTS, together with references to the original literature,
are given in a review article by Hilgenkamp and Mannhart. [33] For techno-
logical applications, the central problem is that the inter-grain Jc ∼ exp(−θ/θ0)

generally decreases exponentially with the angle θ between adjacent grain orien-
tations, where the decay constant θ0 is only a few degrees (3◦ − 6◦). This means
that adjoining HTS grains in a practical wire or tape must be closely aligned
crystallographically to achieve high levels of current conduction with low dis-
sipation. Furthermore, the inherent anisotropy of the superconductor (almost
always YBCO) requires that supercurrents flow in the a-b planes containing the
Cu-O sheets. Hence the physical properties of weak links and anisotropy mean
that HTS grains in a tape must have their c-axes normal to the tape and adjoining
grains should have only small angle grain boundaries: the HTS material must
be bi-axially textured.

The developing technology of second generation, [34] coated conductors
addresses these and other problems using multiple layers or coatings, each hav-
ing some specific role(s). A superconducting HTS layer is deposited onto “buffer
layers,” which coat a base metallic substrate that provides strength and flexibil-
ity; Figure 13.23 shows a typical architecture used for a coated conductor. Grain
alignment of the HTS is achieved by growing it epitaxially on a polycrystalline
template of some suitable oxide, which itself must be bi-axially textured. For epi-
taxy, its structure and in-plane crystal lattice constants should closely match the
nearly square a-b plane dimensions of the HTS, ∼0.39 nm. Ideally, the template
of buffer layer(s) should be chemically stable and non-reactive with the HTS,
nonporous, strongly bonding, and electrically conductive. A second essential
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Figure 13.23 A cross-sectional sketch of a coated conductor, based on the “RABiTS”
technology. A biaxially textured metal substrate is coated with buffer layers of various
oxides to serve as a diffusion barrier to substrate atoms and to replicate the template, on
which YBCO is deposited with biaxial texture. Thus high density electric currents can flow
in the Cu-O planes of the superconductor.

role, of course, is to “buffer” or separate the HTS from the metal substrate; in
direct contact, metal atoms diffuse into the HTS, poisoning it and destroying
the superconductive properties. To date, no single buffer layer material has been
found that meets all of these needs, and great effort is being devoted to finding
simple multi-layer architectures that function well.

Today, there are three principal approaches for achieving long lengths of
biaxially-textured coated conductor tape. In the technique known as RABiTS
(Rolling Assisted Biaxially Textured Substrates), [35] the substrate metal tape
(alloys of nickel or copper) is textured by special thermo-mechanical processing
procedures, providing an oriented template for the subsequent epitaxial depo-
sition of buffer layer and YBCO coatings. Another approach uses Ion Beam
Assisted Deposition (IBAD), [36] where an energetic ion beam irradiates the
substrate at a particular angle during the deposition of an oxide buffer layer onto
a polycrystalline metal tape (stainless steel or similar alloys). While the mecha-
nism of the IBAD process is not completely understood, the buffer layer grows
preferentially oriented with respect the ion beam and excellent biaxial texture
can be achieved. The third technique is surprisingly simple. By appropriately
inclining the substrate with respect to the incident plume of deposited buffer
layer, biaxial texture is achieved by a preferential shadowing of slowly grow-
ing crystallites in favor of those that grow rapidly along a particular crystal
axis. This Inclined Substrate Deposition (ISD) [37] approach for biaxial tex-
ture is still under development at the laboratory level, while both the RABiTS
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and IBAD approaches are currently being developed for commercialization by
several industries worldwide.

Along with the great progress to date, a number of challenges remain. One is
to increase the fractional cross-section of HTS in the tape, to increase its “engi-
neering” current density. Increasing the HTS layer thickness is an “obvious”
approach, but in practice the critical current often increases more slowly than
the thickness, for reasons that are not well understood. A second challenge is to
stabilize the superconductor against damage at weak “hot-spots” by providing
parallel conduction paths of high conductivity normal metal. Third, time-varying
currents or magnetic fields cause vortices to move in and out of the supercon-
ductor, leading to dissipation. Controlling ac losses in the superconductor and
substrates is a significant concern. A major technological issue is the “scale-
up” the existing and developing fabrication methods to produce long tapes with
lengths of 100–1000 m. Accompanying this is the formidable economic chal-
lenge of cost, with a target price of 10–30 $US per kiloampere-meter of coated
conductor. In conclusion, the goal of high current, low loss superconducting
wires and tapes has proven to be far more elusive than first imagined; nonethe-
less, the progress has been very considerable and it is reasonable to expect wider
and wider application of HTS-based coated conductors in the coming years.
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14
Historical Notes on
Superconductivity:
The Nobel Laureates

This chapter contains some brief historical and biographical facts about Nobel
laureates in the field of superconductivity, including two who played an impor-
tant role in the development of the field, but received the Nobel prize for other
contributions to science. All portraits in this chapter were provided by the Nobel
foundation (c©).

Heike Kamerlingh Onnes

Heike Kamerlingh Onnes was born in Groningen, Holland
in 1853, and received his bachelor’s degree from University
of Groningen in 1871. Already at the age of 18 he received
a gold medal in a science competition sponsored by the
University of Utrecht, in which he investigated ‘. . . methods
for determining vapor density. . . ’. The subject was to have
importance in his later research. In 1908 he became the first
to liquify the inert gas helium with a boiling point of 4.2 K,
thereby opening the door to investigations of all kinds of

matter at low temperatures, and in particular laying the foundation for the dis-
covery of superconductivity. The interest in low-temperature physics was by no
means a new. Michael Faraday had taken deep interest in condensation of gases.
James Dewar in Edinburgh, and later at the Royal Institution, was a promi-
nent expert and had, among other things, invented his famous thermos flask,
commonly called a ‘dewar’ even today. Onnes was influenced early by the the-
oretical work of van der Waal, which pointed in the direction of low temperature
physics in gas-liquid systems. He was appointed professor at Leiden in 1882,

Superconductivity: Physics and Applications Kristian Fossheim and Asle Sudbø
c© 2004 John Wiley & Sons, Ltd ISBN 0-470-84452-3
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a post he would hold for 42 years. His slogan Door meten tot weten (through
measurement to knowledge) defined the style and spirit of his laboratory. Having
gained access to temperatures down to just above 1 K by reducing the vapour
pressure above the helium bath, a natural task was to continue the investigations
of the low temperature electrical resistance in metals. A whole new domain of
temperatures was at hand. A series of investigations by Dewar and coworkers
had given resistance curves for a number of metals down to about −200 ◦C.
Their properties in the new temperature domain needed to be measured. Mer-
cury was chosen by Onnes for its high purity which could be obtained through
evaporation. Contained in long capillary glass tubes it would freeze to a solid
filament. Its electrical resistance could be measured with standard experimen-
tal methods. Superconductivity was discovered in 1911. Reports given at the
prestigious Solvay conference the same year did not cause the stir we might
have expected. The fact that one was dealing with a new state of metals was
not quite appreciated. The available theoretical apparatus had not been forged.
But this did not distract Onnes and coworkers from pursuing the subject which
became known as superconductivity. Gradually it was realized that the transi-
tion to the superconducting state was a fairly normal occurrence among metals.
Onnes had high hopes of using superconductors to build high-field magnets, up
to 100 000 G. Unfortunately, since he worked with type I superconductors this
was impossible due to limitations in critical current. Heike Kamerlingh Onnes
received the Nobel prize in physics in 1913 for ‘his investigations on the prop-
erties of matter at low temperatures which led, inter alia, to the production
of liquid helium’. The whole history of the discovery of superconductivity by
Kamerlingh Onnes and coworkers, as well as many other related historically
interesting events, have been vividly described by Dahl [2].

John Bardeen

John Bardeen was born in Madison, Wisconsin in 1908. He
studied electrical engineering at the University of Wiscon-
sin, receiving his BS degree in 1928, and his MS degree in
1929. After a few years in geophysics he did his graduate
studies in mathematical physics at Princeton University, and
received his PhD in 1936. After research periods at Harvard
University, at University of Minnesota, and at the Naval
Ordonnance Lab in Washington DC, he came to Bell Labs
in New Jersey in 1945. Here he joined the solid state physics

group, and became interested in semiconductor research. In a collaboration with
Brattain and Shockley he discovered the transistor effect in semiconductors in
1947, and together they laid the foundation for the modern age of electron-
ics and computers. In 1951 he left Bell Labs to become Professor of electrical
engineering and physics at University of Illinois, Urbana. Here he set up the team
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with Cooper and Schrieffer which was to develop the first successful microscopic
theory of superconductivity, later referred to as the BCS theory. John Bardeen’s
influence on solid state physics, electrical engineering and technology was mon-
umental. He received a number of prestigious awards and prizes. In 1956 he
was awarded the Nobel prize in physics with Brattain and Shockley for research
leading to the invention of the transistor, and in 1972 he shared the Nobel prize
in physics with Cooper and Schrieffer for the theory of superconductivity. John
Bardeen is the only person to have received the Nobel prize twice in the same
prize domain. The transistor is often called the most important invention of the
20th century. John Bardeen was named by Life Magazine among the 100 most
influential people of the 20th century. [Sources: The web pages of the Nobel
e-museum is a rich source for further information about the scientific career of
John Bardeen, and the impact of his work.]

Leon N. Cooper

Leon N. Cooper was born in New York in 1930. He attended
Columbia University where he received his AB in 1951,
AM in 1953, and PhD in 1954. During 1954–55 he was
a member of the Institute of Advanced Study at Princeton.
He held a post doctoral position as a Research Associate
with John Bardeen at Urbana, University of Illinois during
1955–57, and served as an Assistant Professor at Ohio State
University 1957–58. Since 1958 he has been Professor at
Brown University. In his own account, his interest in super-

conductivity began with meeting John Bardeen at Princeton in 1955. Until then
he had no previous knowledge of the field. His background was in field theory,
exactly what Bardeen was looking for. His first task upon arriving at Urbana
at the age of 26, was to learn the basics of superconductivity. He became con-
vinced, as was Bardeen, that the essence of the problem was an energy gap in
the single particle spectrum as evidenced by the exponentially decreasing heat
capacity towards T = 0 K. From a lecture by Pippard he learned that the facts
of superconductivity appeared to be simple. In this respect it was an advan-
tage that the isotope effect had been established, while all the exceptions found
later were not yet known. Therefore, a phonon mechanism, as had been dis-
cussed by Bardeen and Fröhlich, would seem like the right idea. But first he
made the important proof, later referred to as the ‘Cooper problem’: The zero
degree instability of the fermion system against formation of a bound electron
pair in the presence of the slightest attractive interaction between two electrons
placed outside an already full Fermi distribution. An intense collaboration with
Bardeen and his young student Robert Schrieffer started, with the aim to develop
a theory for the electron-phonon interaction, and for superconductivity. In 1957
their famous ‘BCS’-paper was published. The pairing due to the previously
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envisaged hypothetical attraction between two electrons was identified as an
electron–phonon scattering event by which electrons with opposite momenta
and spin in a thin shell near the Fermi-surface formed a shortlived binding. The
effect of this, happening all over the Fermi-surface, was to create a new ground
state, the superconducting state. The new theory had all the right properties, the
energy gap, the Meissner effect, the penetration depth, the coherence length, the
isotope effect, the prediction for ultrasonic attenuation, the coherence factors
in NMR, etc. Cooper was appointed Professor at Brown University in Provi-
dence, Rhode Island in 1958 and has remained there since. He has later changed
field entirely, becoming the Director of Brown University’s Center for Neural
Science, founded in 1973 to study animal nervous systems. The center created
an interdisciplinary environment with students and faculty interested in neural
and cognitive sciences towards an understanding of memory and other brain
functions. Professor Cooper holds a number of honorary doctorates. He shared
the Nobel prize in physics with Bardeen and Schrieffer in 1972. [Sources: A
personal interview for this book conducted by one of the authors (K.F.) in 2001.
In addition: The Nobel e-museum, and the scientific literature]

J. Robert Schrieffer

Robert J. Schrieffer was born in Illinois in 1931. In 1940 the
family moved to New York, and in 1947 to Eustis, Florida.
Schrieffer’s original plan was to make a career in electri-
cal engineering, and started on an engineering education at
MIT in 1949. His interest in this field came from personal
experience as a radio amateur on a homemade ‘ham’ radio
in his young teenage years. In those years he had also made
somewhat daring experiments in rocket science. But at MIT
he discovered, through his own reading, the challenges and

fascinations of physics, and made the switch to physics after two years. Under
John C. Slater he did his bachelor’s thesis on the structure of heavy atoms.
He became interested in solid state physics, and began graduate studies with
John Bardeen at University of Illinois. He did research, both theoretical and
experimental, on semiconductors the first two years. In his third year on the
advice of Bardeen he started collaboration with Leon Cooper, and the three
together were committed to solving the superconductivity problem. While the
three men struggled with the superconductivity problem, the young PhD student
Robert Schrieffer felt uneasy about progress, and without telling his adviser,
Professor Bardeen, he conducted a separate research project in ferromagnetism
as a safeguard against a possible total failure to solve the superconductivity
problem. When Bardeen was about to go away for a meeting in December
1956 he suggested Schrieffer should go on working on the superconductivity
problem for yet another month before changing subject, because he felt they
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might be able to solve the problem. While Bardeen was away, Schrieffer hap-
pened to be on a visit to New York. Sitting on the subway he realized that
the Tomonaga approach for the integration between pions and nucleons might
be the way to go in a consistent way. He wrote down the wavefunction, now
known as the BCS wavefunction, and calculated the energy of the system. It
had the same form as the Cooper solution, but was exponentially stronger. He
felt this was an interesting development. On his return he told Cooper, and then
Bardeen. Bardeen said: ‘I think that’s the answer. That solved it!’ During the
next 11 days they worked out the thermodynamics and other properties. First
they calculated the condensation energy in terms of the gap. Using the results
of Tinkham and Glover who had recently measured the energy gap by infrared
absorption, numerical values could be determined. Their analysis agreed with
experiment. The paper was published in Physical Review in 1957, the famous
‘BCS’ paper. Schrieffer emphasizes that the BCS theory has a much wider valid-
ity than just the phonon mechanism, referring to the applicability of the BCS
theory in totally different systems like in nuclear matter and in neutron stars.
Schrieffer has had a distinguished career. He spent the first couple of years after
his thesis work on the BCS theory at the University of Birmingham and at the
Niels Bohr Institute in Copenhagen, and then at the University of Chicago and
the University of Illinois. In 1962 he joined the faculty of the University of
Pennsylvania and became a professor there. In 1980 he was appointed Profes-
sor at University of California in Santa Barbara where he served as Director
of the Institute of Theoretical Physics from 1984 to 1989. He was later called
on to become University Professor at Florida State University in Tallahassee,
Florida, and is Chief Scientist at the National High Magnetic Field Laboratory
(NHMFL) since 1992. Professor Schrieffer holds several honorary doctorates,
and a number of prestigious awards. He received the Nobel prize in physics
for 1972, shared with Bardeen and Cooper for the theory of superconductivity.
[Sources: A personal interview for this book conducted by one of the authors
(K.F.) in his office at NHMFL in 2001. In addition: The Nobel e-museum, and
the scientific literature.]

Ivar Giaever

Ivar Giaever’s career in physics is a highly unusual one.
He was born in Bergen, Norway in 1929, but the family
moved to Toten north of Oslo within a year. After high
school, his priority was to study electrical engineering at
Norway’s leading engineering school, the Norwegian Insti-
tute of Technology, in Trondheim (since 1995 incorporated
into the Norwegian University of Science and Technology).
However, the competition to get in was very strong, and due
to the equivalent of a C in a Norwegian language course, he
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was not admitted to study in the Department of Electrical Engineering, but had
to accept Mechanical Engineering, a subject which he simply was not interested
in. Consequently, by his own account, he spent his student years in Trondheim
from 1948 to 1952 mostly doing other things than study, like playing bridge,
billiard, chess, and poker. He became a local champion in all but the last one.
Still, when he showed up for exams, he passed, and made it to a degree in
mechanical engineering, after which he married. Now, the postwar housing sit-
uation in the cities of Norway after the Nazi occupation was extremely difficult.
Having found a job in Oslo turned out to be of no help. The young family
decided to emigrate to Canada in 1954, where Giaever, after a brief period in
an architect’s office, joined the Candian General Electric’s Advanced Engineer-
ing Program. Soon Giaever discovered that salaries were better south of the
border, and moved to General Electric Company in Schenectady where he as
an employee, and now also as a serious and hard working student, took the
company’s demanding engineering courses, level A, B and C. Next, he worked
as an applied mathematician on various assignments. He was greatly attracted
by the opportunity to do research within the company with its impressive staff
of skilled scientists at the GE Research and Development Center. Having joined
the center in 1958, and concurrently started to study physics at Rensselaer Poly-
technical Institute, he earned his PhD degree in 1964. It was during class in a
physics course several years earlier, where superconductivity was being taught,
that the idea struck him how to measure the superconducting energy gap which
the BCS theory had recently predicted. His mentor at the research centre had
told him that electrons could tunnel through thin barriers between semicon-
ductors, a notion he could hardly believe since he was not yet familiar with
quantum mechanics. Giaever now saw the possibility to try it out in a super-
conductor–insulator–metal contact, and in the process measure this important
quantity, the gap. To his relief he also calculated that the predicted gap size,
being in the millivolt range, was perfectly suited for the experiment he planned.
All experimental facilities he needed were around, along with the support of
highly skilled scientists. Giaever made his thin film structure as planned, and
could soon, in 1960, ‘measure the energy gap in a superconductor with a volt-
meter’, as he put it. Against the background sketched above, this was quite an
achievement, and became next to a scientific sensation in the physics commu-
nity. The mechanical engineer, now physics student, had done an experiment
the experts could only have wished to do, but did not conceive. Adding to this
the great ability Giaever has to communicate his work orally, has made him an
attraction at meetings, at universities and research institutes. No doubt, his story
can be taken as yet another example of the ‘American dream’ come true. The
fact that he is always open and candid about his unusual background as a physi-
cist has added a special flavour to his story and his work. His follow-up research
on the density of states near the superconducting gap demonstrated even further
that his discovery was no accident. But he is the first to insist that some element
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of luck was involved, and comments that this is needed to succeed. One should
not be tempted to think his success came easy, however. Many years of hard
work at General Electric was behind it all. Ivar Giaever continued his tunnel-
ing experiments for several years and contributed immensely to the progress in
superconductivity. Giaever also was the first to published measurement showing
a finite current between superconductors in a zero voltage condition, what later
became known as the DC Josephson effect. However, due to the fact that the
whole idea of a zero voltage supercurrent across a barrier between two super-
conductors had not yet been formulated, Giaever never laid claims on having
discovered the Josephson effect. Ivar Giaever shared the Nobel prize in physics
in 1973 with Leo Esaki and with Brian D. Josephson. Giaever had by then
already left superconductivity, and had started work in biophysics during a stay
at Cambridge, UK in 1969. His special area has been the behavior of protein
molecules at solid interfaces. He left General Electric in 1988 to become an
Institute Professor at Rennselaer Polytechnique Institute in Troy, and has for a
number of years, concurrently, been a Professor at the University of Oslo, Nor-
way. He is the recipient of numerous honorary degrees and prestigious prizes.
[Sources: A personal interview for this book conducted by one of the authors
(KF) in Schenectady, 2001. In addition: The Nobel e-museum, and the scientific
literature]

Brian D. Josephson

Brian D. Josephson was born in Cardiff, UK in 1940. He
received his BA degree at the University of Cambridge in
1960, and his PhD, also in Cambridge, in 1964. Josephson
had already shown exceptional talent as a teenage scien-
tist, but in an area far removed from where he was to gain
international fame. He had the good fortune to do his PhD
research with Pippard at the Royal Society Mond Labo-
ratory. Furthermore, already during his second year as a
research student the laboratory had Professor Phil Anderson

as an inspiring visitor, in 1961–62. Josephson gives much credit to Ander-
son for his own interest in superconductivity, in particular for introducing him
to the concept of ‘broken symmetry’ in superconductors. This concept was
already inherent in Anderson’s pseudospin formulation of superconductivity the-
ory from 1958. In particular, Josephson wondered if the broken symmetry could
be observed experimentally. He concluded that while the absolute phase angle
of pseudospins would be unobservable, the consequences of a phase difference
might not. At this point he learned about Giaever’s tunnelling experiment from
1960. However, Pippard had considered the tunnelling of Cooper pairs through a
thin barrier and found the probability to be very small. When Anderson showed
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him a paper by Cohen, Falicov and Philips where they had confirmed Giaever’s
formula for the current in his superconductor–insulator–metal contact, Joseph-
son understood how he could calculate the current through a barrier between
two superconductors. The expression he arrived at contained three terms, two of
which were already known from previous work, but a third one was new. This
term was unexpected: a current which was proportional to the sine of the phase
difference across the barrier. The coefficient of this term was an even function
of the voltage, and could not be expected to vanish at zero voltage. The obvious
interpretation was that this was a supercurrent, and it appeared with the same
order of magnitude as the quasiparticle current seen by Giaever. This was sur-
prising, considering earlier suggestions by Pippard. At the age of 22, Josephson
made the famous prediction of the supercurrent through an insulation barrier
between two superconductors, known today as the Josephson effect. He made
the prediction of both a DC effect and an AC effect. While the former would
appear at zero applied voltage the latter should be present under the application
of a small DC voltage. His predictions were confirmed, and became the basis for
whole new fields of superconductivity research and technology. In later years
there have been discussions among scientist whether the Nobel prize to Joseph-
son should rightly have been shared with Anderson. To this question Anderson
answers a clear ‘no’. He explained us that such opinions might stem from the
fact that he had rederived some of the results that Josephson had already found.
The reason for doing so, he explained us, was that Josephson had not published
all his findings, some of which were only reported in his thesis. Brian Joseph-
son has held academic positions at the University of Illinois, the University of
Cambridge and various visiting professorships. He is Professor of Physics at
the University of Cambridge since 1974. [Source: The Nobel e-museum, and
interview by one of the authors (K.F.) with P.W. Anderson in 2001.]

J. George Bednorz

J. George Bednorz was born in Neuenkirchen, Germany in
1950 as the fourth child. His parents had involuntarily been
separated during the turbulences after World War II, but were
happily reunited in 1949. In his youth he was influenced by
his mother’s music interest, and came to play both piano,
violin and trumpet. His fascination with science was awak-
ened not by physics, but by chemistry. He felt that doing
experiments in chemistry stimulated his practical interests,
and could have unexpected results. He started to study chem-

istry at the University of Münster in 1968, but ended up with majoring in
crystallography. During two periods as a summer student at the IBM Zurich
Research Laboratory in Rüschlikon, and later as a diploma student in 1974,
he worked under the guidance of Hans Jörg Sheel in the Physics Department
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headed by K. Alex Müller, a scientist he deeply respected. His diploma work
was on SrTiO3, a great specialty of Müller’s who became so pleased with young
Bednorz’ work that he encouraged him to continue his research on perovskite
materials towards a PhD, supported by IBM, at the Swiss Federal Institute of
Technology (ETH) under the combined supervision of Professor Heini Gränicher
and Müller. His thesis work was on the crystal growth and solid solutions of
perovskite type compounds, investigating structural, dielectric and ferroelectric
properties. Upon completion, he joined the IBM lab in Rüschlikon in 1982.
This would not seem like a good background for superconductivity research.
But already while Bednorz was a student at ETH in 1980, Heini Rohrer at the
IBM laboratory had asked him if he could prepare crystals of SrTiO3 doped with
Nb for the purpose of studying the superconducting properties of this material
under varying doping conditions, with Gerd Binnig. Bednorz responded that ‘if
Nature allows, you will get it’. After a couple of days the material was ready,
and the superconducting transition temperature had increased by a factor 4!
This also had the interesting implication that the gradient of Tc versus doping
was very steep. But when Bednorz joined the IBM laboratory in 1982, this
line of research had been stopped, since now Rohrer and Binnig were working
on the scanning tunnelling microscope, also a work to be awarded the Nobel
prize. However, in 1983 Alex Müller, having spent two sabbatical years at the
IBM laboratory in Yorktown Heights, New York where he had done work on
granular superconducting Al, approached Bednorz again, and asked if he would
join him in an attempt to go new ways in superconductivity. The idea was to
exploit a polaronic interaction using Jahn–Teller ions, a field championed by
Harry Thomas. Müller thought the mechanism might work in perovskites. Bed-
norz immediately agreed to collaborate. From then on a systematic effort was
being made. This was a low cost project carried out as a side effort along with
other ongoing work by both. Naturally, the first attempt was to go for classical
Jahn–Teller systems like the lanthanum nickelates. Here, La was replaced by Y.
Later also the B-position was modified. The idea was to modify the bandwidth.
After one year the project was in danger of being stopped since the results were
discouraging: All compounds were insulators. Bednorz now suggested to use
copper instead of nickel to achieve the Jahn–Teller effect. Electrical conduction
was obtained, but no superconductivity. Bednorz needed a break and went to the
library. Here, he discovered the work by a French group, Raveau and coworkers,
on the Ba-La-Cu-O compounds, and realized they should modify the A-position
of the ABX3 instead of the B-position. Already in the first measurement, in Jan-
uary 1986, a dip in the resistivity was found at 11 K. Since they did not have a
magnetometer at the time, the test for diamagnetism could not be performed until
a SQUID magnetometer had been acquired in September. However, the results
were stable and reproducible. They felt confident that superconductivity had been
discovered. Still, when each of them gave talks in different places in Germany
in the fall of 1986 there was almost no response. This changed dramatically
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after the Japanese group headed by Tanaka at University of Tokyo in the fall
of 1986 announced results that confirmed superconductivity in lanthanate. Their
own work also showed the Meissner effect. From now on superconductivity
was a matter of public interest. A new era had started. George Bednorz has
continued as a scientist at the IBM laboratory in Rüschlikon near Zurich. He
is the recipient of numerous awards and prizes, and shared the Nobel prize in
physics with K. Alex Müller in 1987. [Sources: Interview for this book by one
of the authors (K.F.) in 2001, and scientific collaboration. In addition, the Nobel
e-museum and the scientific literature.]

K. Alex Müller

K. Alex Müller was born in Basel, Switzerland in 1927, and
lived first in Saltzburg where his father studied music, later
in Lugano where he became fluent in the Italian language.
His mother died when he was eleven, after which he attended
Evangelical College in Schiers, in the Swiss mountains. He
remained there until the end of the war. He was fascinated
by the radio, and wanted to become an electrical engineer,
but his chemistry tutor, Dr Saurer, convinced him to study
physics. After military service he enrolled in the Physics and

Mathematics Department of the Swiss Federal Institute of Technology (ETH).
The freshman class was three times too big, and the process of elimination was
correspondingly tough. They were called the ‘atom bomb semester’ for obvious
reasons. Müller had excellent teachers, like Scherrer, Kanzig and Pauli, and did
his diploma work with Professor G. Busch on the Hall effect in grey tin, fol-
lowed later by PhD work on paramagnetic resonance (EPR) in Busch’s group.
Here he identified the impurity present in the perovskite SrTiO3 a fact he took
much advantage of later. Upon completion of his PhD and after graduation in
1958 he worked at Battelle Memorial Institute in Geneva, whereafter he came
to the IBM laboratory in Rüschlikon in 1963. He remained there until his offi-
cial retirement from IBM, after which he is a professor at University of Zurich.
He was a key person in the research which took place in the late 1960s and
in the 1970s and early 1980s on understanding the critical properties of phase
transitions. Again SrTiO3 was the vehicle, and it became the best studied of all,
specially its properties related to the structural phase transition near 105 K. With
Thomas he identified the order parameter and worked out the Landau theory for
this system. He was and is a world leading scientist as far as structural transitions
in perovskites is concerned. This competence was not wasted, as it turned out,
when he undertook the challenge with Bednorz to discover high-Tc compounds.
From the time superconductivity was discovered in oxygen deficient SrTiO3
at Bell Labs in 1964, he had an eye on this subject, but did not get directly
involved in superconductivity until his 2-year long sabbatical at the IBM lab in
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Yorktown Heights at the end of the 1970s, at which time he studied Tinkham’s
textbook from A to Z, as he said to us: ‘. . . like a graduate student after the age
of 50’. Now he started research on superconductivity for the first time, in gran-
ular Al. His interest in the subject did not diminish after this. Some time after
his return to the IBM lab in Rüschlikon, having heard a talk by Harry Thomas
at a meeting in Erice, he was inspired to invite George Bednorz to collaborate
in a search for superconductors among Jahn-Teller perovskites. We refer to his
own account in Chapter 2, and to the account given by Bednorz above about the
ensuing progress. The work that Binnig and Bednorz had done on his ‘old friend’
among perovskites, SrTiO3 –a work he had followed closely as a manager–was
also on his mind when he suggested the collaboration which would turn out such
spectacular results, ending with the sensational developments in late 1986 and
in early 1987: the discovery of record breaking high-Tc perovskite supercon-
ductivity in La2−xBaxCuO4. Alex Müller has achieved the rare position to be a
world-leading scientist in two totally different fields of physics. Those who have
the privilege to know him, have experienced his profound ability to combine
knowledge from different areas of physics into a penetrating understanding of
complicated subjects. The award of the Nobel prize in physics to Müller and
Bednorz in 1987, attests to the fact that the spectacularly important and unex-
pected is often to be found in such combination of knowledge. Alex Müller holds
on to his original ideas about the (bi)polaronic mechanism for superconductivity
in the cuprate superconductors, a view that undeniably led to their great success.
In his view, the observed isotope effect as well as the so-called stripe domains
attest to the correctness of this basis for superconductivity in cuprate supercon-
ductors. Müller is the recipient of numerous awards in addition to the Nobel
prize. He holds an honorary doctor degree at 17 universities. [Sources: Interview
for this book by one of the authors (K.F.) in 2001, scientific collaboration and
personal correspondence; the Nobel e-museum, and the scientific literature.]

Alexei A. Abrikosov

Alexei A Abrikosov grew up in a well known family in
Moscow, where he was born in 1928. He lived in Moscow
all his life until he emigrated to the US in 1991. Both his
parents were medical doctors. His father was quite famous,
and received the Golden statue of socialist labor, and the
Stalin prize, but was not politically active. Upon Lenin’s
death, he performed the autopsy. Young Alexei’s mother told
him that under no circumstance should he become a medical
doctor, for reasons he still does not know. Consequently, he

excluded a medical career from the start, but already at the age of ten he was
convinced he would become a scientist. He was already very interested in the
life of great scientists and inventors, like Faraday and Edison, and already at that
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age he dreamed of winning the Nobel prize, and becoming a member of The
Royal Society, completely unrealistic, he thought. With time he was to achieve
both. He graduated from high school at the age of 15. He had great talents in
mathematics, but entered, at this young age, the Institute of Power Engineering,
partly to avoid the looming danger of being drafted in the future when he would
reach such age; and then transferred to Moscow University after the war ended,
still only 17 years old. Already as a very young man, still looking like a small
boy, according to his own description, he was accepted by the great Lev Landau
who understood what talents were at hand. At an unusually early age he passed
Landau’s famous “theoretical minimum”, and stayed close to him. However,
the KGB did not allow him to work on the hydrogen bomb with the Landau
group due to suspicions against an uncle of his, a diplomat, of whose existence
young Alexei had himself, at that time, no idea! Eventually, he did his PhD
with Landau after all, and later was a postdoc in his group. He received his
first degree in 1951 from the Institute for Physical Problems (Moscow, Russia)
for the theory of thermal diffusion in plasmas and then the next degree, Doctor
of Physical and Mathematical Sciences, in 1955, from the same Institute for a
thesis on quantum electrodynamics at high energies. In 1975 he was awarded
the Honorable Doctorate from the University of Lausanne, Switzerland.

During his long scientific life he has explored successfully many fields but
mainly the theory of solids: superconductors, metals, semimetals and semicon-
ductors. He is very famous for the discovery of the theoretical foundation for
Type II superconductors and their magnetic properties (the Abrikosov vortex
lattice), for which he was awarded the Noble Prize in Physics 2003. This work
was published in 1957, but the results were achieved already in 1953, without
Abrikosov being allowed to publish them. His boss, Landau, did not initially
believe the results, and was not convinced about them until he learned that
Richard Feynman in the US had the idea that quantized vortices in superfluids
could be responsible for driving the lambda transition from a superfluid phase in
Helium II to a normal fluid. In this case, contrary to normal practice, Landau read
the Feynman paper himself, and believed the results. Landau never apologized.
In his view Abrikosov had not come up with the simple physical arguments
which he required, and which would make it obvious why Abrikosov’s solution
was correct. Even after Landau’s acceptance, there were many more obstacles
ahead before recognition was fully achieved. In Abrikosov’s own mind it was
only reached upon the publication of decoration experiments by Essmann and
Träuble in 1967, in which a regular lattice of vortices was clearly demonstrated.

In 1991 Abrikosov moved to the US and joined the Materials Science Division
as an Argonne Distinguished Scientist at the Condensed Matter Theory Group of
the Materials Science Division where he is still active. In Argonne he has worked
on the theory of high-Tc superconductors, properties of colossal magnetoresis-
tance in manganates and, together with experimentalists there, discovered the so
called “quantum magnetoresistance” in silver chalcogenides. Abrikosov has been
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elected a Member of the National Academy of Sciences (USA) and the Russian
Academy of Sciences, Foreign Member of the Royal Society of London and the
American Academy of Arts and Sciences. He has been awarded numerous Rus-
sian and International Awards and the Honorable Citizenship of Saint Emilion
(France). [Sources: A personal interview with Abrikosov by one of the authors
of this book (KF) in 2003, the Nobel e-Museum, and the scientific literature].

Vitaly L. Ginzburg

Vitaly L. Ginzburg was born in 1916, and grew up in
Moscow during revolutionary times, under the establishment
of the Soviet Union. His father was an engineer, and his
mother a medical doctor. Very unfortunately she died when
he was still only four years old. Except for two years of evac-
uation during the war, he has lived all his life in Moscow.
Times were difficult after the revolution. Before the revolu-
tion their family had a four room apartment, after it they had
to share it with two more families. They did not starve, but

the food they had to eat was far below traditional Russian standards. In 1931
the government decided that those who had finished seven years of elementary
school should go to a special school to be trained to be workers, instead of
receiving higher education. But Ginzburg went to work as a technician in a
laboratory instead, and educated himself enough to enter Moscow University
in 1933 at the age of 17. He finished there in 1938. He originally doubted his
abilities to be a theoretical physicist, but after some encouraging work on quan-
tum electrodynamics he was accepted by the famous physicist I.E. Tamm, head
of the P. N. Lebedev Physical Institute, belonging to the Academy of Sciences.
From 1938 Ginzburg studied to be a theorist, and defended his Candidate of
Science thesis in 1940, and his Doctor of Science in 1942. He became a deputy
under Tamm, and remained in the Lebedev institute for the rest of his career
and life, still active there at the age of 87. After Tamm died in 1971, Ginzburg
became the director of the institute until 1988, when he retired. Andrei Sakharov
was at the same institute, but could not be the head since he was a dissident.

In 1943 Ginzburg started work in superconductivity, trying to follow up
Landau’s work in superfluids which in its turn had been inspired by Kapitza’s
discovery of superfluidity in helium. First he worked on the thermoelectric effect.
Eventually his interest focused on the application of Landau’s general theory
of second order phase transitions. His first application of this theory was in
ferroelectrics where he used polarization as the order parameter and established
the famous Ginzburg criterion for the validity of the Landau expansion. Super-
conductivity was a far less obvious case. He wanted to expand the energy in the
superfluid density. But in quantum mechanics the density is the square of the
wavefunction. So he had to use the square of the still unknown ψ-function for the



414 HISTORICAL NOTES ON SUPERCONDUCTIVITY: THE NOBEL LAUREATES

density. Hence the energy was expanded in a series in even powers of ψ . Landau
agreed with this development. But according to his recollection they disagreed
on the matter of the charge to put into the quantum mechanical momentum in
the kinetic energy term. Ginzburg thought of the charge as an effective charge
which could be different from unity. Landau insisted there was no reason why it
would not be unity. Hence that is stated in the paper. Out of modesty Ginzburg
prefers to call their theory “ψ-theory” instead of Ginzburg-Landau theory. This
theory has become monumentally important in superconductivity. It is usually
applied as a mean field theory, but computationally it can be generalized to
include fluctuations, and to also treat dynamical problems in superconductivity.
Its wide applicability in high-Tc superconductivity has come as both a surprise
and a blessing to this field where the coherence length is so short that initially
there were serious doubt as to its validity in such cases. Theoretical progress in
the field of high-temperature superconductivity, particularly on the microscopic
origins of the phenomenon, has been very slow indeed. It has been one of the
major outstanding issues in physics for nearly two decades, since its discovery
in 1986. However, the Ginzburg-Landau model has been enormously fruitful
in uncovering and understandning the plethora of novel vortex phases that can
appear in extreme type-II superconductors such as the high-Tc cuprates, where
disorder and thermal fluctuation effects are pronounced. This is extremely impor-
tant for intelligently engineering of superconductors for large-scale applications.
Vitaly L. Ginzburg shared the Nobel prize in physics with Abrikosov, and with
Anthony Leggett in 2003, for inventing the Ginzburg-Landau model. It is fair
to say that the Nobel prize for this work was extraordinarily well deserved,
and much overdue. Ginzburg has in additon, received a number of awards and
honors. [Sources: Interview of Ginzburg by one of the authors of this book (KF)
in 2003, the Nobel e-Museum, and the scientific literature].

Pierre-Gilles de Gennes

Pierre-Gilles de Gennes was born in Paris in 1932. In the
1960s he was one of the leading scientists in the field of
superconductivity, culminating his research in that field by
publishing his famous textbook, Superconductivity of Met-
als and Alloys in 1966, still a classic in the field. He did
not receive the Nobel prize in superconductivity, but rather
for his contributions to the understanding of ordering in
soft matter, in 1991. However, his impact on the field of
superconductivity could well be characterized as being at

the Nobel prize level. de Gennes’ background had some unusual elements:
During the war his family moved from Paris to a small village, Barcelonette
in the French mountains, partly because of the German occupation, but more
importantly because of a health problem. This had the consequence that the
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young de Gennes did not go to school until the age of 11 to 12. Instead, his
mother taught him literature and history which she was very interested in, but
no science. He was admitted to high school at an unusually early age. He liked
science, but felt no particular push. However, as he explained us: ‘The attraction
of science was perhaps that it allows a precision test. In our field, when you
say something you may advance bold assumptions. Later you can check it out.’
Before studying at the university he attended a school which gave untraditional
science schooling with a direct observational approach to nature. He did his PhD
in magnetism, and was influenced by several prominent scientists, among them
Abragam and Friedel. He mentions also Edmund Bauer as a specially influential
figure in his career. During his military service he studied the BCS theory, and
was ready to enter the field upon completion of the service. He set up a very
powerful group at Orsay where he created an unusually effective collaboration
between experimentalists and theorists. Later, in 1968 he undertook research in
liquid crystals, followed by studies of polymers. He moved on to fields like the
dynamics of wetting, the physical chemistry of adhesion, and granular materials.
Much of his research has been in what we now call complex systems. Pierre-
Gilles de Gennes has written 10 textbooks on different subjects in physics. Few
scientists have mastered such a broad palette. de Gennes is a towering figure
in French and international science. He is a Professor at the Collège de France
since 1971, and Director of Ecole Superieure et de Chimie Industrielle de la
Ville de Paris. [Sources: Interview for this book by one of the authors (K.F.) in
2001. The Nobel e-museum, and the scientific literature.]

Philip W. Anderson

Philip W. Anderson, born in 1923, grew up in an intellec-
tually stimulating and outdoors loving college environment,
with college teachers in the near family on both sides. His
father was a professor of plant pathology at University of
Illinois in Urbana. His mother came from a similar back-
ground. Among the family friends were several physicists.
After high school he had an intention of majoring in math-
ematics, but at Harvard it turned out differently. This was
during the wartime, 1940-43, and electrical engineering and

nuclear physics were important subjects. Anderson chose electronics and went
to the Naval Research Laboratory in Washington DC to build antennas during
1940-43. Back at Harvard from 1945 to 1949 he enjoyed both the courses,
and the friendship of people like Tom Lehrer, the mathematician turned popular
singer with a knack for political humor. He chose van Vleck as his thesis adviser
due to greater accessibility than Schwinger, got married and settled down to learn
modern quantum field theory which turned out to be useful even in experimen-
tal problems. This was at the birth of many-body physics, an area where he
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was later to be a major participant and leading scientist. Having completed his
thesis he went to Bell Labs to work with a number of outstanding scientists
like William Shockley, John Bardeen, Charles Kittel, Conyers Herring, Bernd
Matthias, and Gregory Wannier. Here he also became acquainted with the work
of Neville Mott and Lev Landau. At about the same time both he and his wife
became quite active politically in the Democratic party. They worked enthusias-
tically for the candidacy of Adlai Stephenson towards the presidential election
in 1952, and were active in several other connections.

Anderson’s initial interest in superconductivity came from association with
the experimentalist Bernd Matthias at Bell Labs with whom he first worked
on ferroelectricity. After the BCS-paper came out he made a study of gauge
invariance which they had not considered, and which was a concern among
theorists. Also, he was a key figure in the development of a pseudo-spin for-
malism for superconductivity towards the end of the 50’s. This line of thinking
has later been successful in completely different fields of physics. His paper on
superexhange from 1959 is a landmark piece of work. He contributed to the
development of a theory for d-wave and p-wave superfluid phases of helium-3.
Anderson’s name is also associated with the Higgs phenomenon. With Kim he
did highly original studies of the dynamics of quantized magnetic flux in super-
conductors in the early 60’s. He coined names like “dirty superconductor”, “spin
glass” and probably also the name “condensed matter”, and of course was the
inventor of the theory for “Anderson localisation”, producing the famous paper
on Scaling Theory of Localization together with the “Gang of Four”: Abra-
hams, Anderson, Licciardello and Ramakrishnan. His stay in Cambridge around
1962 was instrumental in inspiring Brian D. Josephson to develop his theory for
Cooper pair tunneling between superconductors, the DC and the AC Josephson
effects. He has worked extensively on the Kondo problem, solving it by a “poor
man’s scaling” approach, as well as inventing the co-called Anderson impurity
and Anderson lattice model for heavy fermions. From more recent years his
efforts to create a theory for high-Tc cuprate superconductivity, the socalled
RVB-theory, stands out as a major effort in his career. Anderson’s influence on
condensed matter physics has been of profound importance. He is often charac-
terized as one of the most influential minds in all of theoretical physics in the
second half of the 20th century. In short, there is hardly an area in condensed
matter physics worth mentioning which this truly outstanding scientist has not
contributed significantly to. Anderson shared the Nobel prize in physics with
John van Vleck and Sir Neville Mott in 1977. [Sources: Interview with Ander-
son by one of the authors of this book (KF) in 2001, the Nobel e-Museum, and
the scientific literature].
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