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Demystify scientific theories, controversies, discoveries, and phe-
nomena with the U•X•L Encyclopedia of Science, Second Edition.

This alphabetically organized ten-volume set opens up the entire
world of science in clear, nontechnical language. More than 600 entries—
an increase of more than 10 percent from the first edition—provide fas-
cinating facts covering the entire spectrum of science. This second edi-
tion features more than 50 new entries and more than 100 updated entries.
These informative essays range from 250 to 2,500 words, many of which
include helpful sidebar boxes that highlight fascinating facts and phe-
nomena. Topics profiled are related to the physical, life, and earth sci-
ences, as well as to math, psychology, engineering, technology, and the
environment.

In addition to solid information, the Encyclopedia also provides these
features:

● “Words to Know” boxes that define commonly used terms

● Extensive cross references that lead directly to related entries

● A table of contents by scientific field that organizes the entries

● More than 600 color and black-and-white photos and technical 
drawings

● Sources for further study, including books, magazines, and Web sites

Each volume concludes with a cumulative subject index, making it
easy to locate quickly the theories, people, objects, and inventions dis-
cussed throughout the U•X•L Encyclopedia of Science, Second Edition.
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Suggestions
We welcome any comments on this work and suggestions for 

entries to feature in future editions of U•X•L Encyclopedia of Science.
Please write: Editors, U•X•L Encyclopedia of Science, U•X•L, Gale
Group, 27500 Drake Road, Farmington Hills, Michigan, 48331-3535; 
call toll-free: 800-877-4253; fax to: 248-699-8097; or send an e-mail via 
www.galegroup.com.
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Digestive system 4:653
Dinosaur 4:658
Disease 4:669
Ear 4:693
Embryo and embryonic

development 4:785
Endocrine system 5:796
Enzyme 5:812
Eutrophication 5:828
Evolution 5:832
Excretory system 5:839
Eye 5:848
Felines 5:855
Fermentation 5:864
Fertilization 5:867
Fish 5:875
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Forestry 5:901
Forests 5:907
Fungi 5:930
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Genetic engineering 5:973
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Heart 6:1037
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Hormones 6:1050
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Human evolution 6:1054
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Mendelian laws of 
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Metabolism 7:1255
Metamorphosis 7:1259
Migration (animals) 7:1271
Molecular biology 7:1283
Mollusks 7:1288
Muscular system 7:1309
Mutation 7:1314
Nervous system 7:1333
Nucleic acid 7:1387
Osmosis 7:1436
Parasites 8:1467
Photosynthesis 8:1505
Phototropism 8:1508
Physiology 8:1516
Plague 8:1518
Plankton 8:1520
Plant 8:1522
Primates 8:1571
Proteins 8:1586
Protozoa 8:1590
Puberty 8:1599
Rain forest 8:1641
Reproduction 9:1664
Reproductive system 9:1667
Reptiles 9:1670
Respiration 9:1672
Respiratory system 9:1677
Rh factor 9:1683
Seed 9:1729
Sexually transmitted 

diseases 9:1735
Skeletal system 9:1739
Smell 9:1750
Snakes 9:1752
Speech 9:1796
Sponges 9:1799
Taste 10:1861
Touch 10:1903
Tree 10:1927
Tumor 10:1934

Vaccine 10:1957
Vertebrates 10:1967
Virus 10:1974
Vitamin 10:1981
Wetlands 10:2024
Yeast 10:2043

Biomedical
engineering
Electrocardiogram 4:751
Radiology 8:1637

Biotechnology
Biotechnology 2:309
Brewing 2:352
Fermentation 5:864
Vaccine 10:1957

Botany
Botany 2:334
Cellulose 3:442
Cocaine 3:501
Cotton 3:577
Flower 5:878
Forestry 5:901
Forests 5:907
Horticulture 6:1053
Leaf 6:1172
Marijuana 6:1224
Photosynthesis 8:1505
Phototropism 8:1508
Plant 8:1522
Seed 9:1729
Tree 10:1927

Cartography
Cartography 2:410
Geologic map 5:986
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Cellular biology
Amino acid 1:130
Carbohydrate 2:387
Cell 3:428
Cholesterol 3:469
Chromosome 3:472
Genetics 5:980
Lipids 6:1191
Osmosis 7:1436
Proteins 8:1586

Chemistry
Acids and bases 1:14
Actinides 1:23
Aerosols 1:43
Agent Orange 1:54
Agrochemical 1:65
Alchemy 1:82
Alcohols 1:88
Alkali metals 1:99
Alkaline earth metals 1:102
Aluminum family 1:122
Atom 2:226
Atomic mass 2:229
Atomic theory 2:232
Biochemistry 2:279
Carbon dioxide 2:393
Carbon family 2:395
Carbon monoxide 2:403
Catalyst and catalysis 2:413
Chemical bond 3:453
Chemical w\arfare 3:457
Chemistry 3:463
Colloid 3:515
Combustion 3:522
Composite materials 3:536
Compound, chemical 3:541
Crystal 3:601
Cyclamate 3:608
DDT (dichlorodiphenyl-

trichloroethane) 4:619

Diffusion 4:651
Dioxin 4:667
Distillation 4:675
Dyes and pigments 4:686
Electrolysis 4:755
Element, chemical 4:774
Enzyme 5:812
Equation, chemical 5:815
Equilibrium, chemical 5:817
Explosives 5:843
Fermentation 5:864
Filtration 5:872
Formula, chemical 5:914
Halogens 6:1030
Hormones 6:1050
Hydrogen 6:1068
Industrial minerals 6:1092
Ionization 6:1135
Isotope 6:1141
Lanthanides 6:1163
Lipids 6:1191
Metabolism 7:1255
Mole (measurement) 7:1282
Molecule 7:1285
Nitrogen family 7:1344
Noble gases 7:1349
Nucleic acid 7:1387
Osmosis 7:1436
Oxidation-reduction 

reaction 7:1439
Oxygen family 7:1442
Ozone 7:1450
Periodic table 8:1486
pH 8:1495
Photochemistry 8:1498
Photosynthesis 8:1505
Plastics 8:1532
Poisons and toxins 8:1542
Polymer 8:1563
Proteins 8:1586
Qualitative analysis 8:1603
Quantitative analysis 8:1604
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Reaction, chemical 9:1647
Respiration 9:1672
Soaps and detergents 9:1756
Solution 9:1767
Transition elements 10:1913
Vitamin 10:1981
Yeast 10:2043

Civil engineering
Bridges 2:354
Canal 2:376
Dam 4:611
Lock 6:1192

Climatology
Global climate 5:1006
Ice ages 6:1075
Seasons 9:1726

Communications/
Graphic arts
Antenna 1:153
CAD/CAM 2:369
Cellular/digital technology 3:439
Compact disc 3:531
Computer software 3:549
DVD technology 4:684
Hologram and holography 6:1048
Internet 6:1123
Magnetic recording/

audiocassette 6:1209
Microwave communication 7: 1268
Petroglyphs and

pictographs 8:1491
Photocopying 8:1499
Radio 8:1626
Satellite 9:1707
Telegraph 10:1863
Telephone 10:1866

Television 10:1875
Video recording 10:1968

Computer science
Artificial intelligence 1:188
Automation 2:242
CAD/CAM 2:369
Calculator 2:370
Cellular/digital technology 3:439
Compact disc 3:531
Computer, analog 3:546
Computer, digital 3:547
Computer software 3:549
Internet 6:1123
Mass production 7:1236
Robotics 9:1690
Virtual reality 10:1969

Cosmology
Astrophysics 1:207
Big Bang theory 2:273
Cosmology 3:574
Galaxy 5:941
Space 9:1776

Cryogenics
Cryobiology 3:593
Cryogenics 3:595

Dentistry
Dentistry 4:626
Fluoridation 5:889

Ecology/Environmental
science
Acid rain 1:9
Alternative energy sources 1:111
Biodegradable 2:280
Biodiversity 2:281
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Bioenergy 2:284
Biome 2:293
Biosphere 2:304
Carbon cycle 2:389
Composting 3:539
DDT (dichlorodiphenyl-

trichloroethane) 4:619
Desert 4:634
Dioxin 4:667
Drift net 4:680
Drought 4:682
Ecology 4:725
Ecosystem 4:728
Endangered species 5:793
Environmental ethics 5:807
Erosion 5:820
Eutrophication 5:828
Food web and food chain 5:894
Forestry 5:901
Forests 5:907
Gaia hypothesis 5:935
Greenhouse effect 5:1016
Hydrologic cycle 6:1071
Indicator species 6:1090
Nitrogen cycle 7:1342
Oil spills 7:1422
Organic farming 7:1431
Paleoecology 8:1457
Pollution 8:1549
Pollution control 8:1558
Rain forest 8:1641
Recycling 9:1650
Succession 10:1837
Waste management 10:2003
Wetlands 10:2024

Electrical engineering
Antenna 1:153
Battery 2:268
Cathode 3:415
Cathode-ray tube 3:417
Cell, electrochemical 3:436

Compact disc 3:531
Diode 4:665
Electric arc 4:734
Electric current 4:737
Electricity 4:741
Electric motor 4:747
Electrocardiogram 4:751
Electromagnetic field 4:758
Electromagnetic induction 4:760
Electromagnetism 4:766
Electronics 4:773
Fluorescent light 5:886
Generator 5:962
Incandescent light 6:1087
Integrated circuit 6:1106
LED (light-emitting diode) 6: 1176
Magnetic recording/

audiocassette 6:1209
Radar 8:1613
Radio 8:1626
Superconductor 10:1849
Telegraph 10:1863
Telephone 10:1866
Television 10:1875
Transformer 10:1908
Transistor 10:1910
Ultrasonics 10:1941
Video recording 10:1968

Electronics
Antenna 1:153
Battery 2:268
Cathode 3:415
Cathode-ray tube 3:417
Cell, electrochemical 3:436
Compact disc 3:531
Diode 4:665
Electric arc 4:734
Electric current 4:737
Electricity 4:741
Electric motor 4:747
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Electromagnetic field 4:758
Electromagnetic induction 4:760
Electronics 4:773
Generator 5:962
Integrated circuit 6:1106
LED (light-emitting diode) 6:1176
Magnetic recording/

audiocassette 6:1209
Radar 8:1613
Radio 8:1626
Superconductor 10:1849
Telephone 10:1866
Television 10:1875
Transformer 10:1908
Transistor 10:1910
Ultrasonics 10:1941
Video recording 10:1968

Embryology
Embryo and embryonic

development 4:785
Fertilization 5:867
Reproduction 9:1664
Reproductive system 9:1667

Engineering
Aerodynamics 1:39
Aircraft 1:74
Antenna 1:153
Automation 2:242
Automobile 2:245
Balloon 1:261
Battery 2:268
Bridges 2:354
Canal 2:376
Cathode 3:415
Cathode-ray tube 3:417
Cell, electrochemical 3:436
Compact disc 3:531
Dam 4:611

Diesel engine 4:646
Diode 4:665
Electric arc 4:734
Electric current 4:737
Electric motor 4:747
Electricity 4:741
Electrocardiogram 4:751
Electromagnetic field 4:758
Electromagnetic induction 4:760
Electromagnetism 4:766
Electronics 4:773
Engineering 5:805
Fluorescent light 5:886
Generator 5:962
Incandescent light 6:1087
Integrated circuit 6:1106
Internal-combustion 

engine 6:1117
Jet engine 6:1143
LED (light-emitting diode) 6: 1176
Lock 6:1192
Machines, simple 6:1203
Magnetic recording/

audiocassette 6:1209
Mass production 7:1236
Radar 8:1613
Radio 8:1626
Steam engine 9:1817
Submarine 10:1834
Superconductor 10:1849
Telegraph 10:1863
Telephone 10:1866
Television 10:1875
Transformer 10:1908
Transistor 10:1910
Ultrasonics 10:1941
Video recording 10:1968

Entomology
Arachnids 1:168
Arthropods 1:183
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Butterflies 2:364
Cockroaches 3:505
Insects 6:1103
Invertebrates 6:1133
Metamorphosis 7:1259

Epidemiology
Biological warfare 2:287
Disease 4:669
Ebola virus 4:717
Plague 8:1518
Poliomyelitis 8:1546
Sexually transmitted 

diseases 9:1735
Vaccine 10:1957

Evolutionary biology
Adaptation 1:26
Evolution 5:832
Human evolution 6:1054
Mendelian laws of 

inheritance 7:1246

Food science
Brewing 2:352
Cyclamate 3:608
Food preservation 5:890
Nutrition 7:1399

Forensic science
Forensic science 5:898

Forestry
Forestry 5:901
Forests 5:907
Rain forest 8:1641
Tree 10:1927

General science
Alchemy 1:82
Chaos theory 3:451
Metric system 7:1265
Scientific method 9:1722
Units and standards 10:1948

Genetic engineering
Biological warfare 2:287
Biotechnology 2:309
Clone and cloning 3:484
Genetic engineering 5:973

Genetics
Biotechnology 2:309
Birth defects 2:319
Cancer 2:379
Carcinogen 2:406
Chromosome 3:472
Clone and cloning 3:484
Genetic disorders 5:966
Genetic engineering 5:973
Genetics 5:980
Human Genome Project 6:1060
Mendelian laws of 

inheritance 7:1246
Mutation 7:1314
Nucleic acid 7:1387

Geochemistry
Coal 3:492
Earth (planet) 4:698
Earth science 4:707
Earth’s interior 4:708
Glacier 5:1000
Minerals 7:1273
Rocks 9:1701
Soil 9:1758

x i xU • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Entries by
Scientific Field



Geography
Africa 1:49
Antarctica 1:147
Asia 1:194
Australia 2:238
Biome 2:293
Cartography 2:410
Coast and beach 3:498
Desert 4:634
Europe 5:823
Geologic map 5:986
Island 6:1137
Lake 6:1159
Mountain 7:1301
North America 7:1352
River 9:1685
South America 9:1772

Geology
Catastrophism 3:415
Cave 3:420
Coal 3:492
Coast and beach 3:498
Continental margin 3:560
Dating techniques 4:616
Desert 4:634
Earthquake 4:702
Earth science 4:707
Earth’s interior 4:708
Erosion 5:820
Fault 5:855
Geologic map 5:986
Geologic time 5:990
Geology 5:993
Glacier 5:1000
Hydrologic cycle 6:1071
Ice ages 6:1075
Iceberg 6:1078
Industrial minerals 6:1092
Island 6:1137
Lake 6:1159

Minerals 7:1273
Mining 7:1278
Mountain 7:1301
Natural gas 7:1319
Oil drilling 7:1418
Oil spills 7:1422
Petroleum 8:1492
Plate tectonics 8:1534
River 9:1685
Rocks 9:1701
Soil 9:1758
Uniformitarianism 10:1946
Volcano 10:1992
Water 10:2010

Geophysics
Earth (planet) 4:698
Earth science 4:707
Fault 5:855
Plate tectonics 8:1534

Gerontology
Aging and death 1:59
Alzheimer’s disease 1:126
Arthritis 1:181
Dementia 4:622
Gerontology 5:999

Gynecology
Contraception 3:562
Fertilization 5:867
Gynecology 5:1022
Puberty 8:1599
Reproduction 9:1664

Health/Medicine
Acetylsalicylic acid 1:6
Addiction 1:32
Attention-deficit hyperactivity

disorder (ADHD) 2:237
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Depression 4:630
AIDS (acquired immunod-

eficiency syndrome) 1:70
Alcoholism 1:85
Allergy 1:106
Alternative medicine 1:118
Alzheimer’s disease 1:126
Amino acid 1:130
Anesthesia 1:142
Antibiotics 1:155
Antiseptics 1:164
Arthritis 1:181
Asthma 1:204
Attention-deficit hyperactivity

disorder (ADHD) 2:237
Birth defects 2:319
Blood supply 2:330
Burn 2:361
Carcinogen 2:406
Carpal tunnel syndrome 2:408
Cholesterol 3:469
Cigarette smoke 3:476
Cocaine 3:501
Contraception 3:562
Dementia 4:622
Dentistry 4:626
Depression 4:630
Diabetes mellitus 4:638
Diagnosis 4:640
Dialysis 4:644
Disease 4:669
Dyslexia 4:690
Eating disorders 4:711
Ebola virus 4:717
Electrocardiogram 4:751
Fluoridation 5:889
Food preservation 5:890
Genetic disorders 5:966
Genetic engineering 5:973
Genetics 5:980
Gerontology 5:999
Gynecology 5:1022

Hallucinogens 6:1027
Immune system 6:1082
Legionnaire’s disease 6:1179
Lipids 6:1191
Malnutrition 6:1216
Marijuana 6:1224
Multiple personality 

disorder 7:1305
Nuclear medicine 7:1372
Nutrition 7:1399
Obsession 7:1405
Orthopedics 7:1434
Parasites 8:1467
Phobia 8:1497
Physical therapy 8:1511
Plague 8:1518
Plastic surgery 8:1527
Poliomyelitis 8:1546
Prosthetics 8:1579
Protease inhibitor 8:1583
Psychiatry 8:1592
Psychology 8:1594
Psychosis 8:1596
Puberty 8:1599
Radial keratotomy 8:1615
Radiology 8:1637
Rh factor 9:1683
Schizophrenia 9:1716
Sexually transmitted 

diseases 9:1735
Sleep and sleep disorders 9:1745
Stress 9:1826
Sudden infant death 

syndrome (SIDS) 10:1840
Surgery 10:1855
Tranquilizers 10:1905
Transplant, surgical 10:1923
Tumor 10:1934
Vaccine 10:1957
Virus 10:1974
Vitamin 10:1981
Vivisection 10:1989
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Horticulture
Horticulture 6:1053
Plant 8:1522
Seed 9:1729
Tree 10:1927

Immunology
Allergy 1:106
Antibiotics 1:155
Antibody and antigen 1:159
Immune system 6:1082
Vaccine 10:1957

Marine biology
Algae 1:91
Amphibians 1:134
Cetaceans 3:448
Coral 3:566
Crustaceans 3:590
Endangered species 5:793
Fish 5:875
Mammals 6:1222
Mollusks 7:1288
Ocean zones 7:1414
Plankton 8:1520
Sponges 9:1799
Vertebrates 10:1967

Materials science
Abrasives 1:2
Adhesives 1:37
Aerosols 1:43
Alcohols 1:88
Alkaline earth metals 1:102
Alloy 1:110
Aluminum family 1:122
Artificial fibers 1:186
Asbestos 1:191
Biodegradable 2:280

Carbon family 2:395
Ceramic 3:447
Composite materials 3:536
Dyes and pigments 4:686
Electrical conductivity 4:731
Electrolysis 4:755
Expansion, thermal 5:842
Fiber optics 5:870
Glass 5:1004
Halogens 6:1030
Hand tools 6:1036
Hydrogen 6:1068
Industrial minerals 6:1092
Minerals 7:1273
Nitrogen family 7:1344
Oxygen family 7:1442
Plastics 8:1532
Polymer 8:1563
Soaps and detergents 9:1756
Superconductor 10:1849
Transition elements 10:1913

Mathematics
Abacus 1:1
Algebra 1:97
Arithmetic 1:177
Boolean algebra 2:333
Calculus 2:371
Chaos theory 3:451
Circle 3:478
Complex numbers 3:534
Correlation 3:569
Fractal 5:921
Fraction, common 5:923
Function 5:927
Game theory 5:945
Geometry 5:995
Graphs and graphing 5:1009
Imaginary number 6:1081
Logarithm 6:1195
Mathematics 7:1241
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Multiplication 7:1307
Natural numbers 7:1321
Number theory 7:1393
Numeration systems 7:1395
Polygon 8:1562
Probability theory 8:1575
Proof (mathematics) 8:1578
Pythagorean theorem 8:1601
Set theory 9:1733
Statistics 9:1810
Symbolic logic 10:1859
Topology 10:1897
Trigonometry 10:1931
Zero 10:2047

Metallurgy
Alkali metals 1:99
Alkaline earth metals 1:102
Alloy 1:110
Aluminum family 1:122
Carbon family 2:395
Composite materials 3:536
Industrial minerals 6:1092
Minerals 7:1273
Mining 7:1278
Precious metals 8:1566
Transition elements 10:1913

Meteorology
Air masses and fronts 1:80
Atmosphere, composition and

structure 2:211
Atmosphere observation 2:215
Atmospheric circulation 2:218
Atmospheric optical 

effects 2:221
Atmospheric pressure 2:225
Barometer 2:265
Clouds 3:490
Cyclone and anticyclone 3:608
Drought 4:682

El Niño 4:782
Global climate 5:1006
Monsoon 7:1291
Ozone 7:1450
Storm surge 9:1823
Thunderstorm 10:1887
Tornado 10:1900
Weather 10:2017
Weather forecasting 10:2020
Wind 10:2028

Microbiology
Algae 1:91
Amoeba 1:131
Antiseptics 1:164
Bacteria 2:253
Biodegradable 2:280
Biological warfare 2:287
Composting 3:539
Parasites 8:1467
Plankton 8:1520
Protozoa 8:1590
Yeast 10:2043

Mineralogy
Abrasives 1:2
Ceramic 3:447
Industrial minerals 6:1092
Minerals 7:1273
Mining 7:1278

Molecular biology
Amino acid 1:130
Antibody and antigen 1:159
Biochemistry 2:279
Birth defects 2:319
Chromosome 3:472
Clone and cloning 3:484
Enzyme 5:812
Genetic disorders 5:966
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Genetic engineering 5:973
Genetics 5:980
Hormones 6:1050
Human Genome Project 6:1060
Lipids 6:1191
Molecular biology 7:1283
Mutation 7:1314
Nucleic acid 7:1387
Proteins 8:1586

Mycology
Brewing 2:352
Fermentation 5:864
Fungi 5:930
Yeast 10:2043

Nutrition
Diabetes mellitus 4:638
Eating disorders 4:711
Food web and food 

chain 5:894
Malnutrition 6:1216
Nutrition 7:1399
Vitamin 10:1981

Obstetrics
Birth 2:315
Birth defects 2:319
Embryo and embryonic

development 4:785

Oceanography
Continental margin 3:560
Currents, ocean 3:604
Ocean 7:1407
Oceanography 7:1411
Ocean zones 7:1414
Tides 10:1890

Oncology
Cancer 2:379
Disease 4:669
Tumor 10:1934

Ophthalmology
Eye 5:848
Lens 6:1184
Radial keratotomy 8:1615

Optics
Atmospheric optical 

effects 2:221
Compact disc 3:531
Diffraction 4:648
Eye 5:848
Fiber optics 5:870
Hologram and holography 6:1048
Laser 6:1166
LED (light-emitting diode) 6:1176
Lens 6:1184
Light 6:1185
Luminescence 6:1196
Photochemistry 8:1498
Photocopying 8:1499
Telescope 10:1869
Television 10:1875
Video recording 10:1968

Organic chemistry
Carbon family 2:395
Coal 3:492
Cyclamate 3:608
Dioxin 4:667
Fermentation 5:864
Hydrogen 6:1068
Hydrologic cycle 6:1071
Lipids 6:1191
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Natural gas 7:1319
Nitrogen cycle 7:1342
Nitrogen family 7:1344
Oil spills 7:1422
Organic chemistry 7:1428
Oxygen family 7:1442
Ozone 7:1450
Petroleum 8:1492
Vitamin 10:1981

Orthopedics
Arthritis 1:181
Orthopedics 7:1434
Prosthetics 8:1579
Skeletal system 9:1739

Paleontology
Dating techniques 4:616
Dinosaur 4:658
Evolution 5:832
Fossil and fossilization 5:917
Human evolution 6:1054
Paleoecology 8:1457
Paleontology 8:1459

Parasitology
Amoeba 1:131
Disease 4:669
Fungi 5:930
Parasites 8:1467

Pathology
AIDS (acquired immunode-

ficiency syndrome) 1:70
Alzheimer’s disease 1:126
Arthritis 1:181
Asthma 1:204
Attention-deficit hyperactivity

disorder (ADHD) 2:237

Bacteria 2:253
Biological warfare 2:287
Cancer 2:379
Dementia 4:622
Diabetes mellitus 4:638
Diagnosis 4:640
Dioxin 4:667
Disease 4:669
Ebola virus 4:717
Genetic disorders 5:966
Malnutrition 6:1216
Orthopedics 7:1434
Parasites 8:1467
Plague 8:1518
Poliomyelitis 8:1546
Sexually transmitted 

diseases 9:1735
Tumor 10:1934
Vaccine 10:1957
Virus 10:1974

Pharmacology
Acetylsalicylic acid 1:6
Antibiotics 1:155
Antiseptics 1:164
Cocaine 3:501
Hallucinogens 6:1027
Marijuana 6:1224
Poisons and toxins 8:1542
Tranquilizers 10:1905

Physics
Acceleration 1:4
Acoustics 1:17
Aerodynamics 1:39
Antiparticle 1:163
Astrophysics 1:207
Atom 2:226
Atomic mass 2:229
Atomic theory 2:232
Ballistics 2:260
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Battery 2:268
Biophysics 2:302
Buoyancy 2:360
Calorie 2:375
Cathode 3:415
Cathode-ray tube 3:417
Celestial mechanics 3:423
Cell, electrochemical 3:436
Chaos theory 3:451
Color 3:518
Combustion 3:522
Conservation laws 3:554
Coulomb 3:579
Cryogenics 3:595
Dating techniques 4:616
Density 4:624
Diffraction 4:648
Diode 4:665
Doppler effect 4:677
Echolocation 4:720
Elasticity 4:730
Electrical conductivity 4:731
Electric arc 4:734
Electric current 4:737
Electricity 4:741
Electric motor 4:747
Electrolysis 4:755
Electromagnetic field 4:758
Electromagnetic induction 4:760
Electromagnetic spectrum 4:763
Electromagnetism 4:766
Electron 4:768
Electronics 4:773
Energy 5:801
Evaporation 5:831
Expansion, thermal 5:842
Fiber optics 5:870
Fluid dynamics 5:882
Fluorescent light 5:886
Frequency 5:925
Friction 5:926
Gases, liquefaction of 5:955

Gases, properties of 5:959
Generator 5:962
Gravity and gravitation 5:1012
Gyroscope 5:1024
Half-life 6:1027
Heat 6:1043
Hologram and holography 6:1048
Incandescent light 6:1087
Integrated circuit 6:1106
Interference 6:1112
Interferometry 6:1114
Ionization 6:1135
Isotope 6:1141
Laser 6:1166
Laws of motion 6:1169
LED (light-emitting diode) 6:1176
Lens 6:1184
Light 6:1185
Luminescence 6:1196
Magnetic recording/

audiocassette 6:1209
Magnetism 6:1212
Mass 7:1235
Mass spectrometry 7:1239
Matter, states of 7:1243
Microwave communication 7:1268
Molecule 7:1285
Momentum 7:1290
Nuclear fission 7:1361
Nuclear fusion 7:1366
Nuclear medicine 7:1372
Nuclear power 7:1374
Nuclear weapons 7:1381
Particle accelerators 8:1475
Periodic function 8:1485
Photochemistry 8:1498
Photoelectric effect 8:1502
Physics 8:1513
Pressure 8:1570
Quantum mechanics 8:1607
Radar 8:1613
Radiation 8:1619
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Radiation exposure 8:1621
Radio 8:1626
Radioactive tracers 8:1629
Radioactivity 8:1630
Radiology 8:1637
Relativity, theory of 9:1659
Sonar 9:1770
Spectroscopy 9:1792
Spectrum 9:1794
Subatomic particles 10:1829
Superconductor 10:1849
Telegraph 10:1863
Telephone 10:1866
Television 10:1875
Temperature 10:1879
Thermal expansion 5:842
Thermodynamics 10:1885
Time 10:1894
Transformer 10:1908
Transistor 10:1910
Tunneling 10:1937
Ultrasonics 10:1941
Vacuum 10:1960
Vacuum tube 10:1961
Video recording 10:1968
Virtual reality 10:1969
Volume 10:1999
Wave motion 10:2014
X ray 10:2033

Primatology
Animal 1:145
Endangered species 5:793
Mammals 6:1222
Primates 8:1571
Vertebrates 10:1967

Psychiatry/Psychology
Addiction 1:32
Alcoholism 1:85

Attention-deficit hyperactivity
disorder (ADHD) 2:237

Behavior 2:270
Cognition 3:511
Depression 4:630
Eating disorders 4:711
Multiple personality 

disorder 7:1305
Obsession 7:1405
Perception 8:1482
Phobia 8:1497
Psychiatry 8:1592
Psychology 8:1594
Psychosis 8:1596
Reinforcement, positive 

and negative 9:1657
Savant 9:1712
Schizophrenia 9:1716
Sleep and sleep disorders 9:1745
Stress 9:1826

Radiology
Nuclear medicine 7:1372
Radioactive tracers 8:1629
Radiology 8:1637
Ultrasonics 10:1941
X ray 10:2033

Robotics
Automation 2:242
Mass production 7:1236
Robotics 9:1690

Seismology
Earthquake 4:702
Volcano 10:1992

Sociology
Adaptation 1:26
Aging and death 1:59
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Alcoholism 1:85
Behavior 2:270
Gerontology 5:999
Migration (animals) 7:1271

Technology
Abrasives 1:2
Adhesives 1:37
Aerosols 1:43
Aircraft 1:74
Alloy 1:110
Alternative energy sources 1:111
Antenna 1:153
Artificial fibers 1:186
Artificial intelligence 1:188
Asbestos 1:191
Automation 2:242
Automobile 2:245
Balloon 1:261
Battery 2:268
Biotechnology 2:309
Brewing 2:352
Bridges 2:354
CAD/CAM 2:369
Calculator 2:370
Canal 2:376
Cathode 3:415
Cathode-ray tube 3:417
Cell, electrochemical 3:436
Cellular/digital technology 3:439
Centrifuge 3:445
Ceramic 3:447
Compact disc 3:531
Computer, analog 3:546
Computer, digital 3:547
Computer software 3:549
Cybernetics 3:605
Dam 4:611
Diesel engine 4:646
Diode 4:665
DVD technology 4:684

Dyes and pigments 4:686
Fiber optics 5:870
Fluorescent light 5:886
Food preservation 5:890
Forensic science 5:898
Generator 5:962
Glass 5:1004
Hand tools 6:1036
Hologram and holography 6:1048
Incandescent light 6:1087
Industrial Revolution 6:1097
Integrated circuit 6:1106
Internal-combustion engine 6:1117
Internet 6:1123
Jet engine 6:1143
Laser 6:1166
LED (light-emitting diode) 6:1176
Lens 6:1184
Lock 6:1192
Machines, simple 6:1203
Magnetic recording/

audiocassette 6:1209
Mass production 7:1236
Mass spectrometry 7:1239
Microwave communication 7:1268
Paper 8:1462
Photocopying 8:1499
Plastics 8:1532
Polymer 8:1563
Prosthetics 8:1579
Radar 8:1613
Radio 8:1626
Robotics 9:1690
Rockets and missiles 9:1693
Soaps and detergents 9:1756
Sonar 9:1770
Space station, international 9:1788
Steam engine 9:1817
Submarine 10:1834
Superconductor 10:1849
Telegraph 10:1863
Telephone 10:1866
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Television 10:1875
Transformer 10:1908
Transistor 10:1910
Vacuum tube 10:1961
Video recording 10:1968
Virtual reality 10:1969

Virology
AIDS (acquired immuno-

deficiency syndrome) 1:70
Disease 4:669
Ebola virus 4:717
Plague 8:1518
Poliomyelitis 8:1546
Sexually transmitted 

diseases 9:1735
Vaccine 10:1957
Virus 10:1974

Weaponry
Ballistics 2:260
Biological warfare 2:287
Chemical warfare 3:457
Forensic science 5:898
Nuclear weapons 7:1381
Radar 8:1613
Rockets and missiles 9:1693

Wildlife conservation
Biodiversity 2:281
Biome 2:293
Biosphere 2:304
Drift net 4:680
Ecology 4:725
Ecosystem 4:728
Endangered species 5:793

Forestry 5:901
Gaia hypothesis 5:935
Wetlands 10:2024

Zoology
Amphibians 1:134
Animal 1:145
Arachnids 1:168
Arthropods 1:183
Behavior 2:270
Birds 2:312
Butterflies 2:364
Canines 2:382
Cetaceans 3:448
Cockroaches 3:505
Coelacanth 3:508
Coral 3:566
Crustaceans 3:590
Dinosaur 4:658
Echolocation 4:720
Endangered species 5:793
Felines 5:855
Fish 5:875
Hibernation 6:1046
Indicator species 6:1090
Insects 6:1103
Invertebrates 6:1133
Kangaroos and wallabies 6:1153
Mammals 6:1222
Metamorphosis 7:1259
Migration (animals) 7:1271
Mollusks 7:1288
Plankton 8:1520
Primates 8:1571
Reptiles 9:1670
Snakes 9:1752
Sponges 9:1799
Vertebrates 10:1967
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‡�Abacus
The abacus is an ancient calculating machine. This simple apparatus is
thought to have originated in Babylon about 5,000 years ago. Today, the
abacus is still used commonly in Japan, China, the Middle East, and Rus-
sia. In China, the abacus is called a suan pan, meaning “counting tray.”
In Japan, it is called a soroban. Japanese school children are still taught
how to use the soroban, and competitions are held annually to find the
most skillful calculators.

Historians think that the first abacus
consisted of a shallow tray filled with fine
sand or dust. Numbers were recorded and
erased easily with a finger. The word aba-
cus, in fact, may have come from the Se-
mitic word for “dust,” abq.

A modern abacus is made of wood or
plastic. It consists of a rectangular frame
about the size of a shoe-box lid. Within the
frame are at least nine vertical rods strung
with moveable beads. A horizontal cross-
bar perpendicular to the rods separates the
abacus into two unequal parts. The beads
above the crossbar are known as heaven
beads, and those below the crossbar are
called earth beads.

The numerical value of each bead de-
pends on its location in the abacus. Each
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On an abacus, the heaven

beads have five times the

value of the earth beads.

(Reproduced by permission of

The Gale Group.)



heaven bead has a value of five times that of an earth bead below it. Each
rod represents columns of written numbers. Beads on the vertical rod far-
thest to the right have their values multiplied by one. On this rod, each
earth bead is one and each heaven bead is five. Beads on the second rod
from the right, however, have their value multiplied by 10. On this rod,
each earth bead represents 10 and each heaven bead stands for 50. Beads
on the third rod from the right have their value multiplied by 100, so that
each earth bead represents 100 and each heaven bead stands for 500, and
so on.

To operate, an abacus is placed flat and all beads are pushed towards
the outer edges, away from the crossbar. Beads are then slid upward or
downward to represent a number. The number 7, for example, is repre-
sented by moving one heaven bead (worth 5) downward toward the cross-
bar and two earth beads (worth one each) upward toward the crossbar.
The number 24 is represented by moving two earth beads on the second
rod (worth 10 each) and four earth beads on the first rod (worth 1 each)
upward. Addition, subtraction, and even lengthy multiplication and divi-
sion problems can be solved with an abacus. Advanced users can even
find the square root of any number.

[See also Arithmetic; Mathematics]

‡�Abrasives
Abrasives are materials used to wear down, smooth, clean, shape, or pol-
ish a surface. The perfectly smooth surfaces needed in telescope mirrors,
for example, are produced by grinding a piece of glass or metal with abra-
sives. One of the most familiar abrasives is sandpaper, heavy paper coated
with a thin layer of aluminum oxide or silicon carbide. Sandpaper can be
made in many grades, from coarse to very fine. The grade of sandpaper
depends on the size of abrasive particles it contains.

Abrasives can be either natural or synthetic materials. Until the twen-
tieth century, humans used naturally occurring materials, such as sand-
stone, quartz, emery, corundum, diamonds, and garnet, as abrasives. Then,
in 1891, American inventor Edward G. Acheson (1856–1931) produced
silicon carbide by heating a mixture of clay and coke. For 50 years, sili-
con carbide (also known as CarborundumTM) was the second-hardest sub-
stance known, after diamond. This property made it popular as an abra-
sive. Other synthetic compounds, such as aluminum oxide, boron carbide,
and boron nitride are also used now as abrasives.
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Mohs scale
A material can serve as an abrasive as long as it is harder than the

material on which it is to be used. Diamond is the best abrasive of all be-
cause it is harder than all other substances. A measure of a material’s
hardness is the Mohs scale. This 0-to-10 scale was named after the Ger-
man mineralogist who invented it in 1822, Friedrich Mohs (1773–1839).
Any object listed on the Mohs scale can be used as an abrasive for any
other object with a lower number. Aluminum oxide is a popular abrasive
because it has a Mohs hardness of 9, higher than most other natural or
synthetic objects.

Industrial applications of abrasives
Industry uses abrasives in three basic forms. They can be bonded to

a material to form solid tools such as grinding wheels, cylinders, rings,
cups, segments, or sticks. They can be attached to paper, cloth, plastic,
or other material, as is done with sandpaper. Or they may be used in a
loose form, as when a spray of sand is used to clean the surface of a build-
ing during sandblasting.

Most industrial applications of abrasives fall into one of four gen-
eral categories. Cleaning involves the removal of dirt and imperfections
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from the surface of an object. One example is the use of grinding wheels
to smooth off the surface of a metal. Shaping is the process by which an
abrasive is used to produce a desired shape. Sharpening a tool is an ex-
ample of shaping. Sizing is a kind of polishing in which an abrasive wears
away a surface until it assumes some exact shape. Cutting is the separa-
tion of a material into two separate pieces, as when a diamond saw is used
to cut through a piece of metal.

‡�Acceleration
Acceleration is a measure of the rate at which the velocity of an object
is changing. If you are riding in a car traveling in a straight line at a con-
stant 50 kilometers per hour, you experience no acceleration because the
car’s velocity (rate of motion) is not changing. If the car begins to speed
up, acceleration occurs because the car’s velocity increases. If the car
slows down, negative acceleration, or deceleration, occurs because the
car’s velocity decreases.

Acceleration and force
Our understanding of acceleration is due to the work of two 

great scientists, Italian physicist Galileo Galilei (1564–1642) and English
physicist Isaac Newton (1642–1727). During the late sixteenth and 
early seventeenth centuries, Galileo first observed the motion of objects
rolling down an inclined plane. He wrote mathematical equations 
that showed how the velocities of these objects increased as they rolled
down the planes. These equations first described the idea of accelerated
motion.

Some years later, Newton explained the observations made by
Galileo. He said that the velocity of an object changes only when a force
acts on that object. In the case of a ball rolling down a plane, that force
is the force of gravity. Newton’s discovery of the relationship between
force and acceleration became one of the fundamental concepts in mod-
ern physics.

Linear acceleration
An object moving in a straight line is accelerated only if a force acts

on it. For example, imagine a ball rolling across a smooth flat surface
with a velocity of 5 meters per second. Then suppose someone hits the
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ball lightly with a bat. The additional force on the ball provided by the
bat will cause the ball to move faster.

Suppose that the ball’s new velocity is 10 meters per second and
that it takes 2 seconds to accelerate from its original velocity (5 meters
per second) to its new velocity (10 meters per second). The acceleration
of the ball, then, is the change in velocity of 5 meters per second (10 me-
ters per second minus 5 meters per second) divided by the time it takes
to increase in velocity (2 seconds), or 5 meters per second divided by 2
seconds. The acceleration is 2.5 meters per second per second. The unit
of measurement used for acceleration—meters per second per second—
may sound strange, but it tells by how much the velocity (meters per sec-
ond) changes in each unit of time (per second).

Circular acceleration
The acceleration of an object depends on two factors, velocity and

direction. An object that moves with constant speed but that changes di-
rection is also accelerating. A car traveling around a curve in the road is
accelerating even though its speed remains constant.

Another example of circular acceleration is the motion of the Moon
around Earth. The Moon travels at a constant speed in its orbit. But it also
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Words to Know

Acceleration: The rate at which the velocity and/or direction of an
object is changing with respect to time.

Circular acceleration: Acceleration in which the direction of motion is
changing.

Force: A push or pull on an object that will accelerate an object.

Gravity: The special acceleration of 9.81 meters per second per second
exerted by the attraction of the mass of Earth on nearby objects.

Linear acceleration: Acceleration in which the speed of an object is
changing.

Velocity: The rate at which the position of an object changes with
time, including both the speed and the direction.



falls constantly towards Earth’s surface. The force of Earth’s gravity acts
on the Moon not to change its speed but to change the direction in which
it is traveling. Again, acceleration occurs when a force acts on an object.

[See also Gravity and gravitation; Laws of motion; Particle ac-
celerators]

‡�Acetylsalicylic acid
Acetylsalicylic (pronounced uh-SEE-tuhl-sa-luh-si-lik) acid, commonly
known as aspirin, is the most popular therapeutic drug in the world. Sold
without a prescription as tablets, capsules, powders, or suppositories (a
meltable form for insertion into a body cavity), it reduces pain, fever, and
swelling, is believed to decrease the risk of heart attacks and strokes, and
may protect against colon cancer and help prevent premature birth. As-
pirin is often called the wonder drug, but it can have some serious side
effects: its use results in more accidental poisoning deaths in children un-
der five years of age than any other drug.

History
In the mid- to late 1700s, English clergyman Edward Stone chewed

on a piece of willow bark and discovered its analgesic (pain-killing) prop-
erty after hearing an “old wives’ tale” that declared a brew from the bark
was “good for pain and whatever else ails you.” The bark’s active ingre-
dient was isolated in 1827 and named salicin from the Greek word salix,
meaning “willow.” Salicylic acid was first produced from salicin in 1838.
It was first produced synthetically (meaning produced in a lab from chem-
icals) from phenol (an acidic compound) in 1860. This synthetic product
was effective in treating rheumatic fever and gout but caused burning of
the throat and stomach upset. In 1897, a chemist named Felix Hoffmann,
working at Bayer Laboratories in Germany, synthesized acetylsalicylic
acid in a successful attempt to eliminate the side effects of salicylic acid.

Soon the process for making large quantities of acetylsalicylic acid
was patented (allowing only the person or company who developed the
product to manufacture or sell the product for a set number of years). As-
pirin—named for its ingredients, acetyl and spiralic (salicylic) acid—be-
came available by prescription. Its popularity was immediate and world-
wide. Huge demand in the United States brought manufacture of aspirin
to that country in 1915, when it also became available without a pre-
scription.
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How it works
Analgesic/anti-inflammatory action. Aspirin is commonly used
to relieve pain and reduce inflammation, the body’s local response to any
event causing tissue damage, which includes pain, redness, swelling, and
hotness of the affected area. It works best against pain that is bearable;
extreme pain is almost entirely unaffected, as is pain in internal organs.
Aspirin blocks the production of hormones (chemical messengers formed
by the body) called prostaglandins, which are often released by an injured
cell. Prostaglandins in turn trigger the release of two other hormones that
make nerves sensitive to pain. Aspirin’s blocking action prevents this re-
sponse and therefore is believed to prevent tissue inflammation. Remark-
ably, aspirin only acts on cells producing prostaglandins (for instance, in-
jured cells). The effect of each dose lasts approximately four hours.

Antipyretic action. Aspirin’s antipyretic (fever-reducing) action is
believed to occur at the anterior (frontal) hypothalamus, a portion of the
brain that regulates such functions as heart rate and body temperature.
The body naturally reduces its heat through perspiration and the dilation
(expansion) of blood vessels. Prostaglandins released in the hypothala-
mus inhibit the body’s natural heat-reducing mechanism. As aspirin blocks
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Analgesic: Compound that relieves pain without inducing loss of con-
sciousness.

Antipyretic: Anything that reduces fever.

Hypothalamus: A small area near the base of the brain where release
of hormones influence such involuntary bodily functions as tempera-
ture, sexual behavior, sweating, heart rate, and moods.

Platelets: Irregularly shaped disks found in the blood of mammals that
aid in clotting the blood.

Inflammation: The body’s response to tissue damage, which includes
pain, redness, swelling, and hotness of the affected area.

Prostaglandins: Groups of hormones and active substances produced
by body tissue that regulate important bodily functions, such as blood
pressure.



these prostaglandins, the hypothalamus is freed up to regulate body tem-
perature.

Blood-thinning action. One prostaglandin, thromboxane A2, aids
platelet accumulation. (Platelets are cells involved in the clotting of
blood.) Aspirin inhibits thromboxane production, thus “thinning” the
blood. It is frequently prescribed in low doses over long periods for at-
risk patients to help prevent blood clots that can result in heart attacks
and strokes.

Adverse effects
Poisoning. Because aspirin is easily available and is present in many
prescription and nonprescription medications, the risk of accidental over-
dose is relatively high. Children and the elderly are particularly suscep-
tible, as their toxicity thresholds (the point at which the body reacts to a
drug dosage as poison) are much lower than average adults. About 10
percent of all accidental or suicidal poisoning episodes reported by hos-
pitals are related to aspirin.

Bleeding. As aspirin slows down platelet accumulation, its use in-
creases risk of bleeding, a particular concern during surgery and child-
birth. Aspirin’s irritant effect on the stomach lining may cause internal
bleeding, sometimes resulting in anemia (a condition in which blood does
not have enough red blood cells or hemoglobin to carry a normal amount
of oxygen).

Reye’s syndrome. Reye’s syndrome is an extremely rare disease, usu-
ally striking children and teenagers between the ages of three and fifteen
who are recovering from a viral infection, such as influenza or chicken

pox. Reye’s syndrome is characterized by se-
vere vomiting, seizures, and confusion as well
as swelling of the brain and the collection of
fatty deposits in the liver. If left untreated, the
disease can result in coma, permanent brain
damage, or death. The cause of Reye’s is un-
known, but the onset is strongly associated with
the treatment of viral infections with aspirin. In-
cidents of Reye’s in children on aspirin therapy
for chronic arthritis is significant. In 1985, these
observations were widely publicized, and warn-
ing labels were placed on all aspirin medica-
tions. This resulted in a decline in the number
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of children with viruses being treated with aspirin and a corresponding
decline in cases of Reye’s.

Other adverse effects. Aspirin can adversely affect breathing in peo-
ple with nasal polyps or asthma, and its long-term use may cause kidney
cancer or liver disease. There is some evidence that aspirin can delay the
onset of labor in full-term pregnancies and, because it crosses the pla-
centa (the organ that provides nourishment to the fetus), may be harmful
to the fetus.

‡�Acid rain
Acid rain is a popular phrase used to describe rain, snow, fog, or other
precipitation that is full of acids that collect in the atmosphere due to the
burning of fuels such as coal, petroleum, and gasoline. Acid rain was first
recognized in Europe in the late 1800s but did not come to widespread
public attention until about 1970, when its harmful effects on the envi-
ronment were publicized. Research has shown that in many parts of the
world, lakes, streams, and soils have become increasingly acidic, prompt-
ing a corresponding decline in fish populations.

Acid rain occurs when polluted gases become trapped in clouds that
drift for hundreds—even thousands—of miles and are finally released as
acidic precipitation. Trees, lakes, animals, and even buildings are vul-
nerable to the slow, corrosive (wearing away) effects of acid rain.

Acid deposition
Acidification (the process of making acid) is not just caused by de-

posits of acidic rain but also by chemicals in snow and fog and by gases
and particulates (small particles) when precipitation is not occurring.

The major human-made causes of acid deposition are (1) emissions
of sulfur dioxide from power plants that burn coal and oil and (2) emis-
sions of nitrogen oxides from automobiles. These emissions are trans-
formed into sulfuric acid and nitric acid in the atmosphere, where they
accumulate in cloud droplets and fall to Earth in rain and snow. (This is
called wet deposition.) Other sources of acid deposition are gases like sul-
fur dioxide and nitrogen oxides, as well as very small particulates (such
as ammonium sulfate and ammonium nitrate). These gases and particu-
lates are usually deposited when it is not raining or snowing. (This is
called dry deposition.)

9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Acid rain



Areas affected by acid deposition. Large areas of Europe and
North America are exposed to these acidifying depositions. However, only
certain types of ecosystems (all the animals, plants, and bacteria that make
up a particular community living in a certain environment) are affected
by these depositions. The most vulnerable ecosystems usually have a thin
cover of soil, containing little calcium and sitting upon solid rock made
up of hard minerals such as granite or quartz. Many freshwater lakes,
streams, and rivers have become acidic, resulting in the decline or local
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destruction of some plant and animal populations. It is not yet certain that
land-based ecosystems have been affected by acidic deposition.

After acid rain was discovered in Europe, scientists began measur-
ing the acidity of rain in North America. Initially, they found that the
problem was concentrated in the northeastern states of New York and
Pennsylvania because the type of coal burned there was more sul-
furic. Yet by 1980, most of the states east of the Mississippi, as well 
as areas in southeastern Canada, were also receiving acidic rainfall. 
Acid rain falls in the West as well, although the problem is not as severe.
Acid rain in Los Angeles, California, is caused primarily by automobile
emissions.
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Acidification: An increase over time in the content of acidity in a
system, accompanied by a decrease in the acid-neutralizing capacity of
that system.

Acidifying substance: Any substance that causes acidification, either
directly or indirectly, as a result of chemical changes.

Acidity: The quality, state, or degree of being acidic. Acidity is usu-
ally measured as the concentration of hydrogen ions in a solution
using the pH scale. A greater concentration of hydrogen ions means a
more acidic solution and a lower corresponding pH number. Strictly
speaking, an acidic solution has a pH less than 7.0.

Leaching: The movement of dissolved chemicals with water that is per-
colating, or oozing, downward through the soil.

Neutralization: A chemical reaction in which the mixing of an acidic
solution with a basic (alkaline) solution results in a solution that has
the properties of neither an acid nor a base.

Oxide: A compound containing oxygen and one other element.

pH: A measure of acidity or alkalinity of a solution referring to the
concentration of hydrogen ions present in a liter of a given fluid. The
pH scale ranges from 0 (greatest concentration of hydrogen ions and
therefore most acidic) to 14 (least concentration of hydrogen ions and
therefore most alkaline), with 7 representing a neutral solution, such
as pure water.



How is acid rain measured?
Acid rain is measured through pH tests that determine the concen-

tration of hydrogen ions in a liter of fluid. The pH (potential for hydro-
gen) scale is used to measure acidity or alkalinity. It runs from 0 to 14.
Water has a neutral pH of 7. (The greater the concentration of hydrogen
ions and the lower the pH number, the more acidic a substance is; the
lower the concentration of hydrogen ions and the higher the pH number,
the more alkaline—or basic—a substance is.) So a pH greater than 7 in-
dicates an alkaline substance while a pH less than 7 indicates an acidic
substance.

It is important to note that a change of only one unit in pH equals
a tenfold change in the concentration of hydrogen ions. For example, a
solution of pH 3 is 10 times more acidic than a solution of pH 4.

Normal rain and snow measure about pH 5.60. In environmental sci-
ence, the definition of acid precipitation refers to a pH less than 5.65.
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Measured values of acid rain vary according to geographical area. East-
ern Europe and parts of Scandinavia have rain with pH 4.3 to 4.5; rain in
the rest of Europe is ranges from pH 4.5 to 5.1; rain in the eastern United
States and Canada ranges from pH 4.2 to 4.6, and the Mississippi Valley
has a range of pH 4.6 to 4.8. The worst North American area, analyzed
at pH 4.2, is centered around Lake Erie and Lake Ontario.

When pH levels are drastically upset in soil and water, entire lakes
and forests are endangered. Evergreen trees in high elevations are espe-
cially vulnerable. Although the acid rain itself does not kill the trees, it
makes them more susceptible to disease. Also, high acid levels in soil
causes leaching (loss) of other valuable minerals such as calcium, mag-
nesium, and potassium.

Small marine organisms cannot survive in acidic lakes and rivers,
and their depletion (reduced numbers) affects the larger fish who usually
feed on them, and, ultimately, the entire marine-life food chain. Snow
from acid rain is also damaging; snowmelt has been known to cause mas-
sive, instant death for many kinds of fish. Some lakes in Scandinavia and
New York’s Adirondack Mountains are completely devoid of fish life.
Acid rain also eats away at buildings and metal structures. From 
the Acropolis in Greece to Renaissance buildings in Italy, ancient struc-
tures are showing signs of corrosion from acid rain. In some industrial-
ized parts of Poland, trains cannot exceed 40 miles (65 kilometers) 
per hour because the iron railway tracks have been weakened from acidic
air pollution.

Treatment of water bodies 
affected by acid rain

Usually, waters affected by acid rain are treated by adding limestone
or lime, an alkaline substance (base) that reduces acidity. Fishery biolo-
gists especially are interested in liming acidic lakes to make them more
habitable (capable of being lived in) for sport fish. In some parts of Scan-
dinavia, for instance, liming is used extensively to make the biological
damage of acidification less severe.

Avoiding acid rain
Neutralizing (returning closer to pH 7) ecosystems that have become

acidic treats the symptoms, but not the sources, of acidification. Although
exact sources of acid rain are difficult to pinpoint and the actual amount
of damage caused by acid deposition is uncertain, it is agreed that acid
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rain levels need to be reduced. Scientific evidence supports the notion that
what goes up must come down, and because of public awareness and con-
cerns about acid rain in many countries, politicians have begun to act de-
cisively in controlling or eliminating human causes of such pollution.
Emissions of sulfur dioxide and nitrogen oxides are being reduced, espe-
cially in western Europe and North America. For example, in 1992 the
governments of the United States and Canada signed an air-quality agree-
ment aimed at reducing acidifying depositions in both countries.

While countries in western Europe and North American have ac-
tively carried out actions to reduce emissions of gases leading to acid de-
position for a number of years, countries in other parts of the world have
only recently addressed the issue. In eastern Europe, Russia, China, In-
dia, southeast Asia, Mexico, and various developing nations, acid rain and
other pollution problems are finally gaining notice. For example, in 1999,
scientists identified a haze of air pollution that hovers over the Indian
Ocean near Asia during the winter. The 3.8 million-square-mile haze
(about the size of the combined area of all fifty American states) is made
up of small by-products from the burning of fossil fuels. Such a cloud has
the potential to cool Earth, harming both marine and terrestrial life.

[See also Acids and bases; Forests; Pollution]

‡�Acids and bases
Acids and bases are chemical compounds that have distinctive properties
in water solution. The sour taste of a lemon, lime, or grapefruit, for ex-
ample, is caused by citric acid. The slippery feel of ammonia, a common
base, is characteristic of all bases. One of the most interesting properties
of acids and bases is the way they react with indicators. An indicator is
a material that changes color in the presence of an acid or a base. For in-
stance, the hydrangea flower can be either pink or blue, depending on the
amount of acid or base present in the soil in which it is planted.

Acids and bases have been known since prehistoric times. Vinegar,
for example, is a water solution of acetic acid that has been used for cen-
turies. The first modern definitions for acids and bases were suggested by
Swedish chemist Svante Arrhenius (1859–1927). Arrhenius proposed that
acids be defined as chemicals that produce positively charged hydrogen
ions, H�, in water. By comparison, he suggested that bases are compounds
that produce negatively charged hydroxide ions, OH–, in water. Acids and
bases react with each other in a reaction called neutralization. In a neu-
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tralization reaction, the hydrogen ion from an acid and the hydroxide ion
from a base react to form a molecule of water:

H� � OH�
* H2O

Other definitions of acids and bases
Since the time of Arrhenius, chemists have adopted other ways of

defining acids and bases. In 1923, English chemist Thomas Lowry
(1874–1936) and Danish chemists J. N. Brønsted (1879–1947) and N.
Bjerrum (1879–1958) suggested defining acids as chemicals that donate
a proton (specifically H�) in a chemical reaction and bases as chemicals
that accept a proton. This definition is slightly more comprehensive than
Arrhenius’s definition and, in many cases, more useful to chemists.

Another definition of acids and bases was suggested in 1923 by
American chemist Gilbert Newton Lewis (1875–1946). According to
Lewis, an acid could be thought of as any compound that accepts a pair
of electrons from another substance; bases, on the other hand, could be
thought of as compounds that donate a pair of electrons.

Most acids and bases fit all three of these definitions, but some are
covered by only one or both of the more modern definitions.

Strong and weak acids and bases
One of the most important characteristics of acids and bases is their

strength. The strength of an acid or base depends on the number of hydro-
gen ions or hydroxide ions produced in water solution. For example, sup-
pose that 100 molecules of an acid are added to water. Of those 100 mol-
ecules, imagine that 99 release hydrogen ions. That acid is said to be a
strong acid. In comparison, suppose that 100 molecules of a second acid
release only 10 hydrogen ions in water. That acid is said to be a weak acid.

Examples of strong acids are hydrochloric acid (HCl), sulfuric acid
(H2SO4), and nitric acid (HNO3). Among the best-known strong bases are
sodium hydroxide (NaOH), potassium hydroxide (KOH), and calcium hy-
droxide (CaOH2). The weak acids include acetic acid (HC2H3O2), lactic
acid (CH3CHOHCOOH), and oxalic acid (H2C2O4). The most familiar
weak base is ammonia (NH3).

Neutralization
Acids and bases are sometimes described as the chemical opposites

of each other. If equivalent quantities of an acid and a base are combined,
the two compounds react to form a salt and water. For example:
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HCl � NaOH * NaCl � H2O
hydrochloric acid � sodium hydroxide * sodium chloride � water

This process is known as neutralization.

Neutralization has many practical applications. For example, agri-
cultural land is often too acidic or too basic to grow certain crops. Farm-
ers can add either a weak acid or a weak base to produce the level of
acidity or basicity in which various plants grow best. Reclamation (restora-
tion) of land once used for mining also involves neutralization reactions.
Such land is often too acidic for plants to grow. Treating the land with
calcium oxide neutralizes acids remaining in the soil and restores its 
fertility.

Neutralization is also used to deal with environmental problems.
Gases produced in factories, power generating plants, and other industrial
facilities are usually acidic. When they escape into the air, they react with
water to form acid rain. Scrubbers that contain bases can be attached to
the inside of smokestacks in such plants to neutralize acids in escaping
gases. Treatment with acids or bases is also used to neutralize hazardous
chemicals produced by a variety of manufacturing operations.

Uses of acids and bases
Acids and bases can be found everywhere in the world around us.

Lactic acid occurs in sour milk, citric acid in citrus fruits, oxalic acid in
rhubarb, malic acid in apples, and tartaric acid in wine. Baking soda,
antacids, and lye all contain bases.

Acids and bases are also used widely in industry. Three of the top
ten chemicals produced in the United States each year are acids or bases.
In 1994, 40 billion kilograms (or about 90 billion pounds) of sulfuric acid
were manufactured in the United States, making it the number one chem-
ical in the chemical industry. In addition, 12 billion kilograms (about 26
billion pounds) of sodium hydroxide and 11 billion kilograms (about 25
billion pounds) of phosphoric acid were produced.

The most important single use of acids and bases is in the manu-
facture of other chemicals. Fertilizers, synthetic fabrics, pigments, petro-
leum, iron and steel, explosives, dyes, plastics, pesticides, soaps and de-
tergents, paper, film, and many other chemicals are produced from acids
and bases. They are also used for various other purposes, including clean-
ing surfaces, refining oil and sugar, electroplating metals, and treating
food products.
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‡�Acoustics
Acoustics is the science that deals with the production, transmission, and
reception of sound. The first scientist to study sound scientifically was
German physicist Ernst Florens Friedrich Chladni (1756–1827). Chladni
was an amateur musician who became interested in finding mathematical
equations to describe musical sounds. Because of his work, he is often
called the father of acoustics.

Acoustics has many applications in the everyday world. When you
have your hearing checked by a technician, that person makes use of the
principles of acoustics. Those same principles are also used in the archi-
tectural design of concert halls.

The study of sound can be subdivided into three parts: production,
transmission, and reception. All three elements are necessary in order for
sound to occur. For example, a ringing alarm clock cannot be heard if it
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is placed inside a jar from which all air has been removed. Without air,
sound produced by the clock has no medium through which it can travel.

Production of sound in a string
Sound is produced by a vibrating body. The vibrating body can be

a string on a violin or piano, a column of air in an organ pipe or clarinet,
an animal skin or piece of plastic stretched over a drum, or the vocal cords
in a person’s throat, to name but a few. A simple way to illustrate the
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Words to Know

Amplitude: The maximum displacement (difference between an original
position and a later position) of the material that is vibrating. Amplitude
can be thought of visually as the highest and lowest points of a wave.

Condensations: Regions of high density in a sound wave traveling
through a gas such as air.

Cycle: A single complete vibration.

Cycles per second: The number of complete vibrations per second.

Frequency: The rate at which vibrations take place (number of times
per second the motion is repeated), given in cycles per second or in
hertz (Hz).

Fundamental: The lowest frequency of vibration of a sound-producing
body (also called the first harmonic).

Harmonics (first, second, etc.): The various frequencies of vibration
of a sound-producing body, numbered from the one of lowest fre-
quency to higher frequencies.

Hertz (Hz): The unit of frequency; a measure of the number of waves
that pass a given point per second of time.

Infrasonic vibrations: A rate of vibration below the range of human
hearing, that is, below about 10 cycles per second.

Longitudinal wave: A wave whose motion of vibration is in the direc-
tion of the wave’s advancement—the same direction in which the wave
is traveling.

Loudspeaker: A device to produce sounds from an electric current—by
electrical and mechanical means—in the range of frequencies around
the sonic range (that is produced by humans).



production of sound is by studying the vibration of a string, as shown in
the acoustics diagram (shown on page 20).

Imagine that the string in this diagram is stretched tightly and then
plucked. The way in which the string vibrates depends on a number of
factors, including the material from which the string is made, the object
with which it is plucked, and the force exerted when plucking on the
string. The simplest type of vibration, shown in Figure 1, is called the
fundamental or first harmonic.
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Medium: A material that carries the acoustic vibrations away from the
body producing them.

Microphone: A device to change sounds—by electrical and mechanical
means—into an electric current having the same frequencies as the
sound, in the range of frequencies around the sonic range (that is
produced by humans).

Node: A place where the amplitude of vibration is zero.

Overtones: The set of harmonics, beyond the first, of a sound-
producing body.

Rarefactions: Regions of low density in a sound wave traveling
through a gas such as air.

Sonar: A device utilizing sound to determine the range and direction
of an underwater object.

Transverse wave: A wave traveling in a direction perpendicular to (at
right angles to, or like an upside-down T) the motion of the vibrating
body.

Ultrasonic vibrations: Vibrations greater than those that can be
detected by the human ear (above about 20,000 cycles per second).

Wave: A motion in which energy and momentum is carried away from
some source; a wave repeats itself in space and time with little or no
change.

Wavelength: The distance, at any instant of time, between parts of a
vibrating body having the identical motion.



Real strings do not vibrate with the simple pattern shown in Figure 1.
Instead, they vibrate in a complex pattern that consists of vibrations within
vibrations. Figure 2 illustrates another kind of vibration in the string called
the second harmonic. Notice that the vibration occurs in two sections of
the string separated by a point where no vibration occurs. That point is
called a node.

Other vibrations may occur at the same time. Figure 3 shows the
third harmonic in the string. Harmonics above the first are also known as
overtones. This diagram shows the first harmonic and two overtones.

As with all forms of wave motion, a vibrating string can be described
completely with only a few variables. The rate at which the string vibrates
up and down is known as its frequency. Frequency is usually measured
in cycles (vibrations) per second. The unit used to measure frequency is
the hertz (abbreviation: Hz). A string might be vibrating, for example, at
1,000 Hz, or 1,000 cycles per second.

The distance between two identical parts of a wave is called the
wavelength. Notice that the upward motion of the wave starts at the far
left of the string in Figure 2 and is not repeated until the far right of the

string. The letter L in the figure shows the wavelength of
this wave. The highest point reached by a wave above its
average height is the amplitude. The amplitude in the fig-
ures is represented by the letter A.

When a musician plays a stringed instrument, he or
she can control the way in which the string vibrates by
varying the points at which the string is held and the way
in which the string is bowed or plucked.

Other ways of producing 
sound

Sound produced in a vibrating column of air can be
analyzed in much the same way as sound produced by a
vibrating string. Look at Figure 4 and imagine that a mu-
sician has blown into the column of air from the left, as
shown by the arrow. Air within the column is pushed from
left to right, producing waves similar to those in the vi-
brating string. The main difference is that the waves of
air are longitudinal waves (meaning they travel in the di-
rection of the column) while the waves in the string are
transverse waves (meaning they travel at right angles to
the string).
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The waves in the air column consist of two distinct types: regions
where air piles up and becomes more dense, and regions where air spreads
out and becomes less dense. More dense regions of air are known as con-
densations and less dense regions as rarefactions. The pattern of conden-
sation and rarefaction differ depending on whether the column in which
they occur is open or closed at one or both ends. As with a stringed in-
strument, overtones produced by an oboe, clarinet, bassoon, or other wind
instrument are determined by the points at which the air column is blocked
off and by the force with which air is pushed through the column.

One of the most complex wind instruments is the human voice. Sound
is produced by humans when they force air across the vocal cords, caus-
ing them to vibrate. The various overtones produced by this process are
determined by a number of factors, including the size and shape of vari-
ous cavities in the head (such as the sinuses), as well as the placement of
the tongue and the shape of the mouth. With so many factors involved,
it is hardly surprising that each human voice has a distinctive sound.

Detectable and undetectable sounds
Objects can be made to vibrate with a great range of frequencies,

from only a few cycles (or vibrations) per second to millions of times per
second. However, the human ear is able to detect only a limited range of
those vibrations, generally those between 20 to 18,000 Hz. When the rate
of vibration is less than 20 Hz, the sound is said to be infrasonic; when
the rate is above 18,000 Hz, it is said to be ultrasonic. Although ultra-
sonic vibrations cannot be heard, they do have a number of research and
industrial applications.

Transmission of sound
Since light and sound both consist of waves, they are transmitted in

similar ways. The most important difference between the two is their
wavelengths. Visible light has wavelengths between about 400 and 700
nanometers (billionths of a meter), while sound has wavelengths between
about 3.3 centimeters and 3.3 meters. This difference shows up in the way
light and sound are affected by objects placed in their paths.

In general, a wave is blocked by any object in its path if the object
is has dimensions greater than its wavelength. In the case of light, then,
any object larger than 700 nanometers will block the path of light. You
know this from everyday life. If you place a book in front of a beam of
light, you can no longer see the light. The book casts a shadow because
it is much larger than the wavelength of light.
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But placing a book in the path of a sound wave does not block out
the sound. The size of the book (less than a meter) is much less than the
wavelength of the sound wave. The sound wave acts as if the book is not
even there.

This principle has some important practical applications. Many com-
munities are building walls to block off the sound of nearby freeway traf-
fic. In order for this type of construction to work, the wall must have di-
mensions that are larger than the sound waves coming from the freeway,
that is, dimensions greater than 3.3 meters. When a wall is large enough,
it casts an acoustical shadow, similar to the light shadow cast by a book.

Reception of sound
By far the most important sound receiver in use is the human ear.

Although the details of the workings of the ear are complicated, the gen-
eral principles by which humans hear are fairly simple. When sound waves
reach the outer ear, they pass down the ear canal and strike the eardrum.
The eardrum consists of a thin membrane that vibrates with the same fre-
quency as the sound wave. The vibrating membrane of the eardrum, in
turn, causes three small bones in the middle ear—the malleus, incus, and
stapes—to vibrate, too. (These three bones are more commonly called the
hammer, anvil, and stirrup because of their shapes.)

The last of the three bones, the stapes, is connected to a fluid-filled
chamber called the cochlea. Vibrations from the stapes are passed to the
cochleal fluid and then on to tiny hairs that line the cochlea. These hairs
change the wave motion of sound into an electrical signal that is trans-
mitted along the auditory (hearing) nerve to the brain. Finally, the brain
interprets the meaning of the sound/electrical wave, allowing a person to
perceive the sound.

Applications
The many applications of acoustical devices are easy to find in the

world around you: telephones, radios and television sets, compact disc
players and tape recorders, and even clocks that “speak” the time are
common examples. One of the most important acoustical devices from
the human point of view is the hearing aid. The hearing aid is a system
consisting of miniature microphones, amplifiers, and loudspeakers that
make it easier for people with hearing difficulties to understand sounds.

One of the first large-scale industrial applications of acoustics was
sonar. Sonar stands for the phrase sound navigation ranging. It was de-
veloped by the U.S. military during World War I (1914–18) for the detec-
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tion of submarines and continues to be an invaluable device for navies
throughout the world. The sonar system is based on readings of sent and
received sound waves. A ship looking for underwater objects (such as a
submarine) sends out a sound signal. If that sound signal strikes an object,
such as the hull of a submarine, it is reflected back to the detecting ship in
an echo. The nature of the echo tells an observer the direction and distance
of the object (in this case, the submarine hull) that was hit by the wave.

Listening devices can also be used to study sounds emitted by an
underwater object. Each type of submarine and each type of engine emit
distinctive sound patterns that can be picked up and analyzed by listen-
ing devices on other ships.

Sonar has uses other than in military applications. For example, fish-
ing fleets can use sonar to locate schools of fish, determine their size, and
track their movement.

Acoustical principles are now used widely in the construction of
concert halls and auditoriums. For many years, scientists have known that
music and the spoken word can be more clearly and easily heard in cer-
tain types of rooms. Only recently, however, have the scientific princi-
ples of acoustics been understood well enough to apply them to the ac-
tual construction of halls and auditoriums.

The field of ultrasonics has become an important subspecialty in the
science of acoustics. Ultrasonic sources with frequencies of millions of
cycles per second are now used for inspecting metals for flaws. These
waves reflect off tiny imperfections in a metal, indicating where it is weak
or likely to fail. Some of the structures that are now routinely inspected
by ultrasonic techniques are bridges, airplanes, and pipelines.

‡�Actinides
The actinides (or actinoids) are the chemical elements with atomic num-
bers between 90 and 109 inclusively. (An atomic number indicates the
number of protons in an atom.) Actinides occur between Groups 3 and 4
in Period 7 of the periodic table. All elements in this family are radioac-
tive (that is, they spontaneously release subatomic particles or energy as
their nuclei decay). Five actinides have been found in nature: thorium,
protoactinium, uranium, neptunium, and plutonium. The other actinides
have been produced artificially in nuclear reactors or particle accelerators
(atom-smashers).
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History
For many years, the list of chemical elements known to scientists

ended with number 92, uranium. Scientists were uncertain as to whether
elements heavier than uranium would ever be found. Then, in 1940, a re-
markable discovery was made while University of California physicists
Edwin McMillan (1907–1991) and Philip Abelson (1913– ) were study-
ing nuclear fission. (Nuclear fission is the splitting of an atomic nucleus,
a process that releases large amounts of energy. Atomic bombs and nu-
clear power plants operate on nuclear fission.) During their research, the
duo found evidence for the existence of a new element with atomic num-
ber 94, two greater than that of uranium.

This new element was the first transuranium (heaver than uranium)
element ever discovered. McMillan and Abelson named it neptunium, 
after the planet Neptune, just as uranium had been named after the planet
Uranus. Later in the same year, McMillan and two other colleagues found
a second transuranium element, which they named plutonium, after the
planet Pluto.

At that point, the race was on to develop more synthetic transura-
nium elements, but the research process was not easy. The approach 
was to fire subatomic particles or small atoms, like those of helium, at 
a very large nucleus by means of a particle accelerator. If the smaller 
particle could be made to merge with the larger nucleus, a new atom 
would be produced. Over time, techniques became more and more 
sophisticated, and ever-heavier elements were created: americium (num-

ber 95) and curium (number 96) in 1944; 
berkelium (number 97) in 1949; californium
(number 98) in 1950; einsteinium (number 99)
and fermium (number 100) in 1952; mendele-
vium (number 101) in 1955; nobelium (number
102) in 1958; and lawrencium (number 103) 
in 1961.

Studies of the actinide elements are among
the most ingenious in all of chemistry. In some
cases, no more than one or two atoms of a new
element have been produced. Yet scientists have
been able to study those few atoms well enough
to discover basic properties of the elements.
These studies are made even more difficult be-
cause most actinide isotopes (atoms of a chem-
ical element that are similar but not exactly
alike) decay quickly, with half-lives of only a
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few days or a few minutes. (A half-life is the amount of time required for
half of the atoms of a radioactive substance to disintegrate.)

With the discovery of lawrencium, the actinide family of elements
is complete. Scientists have also found elements heavier than lawrencium,
but these elements belong to the lanthanide family (or rare earth elements).

Uranium
Uranium is a dull gray metallic element with a melting point of

1,135°C (2,075°F) and a boiling point of 4,134°C (7,473°F). It is rela-
tively abundant in Earth’s crust, ranking number 47 among the elements.
Although perhaps not as well known, it is actually more abundant than
more familiar elements such as tin, silver, mercury, and gold. Natural ura-
nium consists of three isotopes of mass numbers 234 (0.005 percent), 235
(0.711 percent), and 238 (99.283 percent). All three isotopes are ra-
dioactive.

Properties and uses. By far the most important property of uranium
is its radioactivity. Its most abundant isotope, uranium-238, decays by
emitting an alpha particle with a half-life of 4.47 � 109 years. (Recall
that the half-life of a radioactive element is the time it takes for one-half
of a given sample to decay.) The half-life of uranium-238 is about equal
to the age of Earth. That means that about one-half of all the uranium
found on Earth at its moment of creation is still here. The other one-half
has decayed to other elements.

Knowing the half life of uranium-238 (and many other radioactive
isotopes) allows scientists to estimate the age of rocks. The amount of
uranium-238 found in any particular rock is compared to the amount of
daughter isotopes found with it. A daughter isotope is an isotope formed
when some parent isotope, such as uranium-238, decays. The more daugh-
ter isotope present in a sample, the older the rock; the less daughter iso-
tope, the younger the rock.

The second most abundant isotope of uranium, uranium-235, has the
rare property of being fissionable, meaning that its atomic nuclei will
break apart when bombarded by neutrons. The fission of a uranium-235
nucleus releases very large amounts of energy, additional neutrons, and
two large fission products. The fission products are the atomic nuclei
formed when a fissionable nucleus such as uranium-235 breaks apart.

The fission of uranium-235 nuclei has become extremely important
in the manufacture of nuclear weapons and in the operation of nuclear
power plants. In fact, these applications account for the primary applica-
tions of uranium in everyday life.
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Thorium
Thorium is a soft metal with a bright silvery luster when freshly cut.

It has a melting point of about 1,700°C (3,100°F) and a boiling point of
about 4,500°C (8,100°F). It is relatively soft, with a hardness about equal
to that of lead. It is even more abundant than uranium, ranking number
39 in abundance among the elements in Earth’s crust.

No more than a few hundred tons of thorium are produced annually.
About one-half of this production goes to the manufacture of gas man-
tles, insulated chambers in which fuel is burned. The rest goes for use as
nuclear fuel, in sunlamps (electric lamps that emit radiation; often used
for tanning), in photoelectric cells (vacuum tubes in which electric cur-
rent flows when light strikes the photosensitive—or light sensitive—cath-
ode), and in the production of other alloys (a mixture of two or more met-
als or a metal and a nonmetal).

Uses of other actinides
At one time, the actinides other than uranium were no more than

scientific curiosities. They were fascinating topics of research for scien-
tists but of little practical interest. That situation has now changed, and
all of the actinides that can be prepared in large enough quantities have
found some use or another. Plutonium, for example, is used in the man-
ufacture of nuclear weapons and as the power source in nuclear power
plants. On a smaller scale, it is also used as a power source in smaller de-
vices such as the heart pacemaker. Californium is used in smoke detec-
tors, curium is a power source in space vehicles, and americium is uti-
lized in the treatment of cancer.

[See also Element, chemical; Isotope; Nuclear fission; Periodic
table; Radioactivity]

‡�Adaptation
Adaptation is a term used to describe the ways in which organisms change
over time in response to the changing demands of their environment. 
Organisms seem to accumulate certain physiological, behavioral, and
structural traits gradually, and these traits aid them in their ability to sur-
vive and reproduce under existing environmental conditions. The grasp-
ing hands of primates, the sensitive antennae of insects, and the flowers
and fruits of plants are all forms of adaptation that promote survival, re-
production, or both.
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Historical background
Up until the eighteenth century, scientists generally believed that

every species was created separately and remained unchanged for cen-
turies. Many features of living things—the bee’s sting, the vertebrate (an
animal with a backbone) eye, the human brain—appeared to have been
designed by a master engineer to serve their specific purpose. A philos-
ophy known as natural theology, which arose in the seventeenth century,
argued that the elegant and often complex features of organisms were the
products of a direct design by God.

But during the eighteenth century, the scientific community began
to take a closer look at the immense diversity (the vast differences) and
interrelatedness of (connections between) living things. The excavation
of plant and animal fossils prompted a new view that life on Earth de-
veloped gradually and unevenly from simple to advanced organisms. The
observation that species have “adapted” to survive in particular habitats
raised new questions about the ways organisms could “fine-tune” them-
selves to meet the demands of their environment.

Different species that live in different environments often exhibit
similar characteristics. Fish, whales, and penguins all use fins or flippers
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Words to Know

Adaptation: From the Latin ad (“toward”) plus aptus (“fit for some
role”); any structural, physiological, or behavioral trait that aids an
organism’s survival and ability to reproduce in its existing environ-
ment.

Coadaptation: Mutual dependence between members of two species.

Evolution: The theory that all plants and animals developed gradually
from earlier forms over a long period of time and that variations
within a species are the result of adaptive traits passed on from gen-
eration to generation.

Exaptation: Any adapted trait that performs a beneficial function dif-
ferent from the one it originally evolved to serve.

Natural selection: A natural process that results in the survival of
individuals or groups best adapted to the conditions in which they
must exist.



to propel themselves through water. The common plan of such features
demanded an explanation, so researchers set out to explain this similar-
ity of traits in unrelated organisms.

One effort to explain adapted traits was proposed by French botanist
Jean-Baptiste Lamarck (1744–1829). In 1809, he theorized that changes
in the environment cause structural changes during an organism’s life that
are passed on to offspring. According to the notion of the inheritance of
acquired characteristics, also known as Lamarckism, giraffes would have
“acquired” their long necks from stretching to reach leaves not available
to other animals. Members of each succeeding generation stretched their
necks to attain leaves at a higher level, which led to the modern giraffe.
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The Peppered Moth

Henry Bernard David Kettlewell’s study of the peppered moth,
Biston betularia, is one of the most widely cited cases of natural
selection producing adaptation. Before the Industrial Revolution in
England in the late 1800s, this moth was predominantly light in color.
(The Industrial Revolution was a time of major change in England’s
economy, marked mainly by the introduction of power-driven machin-
ery.) Light coloring afforded perfect camouflage for the moth from
predatory birds, since it blended so well with the similarly colored
lichen-covered tree trunks on which it rested. When pollution from fac-
tories caused the lichen on the trees to die, the moths’ resting place
became the darker color of the bark beneath. Kettlewell observed that,
as this environmental transformation occurred, a dark form of the
moth became increasingly common, eventually making up more than 90
percent of the population of moths in the affected areas. In the
unpolluted areas, however, the original light form of the moth
remained common.

Kettlewell attributed the moth’s color change to selection by
predatory birds, which locate the moths by sight, and so remove (by
eating) individual moths that do not blend in with the background col-
oration of trees in their environment. He tested his idea that the moths’
color protected them from predation (being captured) by placing each of
the two forms on trees in different areas, photographing birds in the
act of capturing moths, and measuring the rates at which the two moth
forms were eaten by birds. Kettlewell concluded that the moths’ color
was indeed the result of adaptation to conditions in their habitat.



Although Lamarck’s theory was later discredited, he remains the first sci-
entist to acknowledge the adaptability of organisms.

In 1859, Charles Darwin (1809–1882), the great English naturalist,
published his influential book The Origin of Species by Means of Natural
Selection. In it, Darwin discusses the adaptations of organisms as the prod-
uct of natural selection. Natural selection implies that—when forced to
compete for limited resources such as food—those organisms best adapted
to their specific environment are most likely to survive, reproduce, and
transmit their traits to offspring.
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Biologists now recognize natural selection as the means by which
evolutionary adaptation occurs. Exactly how specific adaptations arise,
however, is far from solved. It is easy to imagine how natural selection
might produce relatively simple adaptations such as camouflage: a rabbit
that lives in regions covered by snow in winter is better protected from
prey if it produces a white coat during the winter months. The difficulty
arises in explaining the evolution of extremely complex adaptations, such
as the vertebrate eye. Invertebrates, animals lacking a backbone, have sim-
ple eyes that detect only changes in light and form only a poor image at
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best. Vertebrates, animals with a backbone, detect changes in light and
motion and can form detailed images. How did such a superb adaptation
come about?

Darwin suggested the answer lies in very gradual changes over many
generations, in which each intermediate stage leading to a fully formed
eye had some adaptive value. All the parts making up a fully functioning
eye could evolve independently in small steps, each one building on and
interacting with earlier changes. Thus, even a partially developed eye
could be quite advantageous—indeed, could mean the difference between
life and death—for an ancient vertebrate.

Examples of adaptation
Physiological adaptation. People who visit or live at high altitudes
undergo physiological changes (adaptations) to adjust to the low-oxygen
environment. Travelers to these areas commonly experience hypoxia, a
condition of low oxygen in the blood. To compensate for the temporary
drop in oxygen, vacationers’ bodies speed up the oxygenation process:
they breathe at a faster rate, their hearts speed up and pump more strongly
to send more blood throughout the body, and they produce more red blood
cells to carry oxygen to body tissues. Over a longer period, as the body
adjusts to the change in altitude, the heart output and ventilation rate re-
turn to normal levels, but the red blood cell count continues to climb. The
most famous of all high-altitude peoples are the Sherpas of Nepal, whose
climbing feats offer a stunning example of evolved adaptation.

Evolutionary adaptation. Some of the most interesting cases of adap-
tation occur when two species evolve together so that each benefits from
the other. This mutual dependence can be seen between the ant Formica
fusca and the larval (not yet fully developed) stage of the lycaenid but-
terfly Glaucopsyche lygdamus. The butterfly caterpillar produces a sweet
“honeydew” solution that the ants harvest as food. In return, the ants de-
fend the caterpillar against parasitic wasps and flies. The mutual adapta-
tion of two species in this manner is known as coadaptation.

Interactions between species are not always beneficial for both mem-
bers, however. Heliconius butterflies scatter the pollen from the flowers of
Passiflora vines, benefitting the plant. But female butterflies also lay sin-
gle eggs on young Passiflora shoots, and the developing larva may eat the
entire shoot, a definite cost to the plant. As an apparent adaptive response,
several Passiflora species produce new shoots featuring a small structure
that closely resembles a Heliconius egg. A female butterfly that sees this
“egg” will avoid laying her own egg there, and the shoot will be spared.
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Current approaches to adaptation
Some researchers draw a distinction between current use and the his-

torical origin of adaptive traits. This distinction has led researchers Stephen
Jay Gould and Elisabeth Vrba to suggest the term exaptation to describe
traits that were originally intended to perform different functions in an or-
ganism. For instance, the observation that a white coat helps camouflage
a snowshoe hare in the snow does not provide information about the ori-
gin of the species’ white fur. It may have evolved for its improved heat-
ing properties and only by chance proved to be advantageous as camou-
flage. In some cases, therefore, the features we recognize as adaptive are
really only secondary uses of traits that originally arose for other reasons.

[See also Evolution]

‡�Addiction
Addictions can be physical (of the body), psychological (of the mind), or
both. In fact, almost any behavior can be termed an addiction if it be-
comes the primary focus of a person’s life, and especially if it results in
harmful effects to one’s physical health and well-being. The term addic-
tion is most commonly associated with a person’s compulsive and habit-
ual desire to consume a chemical substance, such as alcohol or other drugs.
The addict’s life is eventually dominated by the craving. It is estimated
that up to 25 percent of the American population displays some form of
addictive behavior.

Chemical addictions
Alcohol. Alcohol is a central nervous system depressant that reduces
inhibitions and anxiety. As the body becomes accustomed to a particular
quantity of alcohol, more and more alcohol is needed to alter the drinker’s
mental state in the desired way. Eventually, the liver (an organ that plays
a key role in digestion, filtration of the blood, and the storage of nutri-
ents) can become damaged by constant exposure to alcohol and its metabo-
lites (by-products of alcohol’s breakdown). A damaged liver loses its abil-
ity to detoxify the blood, which can result in permanent mental changes,
organ failure, and death.

The opiates: opium, morphine, and heroin. Opiates (also called
narcotics) are addictive drugs derived from opium, a drug made from poppy
juice. They have a narcotic effect upon the body, meaning they dull the
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senses. In moderate doses, they relieve pain, promote a sense of well-
being, and induce sleep; excessive doses, however, can cause coma or con-
vulsions. Opiates include opium and its derivatives—morphine and heroin.

Opium, a drug derived from the poppy, has been known since an-
cient times for its pain-relieving qualities and its ability to induce sleep.
From the 1600s through the 1800s, it was widely used in Western med-
icine to treat a variety of ailments and was highly effective in deadening
the sensation of pain during surgery. In China, addictive opium smoking
was rampant by the late 1700s, where opium dens flourished. Some artists
and writers of the nineteenth century claimed that opium use intensified
their creativity by reducing their inhibitions.

Opium is grown around the world, and in some countries smoking the
drug continues to be common, though it is outlawed except for medicinal
purposes in most Western nations. Preparations of opium, such as pare-
goric, are sometimes prescribed for diarrhea. Codeine, an opium derivative,
is an ingredient in many pain-relieving medications and cough syrups.

Morphine is the active ingredient in opium. Discovered in 1805 by
Friedrich Sertürner (1783–1841), a German pharmacist, it is the most ef-
fective naturally occurring compound used for the relief of pain in med-
icine and surgery. Its narcotic properties also produce a calming effect,
protecting the body’s system during traumatic shock. Once the hypoder-
mic syringe (needle) was invented in 1853, the use of morphine injec-
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Detoxify: To remove poisonous substances from the body, generally
performed by the liver and kidneys.

Endorphins: A group of naturally occurring substances in the brain
that act as analgesics, or pain relievers, and are released in response
to emotional or physical stress; sometimes referred to as “internal
morphine.”

Narcotic: A drug, such as an opiate, that dulls the senses, relieves
pain, and causes sleep.

Opiate: Any derivative of opium, for example, morphine or heroin.

Withdrawal: The act of giving up the use of a drug by an addict, usu-
ally accompanied by unpleasant symptoms.



tions for the relief of pain was adopted enthusiastically by the medical
community. (Some doctors even taught their patients how inject them-
selves.) Morphine’s popularity extended to America’s Civil War battle-
fields, where the drug was used to treat wounded soldiers. Tragically,
thousands of people worldwide became addicted to the drug.

In 1898, the Bayer corporation (the maker of aspirin) synthesized
(produced by chemical means) heroin from morphine and marketed it as
a remedy for morphine addiction. Heroin, however, proved to be even
more addictive than morphine. Used in a powder form that is dissolved
in water and injected into the user’s vein, heroin provides an immediate
sensation of warmth and relaxation. Physical or mental pain is relieved,
and the user enters a deeply relaxed state for a few hours. The powder
also can be inhaled for a milder effect. Heroin is extremely habit-form-
ing: with only a few doses the user is “hooked.”

Cocaine. Cocaine is a white, crystalline powder produced from the
leaves of the coca plant, a South American shrub. It is extremely and pow-
erfully addictive—some people need only a single exposure for addiction
to occur. For centuries, South American Indians have chewed the coca
leaves for their stimulating and exhilarating effect. Cocaine came into use
as a local anesthetic in the late 1800s because of its numbing properties.
As a pain reliever and stimulant, it was a common ingredient in popular
nonprescription medicines of the late 1800s and early 1900s. By the end
of the twentieth century, cocaine was used only occasionally in the med-
ical field, sometimes as a local anesthetic for some kinds of surgery. Most
cocaine now is purchased and used illegally. The white powder is often
inhaled (“snorted”), sometimes injected, and as free base is smoked. A
solid crystalline form known as crack, the most potent form of cocaine,
is also smoked. Unlike the opiates, which cause drowsiness, cocaine gives
its users energy.

Caffeine. Caffeine is a stimulant found in coffee, tea, chocolate, and
cola drinks. It has been part of the human diet for many centuries and is
one of the most widely used central nervous system stimulants in the
world. In recent years, researchers have raised questions about possible
risks associated with high caffeine intake, but no definite conclusions have
been reached about the harmfulness of moderate amounts. However, some
experts consider drinking large amounts of coffee or cola beverages evi-
dence of a true addiction to caffeine.

Nicotine. Nicotine, the active ingredient in tobacco, is highly addic-
tive, and cigarette smoking is among the most difficult habits for people
to break. Many societies throughout the world have prized nicotine for
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its mood-altering properties: it is said to produce either relaxation or
arousal, depending on the user’s state. Addiction to nicotine results in
more than 400,000 premature deaths each year from smoking-related ill-
nesses such as emphysema and lung cancer.

Withdrawal. Withdrawal symptoms are caused by psychological, phys-
iological, and chemical reactions in the body that are brought on as 
the amount of the addictive chemical in the blood begins to fall. Abrupt
withdrawal from alcohol can result in uncontrollable bodily shaking, 
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hallucinations, and seizures. Withdrawal from cigarettes can cause irri-
tability and intense craving for nicotine. A coffee drinker may experience
headaches and mood changes without the beverage. The hard drugs such
as heroin and cocaine produce intense, sometimes violent, withdrawal
symptoms. Abdominal pain, nausea, chills, tremors, sweating, hallucina-
tions, and panic increase until eased by more of the same drug or treat-
ment with medication to relieve the symptoms.

Nonchemical addictions
Gambling. Compulsive gambling begins with placing small bets on
horses or playing low-stakes card games or craps. As the gambler expe-
riences the exhilaration of winning, he or she engages in bigger, more fre-
quent, and more irrational betting. Gamblers place ever-larger bets to
make up for their losses and have been known to lose their jobs, their
homes, and their families as a result of their addiction.

Work. Among addictions, no other is so willingly embraced than that
of a workaholic, or a person addicted to work. On the surface, it might be
difficult to tell if a person is a workaholic or just a hard and loyal worker.
However, if work overshadows all other responsibilities in a worker’s life,
then the results can be telling. Focusing on work, workaholics tend to ne-
glect their families, leaving the responsibility of raising their children
solely to their spouses. All other social obligations are often neglected, as
well. Finally, workaholics tend to neglect themselves, experiencing dete-
riorating health as they push themselves to the limit at work without re-
gard for sleep or food. Counseling to identify the reason a person throws
himself or herself into work is key for overcoming this addiction.

Internet. The Internet connects people all over the globe, exposing
them to new cultures and offering vast amounts of information. But when
the computer world begins to rival the real world, it becomes an addic-
tion. Internet addiction insulates people from intimate settings and rela-
tionships. Some people would rather commune with a computer than with
their spouses and children. Many marriages, families, and even promis-
ing careers at work have been lost because an individual has become ad-
dicted to the Internet. Since this is such a relatively new disorder, few
self-help groups exist. Strangely enough, there are some on-line support
groups designed to wean people from the Internet.

Others. Other compulsions or addictions include exercise, especially
running. Running long distances triggers the release of morphinelike sub-
stances in the brain called endorphins, producing a feeling of euphoria or
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happiness. This is the “high” that runners often describe. The high feels
so good that the compulsive runner may engage in his hobby despite bad
weather, injury, or social and family obligations. Excessive weight loss
can also occur as a result of compulsive exercise.

The addict
The single characteristic common among all addicts—whether their

addiction is chemical or nonchemical—is low self-esteem. Some experts
believe that certain people are born with the predisposition (tendency) to
become addicted to drugs or alcohol, particularly if one or both of the bi-
ological parents was a substance abuser. Social and psychological factors
also may lead an individual to addiction. A desire to fit in, an attempt to
relieve anxiety, an inability to cope with the stresses of daily life—all of
these factors have been cited as possible springboards to addiction.

Treatment of addiction
Treatment of chemical addiction includes medical care of symptoms

related to substance abuse and enrollment in a drug or alcohol rehabili-
tation program. In addition, participation in a self-help group such as Nar-
cotics Anonymous or Alcoholics Anonymous can provide the emotional
support an addict needs to stay away from drugs or alcohol. Psychologi-
cal counseling and self-help groups can also be effective in treating non-
chemical addictions.

It is often difficult to break the psychological and physical grip of
addiction. Success depends upon the willingness of the addict to admit
that a problem exists—and possession of the strength and determination
to overcome it. Many former addicts have enough resolve to avoid drugs
and alcohol for the rest of their lives, but studies show an equal number
will take up the habit again.

[See also Alcoholism; Cocaine; Eating disorders; Marijuana]

‡�Adhesives
Adhesives bond two or more materials at their surfaces. Any time you
reattach a handle that has broken off a cup, paste a photograph into an
album, or tape a message to a friend’s door, you use an adhesive.

Natural adhesives such as beeswax, resin (tree sap), and bitumen
(asphalt) have been used since earliest times. Ancient Egyptians used flour
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paste in the making of papyrus (reed paper) and glue made from animal
skin and bones for woodworking. Monks of the Middle Ages (400–1450)
used egg white to glue gold leaf to their illuminated (decorated) manu-
scripts.

Flour paste, animal glue, and egg white are examples of natural ad-
hesives. Natural adhesives are still widely used but have been replaced
for most applications by synthetic adhesives. Synthetic adhesives are com-
pounds invented by chemists with special properties that make them use-
ful for various kinds of bonding. For example, two metals can be bonded
to each other using an epoxy resin, a type of plastic. Or metal can be
bonded to wood using a rubberlike material known as neoprene.

New adhesives and new applications
Researchers are constantly looking for new kinds of adhesives and

new ways to use them. For example, engineers at European Airbus, one
of the world’s largest manufacturers of airplanes, has found that plasti-
clike adhesives can be used to hold airplane sections together. The adhe-
sives are cheaper and easier to use than traditional welds and rivets.

A better adhesive is not always a stronger adhesive. The material
used on Post-itTM notes is an example. This adhesive is just strong enough
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to hold a Post-itTM note to another piece of paper, wood, glass, or plas-
tic. But it comes loose easily and can be reattached many times. Post-itTM

notes were created in 1974 by Arthur Fry, a chemist at the Minnesota
Mining and Manufacturing Company (3M). Fry made use of a “failed”
discovery by a colleague who was trying to make a very strong adhesive,
instead producing a very weak one.

One of the most widely used forms of adhesives is adhesive tape.
Adhesive tape consists of an adhesive that has been attached to paper,
cloth, rubber, plastic, or some other material. The familiar Scotch tapeTM

is perhaps the best known of all adhesive tapes. Scotch tapeTM was in-
vented in the 1920s by Richard Drew, another chemist at the 3M com-
pany. Drew found a way to coat Du Pont’s newly invented cellophane
tape with a thin layer of adhesive to make it the all-purpose aid present
in most households today. Variations of the original Scotch tapeTM in use
today are carpet tape, masking tape, duct tape, and sealing tape.

‡�Aerodynamics
Aerodynamics is the study of air flow over airplanes, cars, and other ob-
jects. Airplanes fly because of the way in which air flows over their wings
and around their bodies, so a knowledge of aerodynamics is crucial to the
design and construction of airplanes. The efficiency with which automo-
biles use fuel is also a function of air flow. Even stationary objects are
affected by aerodynamics. Winds blowing past a tall building, for exam-
ple, may cause windows to pop out if they are not properly designed and
installed.

Factors affecting air flow
Four properties of air affect the way in which it flows past an ob-

ject: viscosity, density, compressibility, and temperature. Viscosity is the
resistance of a fluid to flow. Molasses is very viscous because is flows
slowly, while water is less viscous because it flows readily. The viscos-
ity of air is important in aerodynamics because air tends to stick to any
surface over which it flows, slowing down the motion of the air.

The density and compressibility of air are important factors at high
speeds. As an object travels rapidly through air, it causes air to become
compressed and more dense. As a result, other properties of air then change.

The effects of temperature change on air flow also become impor-
tant at high speeds. A regular commercial airplane, after landing, will feel
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cool to the touch. But the Concorde jet, which flies at twice the speed of
sound, will feel hotter than boiling water.

Laminar and turbulent flow
Air can travel over a surface following patterns of flow referred to

as either laminar or turbulent. In laminar or streamlined flow, air moves
with the same speed in the same direction at all times. The flow appears
to be smooth and regular. Bernoulli’s principle applies during laminar
flow. Bernoulli’s principle states that a fluid (such as air) traveling over
the surface of an object exerts less pressure than if the fluid were still.
Airplanes fly because of Bernoulli’s principle. When an airplane takes
off, air rushes over the top surface of its wing, reducing pressure on the
upper surface of the wing. Normal pressure below the wing pushes the
wing upward, carrying the airplane upward along with it.

Turbulent flow is chaotic and unpredictable. It consists of irregular ed-
dies (circular currents) of air that push on a surface in unexpected ways. The
bumpy ride you may have experienced on a commercial airplane could have
resulted from the development of turbulent flow over the airplane’s wings.
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Skin friction and pressure drag
Drag is any force that tends to prevent an object from moving for-

ward. One source of drag in airplanes and automobiles is skin friction.
As air passes over the surface of either vehicle, friction between air and
surface tends to slow the plane or automobile down. One of the goals of
transportation engineers is to find a shape that has the least amount of
skin friction, thus reducing the amount of drag on the vehicle. Sleek, tear-
drop-shaped cars became popular in the middle to late 1990s because they
had so little skin friction.

Engineers also work to reduce pressure drag. Pressure drag is caused
by abrupt changes in the shape of a car or airplane. The point at which
the roof of a car ends, as an example, is a point of high pressure drag. A
car designed with a smooth transition from roof to trunk will have less
pressure drag and, therefore, will travel more smoothly.

Airfoil
An airfoil is a two-dimensional cross section of the wing of an air-

plane as viewed from the side. Engineers seek to design airfoils that will
have the greatest amount of lift and the least amount of drag. One factor
important in the design of an airfoil is the curvature, or camber, of the
upper side of the wing. The greater the camber, the faster air moves over
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Airfoil: The cross section of an airplane wing parallel to (or running
in the same direction as) the length of the plane.

Angle of attack: The angle that the length of the airfoil forms with
an oncoming airstream.

Camber: The additional curvature of the upper surface of the airfoil
relative to the lower surface.

Induced drag: Also known as drag due to lift; the drag on the air-
plane due to vortices (whirling patterns of air) on the wingtips.

Stall: A sudden loss of lift on the airplane wing when the angle of
attack increases beyond a certain value.

Supersonic speed: A speed greater than that of sound.



the upper surface and the greater the lift to the wing. The amount of cam-
ber in a wing is changed by means of flaps and slats in the wing that pro-
duce different amounts of lift during take-off, cruise, and landing.

Another factor affecting lift is the angle of attack: the position of
the wing in comparison to the ground. As the forward edge of the wing
is tipped downward, the amount of lift on the wing is increased. Increas-
ing the angle of attack too much, however, may result in a sudden loss
of lift, causing the airplane to lose all lift and go into a stall.

Induced drag
Air movement around an airplane wing can also cause drag effects.

At the very tip of the wing, air traveling above and below the wing meet
and produce whirlpool-like patterns known as vortices. These vortices
tend to pull the wing downward, thus producing drag forces on the wing.
These forces are known as induced drag.

Stability and control
Aerodynamics is applied to other problems of air flight as well. Air-

planes have tendencies to rotate in one of three directions: in a horizon-
tal back-and-forth motion around the center of the airplane, in a front-
over-back motion, or in a rolling fashion, wing-over-wing. Special
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Bernoulli’s Principle

What do jet airplanes and a baseball pitcher’s curveball have in
common? They both depend on Bernoulli’s principle for their operation.
Bernoulli’s principle states that the faster a fluid (such as air or water)
flows over a surface, the less pressure the fluid exerts on that surface.

In the case of the jet airplane, air travels faster over the top
of the wing than across the bottom of the wing. Since the pressure on
top of the wing is reduced, the airplane is pushed upward. A pitcher
can cause a baseball to curve by making it spin. On one side of the
ball, air carried along by the spinning ball rushes past in the same
direction the ball is traveling. On the other side of the ball, air is
pushed in the opposite direction. On the side of the ball where air is
traveling faster, pressure is reduced. Higher air pressure on the opposite
side of the ball pushes it out of a straight path, causing it to curve.



controls must be developed to prevent loss of control in any of these di-
rections, any one of which could cause the airplane to crash. Ailerons
(pronounced AYL-uh-ronz) are one such control. They prevent a rolling
action by increasing the lift on one wing while decreasing it on the other.

Supersonic flight
Flight at speeds greater than that of sound present special problems

for engineers. One reason is the importance of the compressibility of air
at these speeds. Sound waves produced by an aircraft moving through the
air travel more slowly than the aircraft itself. This produces a shock wave
characterized by an abrupt change in temperature, pressure, and density
that causes a steep increase in the drag and loss of stability of the aircraft.
The loud sonic boom one hears is the wave hitting Earth’s surface.

The need to overcome the effects of shock waves has been a major
problem for engineers. Swept-back wings are one way of reducing the ef-
fects of shock. The delta or triangular wings of the supersonic Concorde
and several military airplanes are another solution. The most advanced
airplane designs actually call for the complete retraction of the wings dur-
ing the fastest part of a flight, converting them into a rocket for part of
the trip.

[See also Aircraft; Balloon; Fluid 
dynamics]

‡�Aerosols
Aerosols are collections of tiny particles of solid
and/or liquid suspended in a gas. The size of
particles in an aerosol ranges from about 0.001
to about 100 microns. (A micron is one-mil-
lionth of a meter.) The most familiar form of an
aerosol is the pressurized spray can, which can
dispense anything from hair spray to enamel
paint to whipping cream. Aerosols are produced
by a number of natural processes and are now
manufactured in large quantities for a variety of
commercial uses. They are also at the root of a
number of environmental problems, including
air pollution and destruction of ozone, a natural
component of Earth’s atmosphere.

4 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Aerosols

An aerosol spray can.

(Reproduced by permission of

Field Mark Publications.)



Classification
Aerosols are commonly classified into various subgroups based on

the nature and size of the particles of which they are composed and, to
some extent, the manner in which the aerosol is formed. Although rela-
tively strict scientific definitions are available for each subgroup, these
distinctions may become blurred in actual practical applications. The most
important of these subgroups are fumes, dusts, mists, and sprays.

Fumes. Fumes consist of solid particles—ranging in size from 0.001
to 1 micron—suspended in a gas. Probably the most familiar form of a
fume is smoke. Smoke is formed from the incomplete combustion of fu-
els such as coal, oil, or natural gas. The particles that make up smoke are
smaller than 10 microns in size.

Dusts. Dusts also contain solid particles suspended in a gas, usually
air, but the particles are larger in size than those in a fume. They range
from about 1 to about 100 microns in size, although they may be even
larger. Dust is formed by the release of materials such as soil and sand,
fertilizers, coal dust, cement dust, pollen, and fly ash into the atmosphere.
Because of their larger particle size, dusts tend to be more unstable and
settle out more rapidly than do fumes, which do not settle out at all.

Mists. Mists are liquid particles—less than about 10 microns in size—
dispersed in a gas. The most common type of mist is that formed by tiny
water droplets suspended in the air, as on a cool summer morning. If the
concentration of liquid particles becomes high enough to affect visibility,
it is then called a fog. A particular form of fog that has become signifi-
cant in the last half century is smog. Smog forms when natural moisture
in the air interacts with human-produced components, such as smoke and
other combustion products, to form chemically active materials.

Sprays. Sprays form when relatively large (10� microns) droplets of
a liquid are suspended in a gas. Sprays can be formed naturally, as along
an ocean beach, but are also produced as the result of some human in-
ventions such as aerosol can dispensers of paints, deodorants, and other
household products.

Sources
About three-quarters of all aerosols found in Earth’s atmosphere

come from natural sources. The most important of these natural compo-
nents are sea salt, soil and rock debris, products of volcanic emissions,
smoke from forest fires, and solid and liquid particles formed by chemi-
cal reactions in the atmosphere.
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Volcanic eruptions are major, if highly irregular, sources of atmos-
pheric aerosols. The eruptions of Mount Hudson in Chile in August 1991
and Mount Pinatubo in the Philippines in June 1991 produced huge vol-
umes of aerosols that had measurable effects on Earth’s atmosphere.

The remaining atmospheric aerosols result from human actions.
Some, such as the aerosols released from spray-can products, go directly
to form aerosols in the atmosphere. Others undergo chemical changes; for
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Acid rain: A form of precipitation that is significantly more acidic
than neutral water, often produced as the result of industrial processes.

Chlorofluorocarbons (CFCs): A group of organic compounds once used
widely as propellants in commercial sprays but regulated in the United
States since 1987 because of their harmful environmental effects.

Dust: An aerosol consisting of solid particles in the range of 1 to 100
microns suspended in a gas.

Electrostatic precipitator: A device for removing pollutants from a
smokestack.

Fume: A type of aerosol consisting of solid particles in the range
0.001 to 1 micron suspended in a gas.

Micron: One-millionth of a meter.

Mist: A type of aerosol consisting of droplets of liquid less than 10
microns in size suspended in a gas.

Ozone layer: A region of the upper atmosphere in which the concen-
tration of ozone is significantly higher than in other parts of the
atmosphere.

Smog: An aerosol form of air pollution produced when moisture in the
air combines and reacts with the products of fossil fuel combustion.

Smoke: A fume formed by the incomplete combustion of fossil fuels
such as coal, oil, and natural gas.

Spray: A type of aerosol consisting of droplets of liquid greater than
10 microns in size suspended in a gas.

Stack gases: Gases released through a smokestack as the result of
some power-generating or manufacturing process.



example, oxides of nitrogen and sulfur are produced during the combus-
tion of fossil fuels such as coal and oil. These oxides may be converted
to liquid or solid nitrates and sulfates, which are then incorporated into
atmospheric aerosols.

Physical properties
The physical and chemical properties of an aerosol depend to a large

extent on the size of the particles that make it up. When those particles
are very large, they tend to have the same properties as a macroscopic
(large size) sample of the same material. The smaller the particles are,
however, the more likely they are to take on new characteristics different
from those of the same material in bulk.

Aerosols tend to coagulate, or to collide and combine with each other
to form larger bodies. A cloud, for example, consists of tiny droplets of
water and tiny ice crystals. These particles move about randomly within
the cloud, colliding with each other from time to time. As a result of a
collision, two water particles may adhere (stick) to each other and form
a larger, heavier particle. This process results in the formation of droplets
of water or crystals of ice heavy enough to fall to Earth as rain, snow, or
some other form of precipitation.

Synthetic production
The synthetic production of aerosols for various commercial pur-

poses has become such a large industry that the term aerosol has taken
on a new meaning. Average citizens who know little or nothing about the
scientific aspects of aerosols recognize the term as referring to devices
for dispensing a wide variety of products, including hair spray, furniture
polish, and spray paint.

The concept of aerosol technology is relatively simple. A spray can
is filled with a product to be delivered (such as paint), a propellant, and
sometimes a carrier to help disperse the product. Pressing a button on the
can releases a mixture of these components in the form of an aerosol.

Most aerosols, however, are actually more complex than this simple
description. An aerosol pesticide, for example, must be formulated in such
a way that a precise amount of poison is released, enough to kill pests, but
not so much as to produce an environmental hazard. Similarly, an aerosol
throat spray must deliver a carefully measured quantity of medication.

The production of commercial aerosols fell slightly in the late 1980s
because of concerns about the ozone (see Environmental factors below)
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and other environmental effects. By 1992, however, their manufacture had
rebounded. In that year 990 million container units (bottles and cans) of
personal aerosol products and 695 million container units of household
products were manufactured.

Combustion aerosols
Aerosol technology has made possible vastly improved combustion

systems, such as those used in fossil-fueled power generator plants and
in rocket engines. The fundamental principle involved is that any solid or
liquid fuel burns only at its surface. The combustion of a lump of coal
proceeds relatively slowly because inner parts of the coal cannot begin to
burn until the outer layers are burned off first.

The rate of combustion can be increased by dividing a lump of coal
or a barrel of fuel oil into very small particles, the smaller the better.
Power-generating plants today often run on coal that has been pulverized
to a dust or on oil that has been converted to a mist. The dust or mist 
is then thoroughly mixed with an oxidizing agent, such as air or pure 
oxygen, and fed into the combustion chamber. The rate of combustion of
such aerosols is many times greater than would be the case for coal or oil
in bulk.

Environmental factors
A number of environmental problems have been connected to

aerosols, the vast majority of them associated with aerosols produced by
human activities. For example, smoke released during the incomplete
combustion of fossil fuels results in the formation of at least two major
types of aerosols that may be harmful to plant and animal life. One type
consists of finely divided carbon released from unburned fuel. This soot
can damage plants by coating their leaves and reducing their ability to
carry out photosynthesis (using light to break down chemical compounds).
It can also clog the alveoli—air sacs in human lungs—and interfere with
a person’s respiration.

A second type of harmful aerosol is formed when smokestack gases,
such as sulfur dioxide and nitrogen oxides, react with oxygen and water
vapor in the air to form sulfuric and nitric acids, respectively. Mists con-
taining these acids may be carried hundreds of miles from their original
source before conglomeration occurs and the acids fall to Earth as acid
rain. Considerable disagreement exists about the precise nature and ex-
tent of the damage caused by acid rain. But there seems to be little doubt
that in some locations it has caused severe harm to plant and aquatic life.
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Ozone depletion. A particularly serious environmental effect of
aerosol technology has been damage to Earth’s ozone layer. This damage
appears to be caused by a group of compounds known as chlorofluoro-
carbons (CFCs) which, for more than a half century, were by far the most
popular of all propellants used in aerosol cans.

Scientists originally felt little concern about the use of CFCs in
aerosol products because they are highly stable compounds at conditions
encountered on Earth’s surface. They have since learned, however, that
CFCs behave very differently when they diffuse into the upper atmos-
phere and are exposed to the intense solar radiation present there.

Under those circumstances, CFCs decompose and release chlorine
atoms that, in turn, react with ozone in the stratosphere (the atmospheric
region approximately 7 to 31 miles above Earth’s surface). As a result,
the concentration of ozone in portions of the atmosphere has been steadily
decreasing. This change could prove to be very dangerous, since Earth’s
ozone layer absorbs ultraviolet radiation from the Sun and protects living
things on our planet from the harmful effects of that radiation.

Technological solutions. Methods for reducing the harmful envi-
ronmental effects of aerosols such as those described above have received
the serious attention of scientists for many years. Consequently, a num-
ber of techniques have been invented for reducing the aerosol components
of things like stack gases. One device, the electrostatic precipitator, is
based on the principle that the particles of which an aerosol consists (such
as unburned carbon in stack gases) carry small electrical charges. By lin-
ing a smokestack with charged metal grids, the charged aerosol particles
can be attracted to the grids and pulled out of the emitted smoke.

Efforts aimed at solving the CFC/ozone problem have not yet been
as successful as those used to combat other forms of air pollution.
Chemists have developed and tested a number of substitutes for CFCs as
aerosol propellants. One group of special interest has been the hy-
drochlorofluorocarbons (HCFCs), CFC-like compounds that also contain
hydrogen atoms. Most CFC-substitutes tried so far, however, are very ex-
pensive, not efficient enough as a propellant, or equally harmful to the
environment.

The dangers of aerosol sniffing
Another risk associated with commercial aerosols is their use as

recreational drugs. Inhalation of some consumer aerosol preparations may
produce a wide variety of effects, including euphoria, excitement, delu-
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sions, and hallucinations. Repeated sniffing of aerosols can result in ad-
diction that can cause intoxication, damaged vision, slurred speech, and
diminished mental capacity.

[See also Acid rain; Pollution; Ozone]

‡�Africa
Africa is the world’s second largest continent, encompassing an area of
11,677,240 square miles (30,244,051 square kilometers), including off-
shore islands. Recognized as the birthplace of the human race and of many
other animal and plant species, it also possesses the world’s richest and
most concentrated deposits of minerals such as gold, diamonds, uranium,
chromium, cobalt, and platinum.

Origin of Africa
Geologically, Africa is 3.8 billion years old (Earth is 4.6 billion years

old). Present-day Africa, occupying one-fifth of Earth’s land surface, is
the central remnant of the ancient southern supercontinent called Gond-
wanaland, a landmass once made up of South America, Australia, Antarc-
tica, India, and Africa. This massive supercontinent broke apart between
195 million and 135 million years ago, split by the same geological
forces—continental drifting, earthquakes, volcanos—that continue to
transform Earth’s crust today.

General features
Africa has fewer high peaks than any other continent and few ex-

tensive mountain ranges. The major ranges are the Atlas Mountains along
the northwest coast and the Drakensberg Mountains in South Africa. The
highest point on the continent is Kibo (19,340 feet/5,895 meters), a peak
of Mount Kilimanjaro in northeast Tanzania. Despite its location near the
equator, the peak is permanently snowcapped.

Geologists characterize Africa’s topography (physical features) as a
collection of swells and basins. Swells are layers of rock warped upward
by Earth’s internal heat and pressure. Basins are broad, lower-lying areas
between swells. The continent can be visualized as an uneven tilted
plateau, one that slants down toward the north and east. The swells are
highest in East and central West Africa, where they are capped by vol-
canic flows originating from the Great Rift Valley.
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Great Rift Valley
The most distinctive and dramatic geological feature in Africa is the

Great Rift Valley. The rift opened up approximately 65 million years ago,
shortly after the dinosaurs became extinct. It extends almost 3,000 miles
(4,830 kilometers) from northern Syria down the eastern side of the African
continent to central Mozambique. The ranges in elevation of the valley are
great, from about 1,300 feet (395 meters) below sea level at the Dead Sea
to over 6,000 feet (1,830 meters) above sea level in southern Kenya.

The Great Rift Valley has a western branch that begins north of Lake
Albert (Lake Mobutu) along the Zaire-Uganda border. It then curves south
along Zaire’s eastern border, forming that country’s boundary with Bu-
rundi. This branch is punctuated by a string of lakes, the deepest being
Lake Tanganyika (on the boundary between Tanzania and Zaire), with a
maximum depth of 4,710 feet (1,436 meters).

The rift valley is alive seismically, with much earthquake-related ac-
tivity occurring. About once a decade lava flows and volcanic eruptions
take place in the Virunga mountain range on the Zaire-Uganda border.
The main or eastern branch of the rift valley experiences more volcanic
and seismic activity than the western branch. Geologists consider the ge-
ological forces driving the main branch to be those associated with the
origin of the entire rift valley and deem the main branch to be the older
of the two.

Human evolution
Hominids, or human ancestors, arose in the Great Rift Valley. Pa-

leontologists, scientists who study fossil remains, have unearthed in
Ethiopia and Tanzania hominid fossils that have been dated from three to
four million years old. Hominid remains have also been found in Mo-
rocco, Algeria, and Chad.

Volcanic activity outside the Great Rift Valley
Mount Cameroon, which stands 13,350 feet (4,005 meters), and a

few smaller neighboring volcanos in Cameroon on the Gulf of Guinea are
the only active volcanos on the African mainland outside of the Great Rift
Valley. However, extinct volcanos and evidence of their activity are wide-
spread on the continent. The Ahaggar Mountains in the central Sahara
Desert contain more than 300 volcanic necks, massive vertical columns
of volcanic rock, that rise 1,000 feet (305 meters) or more. Also in the
central Sahara, several hundred miles to the east in the Tibesti Mountains,
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there exist huge volcanic craters or calderas. In the Great Rift Valley, the
Ngorongoro Crater in Tanzania, surrounded by teeming wildlife and spec-
tacular scenery, is a popular tourist attraction. Volcanism formed the di-
amonds found in South Africa and Zaire. The Kimberly diamond mine in
South Africa is actually an ancient volcanic neck.

Origin of Sahara Desert
Between 1,600,000 and 11,000 years ago, the Sahara was subjected

to humid and then to arid (dry) phases, causing it to spread into adjacent
forests and green areas. About 5,000 to 6,000 years ago, further humid
and arid phases promoted desertification (the transformation of arid or
semiarid land into desert) in the Sahara as well as the Kalahari in south-
ern Africa. Earth scientists say the expansion of the Sahara is still occur-
ring today, with the desertification of farm and grazing land responsible
for the spread of famine in the Sahel or Saharan region.

Minerals and resources
Africa holds the world’s richest concentration of minerals and gems.

In South Africa, the two-billion-year-old Bushveld Complex, one of
Earth’s largest masses of igneous rock (cooled and hardened molten rock),
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Basins: Broad, lower-lying areas between swells.

Deforestation: Total clearing of trees and other plants from forest
areas.

Desertification: Transformation of arid or semiarid productive land
into desert.

Gondwanaland: Ancient supercontinent that was made up of present-
day Africa, South America, Australia, Antarctica, and India.

Swells: Layers of rock warped upward by Earth’s internal heat and
pressure.

Volcanic neck: A massive vertical column of volcanic rock, formed in
the vent of a volcano, that has been exposed by erosion of the flanks
of the volcano.



contains major deposits of metals such as platinum, chromium, and vana-
dium. These metals are indispensable in toolmaking and high-tech in-
dustrial processes. Almost all of the world’s chromium reserves are found
in Africa. Chromium is used to harden alloys (metal mixtures), to pro-
duce stainless steels, and to provide resistance to corrosion.

As for other minerals, one-half of the world’s cobalt is in Zaire. One-
quarter of the world’s aluminum ore is found in a coastal belt of West
Africa stretching 1,200 miles (1,920 kilometers) from Guinea to Togo,
with the largest reserves in Guinea. Uranium deposits are found in South
Africa, Niger, Gabon, Zaire, and Namibia. South Africa alone contains
one-half the world’s gold reserves. Mineral deposits of gold are also found
in Zimbabwe, Zaire, and Ghana.

Kimberlite pipes—vertical, near-cylindrical rock bodies caused by
deep melting in the upper mantle of Earth’s crust—are the main source
of gem and industrial diamonds in Africa. Africa contains 40 percent of
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the world’s diamond reserves, which are located in South Africa,
Botswana, Namibia, Angola, and Zaire.

Major coal deposits exist across northern and southern Africa and
in the central African countries of Zaire and Nigeria. Petroleum reserves
are high in northern Africa, particularly in Libya, Algeria, Egypt, and
Tunisia. Nigeria is the biggest petroleum producer in West Africa, fol-
lowed by Cameroon, Gabon, and the Congo. Angola contains the chief
petroleum reserves in southern Africa.

Modern-day climatic and environmental factors
The impact of humankind upon the African environment has been

far-reaching and undeniable. Beginning 2,000 years ago and accelerating
to the present day, belts of African woodlands have been cleared of trees
and other forest plants, a process known as deforestation. Such environ-
mental destruction has been worsened by the overgrazing of animals and
other agricultural abuses. Human-made climate changes, including possi-
ble global warming caused by the buildup of human-made carbon diox-
ide, chlorofluorocarbons (CFCs), and other greenhouse gases, have also
damaged the environment.

Deforestation, desertification, and soil erosion pose threats to
Africa’s artificial lakes and, thereby, the continent’s hydroelectric capac-
ity, or ability to produce electricity with water power. Africa has limited
water resources, and its multiplying and undernourished populations ex-
ert ever-greater demands on farmland that has to be irrigated. Many earth
scientists say using more environmentally friendly farming techniques and
practicing population control are vital to stabilizing Africa’s ecology and
protecting its resources and mineral wealth.

‡�Agent Orange
Agent Orange is one of several herbicidal (plant-killing) preparations that
was used by the U.S. military to destroy forests and enemy crops in Viet-
nam in the 1960s. Agent Orange was created by mixing equal quantities
of two agricultural herbicides commonly used to kill weeds: 2,4-D and
2,4,5-T. Present in the 2,4,5-T as an impurity was 2,3,7,8-tetra-
chlorodibenzo-p-dioxin (usually abbreviated to TCDD), a dioxin conta-
minant that is highly toxic to some animals. (Dioxin is a term used col-
lectively for a group of chemical by-products of papermaking and other
manufacturing processes.)
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History
During the Vietnam War (1961–75; a civil war between the com-

munist North and the democracy-seeking South), North Vietnamese guer-
rillas found cover in the lush jungles of South Vietnam. To deprive their
opponents of hiding places and food crops, the U.S. military instituted a
program called Operation Ranch Hand, which involved the aerial spray-
ing of herbicides. Ground spraying from boats, trucks, and backpacks 
occurred as well. In all, U.S. troops sprayed approximately 19 million gal-
lons (72 million liters) of Agent Orange and other herbicides over 4 mil-
lion acres (1.6 million hectares). This military strategy is thought to have
saved the lives of many U.S. combat soldiers who had been sent to fight
on behalf of the South Vietnamese.

Concerns arise over health effects
Concerns about the health effects of exposure to Agent Orange 

were initially voiced in 1970, following a study that reported the incidence
of birth defects in laboratory mice given high doses of the herbicide 
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Chloracne: A rash of skin lesions on the face, neck, and back caused
by exposure to TCDD.

Herbicide: A chemical substance used to destroy or inhibit plant growth.

Hodgkin’s disease: A type of cancer characterized by enlargement of
the lymph nodes, spleen, and liver and with accompanied weight loss,
heavy sweating, and itching of the skin.

Mangrove: Tropical coastal trees or shrubs that produce many support-
ing roots and that provide dense vegetation.

Non-Hodgkin’s lymphoma: Tumors that develop from cells in lymph
nodes, bone marrow, spleen, liver, or other sites in the body.

Soft-tissue sarcoma: A rare but varied group of tumors that arise in
the muscles, connective tissue, inner layer of skin, bone, and other
tissues.

Toxicity: The degree to which a chemical, in sufficient quantities, can
poison humans and other organisms.



2,4,5-T. TCDD, a dioxin contaminant of 2,4,5-T, was isolated as the 
actual cause of the birth defects. A commission established in 1970 to
study the effects of herbicides on the ecology and population of South
Vietnam reported that herbicides had not only destroyed vegetation and
food, but 2,4,5-T and its associated dioxin contaminant might possibly
have caused birth defects among South Vietnamese people who were ex-
posed to it.

On April 15, 1970, all use of 2,4,5-T in the United States was sus-
pended, except for the killing of weeds and brush on non-crop land. On
May 9, 1970, Operation Ranch Hand flew its last mission in Vietnam,
and U.S. forces stopped ground spraying in 1971. The herbicide was
banned completely in 1985 by the Environmental Protection Agency.

Toxicity of TCDD. TCDD is a by-product of the manufacture of
trichlorophenol, a chemical used to produce 2,4,5-T. Workers involved in
accidents or spills at factories where the herbicide 2,4,5-T is manufac-
tured have developed a condition called chloracne, a rash of skin lesions
on the face, neck, and back. After researchers developed a method to pro-
duce trichlorophenol with a reduced level of TCDD as a by-product, the
number of chloracne cases among factory workers in the herbicide in-
dustry decreased substantially.

The toxicity of the dioxin contaminant TCDD is the subject of con-
tinuing controversy and study. While some animals are very sensitive to
TCDD, others are more tolerant to it. A very small amount can kill 50
percent of guinea pigs exposed to it, but a dose thousands of times larger
is needed to cause the same number of deaths in hamsters.

Investigation of health effects
Serious health symptoms reported in 1977 by veterans of the Viet-

nam War spurred both the White House and the Veterans Administration
(VA) to institute studies to evaluate the possible long-term health effects
of herbicides and contaminants.

Exposure to TCDD in humans is measured by the amount of the
contaminant found in blood and fatty tissue, where it tends to accumu-
late. Studies determined that levels of TCDD in the blood of chemical
plant workers were strongly related to length of time of exposure.

Inadequate records of herbicide spraying and troop movements have
made it difficult to determine to what degree individuals were exposed to
herbicides and TCDD in Vietnam. Ranch Hand personnel who were heav-
ily exposed to Agent Orange had significantly higher TCDD levels than
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other veterans. The average TCDD concentrations of Vietnam veterans
who might have been exposed to Agent Orange on the ground did not
differ significantly from that of other veterans and civilians.

The Agent Orange Act of 1991, passed by the U.S. Congress, or-
dered the National Academy of Sciences (NAS) to review and evaluate
information regarding the health effects of exposure to Agent Orange 
and its components. Lacking enough information about the levels of 
herbicide exposure among Vietnam veterans to make any conclusions 
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regarding health effects, the NAS instead reviewed existing studies 
of people known to have been exposed to herbicides. In 1993, the 16-
member panel of experts classified possible health effects in four cate-
gories, depending on the degree to which they could be associated with
TCDD exposure.

In a 1996 update, the Institute of Medicine (IOM) reported new 
evidence upholding the 1993 finding of sufficient evidence of an associ-
ation between TCDD exposure and various disorders with symptoms in-
cluding tumors and skin lesions, including soft-tissue sarcoma, non-
Hodgkin’s lymphoma, Hodgkin’s disease, and chloracne. Porphyria
cutanea tarda (a rare skin disease) was downgraded from sufficient to
“limited/suggestive evidence of an association,” a category that also in-
cludes prostate cancer, multiple myeloma (cancer of bone marrow cells),
and respiratory cancers (cancers of the lung, larynx, or trachea).

The IOM also reported there was new “limited/suggestive evidence”
to show an association between TCDD exposure and the congenital birth
defect spina bifida (incomplete closure of the spinal column at birth) in
Vietnam veterans’ children. A neurological disorder suffered by veterans
was also placed in this category. The remaining two categories include
cancers or disorders that have insufficient or no evidence of an associa-
tion with TCDD exposure.

Ecological effects
The damage to the plant life of South Vietnam caused by the spray-

ing of Agent Orange is still visible today. The most severe damage oc-
curred in the mangrove forests (tropical trees and shrubs) of coastal ar-
eas where spraying left barren, badly eroded coastlines. The number of
coastal birds declined dramatically, and with the disappearance of the web
of water channels beneath the mangrove trees, fish were deprived of im-
portant breeding grounds. It is estimated that full recovery of the man-
grove forests to their former state will take at least 100 years.

The loss of commercially useful timber due to aerial spraying of
Agent Orange over dense inland forests was significant. About 10 per-
cent of the tall trees making up the forest canopy were killed. Smaller
shrubs now comprise the majority of vegetation in affected areas. Tus-
sock grasses and bamboo replaced woody plants destroyed by the spray-
ing. The beginnings of natural recovery can be seen, but it will be many
years before the forests will approach their former productivity.

As the rich, diverse tropical forests disappeared, so did animal habi-
tats. As a result, the number of bird and mammal species living in the ar-
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eas that were sprayed declined dramatically. Wild boar, wild goat, water
buffalo, tiger, and various species of deer became less common once the
cover and food resources of the forest were removed. Domestic animals
such as water buffalo, zebus (an Asian ox), pigs, chickens, and ducks were
also reported to become ill after the spraying of Agent Orange.

The contaminant TCDD is not easily or quickly broken down in soil,
and there is concern that herbicide residues might inhibit the growth of
crops and other plants. These by-products, which can be toxic, could then
be passed to humans through the food chain.

[See also Agrochemical]

‡�Aging and death
Aging is a series of biological changes that follow a natural progression
from birth through maturity to old age and death. For most people, ad-
vancing age is characterized by graying or thinning hair, loss of height,
wrinkling of the skin, and decreased muscular strength. Still, an active
lifestyle, including both exercise and sound nutrition, can contribute
greatly to achieving a long and productive life. Genetics (inherited phys-
ical characteristics) also appears to play a role in the process of aging and
death. People whose parents or grandparents live to old age seem to have
a better chance of living long lives themselves.

Great strides have been made in increasing the average life ex-
pectancy in humans in the United States. This is due largely to the elim-
ination of many diseases of early childhood and young adulthood and to
the advanced methods of treating diseases that in the past would have re-
sulted in early death. However, the maximum potential life span (how
long an organism can exist) of humans appears to remain the same—about
85 years—regardless of efforts to expand it.

Every species has a different normal life span. In most species, death
occurs not long after the reproductive phase of life ends. This is obvi-
ously not the case for humans. However, women do experience physical
changes when they are past their childbearing years. Levels of the hor-
mone estrogen begin to fall, which results in the gradual cessation, or
stopping, of menstruation. (Hormones are chemicals produced by the body
that regulate various bodily functions. Menstruation is the monthly shed-
ding of the lining of the uterus [womb] in nonpregnant females.) After
menopause (when menstruation ceases and childbearing is no longer pos-
sible), women produce less facial skin oil (which leads to wrinkling) and
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are at greater risk of developing osteoporosis (brittle bones). Men con-
tinue to produce nearly the same levels of facial oils and are thus less
prone to early wrinkling.

Effects of aging
As we age, our cells become less efficient and our bodies become

less able to carry out their normal functions. Muscles lose strength, hear-
ing and vision become less acute, reflex times slow down, lung capacity
decreases, and the heart’s ability to pump blood may be affected. In ad-
dition, the immune system weakens, making it less able to fight infection
and disease.

Theories on aging
No single theory on how and why people age is able to account for

all aspects of aging, but most take one of two approaches: (1) that hu-
mans are genetically programmed to age and die, and (2) that natural wear
and tear causes aging and eventual death. Arguments in favor of genetic
programming cite hormonal control and/or limited cell division (repro-
duction) as the mechanisms involved in the aging process. One hormonal
approach focuses on the hypothalamus (at the base of the forebrain), which
controls the production of growth hormones (which influence growth and
development) in the pituitary gland. It is thought that—possibly due to
the action of a hormonal clock—the hypothalamus either slows down nor-
mal hormonal function or that it becomes more error-prone with time,
leading to physiological aging.

Repeated experiments have shown that human cells grown in tissue
culture in the laboratory will divide only about 50 times before they die.
(Exceptions are cancer cells, which have unlimited growth, and brain and
muscle cells, which do not divide after birth). This suggests a genetic
clock that limits how many time cells can divide. It is thought that as cell
division decreases, as it does in older people, the functioning of the body
also begins to slow down, resulting in aging and eventual death.

The wear-and-tear theory of aging and death suggests that genes (the
molecules that carry instructions for passing on specific traits from one
generation to another) are altered by random mutations (changes in form)
that accumulate over time, gradually leading to aging and disease. Envi-
ronmental agents, such as X rays, ultraviolet radiation, and chemical tox-
ins, can contribute to this mutation process. All cells have the ability to
repair damaged DNA (deoxyribonucleic acid, the molecular basis of
heredity), but when these repair mechanisms fail, mutations can accu-
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mulate. This failure is also thought to be a factor in the development of
cancer.

Two other factors are thought to contribute to aging: (1) protein dam-
age from cross linkages and (2) the presence of free radicals in the body.
Cross linkages are faulty bonds that can form in proteins, such as colla-
gen. Collagen is a major component of connective tissue, which provides
support to organs and elasticity to blood vessels. Cross-linkage in colla-
gen molecules changes the shape and function of an organ’s collagen sup-
ports and decreases vessel elasticity. Free radicals are normal chemical by-
products resulting from the body’s use of oxygen. However, the buildup
of free radicals, often the result of environmental abuses, can alter cellu-
lar function, causing damage. Antioxidants, such as vitamins C and E,
block the action of free radicals and are therefore thought to retard aging.
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DNA (deoxyribonucleic acid): A compound composed of sugar, base,
and phosphate groups and located in the nucleus of cells where hered-
itary information is stored.

Gene: A section of a DNA molecule that carries instructions for the
formation, functioning, and transmission of specific traits from one
generation to another.

Gerontology: The scientific study of aging with regard to its physical,
social, economic, and psychological aspects.

Hormone: A chemical produced in living cells that is carried by the
blood to organs and tissues in distant parts of the body, where it reg-
ulates cellular activity.

Life expectancy: The average age of death of an individual within a
population.

Life span: The average maximum length of life for members of a
species.

Menopause: Period in a woman’s life when menstruation stops and
childbearing is no longer possible, usually occurring between the ages
of 45 and 50.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.



Diseases associated with aging
Diseases associated with aging include cancer, cardiovascular (or heart)

disease, diabetes mellitus, Alzheimer’s, and Parkinson’s. Diabetes is usually
characterized by decreased production of insulin. (Insulin is a hormone es-
sential to the metabolism of carbohydrates, sugars, and starches.) Alzheimer’s
is a degenerative disease of the brain cells that causes progressive loss of
memory and concentration, as well as impaired learning and judgment. It
primarily affects people over 65 years of age. As a larger proportion of Amer-
icans become elderly in the near future, scientists predict that the number of
Alzheimer’s cases will continue to rise. By 2050, it is estimated that 14
million Americans will have Alzheimer’s disease. Parkinson’s is a crip-
pling disease in which the muscles become increasingly rigid, movement—
such as walking—is difficult, and involuntary tremors (shakiness) develop.

Death
Death is marked by the end of blood circulation, the end of oxygen

transport to organs and tissues, the end of brain function, and overall or-
gan failure. The diagnosis of death can occur legally when breathing and
heartbeat have stopped and when the pupils are unresponsive to light. Al-
though Alzheimer’s disease and AIDS (acquired immunodeficiency syn-
drome) receive much attention in the press, the two major causes of death
in the United States are heart disease and cancer.

Other causes of death include stroke, accidents, infectious diseases,
murder, suicide, and euthanasia (ending a hopelessly sick person’s life for
reasons of mercy). Loss of life can also result from genetic diseases, bac-
terial and viral infections, drug use, and alcoholism.

‡�Agriculture
The development of agriculture—the raising of crops and animals for
food—has been fundamental to the development of civilization. Farming
brought about the settlement of farm communities, which grew into towns
and city-states. Farming also made possible sedentary (settled) lifestyles,
which in turn led to increased technological development. As growing
populations demand an ever-increasing food supply, the need for agri-
cultural advances continues to this day.

Four stages of agricultural development
Agriculture advanced in four major stages that were closely linked

with other key historical periods. The first, the Neolithic or New Stone
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Age, marks the beginning of sedentary farming. Although much of this
history is lost in antiquity, dating back 10,000 years or more, anthropol-
ogists believe farming arose because of increasing population. The major
technological development of this ancient time was the plow. Appearing
in Mesopotamia (an ancient region in southwest Asia) around 4000 B.C.,
the plow allowed farmers to plant crops in rows, saving time and in-
creasing food production.

The second major advance came as a result of Spanish explorer
Christopher Columbus’s voyages to the New World in the late fifteenth
century. The connecting of the New World and the Old World saw the
exchange of farming products and methods. From the New World came
maize (Indian corn), beans, the “Irish” potato, squash, peanuts, tomatoes,
and tobacco. From the Old World came wheat, rice, coffee, cattle, horses,
sheep, and goats. Several Native American tribes adopted new lifestyles,
notably the Navajo as sheepherders and the Cheyenne as nomads (wan-
derers) who used the horse to hunt buffalo. In the twentieth century, maize
is a staple food in Africa.

The Industrial Revolution of the eighteenth and nineteenth centuries
both contributed to and was supported by agriculture. The greatest agri-
cultural advances came in transportation, where canals, railroads, and then
steamships made possible the shipment of food. This in turn increased
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productivity, but most important, it reduced the threat of starvation. With-
out these massive increases in food shipments, the exploding populations
could not have been fed and the greatly increased demand for labor by
emerging industries could not have been met.

As a consequence, the Industrial Revolution introduced major ad-
vances in farm technology, such as the cotton gin, mechanical reaper,
threshing machine, mowing machine, improved plows, and, in the twen-
tieth century, tractors and trucks. These advances enabled fewer and fewer
farmers to feed larger and larger populations, freeing workers to fill de-
mands for factory labor and the growing service industries.

Finally, scientific advances of the twentieth century—the refrigera-
tion of meat, the development of hybrid crops, research into genetics—
have greatly benefitted agriculture. Great potential exists for the devel-
opment of crop and animal varieties with greatly improved dietary
characteristics, such as higher protein or reduced fat.

Drawbacks to the rise of agriculture
The agricultural revolution is also associated with some of hu-

mankind’s darker moments. In the tropical and subtropical climates of the
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New World, slave labor was used extensively in farm fields in the eigh-
teenth and nineteenth centuries. In the late twentieth century, the mass
production of animals, especially in close quarters, has been extremely
controversial. While farmers view new breeding practices as useful means
to producing more food, animal rights activists protest them as showing
a disregard for animals’ comfort and welfare. Additionally, the widespread
use of fertilizers, pesticides, and other chemicals in agriculture have led
to serious pollution crises in many areas of the world.

Famine throughout history shows mankind’s desperate dependence
on agriculture. Advances in farming, especially in the last few centuries,
have led to increases in population. Growing populations—made possi-
ble by food surpluses—have forced agricultural expansion onto less and
less desirable lands. Because agriculture drastically simplifies ecosystems
(communities of plants and animals) and greatly increases soil erosion,
many areas such as the Mediterranean basin and tropical forestlands have
severely deteriorated.

The future of agriculture
Some argue that the agricultural revolution masks the growing haz-

ards of an overpopulated, increasingly contaminated planet. In the nine-
teenth and twentieth centuries, agriculture more than compensated for the
population explosion. Through scientific advances in areas such as ge-
netic engineering, there is hope that the trend will continue. However, the
environmental effects of the agricultural progress could soon undermine
any advances if they are not taken seriously.

[See also Agrochemical; Crops; Organic farming; Slash-and-
burn agriculture]

‡�Agrochemical
An agrochemical is any substance used to help manage an agricultural
ecosystem, or the community of organisms in a farming area. Agro-
chemicals include: (1) fertilizers, (2) liming and acidifying agents, (3) soil
conditioners, (4) pesticides, and (5) chemicals used in animal husbandry,
such as antibiotics and hormones.

The use of agrochemicals has been critical to the raising crops for
food. However, some of these chemicals cause substantial environmental
and ecological damage, greatly reducing their benefits.
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Fertilizers
Fertilizers are substances that are added to farmlands to encourage

plant growth and to increase crop yields. Fertilizers may be chemically
manufactured (synthetic) or be made from organic (living) material such
as recycled waste, animal manure, or compost (decaying vegetation). Most
fertilizers contain varying amounts of nitrogen, phosphorus, and potas-
sium, which are inorganic (nonliving) nutrients that plants need to grow.
Globally, about 152 million tons (138 million metric tons) of fertilizers
are used each year. In the United States, the yearly total is about 21 mil-
lion tons (19 million metric tons).

Liming and acidifying agents
Crops planted in soil that is either too acidic or too alkaline (basic)

cannot obtain the proper nutrients they need to grow from that soil. Acidic
soils, an especially common problem in agriculture, can be caused by var-
ious factors, including acid rain (precipitation that contains weak sulfuric
and nitric acids) and the use of certain types of fertilizers. Acidic soils are
commonly neutralized by adding compounds that contain calcium, usually
in the form of powdered limestone or crushed oyster or mussel shells.

Much less common are alkaline soils, caused by the presence of
large amounts of limestone or calcium. Alkaline soils can be brought into
balance by adding sulfur compounds or certain types of acidic organic
matter, such as peat (rotted vegetable matter found in bogs).
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Fertilizers: Any substance added to agricultural lands to encourage
plant growth and higher crop production.

Hormone: A chemical produced in living cells that is carried by the
blood to organs and tissues in distant parts of the body, where it reg-
ulates cellular activity.

Liming and acidifying agents: Substances added to soil to bring it
into balance if it is too acidic or alkaline (basic).

Pesticides: Substances used to reduce the abundance of pests, any liv-
ing thing that causes injury or disease to crops.



Soil conditioners
Soil conditioners are materials that are added to soil, usually to in-

crease its ability to hold water and oxygen. Materials used as soil condi-
tioners include peat, livestock manure, sewage sludge, and even shredded
newspapers. Compost is probably the best soil conditioner because it keeps
soil from becoming too acidic or too alkaline and it supplies the soil with
organic nutrients.

Pesticides
Pesticides are used to eliminate the presence of pests, any living

thing that causes injury or disease to crops. Although many kinds of pes-
ticides are used in agriculture, they can be categorized into simple groups
according to the pest they are targeting. Herbicides are used to kill weeds,
any non-desired plant that interferes with the growth of crops. Fungicides
are used to protect agricultural plants from fungal diseases. Insecticides
are used to kill insects that eat crops or stored grains. Other pesticides
target snails, slugs, mites, rodents, and birds.

Very large quantities of pesticides are used in modern agriculture.
Globally, about 4.4 to 6.6 billion pounds (2 to 3 billion kilograms) of 
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pesticides are used each year, at a total cost of about $20 billion. The
United States alone accounts for about one-third of all pesticide usage.

Agrochemicals used for animal husbandry
Various agrochemicals are given to livestock. Antibiotics are ad-

ministered, either by injection or combined with feed, to control infec-
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tious diseases and parasites that often arise when animals are raised un-
der extremely crowded conditions. Hormones are routinely administered
to increase the growth and productivity of animals, such as the bovine
growth hormone given to cows.

Environmental effects of the use 
of agrochemicals

While agrochemicals increase plant and animal crop production, they
can also damage the environment. Excessive use of fertilizers has led to
the contamination of groundwater with nitrate, a chemical compound that
in large concentrations is poisonous to humans and animals. In addition,
the runoff of fertilizers into streams, lakes, and other surface waters can
increase the growth of algae, leading to the death of fish and other aquatic
animals.

Pesticides that are sprayed on entire fields using equipment mounted
on tractors, airplanes, or helicopters often drift away from the targeted
field, settling on nearby plants and animals. Some older pesticides, like
the powerful insecticide DDT (dichlorodiphenyltrichloroethane), remain
active in the environment for many years, contaminating virtually all
wildlife, well water, food, and even humans with whom it comes in con-
tact. Although many of these pesticides have been banned, some newer
pesticides still cause severe damage. In North America, for example, it is
believed that millions of wild birds are killed each year from exposure to
the agricultural insecticide carbofuran.

These and other environmental effects have prompted researchers to
search for nonchemical methods of enhancing soil fertility and dealing
with pests. These alternatives, however, are still quite expensive at the
beginning of the twenty-first century and are not yet in widespread use.
In late 2000, the United Nations Environment Program organized a meet-
ing to draft a global treaty to restrict the production and use of twelve
persistent organic pollutants (POPs), especially those used as pesticides.
The twelve toxic chemicals cited, which environmentalists have called
the “dirty dozen,” include eight pesticides: aldrin, chlordane, DDT, diel-
drin, endrin, heptachlor, mirex, and toxaphene. Since it is still widely used
in Africa to control malaria, DDT was given a special exemption. It can
be used in those countries until replacement chemicals or strategies can
be put into place. One hundred and twenty-two nations (including the
United States) agreed to the treaty, but before it can take effect, at least
fifty of those nations must also ratify it.

6 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Agrochemical



‡�AIDS (acquired
immunodeficiency
syndrome)

Acquired immunodeficiency syndrome (AIDS) is a disease caused by the
human immunodeficiency virus (HIV). HIV damages the immune system
by attacking certain white blood cells called lymphocytes (specifically
those called helper T cells). Lymphocytes normally help to protect the
body against invading microorganisms. When these cells are destroyed,
the body loses its ability to fight infection and becomes vulnerable to a
variety of infections and rare cancers that are the hallmarks of AIDS.

From 1981 (when cases of AIDS were first recorded) through 2000,
more than 753,000 cases of AIDS had been reported in the United States,
resulting in over 360,000 deaths, 5,086 of which were children under the
age of 15. It is the leading cause of death for people between the ages of
25 and 44. The World Health Organization estimated that at the begin-
ning of the twenty-first century, 36.1 million adults and children around
the world were living with AIDS or the virus. An estimated 21.8 million
people have died from AIDS since the epidemic began. In 2000 alone,
AIDS caused the deaths of an estimated 3 million people, including 1.3
million women and 500,000 children under 15. Eighty percent of those
deaths occurred in Africa. Cases in Eastern Europe and Russia almost
doubled in 2000. No cure has yet been found for the disease, and no vac-
cine is presently available to prevent it.

History and spread of AIDS
In the late 1970s, a rare form of cancer called Kaposi’s sarcoma and

an unusual type of pneumonia called Pneumocystis carinii began to ap-
pear in previously healthy homosexual and bisexual men in the United
States. It was found that the patient’s immune systems were not func-
tioning properly, causing them to be susceptible to diseases that would
not normally occur in a healthy person. Named AIDS in 1981, this de-
struction of the immune system also began to be seen among intravenous
drug users, persons who had received blood transfusions, and sexual part-
ners of people with the disease. It was determined that AIDS was caused
by a virus that could be passed from person to person through contact
with blood or bodily fluids. In 1983, the virus believed to cause AIDS
was discovered and named HTLV-III (human T-cell lymphotropicvirus
type III). It’s name was soon changed to human immunodeficiency virus,
or HIV.
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In early 2000, scientists at the Los Alamos National Lab in New
Mexico traced the origin of the AIDS epidemic to one or a small group
of humans around 1930. Previously, scientists had believed the epidemic
arose around the 1950s. Experts now believe that the original virus nor-
mally infected chimpanzees. Somehow it spread to people, perhaps
through a bite or a hunting mishap, in west equatorial Africa. Just when
and how this happened still mystifies scientists.

How HIV damages the immune system
HIV damages the immune system by invading infection-fighting

lymphocytes called helper T cells and eventually killing them. HIV en-
ters helper T cells, then replicates (makes exact copies of itself) and pro-
duces new virus particles that are released into the bloodstream to attack
other cells. A person infected with HIV may have no symptoms for 10
years or more before progressing to AIDS. In fact, by the late 1990s, some
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Full-blown AIDS: The stage of HIV infection in which the immune sys-
tem is so damaged that it can no longer fight off disease.

Helper T cell: A type of lymphocyte that is involved in the immune
response and that is the primary target for the AIDS virus.

Immune system: The body’s natural defense system that guards
against foreign invaders and that includes lymphocytes and antibodies.

Intravenous drug: A drug injected into a vein of the body with a 
needle.

Kaposi’s sarcoma: A rare cancer that forms purplish patches on the
skin and mucous membranes in various parts of the body.

Lymphocyte: A type of white blood cell that is involved in the body’s
immune response.

Pneumocystis carinii: A pneumonia caused by a parasite and seen
especially in persons whose immune systems are damaged.

Vaccine: A substance made from a killed or weakened live virus that 
is given to a person to provide them with immunity to a particular
disease.



people who had been diagnosed as HIV-positive seemed to have been
able to “beat” the virus before it turned into full-blown AIDS. After treat-
ment with a combination of drugs—known informally as cocktails—the
levels of HIV in their blood decreased dramatically or even disappeared.
(It is still unclear how these patients will fare over the long run.) Once a
person is diagnosed with full-blown AIDS, however, survival rates drop
sharply; death often occurs within five years.

Methods of transmission
AIDS can be transmitted through semen or vaginal fluids during un-

protected sex with an infected person and through direct contact with in-
fected blood. Intravenous drug users who share hypodermic needles are
at an especially high risk. The AIDS virus can also be passed from an in-
fected mother to her unborn child. Since screening measures began in
1985, transmission of the disease through transfusions of donated blood
or blood products is now rare.

Scientists do not believe AIDS can be transmitted through saliva.
There are enzymes in saliva that can break down the virus, and the pH
(measure of the acidity of a solution) of the mouth is detrimental to the
survival of the virus.
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Stopping the spread of AIDS
Efforts by health officials to stop the spread of AIDS have included

urging couples to use condoms when engaging in sexual intercourse and
promoting sex education. In addition, certain communities have instituted
needle-exchange programs, in which intravenous drug users can turn in
used hypodermic needles for new sterile ones.

HIV does not survive well outside the human body. It can be eas-
ily killed or deactivated by using heat, hand soap, hydrogen peroxide, or
any solution containing 25 percent alcohol, bleach, Lysol, or other disin-
fectants.

AIDS therapies, vaccines, and 
a new treatment approach

There is presently no cure for AIDS. However, new therapies in-
volving a combination of old drugs such as AZT and new drugs called
protease inhibitors (the aforementioned cocktails) have shown some suc-
cess in preventing HIV from reproducing itself once infection has taken
place. This has the effect of reducing the amount of the virus present in
the blood and seems to postpone the onset of full-blown AIDS in patients
with early HIV infection. For those who already suffer from AIDS, the
new therapies may help extend the lives of some patients. Research into
developing an effective vaccine to prevent AIDS is ongoing, including
the testing of several experimental AIDS vaccines. A new class of drugs,
called entry inhibitors, works to block HIV before it even enters the cells
of an infected person. These drugs may be made available to patients as
early as 2002 or 2003. At the beginning of 2001, 18 anti-retroviral agents
were available for prescription, either alone or in combination.

In early February 2001, federal health officials called for a new ap-
proach to treating people infected with the AIDS virus. Since the devel-
opment of protease inhibitors and so-called drug cocktails in the mid-
1990s, physicians have been quick to treat people infected with the virus,
even if they were otherwise healthy. This “hit early, hit hard” approach
was undertaken with hopes that, in a short time, the drugs might elimi-
nate HIV from the body of an infected person.

However, research at the beginning of the twenty-first century
showed that the drug cocktails do not cure HIV; once a person stops tak-
ing the drugs, the virus rebounds. This means that the person will have
to continue taking the drugs throughout his or her life. In addition, re-
searchers found that people undergoing the drug therapy suffered a higher
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risk of nerve damage, weakened bones, diabetes, high levels of choles-
terol, and other serious side effects.

To limit these toxic side effects, health officials urged that treatment
using the drug cocktails be delayed for as long as possible for people who
had HIV but did not show outward symptoms. The officials believed that
in early treatment, the side effects tipped the balance between benefitting
infected individuals and making their health worse.

[See also Immune system; Protease inhibitors; Virus]

‡�Aircraft
An aircraft is a machine used for traveling through the atmosphere. There
are two types of aircraft: the first type are known as lighter-than-air crafts,
which are supported by their own buoyancy or ability to float. The sec-
ond are known as heavier-than-air crafts, which require the use of some
sort of engine to propel them through the air.

Early theories of air travel
Humans have dreamed of flying like birds for centuries. A Chinese

myth dating to at least 1500 B.C. tells of men flying through the air in 
a carriage driven by something very much like a modern propeller. 
The Greek legend of Daedalus and Icarus is closer to the image that 
early humans had of flight, however. According to that myth, Daedalus
constructed a set of wings that he attached to his son, Icarus, as a 
means of escaping from the island of Crete. Icarus flew so high, how-
ever, that the wax holding the wings to his body melted, and he fell to
his death.

For more than 20 centuries, humans repeated Daedalus’ experiment,
with ever more sophisticated attempts to duplicate the flight of birds. All
such attempts failed, however, as inventors failed to recognize that the
power generated by a single human could never be sufficient to lift a per-
son off Earth’s surface.

Lighter-than-air craft
Successful flight was not possible until humans understood and made

use of the concept of buoyancy. Buoyancy refers to the ability of an ob-
ject to float or rise in a medium (such as water or air) because the ob-
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ject’s density is less than that of the medium. A cork floats in water, for
example, because the cork is less dense than the water. Buoyant aircraft
became possible when scientists discovered that certain gases—especially
hydrogen and helium—are less dense than air. Heated air is also less dense
than cooler air. Thus, a container filled with hydrogen, helium, or heated
air will rise in normal air.

Balloons were the first aircraft to make use of this principle. The fa-
thers of ballooning are sometimes said to be the Montgolfier brothers,
Joseph and Jacques. In 1783, after a series of experiments, the brothers
constructed a balloon large enough to carry two humans into the atmos-
phere, the first manned aircraft.

Balloons, however, are dependent on the wind for speed and direc-
tion. In the nineteenth century, cigar-shaped balloons were designed with
propellers driven by steam engines to give greater control. These modi-
fied balloons came to be known as airships. The father of the modern
rigid airship, known as a dirigible, is generally said to be German count
Ferdinand von Zeppelin. Zeppelin’s hydrogen-filled dirigible had a rigid
aluminum frame over which a cloth skin was stretched. Able to be steered
with complete control, Zeppelin-styled dirigibles transported more than
10,000 passengers by 1914.
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Dirigibles filled with highly flammable hydrogen gas presented one
terrifying possibility: they might explode. This fear was realized in 1937
when the dirigible Hindenburg exploded while attempting to moor in New
Jersey, killing 36 people. Although later dirigibles were designed to fly
with nonflammable helium, they never really regained popularity. Today,
nonrigid airships using helium gas, known as blimps, are widely used for
advertising and television purposes. The Goodyear blimp and its cousins
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Airship: Cigar-shaped balloon that uses a steering and propulsion 
system.

Blimp: Airship without a rigid framework that often uses helium gas as
its lifting agent.

Dirigible: Airship that has a rigid frame covered with fabric and uses
hydrogen or helium gas as its lifting agent.

Drag: A force of resistance caused by the movement of an aircraft
through the air, such as the friction that develops between air and the
aircraft body.

Glider: A motorless aircraft, also known as a sailplane, that remains in
the air by riding on rising currents of air.

Jet engine: An engine that obtains its power from burning a fuel
within the engine, creating a backward thrust of gases that simultane-
ously pushes the engine forward.

Lift: Upper force on the wings of an aircraft created by differences in
air pressure on top of and underneath the wings.

Pitch: Tendency of an aircraft to rotate in a forward or backward
direction, tail-over-nose, or vice versa.

Roll: Tendency of an aircraft to twist vertically around its body, 
the right wing sliding upward and the left wing downward, or vice
versa.

Thrust: Forward force on an aircraft provided by the aircraft’s power
system.

Yaw: Tendency of an aircraft to rotate in a horizontal motion, with
the left wing forward and the right wing backward, or vice versa.



have now become familiar sights at outdoor sporting events all over the
United States.

Heavier-than-air craft
The father of heavier-than-air craft is said to be English scientist

George Cayley (1773–1857). Cayley’s research into flight laid the foun-
dations of the modern science of aerodynamics, the study of the forces
experienced by an object flying through the air. In 1853, he constructed
his first working aircraft, a glider.

Gliders. A glider—also known as a sailplane—differs from a modern
airplane only in that it has no power source of its own. Instead, it uses
natural air movements such as updrafts and winds for propulsion and ma-
neuvering. Gliders have very large wings, are made of the lightest possi-
ble material, and have extremely smooth surfaces. Any protrusion on the
surface can produce friction that interferes with successful maneuvering.
Properly designed gliders can remain in the air for hours and can travel
at speeds of up to 150 miles per hour (240 kilometers per hour) using
only natural updrafts.

Four fundamental aerodynamic forces
Modern aviation is said to have begun on December 17, 1903, at

Kitty Hawk, North Carolina. Wilbur and Orville Wright, two bicycle mak-
ers from Dayton, Ohio, flew the world’s first manned, powered, heavier-
than-air craft. The steerable biplane (double-winged aircraft), with a gaso-
line engine and two propellers, remained in the air a total of only 12
seconds and covered only 120 feet (37 meters).

The problems that the Wright brothers had to solve in the early 1900s
were essentially the same as those confronting aeronautical engineers in
the late 1900s. In order to make a heavier-than-air machine fly, four fac-
tors have to be taken into consideration: weight, lift, thrust, and drag.

Weight and lift. Weight is caused by the pull of Earth’s gravity on
the airplane. To counteract this force, the plane must have a means of lift,
or a force equal and opposite in direction to the pull of gravity. Aero-
nautical engineers know that the more quickly air moves over a surface,
the less pressure it exerts on that surface. This is why the top and bottom
surface of airplane wings are not identical. The top surface of a wing is
designed to have a slightly curved shape, like half of a tear drop. The bot-
tom surface of the same wing has a perfectly flat shape.
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When air passes over a wing of this design, it moves faster and ex-
erts less pressure on the top of the wing than it does on the bottom. Since
the pressure under the wing is greater than the pressure on top of the wing,
air tends to push upward on the wing, raising the airplane off the ground.
Wing size and air speed combine to play a factor in this lift. The larger
the wing, the greater the total force exerted on the bottom of the wing,
giving greater lift. And the faster the air moves over a wing, the less pres-
sure it exerts on top, also giving greater lift.

Thrust and drag. In addition to strong winds blowing over its wings,
an airplane needs a forward thrust in order to move forward at a high rate
of speed. The forward thrust for the aircraft comes from one of two
sources: a rotating propeller blade powered by some kind of engine or a
rocket engine.

The forward thrust provided by a propeller can be explained in ex-
actly the same way as the lift on a wing. The propeller is shaped like a
wing, with a rounded forward surface and a flat back surface. As the pro-
peller rotates, air passes over its forward surface faster than it does over
its back surface. As a result, the pressure on the forward surface is less
than it is on the back, and the propeller is driven forward, carrying the
airplane along with it.
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The term drag refers to any factor that tends to slow down the for-
ward movement of an aircraft. The most obvious type of drag is friction
drag, a retarding force that results simply from the movement of an air-
plane through air. As air travels over an airplane wing, it does not travel
smoothly, but tends to break apart and form eddies and currents that cause
a drag on the airplane. One of the great challenges facing aeronautical 
engineers is to design aircraft in which all forms of drag are reduced to
a minimum.

Aircraft stability
In flight, an airplane is subject to three major types of movements

that, in the extreme, might cause it to crash: pitch, yaw, and roll. Pitch
occurs when the nose of an airplane unexpectedly moves up or down. The
horizontal tail at the back of an airplane body helps to prevent pitching.
Yaw occurs when one wing unexpectedly moves forward while the other
moves backward. Yawing is prevented partly by means of the vertical tail
at the back of the airplane. Roll occurs when one wing unexpectedly
moves upward while the other moves downward. Roll is prevented partly
by having the outer edges of the wings tipped upward.

Jet engines
Until the 1940s, the only system available for powering aircraft 

was the piston-driven propeller engine. At the very end of World War II
(1939–45), German scientists produced an entirely new type of power
system, the jet engine. The center of the engine contains the elements 
necessary for its operation. Compressed air is mixed with a flow of fuel
and ignited in a combustion chamber. Heated gases are formed, which
push out of the rear of the engine. As the gases leave the engine, they
also turn a turbine that compresses incoming air to begin the process 
once again.

The principle on which the jet engine operates was first developed
by English physicist and mathematician Isaac Newton in the seventeenth
century. According to Newton’s third law of motion, for every action there
is an equal and opposite reaction. In the jet engine, the action is the surge
of burned gases flowing out of the back of the engine. The reaction to
that stream of hot gases is a forward push that moves the engine—and
the wing and airplane to which it is attached—in a forward direction. Be-
cause the exiting gases turn a turbine as well as power the engine, a jet
of this kind is also known as a turbojet.

[See also Aerodynamics; Balloon; Buoyancy; Jet engine; Radar]
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‡�Air masses and fronts
An air mass is a large body of air that, at any one height, has a relatively
steady temperature and moisture content throughout. Air masses typically
cover areas ranging from hundreds of thousands to millions of square miles.
A front is the boundary at which two air masses of different temperature
and moisture content meet. The role of air masses and fronts in the devel-
opment of weather systems was first recognized by the Norwegian father
and son team of Vilhelm and Jacob Bjerknes in the 1920s. These two phe-
nomena are still studied intensively as predictors of future weather patterns.

Source regions
Air masses form when a body of air comes to rest over an area that

has an unvarying topography, or consistent surface features. Deserts,
plains, and oceans typically cover very wide areas with relatively few topo-
graphical variations. In such areas, called source regions, large masses of
air can accumulate without being broken apart by mountains, land/
water intersections, or other surface features. A stable atmosphere, in which
high winds are absent, is also necessary for the formation of an air mass.

Classification. Air masses are classified according to a two-letter sys-
tem. The first letter, written in lower case, indicates whether the air mass
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forms over land or sea and therefore suggests, the relative amount of mois-
ture in the mass. The two designations are c for continental (land) air mass
and m for maritime (water) air mass. A second letter, written in upper
case, indicates the approximate latitude (and, therefore, temperature) of
the region: A for arctic; P for polar; E for equatorial; T for tropical.

The two letters are then combined to designate both humidity and
temperature of an air mass. An air mass that developed in a source re-
gion over a large body of tropical water would be labeled mT (water,
warm). An air mass that developed in a source region over an arctic land-
mass would be labeled cA (land, cold).

Fronts
Air masses create weather as they are moved by winds around the

globe. Fronts develop at the boundary where two air masses with differ-
ent temperatures—and, usually, different humidities—come into contact
with each other. The term front was suggested by the Bjerkneses because
the collision of two air masses reminded them of a battlefront during a
military operation.

Cold fronts. A cold front develops when a cold air mass moves into
an area occupied by a warm air mass. Because cold air is heavier or more
dense than warm air, the cold air mass moves under the warm air mass.
Cold fronts are usually accompanied by a decrease in air pressure and the
development of large cumulus and cumulonimbus clouds that bring rain
showers and thunderstorms. Rainfall and winds are most severe along the
boundary between the two air masses. Cold fronts are represented on
weather maps by solid lines with solid triangles. The direction in which
the triangles point shows the direction in which the cold front is moving.
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Words to Know

Continental: Referring to very large land masses.

Humidity: The amount of moisture in the air.

Maritime: Referring to the oceans.

Topographical: Referring to the surface features of an area.



Warm fronts. A warm front develops when a warm air mass approaches
and then slides up and over a cold air mass. As the warm air mass comes
into contact with the cold air mass, it is cooled and some of the moisture
held within it condenses to form clouds. In most cases, the first clouds to
appear are high cirrus clouds. Some time later, lower-level stratus and
nimbostratus clouds form, usually bringing widespread rainfall. Warm
fronts are designated on weather maps by solid lines with solid half cir-
cles. The direction in which the half circles point shows the direction in
which the warm front is moving.

Occluded fronts. A more complex type of front is one in which a
cold front overtakes a slower-moving warm front. When that happens, the
cold air mass behind the cold front eventually catches up and comes into
contact with the cold air mass underneath the warm front. The boundary
between these two cold air masses is an occluded front. Clouds form along
this boundary, usually resulting in steady and moderate rainfall. An oc-
cluded front is represented on a weather map by means of a solid line that
contains alternating triangles and half circles on the same side of the line.

Stationary fronts. In some instances, the collision of two air masses
results in a stand-off. Neither mass is strong enough to displace the other,
and essentially no movement occurs. The boundary between the air masses
in this case is known as a stationary front and is designated on a weather
map by a solid line with triangles and half circles on opposite sides of
the line. Stationary fronts are often accompanied by fair, clear weather,
although some light precipitation may occur.

[See also Atmosphere, composition and structure; Storm;
Weather forecasting]

‡�Alchemy
Alchemy was an early system of thinking about nature that contributed to
the development of the modern science of chemistry. It was popular in an-
cient China, Persia, and western Europe throughout antiquity and the Mid-
dle Ages (400–1450). A combination of philosophy, metallurgical arts (the
science of metals), and magic, alchemy was based on a distinctive world-
view—that an essential correspondence exists between the microcosm and
the macrocosm (the smallest and largest parts of the universe). Its objectives
were: (1) to find ways of accelerating the rates at which metals were thought
to “grow” within Earth in their development toward perfection (gold) and
(2) to accomplish a similar perfection in humans by achieving eternal life.
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Origins
Scholars do not know when or where alchemy originated. However,

historians agree that alchemistic ideas and practices flourished in the an-
cient world within several cultural traditions. Even the term alchemy has
remained mysterious; scholars have identified al as an Arabic article and
proposed various possible meanings for the word chem, but a clear ex-
planation of the term is still lacking.

Alchemy in China
The earliest alchemical practices are believed to have arisen in China

in the fourth century B.C. The main emphasis in Chinese alchemy, it seems,
was not on transmutation—the changing of one metal into another—but
on the search for human immortality. In their search for an elixir (special
liquid) of immortality, court alchemists experimented with mercury, sul-
fur, and arsenic. They sometimes created poisonous potions; several em-
perors died after drinking them. Such spectacular failures eventually led
to the disappearance of alchemy in China.

Arabic alchemy
Alchemy flourished in parts of Islam in the eighth and ninth cen-

turies. Court scientists, encouraged by their rulers, began studying and
translating Greek philosophical and scientific works to aid them in their
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Words to Know

Elixir: In alchemy, a substance that is supposed to have the power to
change base metals into gold or to bring about human immortality.

Macrocosm: The whole extent of the universe.

Microcosm: A small part of the whole universe, as, for example, an
individual human life.

Philosopher’s stone: A material thought by alchemists to have the
power to bring about the transmutation of metals.

Transmutation: The conversion of one substance into another, as in
the conversion of lead or iron into gold.



quest. The greatest practitioner of Arabic alchemy was ar-Razi (also
known as Rhazes; c. 850–c. 925), who worked in Baghdad.

This dogged pursuit of a recipe for gold led Arabic alchemists to
study and classify chemical elements and chemicals. Ar-Razi speculated
about the possibility of using “strong waters,” which were in reality cor-
rosive salt solutions, as the critical ingredient for the creation of gold. Ex-
perimentation with salt solutions led to the discovery of mineral acids,
but scholars are not sure if Arabic alchemy should be credited with this
discovery.

Alchemy in the Western world
The history of Western alchemy probably begins in the Egyptian

city of Alexandria. Among the most prominent Alexandrian alchemists
was Zosimos of Panopolis, Egypt, who may have lived in the third or
fourth century A.D. In accordance with older traditions, Zosimos believed
that a magical ingredient was needed for the creation of gold. Greek al-
chemists called this ingredient xerion, which is Greek for “powder.” This
word came into Latin and modern European languages as elixir and later
became known as the elusive philosopher’s stone.

After the fall of the Western Roman empire in the fifth century,
Greek science and philosophy—as well as alchemy—sank into oblivion.
In was not until the eleventh century that scholars rediscovered Greek
learning, translating Greek scientific and philosophical works into Latin.
The pioneers of medieval science, such as Roger Bacon (c. 1219–c. 1292),
viewed alchemy as a worthwhile intellectual pursuit, and alchemy con-
tinued to exert a powerful influence on intellectual life throughout the
Middle Ages. However, as in ancient China, alchemists’ continued fail-
ure to produce gold eventually provoked skepticism and led to its decline.

In the sixteenth century, alchemists turned to more practical mat-
ters, such as the use of alchemy to create medicines. The greatest practi-
tioner of this type of alchemy was Swiss physician and alchemist Philip-
pus Aureolus Paracelsus (1493–1541), who successfully used chemical
drugs to treat disease. Although a believer in magic, astrology, and
alchemy, Paracelsus was also an empirical scientist (one who relies on
observation and experimental methods); he contributed significantly to
the development of medicine.

While alchemy is often considered to be unscientific, some great sci-
entists, including Isaac Newton (1643–1727), took the subject seriously
enough to conduct alchemical experiments. In addition, alchemy is cred-
ited with laying the foundation for the study of chemistry. Not only did
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alchemists systematize and classify the knowledge of elements and chem-
icals, they also made a number of important discoveries, including sal am-
moniac (ammonium chloride, which is used in batteries), saltpeter (potas-
sium nitrate, which is used in gunpowder and the manufacture of glass;
or sodium nitrate, which is used in rocket propellants and explosives), al-
cohol, and mineral acids. In addition, they developed a number of labo-
ratory techniques, including distillation (a method of purifying a liquid)
and crystallization (solidifying substances into crystals).

[See also Chemistry]

‡�Alcoholism
Alcoholism is a serious, chronic (can be curbed or regulated but cannot
be cured), potentially fatal condition in which a person has an uncon-
trollable urge to drink alcoholic beverages. Alcoholism can be seen in
both the rich and the poor, the young and the old, and males and females.
It is estimated that 75 percent of alcoholics are male and 25 percent are
female.

Biological, psychological, social, and cultural factors all seem to
play a role in the development of alcoholism. Children with a biological
parent who is an alcoholic are more likely to become alcoholics than are
children who do not have an alcoholic parent. Peer pressure, the social
acceptability of drinking, and a desire to escape from emotional stress and
anxiety can all set the stage for a person’s descent into alcohol addiction.

How alcohol affects the body
Alcohol is a depressant that acts as a numbing agent on the central

nervous system. Some adults can drink alcohol-containing beverages in
moderate amounts without experiencing significant side effects. The abil-
ity to tolerate alcohol differs from person to person. Alcohol affects
women more easily because women lack a stomach enzyme present in
men that breaks down some of the alcohol before it reaches the intestines.
Thus, if a man and a woman both drink a glass of wine, more alcohol
will enter the woman’s bloodstream than the man’s.

Alcohol affects every cell in the body, especially those of the liver,
heart, and brain. Excessive use can lead to permanent brain damage, heart
disease, and cirrhosis (hardening; destruction) of the liver. Alcohol pro-
vides calories but no nourishment to the body. It also robs the body of
vitamins and minerals necessary to maintain proper cell function.

8 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Alcoholism



When alcohol is ingested, it is absorbed from the intestines directly
into the bloodstream, where it is carried to all organs of the body. Most of
the alcohol consumed is passed to the liver, which detoxifies the alcohol by
first converting it to a chemical called acetaldehyde (pronounced a-suh-TAL-
duh-hide). Acetaldehyde is then changed to acetic acid, which is converted
to carbon dioxide and water or to fat, according to the body’s energy needs.
If alcohol is consumed faster than the liver can process it, a sufficient amount
is carried by the blood to the brain, affecting mental functioning.

In alcoholics, the conversion of acetaldehyde to acetic acid is slow
to occur because of impaired liver function from previous alcohol abuse.
Acetaldehyde thus accumulates in other organs of the body, causing symp-
toms such as staggering gait, shaking hands, blinding headaches, and hal-
lucinations. High levels of acetaldehyde can result in pain, which can be
eased temporarily by further drinking.

The stages of alcoholism. In the first stage of alcoholism, a person
may drink heavily and remain functional. Withdrawal symptoms are ab-
sent other than the standard hangover that follows excessive drinking. The
body’s cells adapt to large quantities of alcohol and use the energy it pro-
vides to continue functioning. However, alcohol eventually begins to at-
tack cell structures, erode cell membranes, and alter cellular chemical bal-
ances. Fatty deposits accumulate in the liver cells, causing the “fatty liver”
common in heavy drinkers.

No definite signpost marks the border between the early and mid-
dle stages of alcoholism, and the change may take years. Eventually, how-
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Words to Know

Alcohol withdrawal delirium: The set of physical and psychological
symptoms that occur when alcohol intake is stopped suddenly follow-
ing excessive use.

Cirrhosis: A chronic disease of the liver in which scar tissue replaces
normal cells, impairing blood flow.

Detoxify: To remove a poison or toxin from the body.

Metabolism: The physical and chemical processes that produce and
maintain a living organism, including the breakdown of substances to
provide energy for the organism.



ever, the alcoholic drinks to counteract the symptoms of alcoholism, not
to get high or to be able to function better. Deterioration of cells in all
parts of the body produce symptoms such as severe headaches, trembling,
chills, and nausea when the level of alcohol in the blood falls.

As cellular metabolism becomes more and more dependent upon al-
cohol, an alcohol-dependent person shows signs of alcohol withdrawal
delirium when intake is stopped abruptly. He may experience loss of ap-
petite and uncontrollable bodily shaking, become frightened and shrink
into a corner, or become dangerous as he lashes out to protect himself
from an imaginary attack. The person may also manipulate his hands as
if playing a game of cards, throwing dice, or whittling. These symptoms
require immediate medical attention as they can be precursors to a heart
attack, stroke, or respiratory failure.

In the final stage of alcoholism, the cellular demand for alcohol is
so great that the alcoholic must drink constantly to avoid his painful symp-
toms. The heart, pancreas, digestive, respiratory, and nervous systems 
all show characteristic changes. The liver suffers the most extensive 
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Fetal Alcohol Syndrome

Fetal alcohol syndrome (FAS) is a group of birth defects found
in some children whose mothers drank alcohol during pregnancy. Since
a fetus or unborn baby receives its nourishment directly from the
blood stream of its mother, alcohol easily enters the fetus’s body. The
level of alcohol in a fetus’s blood is the same as that of its mother’s
within just a few short minutes after the mother has begun drinking.

The effects of FAS range from mild to severe, depending on
the amount and frequency of alcohol consumed by a mother during her
pregnancy. The weight and height of newborns suffering from FAS is
lower than average. They also have physical disabilities such as low
muscle tone, a smaller than normal skull, and irregularities of the face
including small eye sockets. After infancy, children suffering from FAS
display nervous system disorders such as hyperactivity, learning defi-
ciencies, temper tantrums, short attention span, inability to concen-
trate, and seizures.

FAS results in more babies being born mentally retarded than
any other known factor. Yet it is completely preventable if a pregnant
mother stops drinking alcohol during her entire pregnancy.



damage. About 10 percent of persons in this stage die from liver failure
as a result of cirrhosis, a disease in which scar tissue forms in the liver
and affects its ability to function properly. Perhaps a third die from acci-
dents such as falling down stairs or drowning, or by committing suicide.

Treatment
There is no cure for alcoholism. Treatment consists of total avoid-

ance of alcohol. Therapeutic programs lasting about four weeks are rec-
ommended to support the patient through withdrawal, medically treat
physical problems brought on by alcohol abuse, and educate the patient
about his condition and the need to abstain from alcohol. Individual,
group, and family therapy are also usually included in the recovery
process. To discourage alcoholics from drinking, they are sometimes 
given medication that causes a severe, unpleasant reaction if mixed with
alcohol.

Continued support through participation in a group such as Alco-
holics Anonymous can help the alcoholic adjust to life without alcohol.
Many will need this type of support for the rest of their lives. An alco-
holic has about a 50 percent chance of successful recovery from addiction.

[See also Addiction; Alcohols]

‡�Alcohols
Alcohols are organic (carbon-containing) compounds derived from hy-
drocarbons (organic compounds composed of only carbon and hydrogen).
They are formed by replacing the hydrogen atoms in their parent hydro-
carbons with one or more hydroxyl groups. Each hydroxyl group (–OH)
is made up of one atom of oxygen and one atom of hydrogen and is re-
ferred to as a functional group. Functional groups generally determine
how a molecule will behave. Alcohols with one hydroxyl group include
methanol, ethanol, and propanol.

Names and properties
Alcohols are named from their parent hydrocarbon by substituting

the suffix -ol for the final -e. For example, ethane becomes ethanol,
methane becomes methanol, and propane becomes propanol.

The lower an alcohol’s molecular weight (determined by the num-
ber of carbon atoms), the more soluble it is (or the easier it can be dis-
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solved) in water. A greater number of hydroxyl groups (–OH) also in-
creases water solubility because hydrogen bonds can form between the
alcohol molecule and water. As the number of carbon atoms increases,
hydrogen bonding is disturbed and solubility in water decreases. Hydro-
gen bonding is also a factor in the boiling points of alcohols. In this case,
hydrogen bonds can form between hydrogen and oxygen atoms in adja-
cent molecules (molecules located next to each other). When alcohols are
heated, the energy needed to break these bonds determines the boiling
point. The more hydroxyl groups an alcohol molecule has, the higher its
boiling point.

Alcohols and their uses
Methanol. Methanol (methyl alcohol) is the simplest of the alcohols.
Also known as wood alcohol, it was originally produced by heating hard-
woods to high temperatures without air (called destructive distillation).
Today, methanol is produced from natural gas or synthetically from syn-
thesis gas. Synthesis gas is a mixture of carbon monoxide, hydrogen, and
methane obtained when heated, crushed coal is treated
with superheated steam in a process called coal gasi-
fication.

Methanol occupies an important place in indus-
try. It is used in the synthesis of organic chemicals
such as formaldehyde (the basis for various poly-
mers—compounds with repeating structural units),
acetic acid, and methyl-t-butyl ether (MTBE, an ad-
ditive that increases gasoline’s oxygen content [the
number used to measure the antiknock properties of
a liquid motor fuel]). Methanol is also used as an an-
tifreeze in windshield washer fluid. It can be utilized
directly as a fuel to replace gasoline, but it evaporates
quickly and its use requires major automobile engine
modifications. This alcohol is extremely toxic and can
cause poisoning and blindness if ingested.

Ethanol. Ethanol (ethyl alcohol) is best known as
the active ingredient in alcoholic beverages. It is pro-
duced by the fermentation (or chemical changes) of
sugars and starches in fruits and some plants, using
techniques that were developed thousands of years
ago. In fact, ancient Egyptian papyrus scrolls exist
with directions for making beer from dates and other
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food plants. During fermentation, glucose and other sugars from fruits,
vegetables, honey, or grains such as barley are converted into alcohol
through the action of yeast. Ethanol is also known as grain alcohol or sim-
ply as alcohol. Both beer (usually made from barley and flavored with
hops) and wine (made from grapes and many other fruits) are products
of the fermentation process.

The alcoholic content of a substance can be increased by distillation
following fermentation. Distillation is accomplished by heating the liquid
until it evaporates, then collecting the resulting vapor and returning it to
a liquid state. Distillation of alcohol for medicine was established by the
early twelfth century in Italy, where herbs and spices were added to the
distilled product. It is believed that this practice led to the development
of liqueurs such as Benedictine and Chartreuse. Later, other organic mix-
tures were fermented and distilled—wine into brandy, grain into whiskey,
sugar mash into rum, and vodka from potatoes. Ethanol is one of the least
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Words to Know

Alcohol: Any of the large number of molecules containing a hydroxyl
(-OH) group bonded to a carbon atom to which only other carbon
atoms or hydrogen atoms are bonded.

Destructive distillation: An antiquated process of heating wood to
high temperature in the absence of air to obtain small amounts of
alcohols, particularly methanol.

Distillation: The process of separating liquids from solids or from
other liquids with different boiling points by a method of evaporation
and condensation, so that each component in a mixture can be col-
lected separately in its pure form.

Fermentation: The action of microorganisms such as yeast on carbohy-
drates (sugars and starches), resulting in the conversion of sugar to
alcohol and carbon dioxide.

Hydroxyl group: The -OH group attached to a carbon atom in a mole-
cule and the site of most chemical reactions; also called the func-
tional group.

Synthesis gas: A mixture of carbon monoxide and hydrogen gases
obtainable both from coal and natural gas and used in the synthesis of
alcohols and other organic compounds.



toxic of the alcohols, but if enough is ingested in its pure form, poison-
ing and even death can occur.

Ethanol is also very important in industry. It is used in the synthe-
sis of many organic chemicals and as a solvent in the preparation of
essences, tinctures, varnishes, and food extracts such as vanilla. In addi-
tion, it is used as an ingredient in perfumes, dyes, and as a skin antisep-
tic. Ethanol is produced for industrial use by chemically adding water to
ethylene, a process called high-pressure hydration.

Gasohol. Gasohol, a mixture of gasoline and up to 10 percent ethanol,
has gained some acceptance as a fuel for automobiles. Adding ethanol to
gasoline increases the oxygen content of the fuel, thus lowering carbon
monoxide emissions from automobiles. It also raises the octane rating of
the gasoline, causing smoother fuel performance. Gasohol is mainly pro-
duced using corn, which is fermented, and the fermentation products are
then distilled to yield pure ethanol.

Propanol. Propanol can exist in two forms, 1-propanol (n-propyl al-
cohol) and 2-propanol (isopropyl alcohol), because the –OH group can
be attached either at the end or in the middle of the carbon atom chain.
Isopropyl alcohol is the main ingredient in rubbing alcohol, an effective
disinfectant. It is also widely used in industry as a solvent for paints and
chemical processes.

Ethylene glycol. Ethylene glycol, with two hydroxyl groups, is very
water soluble and has a relatively high boiling point. Both these proper-
ties make it ideal for use as an antifreeze in automobiles.

Glycerol. Glycerol (or glycerin) is a nontoxic, clear, syrupy liquid made
from fats and oils. With its three hydroxyl groups, glycerol bonds well
with water and has good moisturizing properties. It is used as an ingre-
dient in soaps, skin lotions, and even foods. Glycerol is also used as a lu-
bricant and in the manufacture of explosives.

[See also Distillation; Fermentation; Hydrogen]

‡�Algae
Algae (singular: alga) are plants or plantlike organisms that contain
chlorophyll (pronounced KLOR-uh-fill) and other pigments (coloring
matter) that trap light from the Sun. This light energy is then converted
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into food molecules in a process called photosynthesis. Most algae store
energy as some form of carbohydrate (complex sugars).

Algae can be either single-celled or large, multicellular organisms.
They can occur in freshwater or salt water (most seaweeds are algae) or
on the surfaces of moist soil or rocks. The multicellular algae lack the true
stems, leaves, or roots of the more complex, higher plants, although some—
like the giant kelp—have tissues that may be organized into structures that
serve particular functions. The cell walls of algae are generally made of
cellulose and can also contain pectin, which gives algae its slimy feel.

Types of algae
Although the term algae originally referred to aquatic plants, it is

now broadly used to include a number of different groups of unrelated
organisms. There are seven divisions of organisms that make up the al-
gae. They are grouped according to the types of pigments they use for
photosynthesis, the makeup of their cell walls, the types of carbohydrate
compounds they store for energy, and the types of flagella (whiplike struc-
tures) they use for movement. The colors of the algae types are due to
their particular mixtures of photosynthetic pigments, which typically in-
clude a combination of one or more of the green-colored chlorophylls as
their primary pigments.

Euglenoids (Euglenophyta). The euglenoids, or Euglenophyta, are
single-celled, protozoan-like algae, mostly occurring in freshwater. Un-
like all other algae, they have no cell wall. Most euglenoids make their
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Words to Know

Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Photosynthesis: Process by which light energy is captured from the
Sun by pigment molecules in plants and algae and converted to food.

Phytoplankton: Microscopic algae that live suspended in the water.

Zooplankton: Tiny animals that drift through the upper surface of
water bodies and feed on phytoplankton.



own food using light energy from the Sun but are capable of surviving in
the dark if fed organic materials. Some species are heterotrophic, mean-
ing they do not produce their own food but feed on organic matter sus-
pended in the water.

Golden-brown algae (Chrysophyta). The Chrysophyta, or golden-
brown algae and diatoms, are named for the yellow pigments they pos-
sess. These single-celled algae live both in freshwater and salt water. Their
cell walls have no cellulose but are composed mostly of pectin, which is
often filled with silica, a compound that makes the walls quite rigid. These
algae store energy both as a carbohydrate and as large oil droplets. Di-
atoms have two glass shells made largely of silica that fit together like a
pillbox and are exquisitely marked. Their species number from 40,000 to
100,000. When they die, their shells help to form sediments on the sea
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bottom. This fine-grained sediment is often used for filtration in liquid
purification systems.

Fire algae (Pyrrophyta). Fire algae, or Pyrrophyta, are single-celled
algae and include the dinoflagellates (pronounced dye-no-FLAJ-uh-lets),
which have two flagella used for locomotion. Most of these microscopic
species live in salt water, with some occurring in freshwater. Some species
of dinoflagellates emit bright flashes of light when exposed to air, which
at night look like fire on the ocean’s surface.

Green algae (Chlorophyta). The green algae, or Chlorophyta, oc-
cur in freshwater, although some live in the sea. Most green algae are 
single-celled and microscopic (able to be seen only under a microscope),
forming the slimy green scum found in stagnant ponds. Others are larger
and more complex, forming spherical (round) colonies composed of many
cells or occurring as straight or branched filaments (long, thin series of
cells). Green algae are thought to be in the evolutionary line that gave
rise to the first land plants.

Red algae (Rhodophyta). The red algae, or Rhodophyta, are marine
plants that live mainly in shallow waters and deep tropical seas. A few
also occur in freshwater. Their body forms range from single-celled to
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branched filaments. The larger species have filaments that are massed to-
gether and resemble the leaves and stems of plants. They have no flagella
and typically grow attached to a hard surface or on other algae. Some
species contain a red pigment; others range in color from green to red,
purple, and greenish-black. The cell walls of Coralline red algae become
heavily encrusted with minerals and help to cement and stabilize coral
reefs.

Brown algae (Phaeophyta). The brown algae, or Phaeophyta, are
shiny brown seaweeds that are especially abundant along rocky coasts,
although some float in the open ocean. Brown algae are large in size and
include the giant kelps, which are located along the Pacific coast and form
forests that provide habitat to a wide range of marine life. Some species
of brown algae have structures called holdfasts that anchor the algae to
submerged rocks. Attached to the holdfasts are stemlike stalks that sup-
port wide leaflike blades. These blades provide the major surface for nu-
trient exchange and photosynthesis and are lifted up toward the water’s
surface by air bladders. Brown algae contain an accessory brown-colored
pigment that gives the plants their characteristic dark color. Other well-
known brown algae are the common rockweed Fucus and Sargassum,
which floats in a thick, tangled mass through the Sargasso Sea—a huge
area of slow currents in the mid-Atlantic Ocean that supports a variety of
marine organisms.

Yellow-green algae (Xanthophyta). The yellow-green algae, or
Xanthophyta, primarily occur in freshwater. They can be either single
celled or form colonies, their cell walls are made of cellulose and pectin
compounds that sometime contain silica, they can have two or more fla-
gella for locomotion, and they store their energy as carbohydrates. They
derive their yellow-green color from the pigments carotenoids and xan-
throphyll.

Ecological importance of algae
Microscopic algae are the source of much of Earth’s oxygen. Algae

are also very important ecologically because they are the beginning of the
food chain for other animals. Phytoplankton, a mostly single-celled type
of algae, are eaten by small animals called zooplankton (mostly crus-
taceans such as tiny shrimp) that drift near the surface of the sea. The
zooplankton are in turn fed upon by larger zooplankton, small fish, and
some whales. Larger fish eat the smaller ones. At the top of the open-
water food web may be fish-eating birds, seals, whales, very large fish
such as sharks or bluefin tuna, and humans.
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The larger algae provide shelter and habitat for fish and other in-
vertebrate animals. As these algae die, they are consumed by organisms
called decomposers (mostly fungi and bacteria). The decomposers feed
on decaying plants and release important minerals that are used by other
organisms in the food web. In addition, the plant matter partially digested
by the decomposers serves as food for worms, snails, and clams.

Economic products obtained from algae
Brown and red seaweeds provide important economic products in

the form of food for people and resources in the manufacturing of in-
dustrial products. These seaweeds are mostly harvested from the wild, al-
though efforts are being made to cultivate large algae.
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Algal Blooms

Algal blooms are an overabundance of algae that can severely
affect the aquatic ecosystems in which they occur. Some marine species
of dinoflagellates grow wildly at times, causing red tides that turn the
surrounding sea a deep red color. The great numbers of microorganisms
can rob the water of oxygen, causing many fish to suffocate.

The dinoflagellates also produce extremely poisonous chemi-
cals that can kill a wide range of marine animals, as well as humans
who eat shellfish containing the toxins. Red tides are natural events,
although some scientists believe human interference contributes to
their occurrence in certain regions.

Freshwater algae can also cause problems when they are overly
abundant. Algal blooms can cause foul tastes in water stored in reser-
voirs that are used to provide drinking water to nearby communities.

Eutrophication is a major problem that is associated with
algal blooms in lakes. A direct result of human interference, eutrophi-
cation is caused by the addition of excess nutrients (runoffs of phos-
phate and nitrate from chemical fertilizers and sewage disposal) to the
water that encourage algae to grow abundantly. As the algae die and
sink to the bottom, most of the water’s oxygen is consumed in break-
ing down the decaying plant matter. Fish and other animals that
require large amounts of oxygen can no longer survive and are
replaced by organisms with lower oxygen demands.



A red alga known as nori is a popular food in Japan. Another alga
known as sea kale is consumed dried or cooked into various stews or
soups. Sea lettuce and edible kelp are other commonly eaten seaweeds.

Brown seaweeds provide a natural source for the manufacture of
chemicals called alginates that are used as thickening agents and stabi-
lizers in the industrial preparation of foods and pharmaceutical drugs.
Agar is a seaweed product prepared from certain red algae that is used in
the manufacturing of pharmaceuticals and cosmetics, as a culture medium
for laboratory microorganisms, and in the preparation of jellied desserts
and soups. Carrageenin is an agarlike compound obtained from red algae
that is widely used as a stabilizer in paints, pharmaceuticals, and ice cream.

[See also Food web and food chain]

‡�Algebra
Algebra is often referred to as a generalization of arithmetic: problems
and operations are expressed in terms of variables as well as constants.
A constant is some number that always has the same value, such as 3 or
14.89. A variable is a number that may have different values. In algebra,
letters such as a, b, c, x, y, and z are often used to represent variables. In
any given situation, a variable such as x may stand for one, two, or any
number of values. For example, in the expression x � 5 � 7, the only
value that x can have is 2. In the expression x2 � 4, however, x can be
either �2 or �2. And in the expression x � y � 9, x can have an un-
limited number of values, depending on the value of y.

Origins of algebra
Algebra became popular as a way of expressing mathematical ideas

in the early ninth century. Arab mathematician Al-Khwarizmi is credited
with writing the first algebra book, Al-jabr wa’l Muqabalah, from which
the English word algebra is derived. The title of the book translates as
“restoring and balancing,” which refers to the way in which equations are
handled in algebra. Al-Khwarizmi’s book was influential in its day and
remained the most important text in algebra for many years.

Al-Khwarizmi did not use variables in the same way they are used
today. He concentrated instead on developing procedures and rules for
solving many types of problems in arithmetic. The use of letters to stand
for variables was first suggested in the sixteenth century by French math-
ematician Françoise Vièta (1540–1603). Vièta appears to have been the
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first person to recognize that a single letter (such as x) can be used to rep-
resent a set of numbers.

Elementary algebra
The rules of elementary algebra deal with the four familiar opera-

tions of addition, subtraction, multiplication, and division of real num-
bers. A real number can be thought of as any number that can be expressed
as a point on a line. Constants and variables can be combined in various
ways to produce algebraic expressions. Numbers such as 64x2, 7yt, 
s/2, and 32xyz are examples. Such numbers combined by multiplication
and division only are monomials. The combination of two or more mono-
mials is a polynomial. The expression a � 2b � 3c � 4d � 5e � 7x 
is a polynomial because it consists of six monomials added to and sub-
tracted from each other. A polynomial containing only two parts (two
terms) is a binomial, and one containing three parts (three terms) is a 
trinomial. Examples of a binomial and trinomial, respectively, are 
3x2 � 2y2 and 4a � 2b2 � 8c3.

One primary objective in algebra is to determine the conditions un-
der which some statement is true. Such statements are usually made in
the form of a comparison. One expression can be said to be greater than
(�), less than (�), or equal to (�) a second expression. The purpose of
an algebraic operation, then, is to find out precisely when such conditions
are true.

For example, suppose the question is to find all values of x for which
the expression x � 3 � 12 is true. Obviously, the only value of x for
which this statement is true is x � 9. Suppose the problem, however, is
to find all x for which x � 3 � 12. In this case, an unlimited possible
number of answers exists. That is, x could be 10 (because 10 � 3 � 12),
or 11 (because 11 � 3 � 12), or 12 (because 12 � 3 � 12), and so on.
The answer to this problem is said to be indeterminate because no single
value of x will satisfy the conditions of the algebraic statement.

In most instances, equations are the tool by which problems can 
be solved. One begins with some given equality, such as the fact that 
2x � 3 � 15, and is then asked to find the value of the variable x. The
rule for dealing with equations such as this one is that the same opera-
tion must always be performed on both sides of the equation. In this way,
the equality between the two sides of the equation remains true.

In the above example, one could subtract the number 3 from both
sides of the equation to give: 2x � 3 � 3 � 15 � 3, or 2x � 12. The
condition given by the equation has not changed since the same opera-
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tion (subtracting 3) was done to both sides. Next, both sides of the 
equation can be divided by the same number, 2, to give: 2x/2 � 12/2, or
x � 6. Again, equality between the two sides is maintained by perform-
ing the same operation on both sides.

Applications. Algebra has applications at every level of human life,
from the simplest day-to-day mathematical situations to the most com-
plicated problems of space science. Suppose that you want to know the
original price of a compact disc for which you paid $13.13, including a
5 percent sales tax. To solve this problem, you can let the letter x stand
for the original price of the CD. Then you know that the price of the disc
plus the 5 percent tax totaled $13.13.

That information can be expressed algebraically as x (the price of
the CD) � 0.05x (the tax on the CD) � 13.13. In other words: x � 0.05x
� 13.13. Next, it is possible to add both of the x terms on the left side
of the equation: 1x � 0.05x � 1.05x. Then you can say that 1.05x �
13.13. Finally, to find the value of x, you can divide both sides of the
equation by 1.05: 1.05x/1.05 � 13.13/1.05, or x � 12.50. The original
price of the disc was $12.50.

Higher forms of algebra
Other forms of algebra have been developed to deal with more dif-

ficult and special kinds of problems. Matrix algebra, as an example, deals
with sets of numbers that are arranged in rectangular boxes, known as
matrices (the plural form of matrix). Two or more matrices can be added,
subtracted, multiplied, or divided according to rules from matrix algebra.
Abstract algebra is another form of algebra that constitutes a generaliza-
tion of algebra, just as algebra itself is a generalization of arithmetic.

[See also Arithmetic; Calculus; Complex numbers; Geometry;
Topology]

‡�Alkali metals
The alkali metals are the elements that make up Group 1 of the periodic
table: lithium, sodium, potassium, rubidium, cesium, and francium. These
elements are all much too active to exist in nature in their native state.
However, they do form a number of important compounds, such as table
salt (sodium chloride), borax (sodium tetraborate), potash (potassium car-
bonate), and washing soda (sodium carbonate).
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Because the alkali metals all have one electron in the outer orbit of
their atoms, they have similar chemical and physical properties. All are
shiny, soft enough to cut with a knife, and—with the exception of ce-
sium—white. They all react with water vigorously to form hydrogen gas
and the hydroxide of the metal. As an example, when potassium metal is
added to water, it floats on top of the water and produces an extreme re-
action. In fact, so much heat is released that the hydrogen gas produced
in the reaction begins to burn.

The usual method for detecting compounds of the alkali metals is
with a flame test. A platinum wire is dipped into a solution of the un-
known compound and then placed into a hot flame. The color produced
is characteristic of the alkali metal present. The lithium flame is bright
red; sodium, yellow; potassium, violet; rubidium, dark red; and cesium,
blue.

The compounds of lithium, sodium, and rubidium have a number of
important practical applications, while the remaining alkali metals have
only a limited number of uses.

Lithium
Lithium occurs in small amounts in Earth’s surface, usually in as-

sociation with compounds of aluminum. Most people know lithium best
because of its use (in the form of lithium carbonate) as a way of con-
trolling certain mental disorders. People who suffer from manic depres-
sion (a mental illness in which highly excited, agitated manic moods al-
ternate with sad, depressed moods) can often benefit from regular
treatments with lithium carbonate. Lithium is also used industrially in lu-
bricants, batteries, glass, and alloys (mixtures of metals) with lead, alu-
minum, and magnesium.

Sodium
Sodium is the seventh most abundant element in Earth’s surface. It

occurs commonly in Earth’s oceans in the form of sodium chloride and
in crustal rocks as sodium chloride, sodium carbonate, sodium nitrate (salt-
petre), sodium sulfate, and sodium borate (borax).

Compounds of sodium are among the most important in all of the
chemical industry. Sodium chloride, as table salt, is one of the most widely
used chemicals in the world. It also has many industrial uses, such as serv-
ing as a raw material in the production of other chemicals. Sodium nitrite
is a principle ingredient in gunpowder. The pulp and paper industry uses
large amounts of sodium hydroxide, sodium carbonate, and sodium sul-
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fate; the latter is utilized in the production of cardboard and brown paper.
Sodium carbonate is used by power companies to absorb sulfur dioxide,
a serious pollutant, from smokestack gases. It is also important to the glass
and detergent industries. Sodium hydroxide is one of the top ten industri-
ally produced chemicals, heavily used in manufacturing. Sodium bicar-
bonate (baking soda) is produced for the food industry as well.

Sodium also plays some important roles in living organisms. It 
regulates nerve transmission, alters cell membrane permeability, and 
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performs many other tasks necessary for maintaining life. On the other
hand, excesses of sodium can aggravate high blood pressure.

Potassium
Like sodium, potassium occurs most commonly in the form of the

chloride, potassium chloride. It is present both in sea water and as a min-
eral known as sylvite in Earth’s crust. Almost all the potassium used in-
dustrially goes into fertilizer. Other important compounds of potassium
include potassium hydroxide, used in the manufacture of detergents;
potassium chlorate, used for the production of explosives; and potassium
bromide, an essential chemical in photography. Like sodium, potassium
is a vital nutrient for organisms in a variety of ways.

Rubidium, cesium, and francium
Rubidium and cesium are much less common than are sodium and

potassium, ranking numbers 23 and number 45, respectively, in abun-
dance. Both elements also have relatively few practical applications. Ru-
bidium is employed primarily in various kinds of chemical research. One
of its compounds has been used to treat patients with depression. In ad-
dition, some kinds of glass and radiation detection equipment are made
with cesium compounds.

Francium is a radioactive element (one that spontaneously gives off
energy in the form of particles or waves by disintegration of their atomic
nuclei) and is one of the rarest elements in Earth’s surface. It has no uses
except for research.

[See also Element, chemical; Periodic table]

‡�Alkaline earth metals
The elements that make up Group 2 of the periodic table are commonly
called the alkaline earth metals. They include beryllium, magnesium, cal-
cium, strontium, barium, and radium. All of these elements contain two
electrons in the outermost energy level of their atoms, and they tend to
have similar chemical and physical properties. Their properties can also
be compared to those of the alkali metals, which lie next to them on the
periodic table. They are shiny, relatively soft, and white or silvery in color.

Like the alkali metals, the alkaline earth metals react with acids and
water to produce hydrogen gas. These reactions, however, are less intense
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than are those with the alkali metals. Alkaline earth metals also react vig-
orously with oxygen. Magnesium burns so actively in air, for example,
that it is often used in flares because of the brilliant white light it pro-
duces during combustion.

Flame tests can be used to identify compounds of the alkaline earth
metals. The characteristic colors of these elements are orangish-red for
calcium, crimson for strontium, and apple-green for barium. The brilliant
colors produced in fireworks displays are often produced by compounds
of strontium and barium.

Beryllium
Beryllium ranks number 50 in abundance among the chemical ele-

ments. Interestingly enough, it occurs most commonly in gemstones and
beautiful minerals such as beryl, emeralds, and aquamarine. The largest
crystals of beryl are about a meter in length and weigh up to 60 metric tons.

The most important industrial application of beryllium is in the man-
ufacture of alloys (metal mixtures). In very small amounts, the element
adds strength, durability, and temperature stability to alloys. Copper-
beryllium alloys make good hand tools in industries that use flammable
solvents because the tools do not cause sparks when struck against other
objects. Nickel-beryllium alloys are used for specialized electrical con-
nections and various high temperature applications. Beryllium is used in-
stead of glass in X-ray tubes because it lets through more of the X-radi-
ation than glass would.

Beryllium is toxic to humans. Exposure to high concentrations can
cause a pneumonia-like condition that can quickly result in death. Long-
term exposure to even small concentrations can result in serious health
problems, in particular a respiratory problem known as berylliosis.

Magnesium
Magnesium is the sixth most common element in Earth’s crust. It

occurs in minerals such as dolomite, magnesite, carnallite, asbestos, soap-
stone, mica, and spinel. The oceans also contain relatively high concen-
trations of magnesium chloride.

Magnesium performs a critical role in living things because it is a
key component of chlorophyll. Chlorophyll is the green pigment that 
captures the energy of sunlight for storage in plant sugars during photo-
synthesis. (Through the process of photosynthesis, plants use light to break
down chemical compounds). Chlorophyll is a large molecule called a 
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porphyrin; the magnesium occupies the center of the porphyrin molecule.
In the animal kingdom, a similar porphyrin called heme allows hemo-
globin to transport oxygen around in the bloodstream; in the case of heme,
however, iron rather than magnesium occupies the central place in the
porphyrin.

Elemental magnesium is a strong, light metal, particularly when al-
loyed, or mixed, with other metals like aluminum or zinc. These alloys
have many uses in construction, such as in the manufacture of airplane
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parts. Alloys of magnesium and the rare earth elements are so tempera-
ture resistant that they are used to make car engine parts.

Calcium
Calcium is the third most common metal on Earth, exceeded only

by iron and aluminum, and the fifth most common element. Naturally oc-
curring compounds of calcium include limestone, dolomite, marble, chalk,
and iceland spar (all forms of calcium carbonate); gypsum (calcium sul-
fate); fluorite (calcium fluoride); and apatite (calcium fluorophosphate).
Compounds of calcium are also found in sea water.

Calcium is an essential nutrient for living organisms. One of its func-
tion is the proper development of bones and teeth. Nutritionists say that
growing children need about 1.5 grams of calcium every day to maintain
good health. Calcium is also needed for the coagulation (clotting) of blood
and for maintaining a normal heartbeat and blood pressure.

The industrial applications of calcium are numerous. Both limestone
and gypsum have been used in building materials since ancient times; in
general, gypsum was used in drier climates. Marble is also a good build-
ing material. Limestone and dolomite are the principle sources of slaked
lime (calcium hydroxide) and quick lime (calcium oxide) for the steel,
glass, paper, dairy, and metallurgical industries. Lime can act as an agent
to remove impurities from steel, as a neutralizing agent for acidic indus-
trial waste, as a reagent (a chemically active substance) for reclaiming
sodium hydroxide from paper pulping waste, and as a scrubbing com-
pound to remove pollutants from smokestack effluent. The paper indus-
try uses calcium carbonate as an additive to give smoothness and opac-
ity (the opposite of transparency) to the finished paper. The food,
cosmetic, and pharmaceutical industries use it in antacids, toothpaste,
chewing gum, and vitamins.

Strontium, barium, and radium
Strontium and barium are the fifteenth and fourteenth most abun-

dant elements, respectively, in Earth’s crust. They also occur in very small
concentrations in the oceans. Radium is a radioactive element that occurs
only in association with uranium, from which it is formed by radioactive
decay. (A radioactive element is one that spontaneously gives off energy
in the form of particles or waves by disintegration of their atomic nuclei.)
This relationship between uranium and radium provides a reliable way to
find the age of rocks. The larger the amount of radium in a rock, the
longer decay has been taking place and the older the rock is.
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Because of the brilliant red color they produce when burned, stron-
tium compounds are widely used in fireworks and flares. Strontium car-
bonate is also a glass additive, and strontium hydroxide is a refining agent
in the production of beet sugar. The most important commercial applica-
tion of barium is in the form of barium sulfate, used as a lubricating mud
in well-drilling operations. In the medical field, patients with gastroin-
testinal (stomach and intestinal) problems are often required to drink a
chalky, white liquid form of barium sulfate before having X-ray exami-
nations.

Radium was formerly used in medicine to treat various kinds of can-
cer and other conditions. Its use has declined, however, as safer radioac-
tive materials have been discovered. Compounds of radium were also used
to paint the luminous numbers on watch dials. That application has been
stopped because of the health risks to workers who used the radium paint.

[See also Chlorophyll; Element, chemical; Periodic table]

‡�Allergy
An allergy is an extreme or overly sensitive response of the immune 
system to harmless substances in the environment. The immune system
launches a complex series of actions against an irritating substance, re-
ferred to as an allergen. This immune response may be accompanied 
by a number of stressful symptoms, ranging from mild to severe to life-
threatening. In rare cases, an allergic reaction leads to anaphylactic
shock—a condition characterized by a sudden drop in blood pressure, dif-
ficulty in breathing, skin irritation, collapse, and possible death.

The immune system may produce several chemical agents that cause
allergic reactions. One example are the histamines released after exposure
to an allergen. (Histamines are compounds that cause capillaries to dilate;
smooth muscles to contract, thereby constricting airways; and gastric acids
to be secreted.) The use of antihistamines helps to relieve some of the
symptoms of allergy by blocking out histamine receptor sites in cells.

Types of allergy
The most common type of allergy is allergic rhinitis (inflammation

of the mucous membrane of the nose) caused by inhaling allergens car-
ried in the air. Seasonal environmental allergic rhinitis, or hay fever as it
is popularly called, is brought on by wind-borne pollens, the dustlike
masses of microscopic spores in seedbearing plants. Every spring, sum-
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mer, and fall, pollens from grasses, trees, and weeds produce allergic re-
actions—like sneezing, runny nose, swollen nasal tissues, headaches,
blocked sinuses, and watery, irritated eyes—in allergy-prone people.
Perennial allergic rhinitis is the year-round occurrence of symptoms
caused by inhaling allergens such as animal dander, molds, and dust from
dust mites. Of the 46 million allergy sufferers in the United States, about
25 million have rhinitis.

Other types of allergies can be traced to certain foods, drugs, insect
bites, skin contact with chemical substances, and odors. In the United
States there are about 12 million people who are allergic to a variety of
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Words to Know

Allergen: An otherwise harmless substance that causes a fixed allergic
response in certain people.

Anaphylactic shock: A violent, sometimes fatal, response to an aller-
gen after initial contact.

Decongestant: Drug used for a short term to reduce mucous membrane
congestion.

Histamine: Chemical produced by the immune system that triggers
allergic reactions.

IgE: The chief antibody responsible for producing the compounds that
cause allergic reactions.

Lymphocyte: A white blood cell that stimulates antibody formation.

Mast cell: A large cell in connective tissue containing substances
involved in allergic reactions.

Receptor sites: Places on cells where substances bind to produce cer-
tain reactions.

Rhinitis: Nasal congestion, inflammation, and sneezing caused by sea-
sonal pollens or other allergens.

Steroids: Drugs that stimulate the adrenal glands (which in turn
secrete hormones, or chemical messengers that regulate various bodily
functions) and are highly effective in treating asthma and allergies
but also have many side effects.

Weal: A welt; the reddened, itchy swelling caused by a skin patch test.



chemicals. In some cases an allergic reaction to an insect sting or a drug
can cause sudden death. Serious asthma attacks are associated with sea-
sonal rhinitis and other allergies. About 9 million people in the United
States suffer from asthma.

Role of immune system
An individual’s immune system plays a part in determining both the

occurrence and the severity of allergic reactions. Some people are aller-
gic to a wide range of allergens while others are allergic to only a few or
to none. The immune system is the body’s defense against substances it
recognizes as foreign invaders. Lymphocytes, a type of white blood cell,
fight viruses, bacteria, and other antigens (foreign substances such as tox-
ins or enzymes) by producing antibodies. When an allergen first enters
the body, the lymphocytes produce an antibody called immunoglobulin E
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(IgE). The IgE antibodies attach to mast cells, large cells in connective
tissue that contain histamines and other chemicals. The second time any
given allergen enters the body, it becomes attached to the newly formed,
Y-shaped IgE antibodies. These antibodies, in turn, stimulate the mast
cells to release their histamines and other anti-allergen chemicals.

Studies show that allergy sufferers produce an excessive amount of
IgE, indicating a hereditary factor in their allergic responses. How indi-
viduals adjust over time to allergens in their environment is also a factor
in determining whether they will develop an allergic disorder.

Diagnosis and treatment
Diagnosis of an allergic disorder is based primarily on the patient’s

medical history. Skin patch tests are sometimes used to determine exactly
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Anaphylaxis

Anaphylaxis is a sudden, severe, sometimes fatal allergic reac-
tion to a foreign substance or antigen. In humans, anaphylaxis is a
rare event in which an initial exposure to a certain substance—such as
penicillin, an insect sting, or certain foods—creates extreme sensitiv-
ity to it. The body reacts to the allergen by producing specific
immunoglobulin E (IgE) antibodies that attach to the surface of mast
cells containing histamine. On subsequent exposure to the allergen,
the antigen binds with the specific IgE antibodies, triggering the
immediate release of histamine and other irritating chemicals by the
mast cells. The release of these chemicals cause hives, itching, nasal
congestion, a sudden drop in blood pressure, shock, or loss of con-
sciousness. Swelling of the upper respiratory tract may result in severe
difficulty breathing, which can lead to death.

Anaphylaxis must be treated immediately with an injection of
adrenaline, followed by other medications. To prevent anaphylaxis,
individuals with known sensitivities to certain substances are
instructed to avoid exposure to them. Anaphylaxis kits are sometimes
prescribed by doctors for patients who are hypersensitive to one or
more antigens (a bee’s sting, for instance). In the event of an emer-
gency, the patients can inject themselves with adrenaline provided in
the kit before getting to a doctor or hospital.



which allergens aggravate the patient’s condition. A tiny amount of a sus-
pected allergen is injected under the skin; any actual allergen will raise a
weal at the site of the injection. The weal is a circular area of swelling
that itches and is reddened. The size of the weal produced by a suspected
allergen is compared to a “control” weal produced by the injection of his-
tamine itself. The tests at times produce false positives, so they cannot be
relied on exclusively.

The simplest form of treatment is avoidance of the allergic substance.
When that is not possible, desensitization to the allergen is sometimes at-
tempted by exposing the patient to gradually increasing quantities of the
allergen at regular intervals.

Antihistamines, which are now prescribed and sold over the counter
as an allergy remedy, were discovered in the 1940s. Antihistamines 
act by occupying the receptor sites in cells that react to histamine; hista-
mine is therefore blocked from entering the sites. The allergens are still
there, but the body’s protective actions are suspended for the time the 
antihistamines are active. Antihistamines also constrict the smaller blood
vessels and capillaries, thereby preventing the accumulation of excess
nasal fluids.

Steroid drugs inhaled through the nose are sometimes prescribed to
allergy sufferers to relieve local inflammation. Decongestants can also
bring relief but should only be taken for a short time, since their contin-
ued use can make the allergy-sufferer’s reaction more intense.

[See also Antibody and antigen; Immune system]

‡�Alloy
An alloy is a mixture of two or more metals. Some familiar examples of
alloys include brass, bronze, pewter, cast and wrought iron, steel, coin
metals, and solder (pronounced SOD-der; a substance used to join other
metallic surfaces together). Alloys are usually synthetic materials, devel-
oped by scientists for special purposes. They generally have specially de-
sirable properties quite different from the metals from which they are
made. As an example, Wood’s metal is a mixture of about 50 percent bis-
muth, 10 percent cadmium, 13 percent tin, and 27 percent lead that melts
at 70°C (160°F). This low melting point makes Wood’s metal useful as
a plug in automatic sprinkler systems. Soon after a fire breaks out, the
heat from the flames melts the Wood’s metal plug, releasing water from
the sprinkler system.
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‡�Alternative energy sources
Alternative energy is energy provided from sources other than the three 
fossil fuels: coal, oil, and natural gas. Alternative sources of energy include
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nuclear power, solar power, wind power, water power, and geothermal
energy, among others.

Current sources of energy
As of the beginning of the twenty-first century, fossil fuels (fuels

formed over millions of years from the remains of plants and animals) pro-
vide more than 85 percent of the total energy used around the world. In
the United States, two-thirds of the electricity is currently generated by
burning fossil fuels like coal, gas, and oil. According to the U.S. Depart-
ment of Energy and the Environmental Protection Agency, such combus-
tion pumped almost 2.5 billion tons (2.3 billion metric tons) of carbon diox-
ide into the atmosphere in 1999. Over the last 150 years. some 270 billion
tons (245 billion metric tons) of carbon in the form of carbon dioxide have
been released into the air as a result of the burning of fossil fuels.

Fossil fuels supply energy for transportation, industrial manufactur-
ing, heating of buildings, and the production of electricity. However, the
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Words to Know

Active solar heating: A solar energy system that uses pumps or fans
to circulate heat captured from the Sun.

Fossil fuel: A fuel such as coal, oil, or natural gas that is formed over
millions of years from the remains of plants and animals.

Heat energy: The energy produced when two substances that have dif-
ferent temperatures are combined.

Passive solar heating: A solar energy system in which the heat of the
Sun is captured, used, and stored by means of the design of a building
and the materials from which it is made.

Photovoltaic cell: A device made of silicon that converts sunlight into
electricity.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.

Solar collector: A device that absorbs sunlight and collects solar heat.

Turbine: An engine that turns in a circular motion when force, such as
moving water, is applied to its parts.



reserves of coal, oil, and natural gas are limited; in fact, they are called
nonrenewable resources because once the supplies that are available are
used up, they cannot be replaced. It is predicted that at the current rate of
energy consumption, available reserves of oil and natural gas will be
greatly decreased during the twenty-first century. Coal is more plentiful,
but its use can contribute to environmental problems such as global warm-
ing (an increase in Earth’s temperature over time). Because of growing
energy demands in developing nations as well as the energy needs of in-
dustrialized societies, it will become increasingly necessary to turn to al-
ternative sources of energy in the future. Conserving energy and using it
more efficiently are additional ways of addressing the energy problem.

Nuclear power
Nuclear power is an alternative energy source that can be obtained

from either the splitting of the nuclei of atoms (nuclear fission) or the
combining of the nuclei of atoms (nuclear fusion). In either of these two
reactions, great amounts of energy are released. Nuclear power plants use
a device called a nuclear reactor in which uranium or plutonium atoms
are split in controlled fission reactions. The heat energy released is cap-
tured and used to generate electricity. As of 2000, there were 110 oper-
ating nuclear power plants in the United States. France relies on nuclear
power for more than 70 percent of its electricity production.

Controlled nuclear fusion is believed by many scientists to be the
ultimate solution to the world’s energy problems. The energy released in
fusion reactions is many times greater than that released in fission reac-
tions. To date, however, the technology has not been developed to make
use of this source of energy.

Although nuclear power is a clean, cheap, and relatively safe means
of providing energy, public concern over safety issues has brought the
construction of new nuclear power plants to a virtual halt in the United
States. The nuclear accidents at Three Mile Island in Pennsylvania in 1979
and at the Chernobyl nuclear power plant in Ukraine in 1986 (in which
a large amount of radioactive material was released into the atmosphere)
prompted fears of similar disasters occurring elsewhere. In addition, there
is the problem of storing radioactive nuclear waste safely so that it does
not pose a threat to humans or the environment.

Water power
The power of moving water, or hydropower, is a clean and efficient

means of generating electricity. Water falling through dams powers 
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water turbines that are hooked up with electric generators. The energy is
then distributed across vast electrical networks. Canada, the United States,
and Brazil lead the world in hydroelectricity production. The building of
dams has an environmental impact, however, causing flooding of land
above the dams and disrupting the normal flow of water below them,
which can affect the natural ecosystem (a community of organisms and
their environment) of a river.

Wind power
Wind power is one of the earliest forms of energy used by hu-

mankind. Windmills were used on farms in the early part of the twenti-
eth century to pump water and generate electricity. Now considered an
alternative energy source, wind power is being harnessed by modern wind-
mills with lighter, stronger blades. In states such as California, New
Hampshire, Oregon, and Montana, up to several hundred windmills may
operate together (called wind farms) in open areas with steady winds. Sin-
gle giant windmills capable of providing electricity to several thousand
homes are also operating in the United States. Several power companies
have plans to build large-scale wind farms in Texas, New Jersey, Mass-
achusetts, and Minnesota, and smaller plants in Pennsylvania, Connecti-
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Pass, California, is a source

of energy that does not
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(Reproduced by permission 

of the U.S. Department 

of Energy.)



cut, and New York before 2020. By that year, the U.S. Department of En-
ergy hopes the contribution of wind power to electrical generation na-
tionwide will be increased by 5 percent. With new technologies being de-
veloped to improve windmill performance and efficiency, wind power is
a promising, clean, cheap, and abundant source of energy for the future.

Solar power
Solar power, or energy from the Sun, is a free, abundant, and non-

polluting source of energy. Solar energy can be used to heat buildings
and water and to produce electricity. However, the Sun does not always
shine, and the process of collecting solar energy and storing it for use at
night and on cloudy days is difficult and expensive.

Solar energy systems can be either passive or active. In a passive
solar heating system, a building captures and stores the Sun’s heat be-
cause of the way it is designed, the materials it is made of, or the heat-
absorbing structures it possesses. An example of a passive system is a
building with large windows facing south (that allow sunlight to enter)
and with thick walls that store heat and release it at night.

Active solar energy systems use pumps or fans to circulate heat ob-
tained by solar collectors. A solar collector is a device that absorbs the

1 1 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Alternative
energy sources

A building sided with photo-

voltaic cells, which capture

the energy of the Sun and

convert it into electrical

energy. (Reproduced courtesy

of the Library of Congress.)



energy of the Sun and converts it to heat for heating buildings and wa-
ter. Flat-plate collectors are mounted to the roofs of buildings and used
for space heating. They are made of a heat-absorbing plate, such as alu-
minum or copper, covered by glass or plastic. Water or air circulating in
the collector absorbs heat from the plate and is carried to a heat storage
tank. The stored heat is circulated or blown over cold rooms using pumps
or fans. A conventional heating system is used as a backup when solar
heat is not available. Solar heating of water is accomplished using a col-
lector, a hot water storage tank, and a pump to circulate water.

Sunlight can be captured and converted into electric power using so-
lar cells (called photovoltaic cells). Solar cells are usually made up of sil-
icon and can convert light to electric current. They are used in space satel-
lites to provide electricity, as well as in watches and pocket calculators.
Solar panels made up of solar cells have been installed in some homes,
and solar cells are used as energy sources in lighthouses, boats, and other
remote locations.

Solar power plants—using energy from the Sun to produce steam
for driving turbines to generate electricity—could potentially replace fuel-
driven power plants, producing energy without any environmental haz-
ards. In California, a solar power facility—using collectors made of large
motorized mirrors that track the Sun—produces electricity to supplement
the power needs of the Los Angeles utilities companies.

Geothermal energy
Geothermal energy is the natural heat generated in the interior of

Earth and released from volcanoes and hot springs or from geysers that
shoot out heated water and steam. Reservoirs of hot water and steam un-
der Earth’s surface can be accessed by drilling through the rock layer.
The naturally heated water can be used to heat buildings, while the steam
can be used to generate electricity. Steam can also be produced by pump-
ing cold water into rock that is heated by geothermal energy; such steam
is then used to produce electric power.

Geothermal energy is an important alternative energy source in 
areas of geothermal activity, including parts of the United States, Iceland,
and Italy. Homes in Boise, Idaho, are heated using geothermal energy, as
are most buildings in Iceland. The Geysers in California is the largest
steam field in the world and has been used to produce electricity since
1960. Unlike solar energy and wind power, however, the use of geother-
mal energy has an environmental impact. Chemicals in the steam con-
tribute to air pollution, and water mixed with the steam contains dissolved
salts that can corrode pipes and harm aquatic ecosystems.
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Tidal and ocean thermal energy
The rise and fall of ocean tides contain enormous amounts of en-

ergy that can be captured to produce electricity. In order for tidal power
to be effective, however, the difference in height between low and high
tides needs to be at least 20 feet (6 meters), and there are only a few places
in the world where this occurs. A tidal station works like a hydropower
dam, with its turbines spinning as the tide flows through them in the
mouths of bays or estuaries (an arm of the sea at the lower end of a river),
generating electricity. By the end of the twentieth century, tidal power
plants were in operation in France, Russia, Canada, and China.

Ocean thermal energy uses the temperature change between the
warmer surface waters and the colder depths to produce electrical power.

Biomass energy
Certain biomass (the sum total of living and dead plants, animals, and

microorganisms in an area) can be used as fuel to produce heat energy.
Wood, crops and crop waste, and wastes of plant, mineral, and animal mat-
ter are part of the biomass. The biomass contained in garbage can be burned
to produce heat energy or can be allowed to decay and produce methane
(natural gas). In western Europe, over 200 power plants burn rubbish to
produce electricity. Methane can be converted to the liquid fuel methanol,
and ethanol can be produced from fermentable crops such as sugar cane
and sorghum. Adequate air pollution controls are necessary when biomass
is burned to limit the release of carbon dioxide into the atmosphere.

Other sources of alternative energy
Other sources of alternative energy include hydrogen gas and fuel

cells. Hydrogen gas is a potential source of fuel for automobiles, as well as
a potential source of energy for heating buildings and generating electric-
ity. Although hydrogen is not readily available, it can be produced by sep-
arating water into hydrogen and oxygen in a process called electrolysis. A
disadvantage of using hydrogen gas as fuel is that it is highly flammable.

Fuel cells are devices that produce electric power from the interac-
tion of hydrogen and oxygen gases. They are used to provide electricity
in spacecraft and are a potential alternative energy source for heating
buildings and powering automobiles.

Energy conservation
Energy conservation plays an extremely important role in reducing

unnecessary energy consumption. Improving energy efficiency is the best
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way to meet energy demands without adding to air and water pollution.
Designing gas-saving automobiles, using fluorescent lightbulbs, recy-
cling, raising the setting for house air conditioners, improving the effi-
ciency of appliances, and properly insulating buildings are some of the
ways energy can be conserved.

[See also Bioenergy; Pollution; Pollution control; Waste Man-
agement]

‡�Alternative medicine
Alternative medicine is the practice of techniques to treat and prevent dis-
ease that are not generally accepted by conservative modern Western med-
icine. These techniques include homeopathy, acupuncture, herbal medi-
cine, yoga, meditation, chiropractic, massage therapy, biofeedback,
naturopathy, and many others. Although some of these forms such as
yoga, meditation, and acupuncture have been practiced for centuries in
many cultures, the U.S. medical community has been slow to acknowl-
edge their benefits.

With an increased emphasis on disease prevention in recent years,
many people have looked to alternative forms of medicine for drug-free
approaches to achieving and maintaining good health. Alternative medi-
cine allows people a measure of participation and control in their own
well-being, as many of the practices can be taught and self-administered.
Some people have turned to alternative medicine in search of treatment
or cures for illnesses such as cancer, AIDS (acquired immunodeficiency
syndrome), arthritis, and heart disease.

Relaxation techniques
Relaxation techniques help promote sleep, reduce stress, and allevi-

ate pain. Controlled breathing is the simplest form of relaxation and con-
sists of sitting or lying in a quiet place and breathing slowly in through
the nose and out through the mouth. An advantage of this technique is
that, if needed, it can be performed at any time, in any location, to pro-
duce relaxation.

Progressive relaxation therapy is a method of relieving muscle ten-
sion. Quietly lying on one’s back and focusing on a particular region of
the body such as the face, the individual consciously relaxes the muscles
in that area. Moving through each part of the body, the individual repeats
the process until all the body’s muscles are relaxed.
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The ancient practice of yoga incorporates relaxation, deep breath-
ing, and postures (placing the body in certain positions) to relieve stress,
improve blood circulation, and strengthen the body. Regular practice of
yoga has been shown to be helpful in reducing the symptoms of many
ailments from depression to heart disease.

Meditation is a method of relaxation in which a person concentrates
his mind on a single thing such as an image, a word or phrase repeated
silently, or the pattern of his breath. Meditation is usually practiced in a
sitting position with the eyes closed and the back held straight. Its im-
mediate benefits are reduced stress and anxiety, lowered blood pressure,
and a slower rate of breathing. The daily practice of meditation over a
long period of time has been shown to strengthen the body’s ability to
fight disease.

Biofeedback is a relaxation technique in which an individual learns
to consciously control certain body functions—for example, blood pres-
sure. The individual is connected by electrodes to a machine that responds
to body signals (blood pressure in this case) by beeping. Increased blood
pressure results in a faster series of beeps, which slow as blood pressure
decreases. As the beeps slow down, the person realizes that the blood
pressure has decreased and tries to remember the relaxed state that cre-
ated the change. The ultimate goal is to be able to recreate the relaxed
state that lowered blood pressure—without the aid of signals. Biofeed-
back has been used to treat migraines, to improve digestion, to lower heart
rate, and to relieve pain. It has also been used to regain some control of
muscles in persons who are partially paralyzed.

Hypnotherapy is the use of hypnosis to help a person gain control
over stress, pain, and bad habits such as smoking and overeating. It is
also sometimes used in medicine to block the sensation of pain during
medical procedures and in psychotherapy to assist patients in recalling
traumatic events. Under the guidance of a hypnotherapist, the person en-
ters a trancelike state during which his subconscious mind responds to
the suggestions of the therapist. The person can be taught to recreate the
deeply relaxed state he experienced while under hypnosis and to use it on
his own to overcome pain, control eating and smoking habits, and reduce
stress.

Visualization and guided imagery are additional relaxation tech-
niques that involve focusing the mind on specific images. With eyes
closed, the person pictures in his mind a peaceful image or scene and con-
centrates on the sights, sounds, and smells that make the image soothing.
Visualization is sometimes used as a supplemental treatment for patients
with cancer or other serious and painful diseases. Guided by a therapist,
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the patient may visualize his body fighting the disease. This technique
has been credited with bringing about physical healing in some cases.

Massage therapy is a method of achieving relaxation by applying
pressure to and kneading the muscles of the body. Under the hands of a
skilled massage therapist, this relaxation technique can temporarily re-
lieve muscle tension and mental stress.

Chiropractic
Chiropractic is a medical practice founded on the theory that human

disease is caused by impaired nerve functioning. This impairment stems
from the vertebrae of the spine shifting from their normal place and putting
pressure on the spinal nerves. To treat a patient, the chiropractor mas-
sages and manipulates the vertebrae back to their proper position.

Holistic medicine
Holistic medicine is an approach to health care that takes into con-

sideration the whole person in the treatment and prevention of disease.
According to practitioners of the holistic approach, a person’s physical,
mental, emotional, and spiritual states must all be in harmony for opti-
mal health. Many licensed doctors practice holistic medicine, and they
may include alternative forms of therapy in place of or in addition to tra-
ditional forms in treating patients.

Herbal medicine
Herbal medicine uses herbal remedies composed of plant substances

to treat illness. Herbs have been used for centuries in most cultures of the
world, and many drugs used in modern Western medicine are derived
from plants. Herbal remedies can be taken as capsules or as tinctures (plant
extracts in alcohol). Fresh or dried herbs can be brewed for teas, applied
directly, or mixed with water and used as pastes to treat skin disorders.
Herbal remedies are often prescribed by alternative medical practitioners
as part of a treatment program that includes proper diet, exercise, and re-
laxation techniques.

Homeopathy
Homeopathy is a term derived from the Greek words meaning “sim-

ilar suffering.” A system of medicine developed over 200 years ago, home-
opathy is based upon the principle that “like cures like.” To treat a dis-
ease or disorder, the homeopath practitioner prescribes a remedy (an
extract of plant, mineral, or animal substances) that produces the same
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symptoms the patient is experiencing. The remedy would make a healthy
person sick, but in a sick person the remedy is thought to stimulate the
body’s natural defenses and promote healing.

In homeopathy, it is believed that each individual’s illness is unique
to that person, and both the person’s physical and mental states are con-
sidered before prescribing a remedy. Like many other alternative medi-
cine practices, homeopathy treats the body and mind as one; what affects
one affects the other.

Homeopathy is a respected and approved medical practice in parts
of Europe, Latin America, India, Greece, South America, and South
Africa. In the United States, homeopathy has only begun to be accepted
by the mainstream medical community, with some physicians using it
along with traditional medicine to treat their patients. The production of
homeopathic remedies is regulated by the Food and Drug Administration,
and the remedies are available in many natural food stores.
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Acupuncture and Acupressure

Acupuncture is a technique developed by the ancient Chinese
in which very thin needles are inserted through the skin at specific
points of the body to relieve pain, cure disease, or provide anesthesia
for surgery. The technique is one element of traditional Chinese medi-
cine, which also includes herbal remedies, massage therapy, and a
healthful diet. Acupuncture is practiced in the United States by both
medical doctors and licensed practitioners, although its use by physi-
cians is mostly limited to pain relief.

According to Chinese belief, lines or channels of energy cover
the body and flow through it. The presence of illness or disease indi-
cates that the flow of energy is blocked. Inserting fine needles at pre-
cise points along the channels removes the blockage, restoring the
free flow of energy and allowing the internal organs to correct imbal-
ances in their functioning.

Acupressure, also called shiatsu in Japan, is an ancient Chi-
nese method of improving a person’s health by applying pressure to
specific points on the body. Acupressure uses the same channels of
energy flow as acupuncture but does not break the skin. Instead, the
acupressure practitioner applies pressure using the fingertips or knuck-
les to loosen muscles and improve circulation.



Naturopathy
Founded in the early part of the twentieth century, naturopathy is a

system of healing disease using natural means. This drug-free method of
treating patients relies on natural means such as manual manipulation,
homeopathy, herbal medicine, hydrotherapy (water therapy), massage, ex-
ercise, and nutrition. The body’s power to heal is acknowledged to be a
powerful process that the practitioner, or naturopath, seeks to enhance us-
ing all-natural remedies that appear to help the patient.

Naturopaths are trained practitioners who diagnose and treat disease
and are licensed in a number of states. They are specialists in preventive
medicine who teach patients how to live in ways that maintain good health.
Naturopaths sometimes work with physicians to help patients recover
from major surgery. Although naturopathy is not widely accepted in the
medical community, some physicians are also naturopaths.

‡�Aluminum family
The aluminum family consists of elements in Group 13 of the periodic
table: boron (B), aluminum (Al), gallium (Ga), indium (In), and thallium
(Tl). The family is usually named after the second element, aluminum,
rather than the first, boron, because boron is less typical of the family
members than is aluminum. Boron is a metalloid (an element that has
some of the properties of metals and some of the properties of nonmetals),
while the other four members of the family are all metals.

Aluminum
Aluminum is a lightweight, silvery metal, familiar to every house-

hold in the form of pots and pans, beverage cans, and aluminum foil. It
is attractive, nontoxic, corrosion-resistant, nonmagnetic, and easy to form,
cast, or machine into a variety of shapes. It has a melting point of 660°C
(1,220°F) and a boiling point of 2,519°C (4,566°F).

Aluminum is the third most abundant element in Earth’s crust after
oxygen and silicon, and it is the most abundant of all metals. It consti-
tutes 8.1 percent of the crust by weight and 6.3 percent of all the atoms
in the crust. Because it is a very active metal, aluminum is never found
in its metallic form. Rather, it occurs in a wide variety of earthy and rocky
minerals, including feldspar, mica, granite, and clay. Kaolin is an 
especially fine, white, aluminum-containing clay that is used in making
porcelain.
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Known as aluminium in other English-speaking countries, the ele-
ment was named after the mineral alum, one of its salts that has been
known for thousands of years. Alum was used by the Egyptians, Greeks,
and Romans as a mordant, a chemical that helps dyes stick to cloth.

Properties and uses. Pure aluminum is relatively soft and not the
strongest of metals. When melted together with other elements such as
copper, manganese, silicon, magnesium, and zinc, however, it forms al-
loys (a substance composed of two or more metals or of a metal and a
nonmetal) with a wide range of useful properties. Aluminum alloys are
used in airplanes, highway signs, bridges, storage tanks, and buildings.
The world’s tallest buildings, the World Trade Center towers in New York,
are covered with aluminum. Aluminum is being used more and more in
automobiles because it is only one-third as heavy as steel and therefore
decreases fuel consumption.

In spite of the fact that aluminum is chemically very active, it does
not corrode in moist air the way iron does. Instead, it quickly forms a
thin, hard coating of aluminum oxide. Unlike iron oxide or rust, which
flakes off, the aluminum oxide sticks tightly to the metal and protects it
from further oxidation. The oxide coating is so thin that it is transparent,
so the aluminum retains its silvery metallic appearance. Sea water, how-
ever, will corrode aluminum unless it has been given an unusually thick
coating of oxide by the anodizing process. (During the anodizing process,
a piece of aluminum is oxidized in order to create on its surface a coat-
ing of aluminum oxide, which is able to take dyes, unlike plain aluminum.)

When aluminum is heated to high temperatures in a vacuum, it evap-
orates and condenses onto any nearby cool surface such as glass or plas-
tic. When evaporated onto glass, it makes a very good mirror. Aluminum
has largely replaced silver in the production of mirrors because it does
not tarnish and turn black as silver does when exposed to impure air.
Many food-packaging materials and shiny plastic novelties are made of
paper or plastic with an evaporated coating of bright aluminum. The 
silver-colored helium balloons popular at birthday parties are made of a
tough plastic called MylarTM, covered with a thin, evaporated coating of
aluminum metal.

Aluminum is one of the best conductors of electricity, with a con-
ductivity about 60 percent that of copper. Because it is also light in weight
and highly ductile (able to be drawn out into thin wires), it is used in-
stead of copper in almost all of the high-voltage electric transmission lines
in the United States.

Aluminum is used to make kitchen pots and pans because of its high
heat conductivity. It is handy as an airtight and watertight food wrapping
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because it is very malleable; it can be pressed between steel rollers to
make foil (a thin sheet) less than one-thousandth of an inch thick. Claims
are occasionally made that aluminum is toxic and that aluminum cook-
ware is therefore dangerous, but no clear evidence for this belief has ever
been found. Many widely used over-the-counter antacids contain thou-
sands of times more aluminum (in the form of aluminum hydroxide) than
a person could ever get from eating food cooked in an aluminum pot.
Aluminum is the only light element that has no known physiological func-
tion in the human body.

Production. As a highly reactive metal, aluminum is very difficult to
separate from other elements that are combined with it in its minerals and
compounds. In spite of its great abundance on Earth, the metal itself re-
mained unknown for centuries. In 1825, some impure aluminum metal
was finally isolated by Danish physicist Hans Christian Oersted (1777–
1851) by treating aluminum chloride with potassium amalgam (potassium
dissolved in mercury). Then, in 1827, German chemist Hans Wöhler
(1800–1882) obtained pure aluminum by the reaction of metallic potas-
sium with aluminum chloride. He is generally given credit for the dis-
covery of elemental aluminum.

But it was still very expensive to produce aluminum metal in any
quantity, and for a long time it remained a rare and valuable metal. In
1852, aluminum was selling for about $545 a pound. The big breakthrough
came in 1886, when Charles M. Hall, a 23-year-old student at Oberlin
College in Ohio, and Paul L-T. Héroult, another college student in France,
independently invented what is now known as the Hall or Hall-Héroult
process. This process consists of dissolving alumina (aluminum oxide) in
melted cryolite, a common aluminum-containing mineral, and then pass-
ing an electric current through the hot liquid. Molten aluminum metal col-
lects at the cathode (negative electrode). Not long after the development
of this process, the price of aluminum metal plummeted to about 30 cents
a pound. The process used to extract aluminum from its ores today is es-
sentially the same as that developed by Hall and Héroult 150 years ago.

Boron
Elemental boron occurs in a variety of forms, ranging from clear red

crystals to a black or brown powder to a transparent black crystal that is
nearly as hard as diamond. The element is never found free in nature but
is extracted commercially from minerals such as borax, ulexite, cole-
manite, and kernite. Boron is a relatively rare element, constituting about
0.001 percent of Earth’s crust. It ranks number 38 in abundance, after ni-
trogen, lithium, and lead, but before bromine, uranium, and tin.
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Properties and uses. The physical properties of boron are somewhat
difficult to determine since the element occurs in so many different forms.
The melting point of its most stable form is given as 2,180°C (3,900°F)
(the second highest after carbon); its boiling point is about 3,650°C
(6,600°F).

Chemically, boron is a fascinating element. One text on the chemi-
cal elements claims that the inorganic chemistry of boron is “more di-
verse and complex than that of any other element in the periodic table.”
The element forms five types of compounds: (1) metal borides (a metal
plus boron), (2) boron hydrides (boron plus hydrogen), (3) boron trihalides
(boron plus a halide; a halide is a simple halogen compound), (4) oxo
compounds (boron plus complex oxygen radicals; a radical is a group of
atoms that behaves as a unit in chemical reactions but is not stable ex-
cept as part of the compound), and organoboron compounds (boron com-
bined with an organic, or carbon-containing, component).

Boron itself has relatively few uses aside from its role in nuclear re-
actors as a neutron absorber and in alloys as a hardening agent. (Nuclear
reactors are devices used to control the energy released from nuclear re-
actions.) It is also used in the manufacture of semiconductors. (Semicon-
ductors are substances that conduct an electric current but do so very
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poorly.) Probably its best known compound, borax, is used as a water
softening agent, in the production of glasses and ceramics, and as an her-
bicide. A compound derived from borax—boric acid—is used as an eye-
wash and in the production of heat-resistant glass.

Two boron compounds of special interest are boron carbide and
boron nitride. Both are used as refractories, substances that are highly re-
sistant to heat. The melting point of boron carbide is about 2,350°C
(4,230°F) and that of boron nitride, over 3,000°C (5,400°F). When boron
nitride powder is compressed at very high pressures, it produces a hard
crystalline material that is as hard as natural diamonds.

Gallium, indium, and thallium
For most of its history, gallium was best known for one unusual

physical property: it has a melting point of 29.76°C (85.6°F), less than
that of the human body. If you were to hold a lump of gallium metal in
your hand, therefore, it would melt.

In spite of this fact, gallium and its compounds have traditionally
had few uses—until recently. In the 1970s, a compound of gallium called
gallium arsenide was found to have semiconductor properties. Gallium
arsenide has also been used extensively in light-emitting diodes (LEDs),
which are used in the electronic displays of calculators, watches, and CD
players.

Neither indium nor thallium has many commercial applications. The
former element is used largely in making alloys and in the production of
transistors and photo cells. A radioactive isotope of the latter, thallium-
201, is used in medical diagnostic studies, especially those involving the
function of the circulatory system.

[See also Periodic table; Transistor]

‡�Alzheimer’s disease
Alzheimer’s is a brain disease in which damaged and dying brain cells
cause devastating mental deterioration over a period of time. Often con-
fused with senility (mental and physical deterioration associated with old
age), its symptoms include increasingly poor memory, personality
changes, and loss of concentration and judgment. The disease affects ap-
proximately four million people in the United States. Although most vic-
tims are over age 65, Alzheimer’s disease is not a normal result of aging.
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Medication can relieve some symptoms in the early stages of the disease,
but there is no effective treatment or cure. Its exact cause remains un-
known.

History
Alzheimer’s disease is named after German neurologist Alois

Alzheimer (1864–1915), who was the first to describe it. In 1906, he stud-
ied a 51-year-old woman whose personality and mental abilities were ob-
viously deteriorating: she forgot things, became paranoid, and acted
strangely. After the woman’s death, Alzheimer examined her brain at au-
topsy (examination of a dead body to find the cause of death or investi-
gate the damage produced by disease) and noted an unusual thickening
and tangling of the organ’s nerve fibers. He also found that the cell body
and nucleus of nerve cells had disappeared. Alzheimer noted that these
changes indicated some new, unidentified illness. More than seven
decades would pass before researchers again turned their attention to this
puzzling, destructive disease.

A progressive disorder
Alzheimer’s is a tragic disease that slowly destroys its victim’s

brains, robbing them of the thoughts and memories that make them unique
human beings. Patients with Alzheimer’s typically progress through a 
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Words to Know

Beta amyloid protein: A protein that accumulates in the brains of
Alzheimer’s disease victims.

Neocortex: The deeply folded outer layer of the cerebrum, controlling
higher brain functions such as memory, speech, and thought.

Neurofibrillary tangle: An abnormal collection of bunched and twisted
fibers found in dying neurons.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Senility: Mental and physical deterioration of old age once considered
a normal process of aging.



series of stages that begin with relatively minor memory loss of recent
events. Gradually, loss of memory is accompanied by forgetfulness, inat-
tention to personal hygiene, impaired judgment, and loss of concentra-
tion. Later symptoms include confusion, restlessness, irritability, and dis-
orientation. These conditions worsen until patients are no longer able to
read, write, speak, recognize loved ones, or take care of themselves. Sur-
vival after onset of symptoms is usually five to ten years but can be as
long as twenty years. Persons with Alzheimer’s are especially vulnerable
to infection (particularly pneumonia), which is the usual cause of death.

Changes in the brain
A healthy brain is composed of billions of nerve cells (neurons),

each consisting of a cell body, dendrites, and an axon. Dendrites and ax-
ons together are called nerve fibers and are extensions of the cell body.
Nerve messages enter a neuron by way of the dendrites and leave by way
of the axon. Neurons are separated from one another by narrow gaps called
synapses. Messages traveling from one neuron to another are carried
across these narrow gaps by chemicals called neurotransmitters. This
highly organized system allows the brain to recognize stimuli and respond
in an appropriate manner.
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In Alzheimer patients, this orderly system becomes damaged to such
a degree that it no longer works. The brains of Alzheimer’s patients ex-
amined at autopsy show two hallmark features: (1) a mass of fibrous struc-
tures called neurofibrillary tangles and (2) plaques consisting of a core of
abnormal proteins embedded in a cluster of dying nerve endings and den-
drites. Lowered levels of the neurotransmitter acetylcholine (pronounced
uh-seh-tuhl-KOH-leen) are also observed. The brains of Alzheimer’s dis-
ease victims appear shrunken, particularly in large parts of the neocortex,
the outer layer of gray matter responsible for higher brain functions such
as thought and memory. Much of the shrinkage of the brain is due to loss
of brain cells and decreased numbers of connections, or synapses, be-
tween them.

Diagnosing Alzheimer’s disease. There is no simple procedure,
such as a blood test, to diagnose Alzheimer’s. A definitive diagnosis can
only be made by examining brain tissue after death. Diagnosis in a live
patient is based on medical history, physical examination, laboratory tests
to rule out other possible causes of symptoms, and neurological exams to
test mental performance. Using these methods, physicians can accurately
diagnose 90 percent or more of cases.

Risk factors for Alzheimer’s disease. The specific cause of
Alzheimer’s disease remains unknown, although risk factors include ad-
vanced age, trauma such as head injury, and gene mutations. (Genes are
the units of inheritance, and mutations are permanent changes to them.)
When the disorder appears in a number of family members, it is called
familial Alzheimer’s disease and is thought to be caused by an altered
gene. Scientists are exploring the metal aluminum as a possible toxic agent
involved in the development of Alzheimer’s. Also being studied is the
role of the neurotransmitter acetylcholine, as declining levels of this chem-
ical result in more severe symptoms of the disease. Some scientists be-
lieve the abnormal proteins found in plaques in the brains of Alzheimer’s
victims may be the key to understanding the disease. Yet another factor
being studied as a possible cause is a slow-acting virus.

A growing problem
The Alzheimer’s Association, a nonprofit research and support or-

ganization based in Chicago, estimates that more than 100,000 Ameri-
cans die of Alzheimer’s each year, making it the fourth leading cause of
death among adults in the United States (after heart disease, cancer, and
stroke). The cost of caring for Alzheimer’s patients is projected to be 
$80 to $90 billion per year. As more and more citizens live into their
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eighties and nineties, the number of Alzheimer’s disease cases could reach
14 million or more before the middle of the twenty-first century.

[See also Aging and death; Brain; Dementia; Nervous system]

‡�Amino acid
Amino acids are simple organic compounds made of carbon, hydrogen,
oxygen, nitrogen, and, in a few cases, sulfur. Amino acids bond together
to form protein molecules, the basic building blocks of all living things.
Amino acids can vary widely. Only about 20 amino acids are common in
humans and animals, with 2 additional ones present in a few animal
species. There are over 100 lesser known amino acids found in other liv-
ing organisms, particularly plants.

The first few amino acids were discovered in the early 1800s. Al-
though scientists determined that amino acids were unique compounds,
they were unsure of their exact significance. Scientists did not understand
their importance in the formation of proteins—chemical compounds re-
sponsible for the structure and function of all cells—until the first part of
the twentieth century.

Bonding
An important characteristic of amino acids is their ability to join to-

gether in chains. The chains may contain as few as 2 or as many as 3,000
amino acid units. Amino acids become proteins when 50 or more are
bonded together in a chain.

All the millions of different proteins in living things are formed by
the bonding of only 20 amino acids. Like the 26 letters of the alphabet
that join together to form different words, the 20 amino acids join to-
gether in different combinations and sequences to form a large variety of
proteins. But whereas most words are formed by about 10 or fewer let-
ters, proteins are formed by 50 to more than 3,000 amino acids. Because
each amino acid can be used many times along the chain and because
there are no restrictions on the length of the chain, the number of possi-
ble combinations for the formation of protein is truly enormous.

The order of amino acids in the chain, however, is extremely im-
portant. Just as not all combinations of letters make sense, not all com-
binations of amino acids make functioning proteins. Some amino acid
combinations can cause serious problems. Sickle-cell anemia is a serious,
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sometimes fatal disease caused by a single amino acid being replaced by
a different one at the sixth position from the end of the protein chain in
the hemoglobin molecule, the oxygen-carrying particle in red blood cells.

Human need for amino acids
The 20 amino acids required by humans for making protein are nec-

essary for the growth and repair of tissue, red blood cells, enzymes, and
other materials in the body. Twelve of these amino acids, called non-
essential amino acids, can be made within the body. The other eight, called
the essential amino acids, cannot be made by the body and must be ob-
tained from the diet. Proteins from animal sources—meat, eggs, milk,
cheese—contain all the essential amino acids. Except for soybeans, veg-
etable proteins do not have all the essential amino acids. Combinations
of different vegetables, however, form a complete source of essential
amino acids.

[See also Nutrition; Proteins]

‡�Amoeba
An amoeba (pronounced uh-MEE-buh) is any of several tiny, one-celled
protozoa in the phylum (or primary division of the animal kingdom) Sar-
codina. Amoebas live in freshwater and salt water, in soil, and as para-
sites in moist body parts of animals. They are composed of cytoplasm
(cellular fluid) divided into two parts: a thin, clear, gel-like outer layer
that acts as a membrane (ectoplasm); and an inner, more watery grainy
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Essential amino acid: Amino acid that cannot be produced by the
human body and must be obtained from the diet.

Non-essential amino acid: Amino acid that is produced within the
human body.

Proteins: Organic substances consisting of amino acids and other ele-
ments that form the basis of living tissues.



mass (endoplasm) containing structures called organelles. Amoebas may
have one or more nuclei, depending upon the species.

The word amoeba comes from a Greek word meaning “to change.”
The amoeba moves by continually changing its body shape, forming ex-
tensions called pseudopods (false feet) into which its body then flows.
The pseudopods also are used to surround and capture food—mainly 
bacteria, algae, and other protozoa—from the surrounding water. An open-
ing in the membrane allows the food particles, along with drops of 
water, to enter the cell, where they are enclosed in bubblelike chambers
called food vacuoles. There the food is digested by enzymes and absorbed
into the cell. The food vacuoles then disappear. Liquid wastes are ex-
pelled through the membrane.

Water from the surrounding environment flows through the amoe-
ba’s ectoplasm by a process called osmosis. When too much water accu-
mulates in the cell, the excess is enclosed in a structure called a contrac-
tile vacuole and squirted back out through the cell membrane. The
membrane also allows oxygen to pass into the cell and carbon dioxide to
pass out.

The amoeba usually reproduces asexually by a process called binary
fission (splitting in two), in which the cytoplasm simply pinches in half
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and pulls apart to form two identical organisms (daughter cells). This oc-
curs after the parent amoeba’s genetic (hereditary) material, contained in
the nucleus, is replicated and the nucleus divides (a process known as mi-
tosis). Thus, the hereditary material is identical in the two daughter cells.
If an amoeba is cut in two, the half that contains the nucleus can survive
and form new cytoplasm. The half without a nucleus soon dies. This
demonstrates the importance of the nucleus in reproduction.

Some amoebas protect their bodies by covering themselves with sand
grains. Others secrete a hardened shell that forms around them that has a
mouthlike opening through which they extend their pseudopods. Certain
relatives of the amoeba have whiplike organs of locomotion called fla-
gella instead of pseudopods. When water or food is scarce, some amoe-
bas respond by rolling into a ball and secreting a protective body cover-
ing called a cyst membrane. They exist in cyst form until conditions are
more favorable for survival outside.

Some common species of amoebas feed on decaying matter at the
bottom of freshwater streams and stagnant ponds. The best-known of
these, Amoeba proteus, is used for teaching and cell biology research.
Parasitic species include Entamoeba coli, which resides harmlessly in hu-
man intestines, and Entamoeba histolytica, which is found in places where
sanitation is poor and is carried by polluted water and sewage. Infection
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Asexual reproduction: Any reproductive process that does not involve
the union of two individuals in the exchange of genetic material.

Cytoplasm: The semifluid substance of a cell containing organelles and
enclosed by the cell membrane.

Organelle: A functional structure within the cytoplasm of a cell, usu-
ally enclosed by its own membrane.

Osmosis: The movement of water across a semipermeable membrane
from an area of its greater concentration to an area of its lesser con-
centration.

Protozoan: A single-celled, animal-like organism.

Pseudopod: From pseudo, meaning “false,” and pod, meaning “foot”; 
a temporary extension from a cell used in movement and food capture.



with Entamoeba histolytica causes a serious intestinal disease called
amoebic dysentery, marked by severe diarrhea, fever, and dehydration.

[See also Cell; Protozoa; Reproduction]

‡�Amphibians
Amphibians are cold-blooded animals that possess backbones and display
features that lie between those of fish and reptiles. They spend time both
in water and on land. Their larvae (not yet fully developed offspring) 
mature in water and breathe through gills, like fish, while adults breathe
air through lungs and skin. Amphibians are in the class Amphibia, which
includes over 3,500 species. They are further divided into three orders:
Anura (frogs and toads), Urodela (salamanders and newts), and Gymno-
phiona (caecilians, pronounced sih-SILL-yuhns, which are wormlike in
appearance).

History
Amphibians evolved from fish about 400 million years ago, when

the amount of dry land on Earth increased greatly. Certain fish adapted
to these changing conditions by gradually developing limbs to crawl with
and lungs to breathe with. Such organisms, capable of life both in water
and on land, came to be called amphibians, a name that means “double
life.” Amphibians were the first vertebrates (animals with backbones) to
live on land. However, they returned to the water to breed. The largest
variety of amphibians occurred about 360 to 230 million years ago, when
the environment was continually alternating between wet and dry condi-
tions. Many of the species that developed during this period no longer ex-
ist. The groups of amphibians that survived to the present day can be
traced back no further than 200 million years.

Characteristics
Amphibians are cold-blooded animals, meaning they do not have a

constant body temperature but instead take on the temperature of their en-
vironment. They have moist, scaleless skin that absorbs water and oxy-
gen, but that also makes them vulnerable to dehydration (loss of bodily
fluids). Without moist conditions, their skin dries out and they die. There-
fore, amphibians are most often found near ponds, marshlands, swamps,
and other areas where freshwater is available. Some amphibians become
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inactive when conditions are unfavorable for survival. This period of in-
activity is called estivation when it occurs during hot, dry weather and
hibernation when it occurs in response to cold temperatures. Activity re-
sumes when favorable conditions return.

The thin skin of amphibians contains many glands, among them poi-
son glands that protect certain species against predators. The poison from
the glands of the brightly colored poison-dart frog is particularly toxic
and is used by South American Indians to coat the tips of their arrows.
Some amphibians protect themselves from enemies by changing color to
blend in with their surroundings.

Life cycle
The life cycle of most amphibians begins in water when the female

lays eggs that are fertilized outside of her body. The eggs then hatch into
larvae, or tadpoles, that breathe through external gills. The larvae grow
flat tails and feed on vegetation. During a process called metamorphosis,
physical changes occur and external gills give way to lungs. The tadpoles
also change from plant-eating animals to meat eaters. Amphibians usu-
ally reach full adulthood at three to four years.

Not all amphibians follow this pattern of reproduction. Some sala-
manders live out their entire lives on land, where they give birth to fully
formed live young. Others lay their eggs in moist places on the forest
floor, where they hatch as tiny versions of the adults. Some newts retain
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Estivation: State of inactivity during the hot, dry months of summer.

Gill: A bodily organ capable of obtaining oxygen from water.

Hibernation: State of rest or inactivity during the cold winter months.

Invertebrate: An animal lacking a spinal column.

Larva: An animal in its early form that does not resemble the parent
and must go through metamorphosis, or change, to reach its adult
stage.

Vertebrate: An animal having a spinal column.



their external gills throughout their lives. The red-spotted newt of eastern
North American spends its juvenile stage on land as the red eft, return-
ing to water to develop and live as an adult.

Three major groupings
Anurans. Frogs and toads make up the order Anura, the largest group
of living amphibians, comprising about 3,000 species. Anurans lack tails
and have long hind legs that are well adapted for jumping and swimming.
Most anurans live in areas where there is freshwater, although some are
well adapted to drier habitats. Some common anurans of North America
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include the bullfrog, spring peeper, American toad, and spadefoot toad.
Frogs and toads differ in that toads have shorter legs and drier skin that
appears warty in comparison to the smooth skin of frogs. Frogs range in
size, the smallest measuring about 1 inch (2.5 centimeters) and the largest
(the West African Goliath frog)measuring more than 1 foot (about 30 cen-
timeters).

Frogs and toads live mainly on a diet of insects and other inverte-
brates. The largest frogs and toads also eat small mammals, birds, fish,
and other amphibians.

Urodeles. The order Urodela contains about 250 species of newts and
salamanders. Urodeles range in size from approximately 4 inches (about
10 centimeters) to the largest of all amphibians, the giant salamander of
Japan, which grows to more than 5 feet (about 1.5 meters). Urodeles have
long tails and small, underdeveloped legs. They are usually found in or
near water and often reside in moist soil under rocks or logs. Adults usu-
ally spend most of their time on land and have a diet consisting of insects
and worms.

Some species of urodeles are aquatic (live in water), including those
of the genus Siren. These North American amphibians are shaped like
eels, have small forelegs and no hind legs or pelvis. They breathe through
external gills as well as lungs and burrow in mud at the bottom of marshes.

Gymnophions. Caecilians of the order Gymnophiona are blind, leg-
less amphibians shaped like worms. They burrow in moist soil in tropi-
cal habitats of Africa and South America, feeding on soil invertebrates
such as worms. There are at least 160 species of caecilians, ranging in
size from 4 inches (about 10 centimeters) to 4.5 feet (about 1 meter) in
length, but most are rarely seen despite their size.

Recent decline
In the last half of the twentieth century, scientists noted the alarm-

ing decline in the numbers of amphibians and amphibians species around
the world. They theorized the decline was due to a number of factors:
pollution of freshwater ecosystems, the destruction of amphibian habitats
by ever-spreading human populations, and, possibly, increased ultravio-
let radiation due to ozone depletion. Amphibians are known as indicator
species, or species whose health is an indicator or sign of the health of
the ecosystem they inhabit. As their numbers decrease, so do the number
of healthy ecosystems around the world, which in turn results in the loss
of many other animal and plant species.
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‡�Anatomy
Anatomy is a branch of biology that deals with the structure of plants and
animals. Comparative anatomy is a related field in which the structures
of different animals are studied and compared. There are three main ar-
eas of anatomy: gross anatomy deals with organs and organ groupings
called systems that are visible to the naked eye; cytology is the study of
cell structure; and histology examines the structure of tissues. Microscopes
are used in both cytology and histology to study cell and tissue structures.

History of anatomy
Attempts to understand the structure of living things go as far back

as Aristotle (384–322 B.C.), the famous Greek philosopher and biologist.
His dissection (cutting into pieces to examine the parts) and study of an-
imals and plants led to his formation of a classification system that was
used by scientists for almost 2,000 years.

Some of the first human dissections were carried out by Greek
anatomists and physicians Herophilus (late fourth century B.C.) and his
younger follower Erasistratus. Herophilus made many anatomical studies
of the brain. He distinguished the cerebrum (larger portion) from the cere-
bellum (smaller portion), suggested that the brain was the seat of intelli-
gence, and identified and named several structures of the brain, some of
which still carry the names he gave them. He also discovered that nerves
originate in the brain and noted the difference between motor nerves (those
concerned with motion) and sensory nerves (those related to sensation).
Together with Erasistratus, Herophilus established the disciplines of
anatomy and physiology (the science that deals with the function of the
body’s parts and organs).

In his studies of the heart and blood vessels, Erasistratus came very
close to working out the circulatory system of the blood. He understood
that the heart served as a pump and he studied and explained the func-
tion of the heart valves. Erasistratus theorized that the arteries and veins
both spread from the heart but incorrectly believed that the arteries car-
ried air instead of blood.

After Erasistratus’s time, the dissection of human bodies to study their
anatomy ended due to the pressure of public opinion. Egyptians believed that
a body needed to remain whole to enter the afterlife, and they engaged in the
practice of mummification (treating a body with preservatives for burial).

Important contributions to the science of anatomy were made by 
the last and most influential of the great ancient medical practitioners,
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Greek physician Claudius Galen (A.D. 131–200). He expertly dissected
and accurately observed all kinds of animals but sometimes mistakenly
applied what he saw to the human body. Nevertheless, he was the first to
observe that muscles work in opposing pairs: for every muscle that causes
a joint to bend, there is an opposing muscle that restores the joint to its
original position.

Through experiments, Galen observed and described two ground-
breaking anatomical events: (1) paralysis resulting from the cutting of the
spinal cord and (2) the process by which urine passes from the kidneys
to the bladder. In his observations about the heart and blood vessels, how-
ever, Galen made critical errors that remained virtually unchallenged for
1,400 years. He mistakenly believed that blood was formed in the liver
and was circulated throughout the body by the veins. When anatomical
research stopped for many centuries, Galen’s teachings remained the ul-
timate medical authority.

After human dissections resumed in the sixteenth century, the long-
held teachings of Galen were overturned by the work of Flemish anatomist
and physician Andreas Vesalius (1514–1564). Vesalius, who founded
modern scientific anatomy, noted obvious conflicts between what he saw
in his dissections of the human body and what Galen had described. He
reasoned that Galen’s errors resulted from only having done animal dis-
sections, which often did not apply to human anatomy.

In 1543, Vesalius published one of the most important books in med-
ical history and the world’s first textbook of anatomy, On the Structure
of the Human Body. The book contains detailed anatomical descriptions
of all parts of the human body, directions for carrying out dissections, and
meticulously drawn illustrations. Vesalius believed that accurate, basic
knowledge of the human body could only be gained by performing hu-
man dissections. In his book, he set forth an objective, scientific method
of conducting medical research that was to become the foundation of
anatomical research and education throughout the world.

The correct description of the circulation of blood was provided by
English physician William Harvey (1578–1657). In the course of many ex-
perimental dissections, he established the existence of pulmonary circula-
tion (blood flowing from heart to lungs to heart) and noted the one-way
flow of blood. He was the first to discover that blood flows in a continu-
ous circle from the heart to the arteries to the veins and back to the heart.
Harvey published this radical new concept of blood circulation in 1628.

The discovery of capillaries (small blood vessels) by Italian
anatomist Marcello Malpighi (1628–1694) in 1661 provided the factual
evidence to confirm Harvey’s theory of blood circulation. Malpighi dis-
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covered the capillaries—the tiny connecting links between the veins and
arteries—using the newly invented microscope.

The science of anatomy was further advanced by the work of Eng-
lish physicist Robert Hooke (1635–1703). His 1665 publication Micro-
graphia describes the structures of insects, fossils, and plants in detail
from his microscopic studies. While examining the porous structure of
cork, Hooke coined the term “cells” to describe the tiny rectangular holes
he observed. This led scientists to adopt the concept of cells as the unit
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structures of tissues, which in turn led to the suggestion of cells as the
building blocks of organs and to the discovery of the cell nucleus. A later
theory proposing that all of the body’s tissues are composed of cells was
the basis for the science of cytology.

Histology, or the study of tissues (structured groups of specialized
cells), began in earnest in the 1700s with the work of French scientist
Xavier Bichat (1771–1802). Bichat found that organs were built up 
out of different types of simpler structures, and each of these simpler
structures could occur in more than one organ. He further noted that 
different tissues have specific properties and are thereby vulnerable to 
tissue-specific diseases.

Until that time, general anatomy was a descriptive order, based upon
obvious characteristics such as the location of organs. Bichat suggested
adopting a systematic order for anatomy based upon structure and func-
tion. He specified 21 tissues (or systems) in the human body based on
what he saw with his naked eye, distinguishing these different tissues by
their composition and by the arrangement of their fibers. These include
epithelial (skin and digestive), muscular, nervous, connective, and vas-
cular (blood) types.

Histology began to take on its modern form with the introduction
of cell theory in 1839. At that time tissues began to be understood not as
the basic building blocks of living things but as unique systems of cells
with their own stages of development within the embryo (early stage of
an organism’s growth before birth or hatching).

Modern anatomy
Anatomy today makes use of knowledge from many fields of sci-

ence to explore and understand how the structure of an organism’s cells,
tissues, and organs relates to their function.

Human anatomy, a crucial element in the medical school curricu-
lum, divides the body into separate functional systems. These consist of
the skin, the muscles, the skeleton, the circulatory system (blood, blood
vessels, and heart), the digestive system, the urinary system, the respira-
tory system (lungs and breathing), the nervous system (brain, spinal cord,
and nerves), the endocrine system (glands and hormones), and the repro-
ductive system.

[See also Circulatory system; Digestive system; Endocrine sys-
tem; Muscular system; Nervous system; Reproductive system; Res-
piratory system; Skeletal system]
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‡�Anesthesia
Anesthesia is the term given to the loss of feeling or sensation. In med-
ical terms, it is the method of decreasing sensitivity to pain in a patient
so that a medical procedure may be performed. Anesthesia may be ac-
complished without the loss of consciousness, or with partial or total loss
of consciousness.

There are two kinds of anesthesia: general anesthesia, which affects
the entire body and causes a loss of consciousness, and local anesthesia,
in which only the area being operated on is affected. With local anesthe-
sia, the patient may be conscious during the course of the operation or
given a sedative, a drug that induces drowsiness or sleep.

Anesthesiology is the branch of medicine dealing with anesthesia
and anesthetics. Anesthetics can be administered by doctors (called anes-
thesiologists) or by specially trained nurses (called CRNAs, certified reg-
istered nurse anesthetists) working under a doctor’s guidance. The de-
velopment of modern anesthesia has made possible complex operations
such as open heart surgery.

History of anesthesia
Methods for lessening the sensation of pain during surgery date back

to ancient times. Before the discovery of substances that produced gen-
eral anesthesia, patients needing surgery for illness or injury had to rely
on alcohol, opium (a natural narcotic derived from the opium poppy), or
fumes from an anesthetic-soaked cloth to deaden the pain of the surgeon’s
knife. Often a group of men held the patient down during an operation in
case the opium or alcohol wore off. Under these conditions, many pa-
tients died of shock from the pain of the operation itself.

Nitrous oxide, ether, and chloroform. The gases nitrous oxide,
ether, and chloroform were first used as anesthetics in the nineteenth cen-
tury, ushering in the modern era of anesthesia. Nitrous oxide, or laugh-
ing gas, was discovered as an anesthetic by English chemist Humphry
Davy (1791–1867) in 1799. Davy’s finding was ignored until the next
century, when Connecticut dentist Horace Wells (1815–1848) began to
experiment using nitrous oxide as an anesthetic during tooth surgery. In
1845, he attempted to demonstrate its pain-blocking qualities to a public
audience but was unsuccessful when he began to pull a tooth before the
patient was fully anesthetized. The patient cried out in pain and, as a re-
sult, another 20 years passed before nitrous oxide was accepted for use
as an anesthetic.
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The first use of ether as an anesthetic during an operation was
claimed by surgeon Crawford W. Long (1815–1878) of Georgia in 1842.
The operation, however, was unrecorded, so official credit went instead
to Massachusetts dentist William Morton (1819–1868) for his 1846 pub-
lic demonstration of an operation using ether performed in a Boston hos-
pital. While Morton administered the gas to the patient through an inhal-
ing device, John C. Warren (1778–1856) removed a neck tumor without
the patient feeling any pain. Following this landmark use of ether as an
anesthetic, general anesthesia began to be practiced all over the United
States and Europe.

Chloroform was introduced as a surgical anesthetic by Scottish ob-
stetrician James Young Simpson (1811–1870) in 1847. After first exper-
imenting with ether, Simpson searched for an anesthetic that would make
childbirth less painful for women. Although it eased the pain of labor,
chloroform had higher risks than those associated with ether. Neither ether
nor chloroform are used in surgery today.
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Emergence of anesthesiology
Anesthesiology was slow to develop as a medical specialty. By the

end of the nineteenth century, ether—which was considered safer than
chloroform—was administered by persons with little medical experience.
Nurses were eventually assigned to this task, becoming the first anes-
thetists at the turn of the century.

As surgical techniques progressed in the twentieth century, there was
a corresponding demand for specialists in the area of anesthesia. To meet
this need, the American Society of Anesthetists was formed in 1931, fol-
lowed by the American Board of Anesthesiology in 1937, which certified
anesthetists as specialists. In the next 50 years, over 13,000 physicians
and nurses were certified as specialists in the field of anesthesiology.

Types of anesthesia
Modern anesthesia uses both chemical agents and nondrug methods as

preparation for medical procedures. Chemical agents are drugs that can be
administered by mouth, by injection into muscle or under the skin with a
needle, intravenously (by needle into a vein), or with a gas mask for inhala-
tion. They also come in forms such as creams, gels, or liquids that can be
applied or sprayed directly onto the area being treated. Nondrug methods in-
clude acupuncture (the insertion of fine needles into the body to relieve pain)
and the Lamaze method of natural childbirth, which involves breathing, fo-
cusing, and relaxation techniques to limit pain during labor and delivery.

General anesthesia. General anesthesia consists of placing the pa-
tient in an initial state of unconsciousness, keeping the patient uncon-
scious while surgery is being performed, and bringing the patient back to
consciousness after the surgery is over.

A drug commonly used to bring about unconsciousness is thiopen-
tone sodium, a drug that acts within 30 seconds after being injected in-
travenously. The unconscious state is then maintained with other drugs.
Inhaled anesthetics (gases or liquids that change readily into gases) are
also used to bring about and maintain unconsciousness. These include ni-
trous oxide, halothane, enflurane, and isoflurane. A combination of bar-
biturates, nitrous oxide, narcotics (drugs that cause sleep and relieve pain),
and muscle relaxants is often used throughout the course of an operation.
This is usually safer than giving a very large dose of a single drug that
can have serious side effects.

During surgery, the anesthesiologist or anesthetist keeps a constant
watch on the patient’s blood pressure, breathing, and heartbeat, and ad-
justs the levels of anesthetics being administered as necessary.
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Local anesthesia. Local anesthesia is accomplished using drugs that
temporarily block the sensation of pain in a certain area of the body while
the patient remains awake. These drugs act by preventing nerve cells from
sending pain messages to the brain. Some local anesthetics are benzo-
caine, lidocaine, and procaine (Novocain). They are used in dental and
surgical procedures, medical examinations, and for relieving minor symp-
toms such as itching or the pain of toothaches or hemorrhoids. Spinal
anesthesia, sometimes called a saddleblock, is achieved by injecting anes-
thetics with a fine needle into the spine, which numbs the abdomen, lower
back and legs. It is sometimes used in such procedures as childbirth and
hip and knee surgery.

‡�Animal
Animals are creatures in the kingdom Animalia, one of the five major di-
visions of organisms. They are multicelled, eukaryotic (pronounced yoo-
kar-ee-AH-tik) organisms, meaning their cells contain nuclei and other
structures called organelles, all of which are enclosed by thin membranes.
(Eukaryote means “true nucleus.”) Unlike plants, their cells do not have
cell walls. Animals are capable of moving their bodies, often in response
to what they sense in their environment. For food, animals ingest plants
and other organisms. The scientific study of animals is called zoology.

Animals have existed for millions of years, but it is not known when
they first appeared on Earth. The earliest animals were soft-bodied, mul-
ticellular life-forms that did not preserve well as fossils. (A fossil is the
remains or print of an organism from long ago that has been preserved in
rock.) By the time animal parts became hardened in rock about 640 to
670 million years ago, numerous well-developed multicellular animals al-
ready existed. Therefore, the beginnings of the animal kingdom must have
occurred earlier.

Most zoologists recognize the existence of 30 to 35 phyla (related
groups) of animals, some of which are extinct (no longer exist) and are
known only from their fossil record. Animals that live today come in many
forms and sizes, the very smallest visible only under a microscope and
the very largest, the blue whale, reaching 100 feet (30 meters) in length
and weighing up to 300,000 pounds (136,000 kilograms). Animals are
classified as vertebrates (having backbones) or invertebrates (without
backbones).

Among the most primitive of the animals are the sponges, inverte-
brates that live in water. Sponges have no nerve cells or muscles. They
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are shaped like vases, with water flowing in through holes in their sides
and leaving through an opening in their top. Sponges are remarkable for
their ability to regenerate. Although many invertebrates are capable of
growing new body parts, sponges are capable of growing into a new in-
dividual from even the tiniest fragment of the original body. It is believed
that although sponges have lived successfully for about one billion years,
yet it seems that they did not give rise to any other animal forms.

Some of the simplest animals with the oldest ancestral lines are 
invertebrates such as jellyfish, sea anemones (pronounced uh-NEH-muh-
neez), and corals, which also live in water. They have radial body sym-
metry, which means that their bodies are arranged equally around a cen-
tral point. This arrangement allows them to sense food and danger
approaching from all directions. The simplest animals having bilateral
symmetry (meaning that both the left and right sides of their bodies are
mirror images of each other) include the invertebrate flatworms and round-
worms. These animals live in water, on land, and as parasites in the body
fluids of other organisms. Bilateral symmetry was an important evolu-
tionary development because it allowed for forward movement of ani-
mals. It also is associated with the development of separate head and tail
areas, as well as a distinction between the upper and under portions of an
animal’s body.
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Another major step in the evolution of animals was the development
of a body cavity called the coelom (pronounced SEE-luhm). The coelom
is a cavity in the body between the gut and the body wall that houses the
internal organs, such as the liver, stomach, and heart. Animal groups that
have coeloms include Mollusca (snails, clams, octopus, and squid), An-
nelida (earthworms and leeches), Arthropoda (insects, spiders, and crabs),
Echinodermata (sea urchins and starfish), and Chordata (fish, amphibians,
reptiles, birds, and mammals). All of the vertebrates are included in the
group Chordata.

About one million species of animals have been named. However,
biologists estimate that a much larger number of animal species has yet
to be discovered; the actual total could be as large as 30 to 50 million
species.

[See also Arthropods; Mollusks]

‡�Antarctica
Antarctica, lying at the southernmost tip of the world, is the coldest, 
driest, and windiest continent. Ice covers 98 percent of the land, and 
its 5,100,000 square miles (13,209,000 square kilometers) cover nearly
one-tenth of Earth’s land surface, about the same size as Europe and the
United States combined. Despite its barren appearance, Antarctica and its 
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Bilateral symmetry: Two-sided symmetry where the left and right
sides of the body are identical, with each side containing similar
structures.

Coelom: The cavity between the body wall and gut that is lined with
specialized cells and that serves to protect the organs within.

Eukaryote: Multicellular organism whose cells contain true nuclei and
membrane-bound structures called organelles.

Radial symmetry: Identical or similar body shape around one central
point so that any line drawn through the center yields similar right
and left halves.



surrounding waters and islands teem with life, and the continent plays a
significant role in the climate and health of the entire planet.

Although humans have never settled on Antarctica because of its
brutal climate, since its discovery in the early 1800s explorers and scien-
tists have traveled across dangerous seas to study the continent’s winds,
temperatures, rocks, wildlife, and ice. While some countries have tried to
claim parts of the continent as their own, Antarctica is an independent
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continent protected by international treaty from ownership by any one
country.

Overview
Archaeologists and geologists believe that millions of years ago

Antarctica was part of a larger continent called Gondwanaland. About
200 million years ago, as a result of shifting in the plates of Earth’s crust,
Gondwanaland broke apart and created the separate continents of Antarc-
tica, Africa, Australia, South America, and India. Antarctica is currently
centered roughly on the geographic South Pole, the point where all south
latitudinal lines meet. It is the most isolated continent on Earth, 600 miles
(1,000 kilometers) from the southernmost tip of South America and more
than 1,550 miles (2,500 kilometers) away from Australia.

Seventy percent of Earth’s freshwater is frozen atop the continent.
These icecaps reflect warmth from the Sun back into the atmosphere, pre-
venting the planet from overheating. Huge icebergs break away from the
stationary ice and flow north to mix with warm water from the equator,
producing currents, clouds, and complex weather patterns. Creatures as
small as microscopic phytoplankton and as large as whales live on and
around the continent, including more than 40 species of birds.

Geology. Almost all of Antarctica is under ice, in some areas by as
much as 2 miles (3 kilometers). The ice has an average thickness of about
6,600 feet (2,000 meters), which is higher than most mountains in warmer
countries. This grand accumulation of ice makes Antarctica the highest
continent on Earth, with an average elevation of 7,500 feet (2,286 me-
ters). If all of this ice were to melt, global sea levels would rise by about
200 feet (65 meters), flooding the world’s major coastal ports and vast
areas of low-lying land.

Under the ice, the Antarctic continent is made up of mountains. The
Transantarctic Mountains are the longest range on the continent, stretch-
ing 3,000 miles (4,828 kilometers) from the Ross to Weddell Seas. Vin-
son Massif, at 16,859 feet (5,140 meters), is the highest mountain peak.
The few areas where mountains peak through the ice are called nunataks.

Around several parts of the continent, ice forms vast floating shelves.
The largest, known as the Ross Ice Shelf, is about the same size as Texas
or Spain. Since the shelves are fed by glaciers on the continent, the re-
sulting shelves and icebergs are made up of frozen freshwater. The largest
glacier on Earth, the Lambert Glacier on the eastern half of the continent,
is 25 miles (40 kilometers) wide and more than 248 miles (400 kilome-
ters) long.
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Gigantic icebergs are a unique feature of Antarctic waters. They are
created when huge chunks of ice separate from an ice shelf, a cliff, or a
glacier, a process known as calving. Icebergs can be amazingly huge; an
iceberg measured in 1956 was 208 miles (335 kilometers) long by 60
miles (97 kilometers) wide, and was estimated to contain enough fresh-
water to supply the water needs of London, England, for 700 years. Only
10 to 15 percent of an iceberg normally appears above the water’s sur-
face. As these icebergs break away from the continent, new ice is added
to the continent by snowfall.

Icebergs generally flow northward and, if they don’t become trapped
in a bay or inlet, will reach the Antarctic convergence, the point in the
ocean where cold Antarctic waters meet warmer waters. At this point,
ocean currents usually sweep the icebergs from west to east until they
melt. An average iceberg will last several years before melting.

Climate. Antarctica is the windiest and coldest place on Earth. The wind
can gust up to 200 miles per hour, or twice as hard as the average hurri-
cane. Little snow actually falls in Antarctica; because the air is so cold,
what snow that does fall turns immediately to ice. In winter, temperatures
may fall to �100°F (�73°C). The world’s record for lowest temperature
was recorded on Antarctica in 1960, when it fell to �126.9°F (�89.8°C).

Strong winds constantly travel over the continent as cold air races
over the high ice caps and then flows down to the coastal regions. Winds
associated with Antarctica blizzards commonly gust to more than 120
miles (193 kilometers) per hour, and are among the strongest winds on
Earth. Even at its calmest, the continent’s winds can average 50 to 90
miles (80 to 145 kilometers) per hour.

Even with all its ice and snow, Antarctica is the driest continent on
Earth based on annual precipitation amounts. The constantly cold tem-
peratures have allowed each year’s annual snowfall to build up without
melting over the centuries. Along the polar ice cap, annual snowfall is
only 1 to 2 inches (2.5 to 5 centimeters). More precipitation falls along
the coast and in the coastal mountains, where it may snow 10 to 20 inches
(25 to 51 centimeters) per year.

Plants and animals. The Antarctic continent is nearly barren due to
the persistently cold and dry climate. Hardy plants like pearlwort (a flow-
ering plant), mosses, and lichen (a combination of algae and fungi) are
found along the coast and on the Antarctic Peninsula, the warmest part
of the continent.

Few creatures can survive Antarctica’s brutal climate. Life in the sea
and along the coast of Antarctica and its islands, however, is often abun-
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dant. Several seabirds make the Antarctic their home, including 24 species
of petrels, small seabirds that dart over the water and nest in rocks along
the shore. A wide variety of animals make the surrounding waters their
home, from zooplankton (small floating organisms) to seals and whales.

Of all the animals, penguins are the primary inhabitants of Antarc-
tica. Believed to have evolved 40 to 50 million years ago, they have oily
feathers that provide a waterproof coat and a thick layer of fat for insu-
lation. Penguins’ bones are solid, not hollow as are those of most flying
birds. Solid bones add weight, making it easier for penguins to dive into
the water for food. These bones also prevent them from flying, but be-
cause they do not have predators that can live in the brutally cold climate,
they do not need to fly. Thus their wings have evolved over the centuries
to resemble flippers or paddles.

Exploration of the continent
Greek philosopher Aristotle hypothesized more than 2,000 years ago

that Earth was round and that the Southern Hemisphere must have a land-
mass large enough to balance the lands in the Northern Hemisphere. He called
the proposed land mass Antarktikos, meaning the opposite of the Arctic.
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Words to Know

Antarctic Circle: The line of latitude at 66°32’S, where there are 
24 hours of daylight in midsummer and 24 hours of darkness in mid-
winter.

Antarctic convergence: 25-mile (40-kilometer) region where cold
Antarctic surface water meets warmer water and sinks below it.

Antarctic Ocean: The seas surrounding the continent, where the
Atlantic, Pacific, and Indian Oceans converge.

Calving: When huge chunks of ice or icebergs break off from ice
shelves and sheets.

Glacier: A river of ice that moves down a valley to the sea, where it
breaks into icebergs.

Nunataks: Mountain peaks that thrust through the ice and snow cover.

South Pole: The geographically southernmost place on Earth.



The continent remained a mystery until English navigator and ex-
plorer James Cook crossed the Antarctic Circle and sailed around the con-
tinent in 1773. While he stated that the land was uninhabitable because
of the ice fields surrounding the continent, he noted that the Antarctic
Ocean was rich in whales and seals. For the next 100 years, hunters ex-
ploited this region for the fur and oil trade, traveling ever farther and far-
ther south.

In 1895, the first landing on the continent was accomplished by the
Norwegian whaling ship Antarctic. The British were the first to spend a
winter on Antarctica, in 1899. By 1911, a race had begun to see who
would first reach the South Pole, an imaginary geographical center point
at the bottom of Earth. Again, a Norwegian, Roald Amundsen, was the
first to reach it, on December 14, 1911.

Scientific exploration
The International Geophysical Year (IGY), from July 1, 1957, to

December 31, 1958, was a planned cooperative venture by scientists from
56 nations to study a variety of subjects. During this venture, 12 nations
conducted research in Antarctica, setting up base camps in various loca-
tions, some of which are still used today. Topics of research included 
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the pull of gravity, cosmic rays, the southern lights, and changes in the
atmosphere.

Since these cooperative research projects, several agreements have
been signed to ensure that political conflicts do not arise concerning re-
search and use of Antarctica. The Antarctic Treaty was signed on De-
cember 1, 1959, by the 12 nations involved in the IGY projects, and made
official on June 23, 1961, after each country ratified it within their own
governments. As of April 1994, 42 countries had committed themselves
to the spirit of cooperation outlined in the treaty, making it one of the
most successful international agreements ever created.

The treaty requires all countries to give up any territorial claims, to
exchange scientific investigations and results, and to stop all military ac-
tivity and weapons testing (including nuclear testing and the disposal of
radioactive wastes) in the region. Any disputes that cannot be settled by
negotiation or arbitration are sent to the International Court of Justice for
settlement. The treaty thus sets aside 10 percent of Earth as a nuclear-
free, demilitarized zone.

In 1991, the countries added the Protocol on Environmental Pro-
tection to the treaty. The Protocol grew out of concerns that poor habits
by researchers and increasing numbers of tourists were increasing pollu-
tion problems on the continent. It requires countries to protect the conti-
nent’s ecosystem (its community of plants and animals), paying particu-
lar attention to the production and disposal of wastes.

Current events
A wide variety of research is continuing on Antarctica. Astronomer’s

find the continent’s cold temperatures and high altitude allow for a clearer
view of the stars and planets. Antarctica is also the best place to study in-
teractions between solar wind and Earth’s magnetic field, temperature cir-
culation in the oceans, unique animal life, ozone depletion, ice zone
ecosystems, and glacial history. Buried deep in Antarctica ice lie clues to
ancient climates, which may provide answers to whether Earth is due for
global warming or the next ice age.

[See also Greenhouse effect; Ozone; Plate tectonics]

‡�Antenna
An antenna is a device used to transmit and receive electromagnetic
waves, such as radio waves and microwaves. Antennas are found in a
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great variety of communication devices, including radios and television
sets, weather radar systems, satellite communications systems, and radio
astronomy research centers.

Your local radio station uses an antenna to transmit the programs it
broadcasts. Words that are spoken or music that is played within the sta-
tion are converted to electrical signals. These signals are then transmit-
ted to an antenna in the form of an electric current. Electrons inside the
antenna vibrate back and forth with the same frequency as the incoming
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electric current. The vibration is characteristic of the sounds produced
within the station. As these electrons vibrate, they create an electromag-
netic wave in the air around the antenna. That wave spreads out and trav-
els in all directions from the antenna. The frequency of the wave is the
same as the frequency of the electron vibration in the antenna and of the
sounds spoken in the station.

An antenna placed in the path of these waves reverses the above
process. Electromagnetic waves in the air cause electrons in the receiv-
ing antenna to begin vibrating. The frequency of vibration is the same in
the receiving antenna as it is in the wave. The vibrating electrons are con-
verted into an electrical current, which travels into your radio receiver
and is converted back into sound.

Antennas come in all sizes and shapes, from the tiny units found in
miniature transistor radios to the massive structures used to transmit mes-
sages to and receive messages from outer space.

[See also Microwave communication; Radar; Radio]

‡�Antibiotics
The discovery of antibiotics greatly improved the quality of human life
in the twentieth century. Antibiotics are drugs such as penicillin (pro-
nounced pen-ih-SILL-in) and streptomycin (pronounced strep-toe-
MY-sin) used to fight infections and infectious diseases caused by bac-
teria. Antibiotic drugs are made from living organisms such as fungi,
molds, and certain soil bacteria that are harmful to disease-causing 
bacteria. Antibiotics can also be produced synthetically (artificially) or
combined with natural substances to form semisynthetic antibiotics. These
compounds work against strains of bacteria that are resistant to other 
antibiotics.

Some microscopic bacteria that enter the human body through an
opening or a wound find abundant food and reproduce quickly in great
numbers, releasing toxins (poisons) as they grow or when they die. The
toxins can destroy human cells or interfere with cell function, causing 
diseases like pneumonia or tuberculosis. Antibiotics fight bacteria either
by killing them or by preventing them from multiplying. (Indeed, the 
word antibiotic comes from anti-, meaning “against,” and bios, meaning
“life.”) It is believed that antibiotics accomplish these actions by damag-
ing bacterial cell walls or by otherwise interfering with the function of
the cells.
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History of antibiotics
Sulfa drugs. Sulfa drugs, originally developed for use in the dye in-
dustry, were the first effective drugs used to fight bacterial infection in
humans. Prontosil, the first sulfa drug, was discovered in 1935 by Ger-
man chemist Gerhard Domagk (1895–1964). Also called sulfonamides
(pronounced sul-FOHN-uh-midze), these drugs are synthesized (made) in
the laboratory from a crystalline compound called sulfanilamide (pro-
nounced sul-fuh-NILL-uh-mide). They work by blocking the growth and
multiplication of bacteria and were initially effective against a broad range
of bacteria. However, many strains of bacteria have developed a resis-
tance to sulfa drugs. Resistance occurs when some bacteria survive attack
by the antibacterial drug and change in such a way that they are no longer
affected by the drug’s action.

Sulfa drugs are most commonly used today in the treatment of uri-
nary tract infections. The drugs are usually taken by mouth, but other
forms include creams that can be applied to burn wounds to prevent in-
fection and ointments and drops used for eye infections.

Development of penicillin as an antibiotic. In 1928, British
bacteriologist Alexander Fleming (1881–1955) discovered the bacteria-
killing property of penicillin. Fleming noticed that a mold that had 
accidentally fallen into a bacterial culture in his laboratory had killed 
the bacteria. Having identified the mold as the fungus Penicillium nota-
tum, Fleming made a juice with it that he named penicillin. After giving
it to laboratory mice, he discovered it killed bacteria in the mice with-
out harming healthy body cells. Although Fleming had made an incredi-
ble discovery, he was unable to produce penicillin in a form useful to 
doctors.
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Antibacterial: Working against bacteria either by destroying it or
keeping it from multiplying.

Antibiotic resistance: The ability of bacteria to resist the actions of
antibiotic drugs.

Soil bacteria: Bacteria found in the soil that destroy other bacteria.



It was not until 1941 that two English scientists, Howard Florey
(1898–1968) and Ernst Chain (1906–1979), developed a form of peni-
cillin that could be used to fight bacterial infections in humans. By 1945,
penicillin was available for widespread use and was hailed as the new
wonder drug. The antibiotic works by blocking the formation of the bac-
terial cell wall, thus killing the bacteria. It is still used successfully in the
treatment of many bacterial diseases, including strep throat, syphilis (a
sexually transmitted disease) and pneumonia. Fleming, Florey, and Chain
shared the 1945 Nobel Prize for medicine for their work on penicillin.

The search for other antibiotics
Despite the effectiveness of penicillin, it was soon found that the

drug worked against only certain types of bacteria. In 1943, American
microbiologist Selman Waksman (1888–1973) developed the drug strep-
tomycin from soil bacteria. It proved to be particularly effective against
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tuberculosis and was used in the treatment of many other bacterial infec-
tions. However, streptomycin caused harmful side effects, including hear-
ing loss and vision problems that could lead to blindness.

The discovery of streptomycin led to the development of a new class
of drugs called aminoglycosides (pronounced uh-MEE-noh-GLY-kuh-
zides) that include neomycin (pronounced ne-oh-MY-sin), kanamycin
(pronounced kan-uh-MY-sin), and gentamicin (pronounced jen-tuh-MY-
sin). These antibiotics work against bacteria that are resistant to penicillin,
but they tend to have many of the same side effects as streptomycin and
are used only for a short time in cases of serious infection.

Following World War II (1939–45), drug companies in the United
States conducted worldwide searches to find molds and soil bacteria that
could be synthesized (made in a lab) into antibiotics. Aureomycin (pro-
nounced aw-ree-oh-MY-sin), the first of the class of antibiotics known as
tetracyclines (pronounced teh-truh-SY-kleenz), was discovered in 1945.
Another group, the cephalosporins (pronounced seff-uh-low-SPOR-inz),
came from a bacteria group living in a drainage pipe on the Italian coast.
The antibiotics in this group have effects similar to those of penicillin.
Erythromycin (pronounced uh-ree-throw-MY-sin), made from soil bacte-
ria found in the Philippines, is used in patients allergic to penicillin as
well as to fight penicillin-resistant bacteria. Bacitracin (pronounced bass-
uh-TRAY-sin), an antibiotic made from bacteria, was developed in 1945
and is used as an ointment that is applied directly to the skin.

Resistance to antibiotics
Resistance of bacteria to the effects of antibiotics has become a ma-

jor problem in the treatment of disease. Bacteria that are not killed or
stopped by antibacterial drugs may change in form so that they resist at-
tack against their cell walls—or even produce enzymes that kill the an-
tibiotics. Prescribing antibiotic drugs when they are not needed, not tak-
ing the drugs as prescribed, and using the drugs for long periods of time
all contribute to the development of resistant strains of bacteria. The use
of antibiotics in animal feed to promote animal growth has also led to the
development of hardier strains of antibiotic-resistant bacteria. Since the
first use of antibiotics in the 1940s, most known bacterial diseases have
built up a resistance to one or more antibiotics.

Measures to control the spread of antibiotic-resistant diseases in-
clude prescribing the drugs only when necessary, prescribing the correct
antibiotic for the disease being treated, and making sure the patient un-
derstands the importance of taking all of the prescribed medication. Re-
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search in newer types and combinations of drugs is ongoing, as is research
in the development of vaccines to prevent bacterial infections.

‡�Antibody and antigen
Antibodies, also called immunoglobulins, are proteins manufactured 
by the body that help fight against foreign substances called antigens.
When an antigen enters the body, it stimulates the immune system to 
produce antibodies. (The immune system is the body’s natural defense
system.) The antibodies attach, or bind, themselves to the antigen and 
inactivate it.

Every healthy adult’s body has small amounts of thousands of dif-
ferent antibodies. Each one is highly specialized to recognize just one
kind of foreign substance. Antibody molecules are typically Y-shaped,
with a binding site on each arm of the Y. The binding sites of each anti-
body, in turn, have a specific shape. Only antigens that match this shape
will fit into them. The role of antibodies is to bind with antigens and in-
activate them so that other bodily processes can take over, destroy, and
remove the foreign substances from the body.

Antigens are any substance that stimulates the immune system to
produce antibodies. Antigens can be bacteria, viruses, or fungi that cause
infection and disease. They can also be substances, called allergens, that
bring on an allergic reaction. Common allergens include dust, pollen, an-
imal dander, bee stings, or certain foods. Blood transfusions containing
antigens incompatible with those in the body’s own blood will stimulate
the production of antibodies, which can cause serious, potentially life-
threatening reactions.

Classes of antibodies and their functions
There are five classes of antibodies, each having a different func-

tion. They are IgG, IgA, IgM, IgD, and IgE. Ig is the abbreviation for im-
munoglobulin, or antibody.

IgG antibodies are the most common and the most important. They
circulate in the blood and other body fluids, defending against invading
bacteria and viruses. The binding of IgG antibodies with bacterial or vi-
ral antigens activates other immune cells that engulf and destroy the anti-
gens. The smallest of the antibodies, IgG moves easily across cell mem-
branes. In humans, this mobility allows the IgG in a pregnant woman to
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pass through the placenta to her fetus, providing a temporary defense to
her unborn child.

IgA antibodies are present in tears, saliva, and mucus, as well as in
secretions of the respiratory, reproductive, digestive, and urinary tracts.
IgA functions to neutralize bacteria and viruses and prevent them from
entering the body or reaching the internal organs.

IgM is present in the blood and is the largest of the antibodies, com-
bining five Y-shaped units. It functions similarly to IgG in defending
against antigens but cannot cross membranes because of its size. IgM is
the main antibody produced in an initial attack by a specific bacterial or
viral antigen, while IgG is usually produced in later infections caused by
the same agent.

IgD is present in small amounts in the blood. This class of antibod-
ies is found mostly on the surface of B cells—cells that produce and re-
lease antibodies. IgD assists B cells in recognizing specific antigens.
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Words to Know

Allergen: A foreign substance that causes an allergic reaction in the
body.

B cells: Cells produced in bone marrow that secrete antibodies.

Immune response: The production of antibodies in response to foreign
substances in the body.

Immunity: The condition of being able to resist the effects of a par-
ticular disease.

Immunization: The process of making a person able to resist the
effects of specific foreign antigens.

Inoculate: To introduce a foreign antigen into the body in order to
stimulate the production of antibodies against it.

Monoclonal antibodies: Identical antibodies produced by cells cloned
from a single cell.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Vaccine: Preparation of a live weakened or killed microorganism of a
particular disease administered to stimulate antibody production.



IgE antibodies are present in tiny amounts in serum (the watery part
of body fluids) and are responsible for allergic reactions. IgE can bind to
the surface of certain cells called mast cells, which contain strong chem-
icals, including histamine. (Histamines are substances released during an
allergic reaction. They cause capillaries to dilate, muscles to contract, and
gastric juices to be secreted.) When an allergen such as pollen binds with
its specific IgE antibody, it stimulates the release of histamine from the
mast cell. The irritating histamine causes the symptoms of an allergic re-
action, such as runny nose, sneezing, and swollen tissues.

Tests that detect the presence of specific antibodies in the blood can
be used to diagnose certain diseases. Antibodies are present whenever
antigens provoke an immune reaction in the test serum.

The immune response
When a foreign substance enters the body for the first time, symp-

toms of disease may appear while the immune system is making anti-
bodies to fight it. Subsequent attacks by the same antigen stimulate the
immune memory to immediately produce large amounts of the antibody
originally created. Because of this rapid response, there may be no symp-
toms of disease, and a person may not even be aware of exposure to the
antigen. They have developed an immunity to it. This explains how peo-
ple usually avoid getting certain diseases—such as chicken pox—more
than once.

Immunization
Immunization is the process of making a person immune to a dis-

ease by inoculating them against it. Inoculation is the introduction of an
antigen into the body—usually through an injection—to stimulate the pro-
duction of antibodies.

The medical practice of immunization began at the end of the eigh-
teenth century, when English physician Edward Jenner (1749–1823) suc-
cessfully used extracts of body fluid from a dairymaid (a woman em-
ployed in a dairy) infected with cowpox (a mild disease) to inoculate a
young boy against smallpox, a then-common and often fatal viral disease.
Jenner called his method “vaccination,” using the Latin words vacca,
meaning “cow,” and vaccinia, meaning “cowpox.” Because the two dis-
eases are caused by similar viruses that have the same antigens, antibod-
ies that work against cowpox will also fight smallpox.

In 1885, a rabies vaccine developed by French scientist Louis Pas-
teur (1822–1895) from the spinal fluid of infected rabbits proved to be
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successful. Since that time, vaccines have been developed for many dis-
eases, including diphtheria, polio, pertussis (whooping cough), measles,
mumps, rubella (German measles), hepatitis, and influenza. Vaccines are
made from either weakened live or killed microorganisms. When intro-
duced into the body, they stimulate the production of antibodies, provid-
ing active immunity against bacterial and viral diseases.

Monoclonal antibodies
Monoclonal (mono means “one”) antibodies are identical antibod-

ies produced by clones (exact copies) of a single cell. The cell from which
the clones are made is created by combining a B cell containing a 
specific antibody with a myeloma (a form of cancer) cell. The resulting
hybrid produces the specific antibody of the parent B cell and divides 
indefinitely like the parent cancer cell. Clones of the hybrid cell produce
virtually unlimited amounts of one type, or monoclonal, antibodies. Mon-
oclonal antibodies are used in many medical diagnostic tests, such as preg-
nancy tests, and in the treatment of cancer and other diseases.

[See also Allergy; Blood; Immune system; Rh factor; Transplant,
surgical; Vaccine]
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Autoimmune Disease

Autoimmune diseases occur when the body’s immune system
loses the ability to recognize the difference between self and nonself.
This results in the body producing antibodies, called autoantibodies,
against its own tissues. Normally, antibodies are only produced against
microorganisms that invade the body. The inability to make a distinc-
tion between self and nonself may lead to the destruction of body tis-
sue and result in a number of chronic, debilitating diseases.

The cause of autoimmune reactions is not known. It is
thought that infection by viruses and bacteria may trigger an autoim-
mune response. In addition, exposure to certain chemicals and ultravi-
olet light may alter proteins in the skin; the body may then become
sensitive to these proteins and produce autoantibodies against them.
Certain individuals seem to be genetically predisposed to have autoim-
mune responses. Some diseases that are associated with autoimmune
responses are rheumatoid arthritis, lupus erythematosus, and perni-
cious anemia.



‡�Antiparticle
Antiparticles are subatomic particles that are the opposite of other sub-
atomic particles in some way or another. In the case of the antielectron
and the antiproton, this difference is a matter of charge. The electron is
negatively charged, and the antielectron is positively charged; the proton
is positively charged, and the antiproton is negatively charged. Since the
neutron carries no electric charge, its antiparticle, the antineutron, is char-
acterized has having a spin opposite to that of the neutron.

Dirac’s hypothesis
The discovery of antiparticles is a rather remarkable scientific de-

tective story. In the late 1920s, British physicist Paul Dirac (1902–1984)
was working to improve the model of the atom then used by scientists.
As he performed his mathematical calculations, he found that electrons
should be expected in two energy states, one positive and one negative.
However, the concept of negative energy was unknown to scientists at
that time.

Dirac suggested that some electrons might carry a positive electri-
cal charge, the opposite of that normally found in an electron. Scientists
were skeptical about the idea. Electrons were well known, and the only
form in which they had ever been observed was with a negative charge.

The dilemma was soon resolved, however. Only five years after
Dirac proposed the concept of a positive electron, just such a particle was
found by American physicist Carl Anderson (1905–1991). Anderson
named the newly found particle a positron, for positive electron.

Other antiparticles and antimatter
Anderson’s discovery raised an obvious question: If an antielectron

exists, could there also be an antiproton, a proton with a negative charge?
That question took much longer to answer than did Dirac’s original prob-
lem. It was not until 1955 that Italian-American physicist Emilio Segrè
(1905–1989) and American physicist Owen Chamberlain (1920– ) pro-
duced antiprotons by colliding normal protons with each other inside a
powerful cyclotron (atom-smashing machine).

If antielectrons and antiprotons exist, is it possible that antimatter
also exists? Antimatter would consist of antiatoms made of antiprotons
and antielectrons. The idea may seem bizarre because we have no expe-
rience with antimatter in our everyday lives. Scientists now believe that
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antimatter is common in the universe, but we don’t have any direct con-
tact with it.

If antimatter does exist, locating it may be a problem. Scientists
know that the collision of an antiparticle with its mirror image—an elec-
tron with a positron, for example—results in the annihilation of both, with
the release of huge amounts of energy. Thus, any time matter comes into
contact with antimatter, both are destroyed and converted into energy.

[See also Subatomic particles]

‡�Antiseptics
Antisepsis (from the Greek, anti, meaning “against,” and sepsis, meaning
“decay”) is the destruction or control of the growth of microorganisms
on living tissue. Antiseptics are the substances that carry out antisepsis.
They are applied externally to prevent bacterial growth, to treat skin in-
fections, and to disinfect wounds.

Early uses of antiseptics
From the earliest times, physicians and healers were aware that cer-

tain substances appeared to stop infection and prevent spoilage. Egyptians
used resins (natural organic substances), naphtha (flammable liquid hy-
drocarbon mixtures), and liquid pitch (tar) to decrease decay when prepar-
ing their dead for burial. The ancient Greeks and Romans recognized the
antiseptic properties of wine, oil, and vinegar. Balsam was used in Europe
from the Middle Ages (400–1450) times through the 1800s. Chloride of
mercury was introduced as an antiseptic in 1766, and iodine became pop-
ular as an antiseptic treatment for wounds after its discovery in 1811.

Infection
None of these antiseptics could prevent the almost inevitable infec-

tion of wounds, particularly following surgery. Amputations, common in
the 1800s, resulted in a high death rate due to infection. The introduction
of anesthesia in 1846 added to the problem; it permitted longer and more
complex operations, greatly increasing the likelihood of infection fol-
lowing surgery.

Another deadly form of infection was so-called childbed fever, a
bacterial infection of the uterus that struck women who had just given
birth. Epidemics of childbed fever raced through hospital maternity wards,
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killing many new mothers. With no knowledge of the existence of bac-
teria, physicians had no concern for cleanliness. They wore street clothes
or filthy operating gowns, used unclean instruments, and often failed to
wash their hands properly before examining or operating on patients.

Advances in antisepsis
Some of the early advances in antisepsis came about because of at-

tempts to understand and stop childbed fever. Toward the end of the eigh-
teenth century, some doctors began to realize that lack of cleanliness might
be related to the spread of infection. When doctors began washing their
clothes and hands before examining patients, death rates from infection
began to drop dramatically.

French chemist Louis Pasteur (1822–1895) helped to shed light on
the source of infection by proving the existence of airborne microorgan-
isms in the 1850s. English surgeon Joseph Lister (1827–1912) applied
this new knowledge of bacteria to develop a successful system of anti-
septic surgery. Concluding that microorganisms in the air caused the in-
fection of wounds, Lister developed an antiseptic system using carbolic
acid. Wounds and surrounding areas were sprayed with the acid to de-
stroy infectious organisms. Multiple layers of dressing were then applied
to wounds to protect them from new invasion by bacteria. Lister’s method
of antisepsis proved to be effective and was eventually adopted by physi-
cians worldwide.
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Words to Know

Antiseptic: A substance that prevents or stops the growth of microor-
ganisms.

Carbolic acid: An acidic compound that, when diluted with water, is
used as an antiseptic and disinfectant.

Childbed fever: A bacterial infection occurring in women following
childbirth, causing fever and in some cases blood poisoning and possi-
ble death.

Infection: Invasion and multiplication of microorganisms in body tissues.

Sterilization: The process of making a substance free from microor-
ganisms.



Improvements on Lister’s techniques soon developed. The carbolic
spray was abandoned in the 1880s in favor of cleanliness, sterilization,
and topical antiseptics (antiseptics applied directly to a surface). A final
obstacle to surgical antisepsis—germs on the human hands—was over-
come by the introduction of rubber gloves. Today, sterile gloves are a re-
quirement for surgical procedures.

Modern methods of preventing infection are very different from the
techniques pioneered by Lister and others. Antibiotics, penicillin, and
sulfa drugs fight infection inside the body, and aseptic (free from harm-
ful microorganisms) methods such as sterilization prevent bacteria from
existing in a given area. However, external antiseptics continue to be im-
portant.

Some commonly used antiseptics are hydrogen peroxide, alcohol,
boric acid, iodine, formaldehyde, and hexachlorophene. Heat is also an
extremely effective antiseptic and, at appropriate temperatures, can be
used to disinfect many materials.

‡�Aquaculture
Aquaculture refers to the breeding of fish and other aquatic animals for
use as food. Aquaculture has long been practiced in China and other places
in eastern Asia, where freshwater fish have been grown as food in man-
aged ponds for thousands of years. Since the mid-twentieth century, how-
ever, the practice of aquaculture has spread around the world, with many
new species of freshwater and marine animals being cultivated. By the late
1990s, aquaculture produced some 20 percent of the fish eaten by people
around the world—over 20 million tons. The principle goal of aquaculture
science is to develop systems by which fish can be grown and harvested
at large rates, while not causing environmental damage in the process.

Fish farming
The oldest fish-farming systems were developed in Asia, and in-

volved several species of freshwater fish. The first writings about the
methods of fish farming date from about 2,500 years ago. The first species
to be grown in aquaculture was probably the common carp, a fish native
to China but now spread throughout the world.

Fish farming involves the management of all steps in the life cycle
of the cultivated fish, from the production of eggs through the growth and
eventual harvest of a high-quality, mature fish. Fish are most commonly
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raised in artificial ponds or in cages or pens set into larger bodies of wa-
ter, including the ocean. The fish are fed a nutritious diet—sometimes to
excess so they may grow to their maximum size—and are administered
medicines to maintain their health. Additionally, chemicals are frequently
applied to their cages to prevent the fish from being eaten by predators.
When the fish are mature, they are carefully harvested and processed.

In North America and Europe, the most commonly cultivated fresh-
water fish are species of trout, particularly brook trout and rainbow trout.
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Other cultivated freshwater fish include channel catfish and the common
carp. Saltwater or brackish (slightly salty) water species frequently culti-
vated include salmon and trout. Varieties of these are Atlantic salmon,
Pacific salmon, and brown trout.

Invertebrate farming
Invertebrates are animals that lack a backbone or spinal column. The

most common aquatic invertebrates cultivated around the world are
species of oysters and mussels. In Asia, many species of oriental shrimps
are bred, along with giant freshwater prawn. In Europe and North Amer-
ica, lobsters and various species of crayfishes are also cultivated.

Environmental impacts of aquaculture
Although aquaculture provides nutritious, high-quality foods for hu-

mans, it also severely harms the environment. When natural ecosystems
(communities of plants and animals) such as tropical mangrove forests
are turned into aquacultural systems, for instance, many native species in
those ecosystems are displaced. Any remaining native species and the sur-
rounding waters then face the threat of contamination from the drugs and
toxic chemicals used in aquacultural management.

‡�Arachnids
Arachnids (pronounced uh-RACK-nidz; class Arachnida) form the second-
largest group of land arthropods (phylum Arthropoda) after the class 
Insecta. There are over 70,000 species of arachnids that include such fa-
miliar creatures as scorpions, spiders, harvestmen or daddy longlegs, and
ticks and mites, as well as the less common whip scorpions, pseudoscor-
pions, and sun spiders. The marine horseshoe crabs and sea spiders are
near relatives.

Physical characteristics
Arachnids have paired, jointed appendages (parts that are attached

to the main body), a hardened exoskeleton (exo means “outer”), a seg-
mented (divided into parts) body, and a well-developed head. Their body
consists of two main parts: a fused head and thorax, and an abdomen.
There are six pairs of appendages on the body: the first pair are clawlike
fangs near the mouth used for grasping and cutting; the second pair serve
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as general-purpose mouth parts that may be modified for special func-
tions; and the last four pairs of appendages are the walking legs.

Most arachnids live on land and breathe by means of book lungs (so-
called because their thin membranes are arranged like the pages of a book)
or by tracheae (small tubes that distribute air from the outside throughout
the body), or both. Most are flesh-eating predators. They feed by piercing
the body of their prey and directly consuming its body fluids or by re-
leasing digestive secretions that predigest the food before they eat it.

Scorpions
Scorpions have large, pincerlike second appendages and a segmented

abdomen that is broad in front and narrows to become taillike, ending in
a sharp pointed stinger. The stinger contains a pair of poison glands with
openings at the tip. The venom is neurotoxic (poisonous to the nerves)
but, except in a few species, is not potent enough to harm humans. Scor-
pions have book lungs for breathing. They engage in complex courtship
behavior before mating, and newly hatched young are carried on the
mother’s back for one to two weeks. Scorpions are nocturnal (active at
night) and feed mostly on insects. During the day they hide in crevices,
under bark, or in other secluded places. They occur worldwide in tropi-
cal and subtropical regions.

Spiders
In spiders, the abdomen is separated from the joined head and tho-

rax by a narrow waist. The large and powerful first appendages of some
spiders contain poison glands at their base, while the tips serve as fangs
that inject the poison into prey. The second appendages of spiders are long
and leglike. In male spiders, these appendages each contain an organ used
to transfer sperm to the female. Some species of spiders have only book
lungs for breathing, while others have both book lungs and tracheae.

Spiders have organs called spinnerets at the tip of the abdomen that
contain silk glands. The spinnerets draw secretions from the silk glands
to produce fine threads of silk. These are used to build webs, ensnare
prey, package sperm to be transferred to the female, and make egg sacs.
Although all spiders produce silk, not all weave webs. Spiders have
courtship patterns prior to mating that are quite varied.

Spiders are found worldwide and live in many different habitats—
in burrows in the ground, in forests, in human habitations, and even un-
der water. Spiders are predators, feeding mostly on insects. Despite their
reputation as fearsome animals, they actually benefit humans by keeping
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some insect populations under control. The bite of only about 30 species
are dangerous, but rarely fatal, to humans.

Mites and ticks
Most mites and ticks are very small, mites being microscopic and

ticks measuring only 0.2 to 1 inch (5 to 25 millimeters) in length. The
oval body of these arachnids consists of the fused head and thorax and
the abdomen. The first two pairs of appendages are small and are used
for feeding. Adult ticks and mites have four pairs of walking legs, but the
larvae have only three pairs. Breathing occurs through tracheal tubes.

The ticks are mostly bloodsucking parasites (organisms that feed on
others) that attach themselves to the outer body of mammals, such as dogs,
deer, and humans. In addition to injecting poison into the host while suck-
ing blood, ticks can transmit other disease-causing organisms resulting in
Rocky Mountain spotted fever, Lyme disease, relapsing fever, typhus, and
Texas cattle fever. In order to lay eggs, a female tick must suck the host’s
blood until her body is filled; this feeding process is known as engorge-
ment and requires attachment to the host for several days, after which the
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engorged female may be three or more times her original size. The lar-
val and nymphal stages likewise feed before they molt (shed their skin)
and progress to the next stage of development. Ticks have specialized
sense organs that enable them to locate a host more than 25 feet (about
7.5 meters) away.

Many mites are parasites of birds and mammals. They can be ec-
toparasites, feeding on the outer skin, or endoparasites, feeding on the un-
derlying tissues. The ectoparasites live on the host’s body surface, while
the endoparasites dig tunnels under the host’s skin in which they live and
reproduce. While some parasitic mites transmit disease organisms, many
cause diseases themselves. These include scabies and mange—contagious
skin diseases characterized by inflammation, irritation, and intense itching.

Many more mites are free living, that is, not parasitic. Some, such
as the chigger, are parasitic as larvae but free living in the nymph and
adult stages. Free-living house dust mites cause allergies in many people.
Others can cause the destruction of stored grain and other products.

Harvestmen (daddy longlegs)
Harvestmen, or daddy longlegs, look superficially like spiders but

differ in many respects. They lack a waist separating the abdomen from
the fused head and thorax, and their abdomen is segmented. They can in-
gest solid food as well as fluids. They do not produce silk and are non-
poisonous. Harvestmen feed on insects and contribute to insect control,
although they are less important in this respect than spiders.

[See also Arthropods]

‡�Archaeoastronomy
Archaeoastronomy is the study of the astronomy of ancient people. As a
field it is relatively young, having formally begun only in the 1960s. Ar-
chaeoastronomers seek to know what celestial observations were made
by an ancient society or culture. They then try to understand how those
observations were made a part of the ancient society’s religious customs,
political life, and agricultural or hunting-gathering practices. For this rea-
son, archaeoastronomy is often known as cultural astronomy.

Cosmology
Most ancient people developed a cosmology, or an understanding

of the formation and structure of the universe and their place in it. Some
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of these people thought the sky was inhabited by Sky People, gods, de-
parted ancestors, or other forces. While ancient people worshiped these
sky powers, they also believed the powers could be used to serve human
goals. Thus a moon associated with important periods in the agricultural
or hunting cycle would be honored to ensure better food supplies. A de-
sire to have the sky powers serve the needs of humans may have moti-
vated ancient societies to take up regular observations of the skies—in
other words, astronomy.

Early observatories
Although any written records of ancient celestial observations have

been lost to history, some of the physical signs of those activities remain.
Among the most intriguing are the sites that, to a modern eye, could have
been used as very early observatories.
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Perhaps the most well known of these early sites is Stonehenge,
which stands on Salisbury Plain in southern England. A group of mas-
sive standing stones, Stonehenge was built in three phases over a period
of about 400 years, beginning around 1700 B.C. Most archaeologists be-
lieve the monument served as a ceremonial or religious structure. Some
astronomers, however, believe Stonehenge could have been used to ob-
serve the winter solstice (the time when the rising of the Sun is farthest
south) and the extreme rising and setting positions of the Moon.

While some ancient observing sites were simple, others were much
more complex. Astronomical observations figured greatly in the culture
of the Maya, native people of Central America and southern Mexico. Be-
tween 700 and 1263, the Maya built the elaborate city of Chichén Itzá on
the northern Yucatan peninsula. The Caracol, a building probably de-
signed as an observatory, and several other important ceremonial build-
ings at Chichén Itzá featured steeply ascending steps and ornately carved
and painted relief sculptures. All were almost precisely aligned to face
significant Sun and Venus positions in the sky.

Mayan life was dominated by the Sun and Venus, both of which the
Maya connected to warfare. Venus, a fearful power, was also associated
with sacrifice, fertility, rain, and maize (corn). Maya writings have been
interpreted to indicate that raids were undertaken during important Venus
positions, such as its first appearance as the morning star or the evening
star. These raids have come to be called star war events. Ancient manu-
scripts also suggest the Maya had the ability to predict solar and lunar
eclipses, accurate to within a day.

‡�Archaeology
Archaeology is the scientific recovery and study of artifacts (objects made
by humans) of past cultures. By examining artifacts and how and where
they were found, archaeologists try to reconstruct the daily lives of the
people of those cultures. Archaeological artifacts can include anything
from ancient Greek pottery vessels found at the bottom of the sea to dis-
posable plastic bottles found at modern dump sites. Thus, studies in ar-
chaeology can extend from the beginning of human prehistory to the most
recent of modern times.

Disciplines
Since the mid-twentieth century, as new laboratory technologies

have become available, the number of disciplines or fields of study that
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are linked to archaeology have expanded. However, the individual field
archaeologist tends to focus his or her research on a specific culture or
era in time.

Prehistoric archaeology. Prehistoric archaeologists seek to discover
and write about the culture of ancient people who left behind no written
history. Prehistory has no definite time period, having lasted for different
times in different parts of the world. European prehistory ended with the
appearance of primitive written languages around 2500 B.C. American
prehistory, on the other hand, came to a close only 500 years ago when
European explorers visited the New World and began keeping written re-
ports of the people they had met.

Historic archaeology. Historic archaeologists seek a detailed under-
standing of cultures that have existed between the end of prehistory and
the recent past. Their studies of a particular culture are much more com-
plex. They are able to examine artifacts as well as review written docu-
ments pertaining to the time and place of that culture. A relatively new
subdiscipline of historic archaeology is urban archaeology. It attempts to
understand our current culture and cultural trends by examining material
found at modern dump sites.

Classical archaeology. Classical archaeologists focus on the monu-
mental art, architecture, and history of all ancient civilizations, including
those of Greece, Egypt, and China. The roots of classical archaeology can
be traced to the European fascination with Biblical studies and ancient
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Artifact: In archaeology, any human-made item that relates to the
culture under study.

Classical archaeology: Archaeological research that deals with ancient
history, ancient architecture, or any of the now-extinct civilizations,
such as Greek, Egyptian, Roman, Aztec, or Mayan.

Historic archaeology: Archaeological studies focusing on the eras of
recorded history.

Prehistoric archaeology: Archaeological studies focusing on eras
before the appearance of written languages.



scholarship. The classical archaeologist is perhaps the most popular pub-
lic stereotype. The Indiana Jones movie character, for example, is based
on the fantastic exploits of a classical archaeologist.

Field methods
Before the twentieth century, most archaeology consisted of ran-

domly collecting artifacts that could be found lying on the surface of sites
or in caves. Because most early archaeological expeditions were financed
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by private individuals and wealthy collectors, broken artifacts were often
left behind. Only intact and highly crafted items were thought to have any
value. Consequently, very little was learned about the cultures that made
those artifacts.

Modern archaeologists are much more thorough in their research.
They first survey or inspect the surface of an archaeological site to de-
termine whether it might hold artifacts or other useful information about
a culture. They then begin an organized excavation or digging operation
to determine where the majority of artifacts are located at a site. Tradi-
tional tools used in excavation are picks, shovels, trowels, and hand-held
shaker screens.

To place artifacts in time periods, archaeologists use a variety of dat-
ing techniques. A basic field technique is to observe the stratigraphy, or
the arrangement or layers of rock and soil, while digging at a site. Soil and
artifacts are deposited and layered one above the other like the layers of
an onion. Artifacts found at deeper layers are much older than those found
near the top. Beginning in the late 1940s, archaeologists began to use ra-
diocarbon or C-14 dating, a highly accurate dating technique. A small sam-
ple of organic (living) material found at a site, such as wood or bone, is
analyzed in a laboratory to determine the time period in which it existed.
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Current controversy
In the United States in the late twentieth century, controversy arose

over the archaeological excavation of ancient Native American grave sites.
For archaeologists, graves have provided a very important source of
knowledge about past cultures. Although the people of prehistoric North
American cultures left no written history, they buried their dead sur-
rounded with material goods of their time.

Present-day Native Americans, however, believe ancestral graves
should not be disturbed. If they are, then any remains and artifacts should
be buried with ceremony. In response to Native American concerns, the
U.S. government passed the Native American Grave Protection and Repa-
triation Act in 1990. This federal law penalizes anyone selling or trading
illegally obtained Native American human remains and cultural items. It
also requires all museums and universities that receive federal funding to
repatriate or give back their Native American collections to tribes who
claim cultural or religious ownership over those materials.

Archaeologists have countered that, in many cases, it is almost im-
possible to link ancient materials with modern Native American cultures.
They also argue that museum materials are part of the heritage of the en-
tire nation. Giving these materials back will prevent any further studies
from being conducted in the future.

[See also Dating techniques; Nautical archaeology]

‡�Arithmetic
Arithmetic is a branch of mathematics concerned with the addition, sub-
traction, multiplication, division, and extraction of roots of certain num-
bers known as real numbers. Real numbers are numbers with which you
are familiar in everyday life: whole numbers, fractions, decimals, and
roots, for example.

Early development of arithmetic
Arithmetic grew out of the need that people have for counting ob-

jects. For example, Stone Age men or women probably needed to count
the number of children they had. Later, one person might want to know
the number of oxen to be given away in exchange for a wife or husband.
For many centuries, however, counting probably never went beyond the
10 stage, the number of fingers on which one could note the number of
objects.
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At some time, people began to realize that numbers could stand for
something other than real objects. They understood that four oxen, four
stones, four stars, and four baskets all had something in common, a “four-
ness” that could be expressed by some symbol, such as 4. It appears that
the ancient Sumerians of Mesopotamia (after 4000 B.C.) were the first to
develop systematic ways of dealing with numbers in an abstract sense.

By far the most mathematically advanced of the ancient civilizations
were the Egyptians, Babylonians, Indians, and Chinese. Each of these civ-
ilizations knew about and used whole numbers, fractions, and basic rules
for dealing with such numbers. They used arithmetic to solve specific
problems in areas such as trade and commerce, but they had not yet de-
veloped a theoretical system of arithmetic.

The establishment of such a theoretical arithmetic system occurred
among the ancient Greeks in the third century B.C. The Greeks developed
a set of theorems for dealing with numbers in the abstract sense, not just
for the purpose of commerce.

Numbering system
The numbering system we use today is called the Hindu-Arabic 

system. It was developed by the Hindu civilization of India about 1,500
years ago and then brought to Europe by the Arabs in the Middle Ages
(400–1450). During the seventeenth century, the Hindu-Arabic system
completely replaced the Roman numeral system that had been in use 
earlier.

The Hindu-Arabic system is also called a decimal system because
it is based on the number 10. The ten symbols used in the decimal sys-
tem are 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9. Other number systems are possi-
ble and, in fact, are also used today. Computers, for example, operate on
a binary system that consists of only two numbers, 0 and 1. Our system
of time uses the sexagesimal (pronounced sek-se-JES-em-el) system, con-
sisting of the numbers 0 to 60.

A key feature of the decimal system is the concept of positional
value. The value of a number depends not only on the specific digit (0,
1, 2, 3, 4, 5, 6, 7, 8, or 9) used, but also on the position of that digit in
the number. For example, the number 532 is different from the number
325 or 253. The difference results from the fact that the 5, 3, and 2 ap-
pears in a different position in each case.

Another key feature of the decimal system is the digit zero (0). 
Ancient civilizations had no way of representing the concept of nothing.
They apparently had little need to express the fact that they owned no
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oxen or had no children. Even the Roman numeral system has no way of
representing the concept of zero (0). That concept is critical in the Hindu-
Arabic number system, however, where 0 is treated in exactly the same
way as any other number.

Axioms in arithmetic
The things that one does with numbers in arithmetic are said to be

operations. The two basic operations in arithmetic are addition and mul-
tiplication, and the rules used to carry out these operations are referred to
as the axioms of arithmetic. Axioms are statements that we accept as be-
ing true without asking that they be proved.

You may wonder why subtraction, division, raising a number of an
exponent, and other mathematical operations are not listed as basic oper-
ations of arithmetic. The reason is that all of these operations can be con-
sidered as the extensions or inverse (backward operations) of addition or
multiplication. For example, subtracting 3 from 9 is the same operation
as adding the negative value of 3 (�3) to 9. In other words: 9 � 3 is the
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Associative law: An axiom that states that grouping numbers during
addition or multiplication does not change the final result.

Axiom: A basic statement of fact that is stipulated as true without
being subject to proof.

Closure property: An axiom that states that the result of the addition
or multiplication of two real numbers is a real number.

Commutative law: An axiom of addition and multiplication that states
that the order in which numbers are added or multiplied does not
change the final result.

Hindu-Arabic number system: A positional number system that uses
ten symbols to represent numbers and uses zero as a place holder. It
is the number system that we use today.

Inverse operation: A mathematical operation that reverses the work of
another operation; for example, subtraction is the inverse operation of
addition.



same as 9 � (�3). Similarly, division is the inverse operation of multi-
plication.

Three axioms control all addition operations. The first of these is
called the commutative law and can be expressed by the equation a � b
� b � a. In other words, it doesn’t make any difference in which se-
quence numbers are added. The result will be the same. That concept is
probably common sense to you. It doesn’t make any difference whether
you have $3 and earn $6 more ($3 � $6) or have $6 and earn $3 more
($6 � $3). In either case, you end up with $9.

The second axiom of arithmetic is the associative law, which can be
expressed as a � (b � c) � (a � b) � c. In other words, if you have
more than two items to be added, it doesn’t make any difference how you
group them for adding. A delivery person might collect $2 from a news-
paper customer at one building and $5 and $7 from two customers in a
second building; that is, $2 � ($5 � $7), or $14. Or that same delivery
person might collect $2 and $5 from two customers in the first building
and $7 from one customer in the second building, or ($2 � $5) � $7, or
$14. In either case, the total collected is the same.

Finally, the closure axiom says that if you add any two real num-
bers, a � b, the result you get is also a real number.

Three multiplication axioms similar to the addition axioms also 
exist. The commutative law says that a � b � b � a. The associative 
law says that a � (b � c) � (a � b) � c. And the closure law says that
a � b � a real number.

Other laws and axioms can be derived from the three basic laws of
addition and multiplication. Those derivations are not essential to this dis-
cussion of arithmetic and will not be included here.

Kinds of numbers
The numbers used in arithmetic can be subdivided into various cat-

egories: whole numbers, integers, rational numbers, and irrational num-
bers. Whole numbers, also called natural numbers, include all of the pos-
itive integers plus zero. The numbers 3, 45, 189, and 498,992,353 are
whole numbers. Integers are all whole positive and negative numbers. A
list of integers would include 27, �14, 203, and �398,350.

Rational numbers are numbers that can be expressed as the ratio of
two integers. Some examples include ½, ¾, 801/57, and 19/3,985. These
numbers are also examples of fractions in which the first number (the
number above the division sign) is the numerator, and the second num-
ber (the number below the division sign) is the denominator.
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Finally, irrational numbers are numbers that cannot be expressed as
the ratio of two integers. The ratio of the circumference of a circle (total
length around) to its diameter is known by the name pi (�). The value of
� can be calculated, but has no determinate (final) result. Depending on
how long you calculate, the value of � can be expressed as 3.14 or 3.1416
or 3.14159265 or 3.141592653589793. The point is that no matter how
long you look, you cannot find two integers that can be divided such that
the answer will be the same as the value of �. Pi is, therefore, an irra-
tional number.

The principles of mathematics provide the foundations for all other
branches of mathematics. They also represent the most practical applica-
tion of mathematics to everyday life. From determining the change re-
ceived from a purchase to calculating the amount of sugar needed to make
a batch of cookies, arithmetic skills are extremely important.

[See also Algebra; Calculus; Function; Geometry; Trigonometry]

‡�Arthritis
Arthritis is a general term meaning an inflammation of a bone joint. More
than 100 diseases have symptoms of bone joint inflammation or injury.
This condition—the body’s response to tissue damage—can cause pain,
swelling, stiffness, and fatigue. Since the areas most commonly involved
are the hands, arms, shoulders, hips, and legs, any action requiring move-
ment of these parts becomes difficult. Arthritis is usually a chronic con-
dition, meaning it persists throughout a person’s life.

Osteoarthritis and rheumatoid arthritis are the two most common
forms of the disease. Osteoarthritis occurs as a result of aging or injury.
Rheumatoid arthritis is an autoimmune disease, meaning that the body
produces antibodies (chemicals that fight against foreign substances in the
body) that act against its own tissues.

Osteoarthritis
Osteoarthritis is the deterioration of the cartilage (connective tissue)

covering the bones in the joints of the body. It is most often seen in peo-
ple over the age of forty. Causes of osteoarthritis include wear and tear
due to aging or overuse, injury, hereditary factors, and obesity. The wear-
ing away of the cartilage results in the bones scraping against each other,
causing the deep joint pain characteristic of this disease.
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The joints most commonly affected by osteoarthritis are those of the
knees, hips, and fingers. Other areas can be affected by injury or overuse.
The condition can cause minor stiffness and pain, or it can result in 
severe disability. Treatment of osteoarthritis includes the use of anti-
inflammatory drugs such as aspirin to reduce pain and swelling; supportive
devices such as a brace, walker, or crutches; massage; moist heat; and rest.

Rheumatoid arthritis
Rheumatoid arthritis is one of the most crippling forms of arthritis.

It is characterized by chronic inflammation of the lining of joints. It also
affects the muscles, tendons, ligaments, and blood vessels surrounding
these joints. Deformities can result from the deterioration of bone, mus-
cle, and tissue, impairing function and affecting mobility. Rheumatoid
arthritis can occur at any age but usually appears between the ages of
thirty and sixty. Three times more women than men are stricken with this
disease.

The cause of the chronic inflammation of rheumatoid arthritis is not
known. It is suggested that a bacterial or viral infection may trigger an
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autoimmune response in genetically predisposed people. People with
rheumatoid arthritis produce antibodies that attack their own body tissues.
This sets off an immune response that results in the body’s release of
chemicals that produce inflammation.

Treatment of rheumatoid arthritis includes aspirin therapy to reduce
inflammation and relieve pain, application of heat to joints and muscles,
rest, and physical therapy. In some cases, surgery may be required to re-
construct joints that are destroyed.

[See also Antibody and Antigen]

‡�Arthropods
Arthropods are invertebrate (without a backbone) animals of the phylum
Arthropoda that have a segmented body, jointed legs, and a tough outer
covering or exoskeleton. They include insects, crustaceans (lobsters,
crabs, shrimp, crayfish), millipedes, centipedes, horseshoe crabs, arach-
nids (spiders, ticks, and mites) and sea spiders. Together, arthropods com-
prise the largest and most varied group of invertebrates on Earth.

Characteristics
The bodies of arthropods are divided into different segments, each

having a specialized role. The segments have numerous paired, jointed
appendages (legs, antennae, claws, and external mouth parts) that serve

1 8 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Arthropods

Words to Know

Anti-inflammatory: A drug that reduces inflammation.

Autoimmune disease: A disease in which the body’s defense system
attacks its own tissues and organs.

Bone joint: A site in the body where two or more bones are connected.

Cartilage: The connective tissue that covers and protects the bones.

Immune response: The body’s production of antibodies or some types
of white blood cells in response to foreign substances.



many varied functions. The exoskeleton acts as a protective covering to
the underlying segmented body. It also provides an attachment for mus-
cles and a barrier to water loss for animals living on land. It is made
mostly of chitin (pronounced KIE-tuhn), a rigid, complex carbohydrate,
and is usually covered by a hardened, waxy cuticle. The cuticle acts as a
hinge between segments, allowing the body to bend and move to the right
or left. Periodically, the rigid exoskeleton is shed in a process called molt-
ing. The temporarily soft animal then swells in size, and its new, larger
exoskeleton hardens.

Arthropods are divided into chelicerates (pronounced kih-LIH-suh-
ruhts), meaning “claw-horned ones,” and mandibulates, meaning “jawed
ones.” The bodies of chelicerates are divided into two parts: a fused head
and thorax, and an abdomen. They have no antennae, and most have four
pairs of jointed legs. They are named for their first pair of appendages,
which are modified as clawlike fangs used for feeding. The chelicerates
include the arachnids, the marine horseshoe crabs, and the sea spiders.

The mandibulates have one or two pairs of appendages that func-
tion as antennae on their head, with the next pair modified as jaws for
feeding. Included in this group are the crustaceans (crabs, lobsters, cray-
fish), the millipedes and centipedes, and the insects. The body of insects
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A male black-winged 

damselfly. (Reproduced by

permission of Field Mark 

Publications.)



is divided into three regions: a head, a thorax, and a clearly segmented
abdomen. The thorax usually has three pairs of legs and two pairs of wings
attached to it. Centipedes and millipedes have a head and a narrow, seg-
mented trunk, the former having one pair of legs per segment and the lat-
ter having two. Crustaceans have many different body shapes. In most,
the head and thorax are fused and separate from the abdomen. Their seg-
mented bodies are often hidden by their hard outer shell.

Arthropods usually have more than one pair of eyes, which may in-
clude both simple and compound pairs. (A compound eye is made up of
many separate units for receiving light, each with its own lens.) Breath-
ing in land-arthropods is usually accomplished through air tubes called
tracheae. Oxygen enters the air tubes from the outside through small open-
ings in the body and is distributed to all the tissues. Arachnids, such as
spiders, also breathe through book lungs, thin flaps of tissue arranged like
the pages of a book. Arthropods that live in water generally breathe
through gills.

Life cycle
Arthropods begin as eggs and can follow several different life cy-

cles, depending on the group. Some insects hatch as miniature adults, while
others hatch as nymphs and develop by stages into adults. Still others hatch
as larvae and enter a resting stage as pupae, during which they may be
enclosed in a cocoon and go through internal changes before emerging as
adults. During their various developmental stages, known as metamor-
phosis, arthropods may shed their outer covering several times (molt).

Ecological importance
Arthropods are of ecological importance because of their sheer num-

bers and extreme diversity. More than 874,000 living species of arthro-
pods have been identified, making up more than 80 percent of all named
species of animals. However, it is estimated that many more thousands
of arthropods exist that have not yet been named. Most of these unnamed
species are small beetles and other insects, and most of these occur in
old-growth tropical rain forests—areas that have not yet been well ex-
plored.

Arthropods occupy an enormous variety of Earth’s habitats. Most
species of crustaceans live in water (that is, are aquatic), although a few
such as wood lice and land crabs occur in moist habitats on land. The spi-
ders, mites, scorpions, and other arachnids are almost entirely land ani-
mals, as are the extremely diverse insects.

1 8 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Arthropods



Arthropods are both harmful and helpful to humans. A few species
are transmitters of bacteria or viruses that cause diseases such as malaria,
yellow fever, encephalitis, and Lyme disease. Scorpions, some spiders,
and bees and wasps have poison glands and can hurt or even (though
rarely) kill people by injecting poison through stingers. Some arthropods
are a nutritious source of food in many parts of the world, and insects
play an important role in pollination (a process necessary for production
in many plants).

[See also Arachnids; Crustaceans; Insects]

‡�Artificial fibers
An artificial fiber is a threadlike material invented by human researchers.
Such fibers do not exist naturally. Some examples of artificial fibers in-
clude nylon, rayon, DacronTM, and OrlonTM. These terms illustrate that
some names of artificial fibers are, or have become, common chemical
names (nylon and rayon), while others (DacronTM and OrlonTM) are pro-
prietary names. Proprietary names are names that are owned by some
company and are properly written to indicate that the name is a registered
trademark (TM).

Most artificial fibers are polymers. A polymer is a chemical sub-
stance that is produced when one or two small molecules are reacted with
each other over and over again. The beginning molecule used in making
a polymer is called a monomer. When two different monomers are used,
the product that results is called a copolymer.

An example of a copolymer is nylon, first invented by American
chemist Wallace Carothers (1896–1937) in 1928. The two monomers of
which nylon is made are complicated substances called adipic acid and
hexamethylenediamine. For simplicity, call the first monomer A and the
second monomer B. A molecule of nylon, then, has a structure something
like this:

-A-B-A-B-A-B-A-B-A-B-A-B-

The dashes at the beginning and end of the molecule indicate that the 
-A-B- sequences goes on and on until it contains hundreds or thousands
of monomer units.

The usual process by which artificial fibers are produced is called
spinning. When a polymer is first produced, it is generally a thick, vis-
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cous (sticky) liquid. That liquid is forced through a disk containing fine
holes known as a spinneret. The spinneret may be suspended in the air or
it may be submerged under water. As the polymeric liquid passes through
the spinneret holes, it become solid, forming long, thin threads.

The properties of an artificial fiber can be changed in a number of
ways, including the way in which the polymer is first produced, additives
that may be attached to the polymer, and the way the polymer is processed
through the spinneret.
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insulating ability. (Repro-

duced by permission of Photo

Researchers, Inc.)



Other synthetic fibers
Artificial fibers can be made by processes other than polymeriza-

tion. Glass fibers, for example, can be produced by melting certain kinds
of glass and then forcing the melted material through a spinneret to form
long, thin threads. Many of these artificial fibers not made from polymers
are the result of recent chemical research and show exciting promise for
new applications in industry.

[See also Polymer]

‡�Artificial intelligence
Artificial intelligence (AI) is a subfield of computer science that focuses
on creating computer software that imitates human learning and reason-
ing. Computers can out-perform people when it comes to storing infor-
mation, solving numerical problems, and doing repetitive tasks. Computer
programmers originally designed software that accomplished these tasks
by completing algorithms, or clearly defined sets of instructions. In con-
trast, programmers design AI software to give the computer only the prob-
lem, not the steps necessary to solve it.

Overview of artificial intelligence
All AI programs are built on two foundations: a knowledge base and

an inferencing capability (inferencing means to draw a conclusion based
on facts and prior knowledge). A knowledge base is made up of many
different pieces of information: facts, concepts, theories, procedures, and
relationships. Where conventional computer software must follow a
strictly logical series of steps to reach a conclusion (algorithm), AI soft-
ware uses the techniques of search and pattern matching. The computer
is given some initial information and then searches the knowledge base
for specific conditions or patterns that fit the problem to be solved. This
special ability of AI programs—to reach a solution based on facts rather
than on a preset series of steps—is what most closely resembles the think-
ing function of the human brain. In addition to problem solving, AI has
many applications, including expert systems, natural language process-
ing, and robotics.

Expert systems. The expert system is an AI program that contains
the essential knowledge of a particular specialty or field, such as medi-
cine, law, or finance. A simple database containing information on a par-
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ticular subject can only give the user independent facts about the subject.
An expert system, on the other hand, uses reasoning to draw conclusions
from stored information. Expert systems are intended to act as intelligent
assistants to human experts.

Natural language processing. Most conventional computer lan-
guages consist of a combination of symbols, numbers, and some words.
These complex languages may take several years for a computer user to
master. Computers programmed to respond to our natural language—our
everyday speech—are easier and more effective to use. In its simplest
form, a natural language processing program works like this: a computer
user types a sentence, phrase, or words on the keyboard. After searching
its knowledge base for references to every word, the program then re-
sponds appropriately.

An example of a computer with a natural language processor is the
computerized card catalog available in many public libraries. If you want
a list of books on a specific topic or subject, you type in the appropriate
phrase. You are asking the computer—in English—to tell you what is
available on the topic. The computer usually responds in a very short
time—in English—with a list of books along with call numbers so you
can find what you need.

Robotics. Robotics is the study of robots, which are machines that 
can be programmed to perform manual duties. Most robots in use today
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Words to Know

Algorithm: Clearly defined set of instructions for solving a problem in
a fixed number of steps.

Expert system: AI program that contains the essential knowledge of a
particular specialty or field such as medicine or law.

Natural language: Language first learned as a child; native tongue.

Robotics: Study of robots, machines that can be programmed to per-
form manual duties.

Software: Set of programs or instructions controlling a computer’s
functions.



perform various repetitive tasks in an industrial setting. These robots typ-
ically are used in factory assembly lines or in hazardous waste facilities
to handle substances far too dangerous for humans to handle safely.

Research is being conducted in the field of intelligent robots—those
that can understand their environment and respond to any changes. AI
programs allow a robot to gather information about its surroundings by
using a contact sensor to physically touch an object, a camera to record
visual observations, or an environmental sensor to note changes in tem-
perature or radiation (energy in the form of waves or particles).

Intelligent machines?
The question of whether computers can really think is still being de-

bated. Some machines seem to mirror human intelligence, like I.B.M.’s
chess-playing computer, Deep Blue, or the robotic artist named Aaron
that produces paintings that could easily pass for human work. But most
researchers in the field of artificial intelligence admit that at the begin-
ning of the twenty-first century, machines do not have the subtlety, depth,
richness, and range of human intelligence. Even with the most sophisti-
cated software, a computer can only use the information it is given in the
way it is told to use it. The real question is how this technology can best
serve the interests of people.

[See also Automation; Computer, analog; Computer, digital;
Computer software; Cybernetics; Robotics]
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Algorithms

An algorithm is a set of instructions that indicate a method
for accomplishing a task in mathematics or some other field. People
use algorithms every day, usually without even thinking about it. When
you multiply two numbers with a hand calculator, for example, the
first step is to enter one number on the keyboard. The next step is to
press the multiplication sign (�) on the keyboard. Then you enter the
second number on the keyboard. Finally you press the equals sign (�)
to obtain the answer. This series of four steps constitutes an algo-
rithm for multiplying two numbers. Many algorithms are much more
complicated than this one. They may involve dozens or even hundreds
of steps.



‡�Asbestos
Asbestos is the general name for a wide variety of silicate minerals, pri-
marily silicates of calcium, magnesium, and iron. Silicates are commonly
occurring minerals that all contain a characteristic combination of silicon
and oxygen similar to that found in silicon dioxide (sand). The two most
common families of asbestos minerals are called the amphiboles and ser-
pentines. Most people know of asbestos today because of health problems
attributed to it. Prolonged exposure results in a pneumonia-like condition
known as asbestosis, which is often fatal.

More than a dozen minerals are classified under the general name
of asbestos. These minerals differ from each other in many ways, but all
have one important property in common: their fibrous character. The most
common form of asbestos, chrysotile, consists of long, hollow, cylindri-
cal fibers that are about 25 nanometers in diameter. (A nanometer is one-
billionth of a meter.)

All asbestos fibers are more or less rigid and more or less noncom-
bustible. Their resistance to burning is, in fact, responsible for their name.
The Greek word asbeston means “noncombustible.”

History
Because of its unusual properties, asbestos has an interesting his-

tory. The ancient Romans were said to have woven asbestos wicks for
the lamps used by the vestal virgins. (The vestal virgins were women who
watched over the temple to the goddess Vesta.) And a story is also told
about the Frankish king and emperor of the West named Charlemagne
(742–814), who sought to impress barbarian visitors by throwing a table-
cloth woven of asbestos into a fire.

One of the first complete scientific descriptions of asbestos was pro-
vided by J. P. Tournefort in the early 1700s. He explained that the sub-
stance “softens in Oil and thereby acquires suppleness enough to be spun
into Threads; it makes Purses and Handkerchiefs, which not only resist
the Fire, but are whiten’d and cleansed by it.” Travelers to North Amer-
ica in the 1750s also told of widespread use of asbestos among both
colonists and Native Americans.

Obtaining asbestos
The largest supplier of asbestos minerals has traditionally been Rus-

sia (or the former Soviet Union), which accounted for about half of all
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the asbestos mined in the world. The second largest source has been
Canada (about 30 percent of the world’s output), followed by the Euro-
pean nations, Zimbabwe, China, South Africa, and the United States.

Asbestos occurs either in seams that run at or just beneath Earth’s
surface or in veins that may go as deep as 300 meters. One method of
quarrying the seams is known as block caving. In this process, trenches
are dug underneath an asbestos seam and the whole section is then al-
lowed to fall and break apart. In another technique, open seams of the
mineral are plowed up and allowed to dry in air.

Underground veins are mined in much the same way as coal. The
distinctive fibrous character of asbestos makes it relatively easy to sepa-
rate from other rocky material with which it is found.

Processing
After asbestos is removed from Earth, it is processed in order to di-

vide it into groups according to fiber length. Longer fibers are separated
out for weaving into a clothlike material. Shorter fibers, known as shin-
gles, are combined with each other and often with other materials to make
some type of composite (mixed) product. Perhaps the best known of these
composites is asbestos cement, invented in the late 1800s. Asbestos ce-

1 9 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Asbestos

Sample of serpentine

asbestos. Its long, cylindri-

cal fibers are visible. (Repro-

duced by permission of JLM

Visuals.)



ment contains about 12.5 percent asbestos and the remainder, portland ce-
ment, which is used for a variety of construction purposes.

Uses
Most asbestos cement is fabricated (processed) into corrugated

(wavy) or flat sheets to be used as a building material in industrial and
agricultural structures. The cement can be altered by adding various ma-
terials to improve its thermal (heat), acoustical (sound), and other prop-
erties. Some asbestos cement is also used in the manufacture of heating
ducts and piping.

Long-fiber asbestos is more commonly used in the production of
fabrics. It can be woven alone or with other fibers (such as glass fibers)
to make protective clothing for fire fighters, brake and clutch linings, elec-
trical insulation, moldings for automobile components, and linings for
chemical containers.

Health considerations
During the first half of the twentieth century, asbestos cement was

widely used for construction. In many respects, it was the ideal building
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Words to Know

Asbestos cement: A composite material made by mixing together
cement and asbestos.

Asbestosis: A disorder that affects the respiratory tract as a result of
inhaling asbestos fibers, leading eventually to a variety of serious and
generally fatal respiratory illnesses.

Fabricate: To shape a material into a form that has some commercial
value, as in shaping asbestos fibers into a flat or corrugated board.

Fiber: A long, threadlike material, often used in the manufacture of
cloth.

Quarrying: A method by which some commercially valuable substance
is extracted, usually from Earth’s surface.

Shingles: A name given to shorter fibers of asbestos.



material: strong, fireproof, and a good insulator. Untold numbers of
homes, schools, office buildings, naval ships, and other structures were
built with linings of asbestos.

After World War II (1939–45), scientists discovered that asbestos
fibers can cause a variety of respiratory disorders in humans, such as lung
cancer and asbestosis, a pneumonia-like condition. Discovering the rela-
tionship between asbestos and these conditions took a long time; the dis-
orders commonly do not appear until 20 years or more after a person is
exposed to asbestos.

Individuals most at risk for asbestos-related problems are those con-
tinually exposed to the mineral fibers. This includes those who work in
asbestos mining and processing as well as those who use the product in
some other manufacturing line, as in the production of brake linings. Over
the past two decades, massive efforts have been made to remove asbestos-
based materials from buildings where they are especially likely to pose
health risks, as in school buildings and public auditoriums. Recent critics
of asbestos removal maintain that—if not done properly—the removal
process actually intensifies the problem by spreading more asbestos fibers
into the air.

[See also Respiratory system]

‡�Asia
Asia is the world’s largest continent, encompassing an area of 17,139,000
square miles (44,390,000 square kilometers), almost 30 percent of the
world’s land area. Because Asia covers such an enormous area and con-
tains so many countries and islands, its exact borders remain unclear. In
the broadest sense, it includes central and eastern Russia, the countries of
the Arabian Peninsula, the far eastern countries, the Indian subcontinent,
and numerous island chains. It is convenient to divide this huge area into
five regions: the Middle East, South Asia, Central Asia, the Far East, and
Southeast Asia.

The Himalayan mountains, which are the highest and youngest
mountain range in the world, stretch across the Asian continent from
Afghanistan to Burma. Mount Everest, the highest of the Himalayan
peaks, reaches an altitude of 29,028 feet (8,848 meters). There are many
famous deserts in Asia, including the Gobi, the Thar, and Rub‘al-Khali
(“empty quarter”). The continent contains some of the world’s largest
lakes and longest-running rivers. It also features a wide range of climatic
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zones, from the tropical jungles of the south to the arctic wastelands of
the north.

The Middle East
The Middle East region contains the countries of Bahrain, Iran, Iraq,

Israel, Jordan, Kuwait, Lebanon, Oman, Qatar, Saudi Arabia, Syria,
Turkey, United Arab Emirates, and Yemen. Most of these countries lie
on the Arabian Peninsula, an area that stretches from Turkey in the north-
west to Yemen in the south. The peninsula is bordered on the east by the
Persian Gulf and on the west by the Red Sea. In general, precipitation is
low and the climate is extremely dry. Much of the area is still a desert
wilderness. Vegetation is mostly desert scrub. One area that is well-
watered and fertile is the historic Fertile Crescent, which includes parts
of Iraq, Israel, Jordan, Lebanon, and Syria. The fertile river plains and
valleys of this area are watered by the Euphrates and Tigris Rivers.

The Dead Sea, located in Israel, is the lowest point on Earth’s land-
masses, lying 1,290 feet (393 meters) below sea level. It takes its name
from the fact that it is one of the saltiest bodies of water in the world and,
therefore, supports no aquatic life. It yields large amounts of potassium
chloride, magnesium bromide, and many other mineral salts. Lake Tuz,
in Turkey, also has a high level of salinity and is used as a source of salt.

Large oil reserves are found in most Middle Eastern countries, es-
pecially Saudi Arabia. The world’s largest oil field is in southern Saudi
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Words to Know

Coniferous: Refers to trees, such as pines and firs, that bear cones
and have needle-like leaves that are not shed all at once.

Deciduous: Refers to trees, such as oaks and maples, that shed all
their leaves at the end of the growing season.

Delta: Triangular-shaped area where a river flows into an ocean or lake,
depositing sand, mud, and other sediment it has carried along its flow.

Plateau: An elevated area which is flat on top; also called tableland.

Seismic: Related to earthquakes.

Steppe: Wide expanses of relatively level plains, found in cool climates.



Arabia in the Rub‘al-Khali Desert. This virtually uninhabited desert cov-
ers an area of about 250,000 square miles (647,500 square kilometers). It
features sand dunes that rise to over 66 feet (200 meters).

Steep mountain ranges divide up both Lebanon and Turkey. The
ranges in Lebanon have been carved by erosion into intricate clefts and
valleys, lending the landscape an unusual rugged beauty. Turkey’s high-
est peak, Mount Ararat (legendary resting place of Noah’s ark), reaches
16,945 feet (5,165 meters). Turkey is also a country of seismic activity,
and earthquakes are frequent.

South Asia
The South Asia region contains the countries of Afghanistan,

Bangladesh, Bhutan, India, the Maldives, Nepal, Pakistan, and Sri Lanka.
Great mountain barriers isolate this region from the rest of Asia. South
Asia can be further divided into three subregions: the Himalayan Moun-
tains, the Ganges Plain, and the Indian peninsula.

The Himalayas stretch about 1,500 miles (2,410 kilometers) across
Asia, from Pakistan through India, Nepal, Tibet, and Bhutan. They range
from 150 to 210 miles (250 to 350 kilometers) wide. The Himalayas are
the highest mountains in the world, and are still being pushed upwards at
a rate of about 2.5 inches (6.3 centimeters) a year. This great mountain
range originated about 25 to 70 million years ago when the Indian sub-
continent collided with Asia, forcing Earth’s crust to fold. The Himalayas
are the youngest mountains in the world, which accounts in part for their
great height. Some 30 peaks in the Himalayas rise to more than 25,000
feet (7,620 meters), including Mount Everest between Nepal and Tibet.
Not surprisingly, many of the mountains in this range are covered with
glaciers.

South of the Himalayan mountains, lying in northern India, is the
Ganges Plain, which holds the Ganges and Brahmaputra Rivers. The plain
is one of the most well-watered and fertile regions of Asia, fed by many
tributaries and by the snow and ice from nearby mountains. Because the
majority of the plain is flat and close to sea level, however, it is plagued
by frequent flooding.

South of the plain is the Indian peninsula, a region of low plateaus
and river valleys. It is bounded on the west by the Ghat mountain range
and on the north by the Thar Desert, a desolate region about 500 miles
(800 kilometers) long and 250 miles (400 kilometers) wide. In its south-
ern extent, the Thar borders on salt marshes and the great lava expanse
called the Deccan plateau.
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Central Asia
Central Asia includes the countries of Armenia, Azerbaijan, Geor-

gia, Kazakhstan, Kyrgyzstan, Mongolia, Russia (central and eastern ar-
eas), Tajikistan, Turkmenistan, and Uzbekistan. Many of the areas in this
region are cold and inhospitable. Plateaus, desert and forest steppes (wide
expanses of relatively level plains), and irrigated farmland mark a ma-
jority of the areas in this region. Mountains rise mainly along the east
coast of Russia.

Temperatures are often extreme in this region. In Mongolia, tem-
peratures fluctuate wildly, from �40 to 104°F (�40 to 40°C). The top
one-third of Russian Siberia lies within the Arctic Circle. The climate is
very harsh. Temperatures fall as low as �94°F (�70°C), and there are
only 100 days a year when it climbs above 50°F (10°C).

Lake Baikal, in southern Siberia, is the largest freshwater lake in
both Asia and Europe. It covers an area of 12,160 square miles (31,494
square kilometers). The world’s deepest lake, it has a maximum depth of
5,714 feet (1,742 meters). Baikal is rich in aquatic life. It is the only habi-
tat of 600 kinds of plants and 1,200 kinds of animals, making it home to
two-thirds of the freshwater species on Earth.
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The Far East
The Far East region contains the countries of China, Japan, North

Korea, South Korea, and Taiwan. Most of these countries are rugged and
mountainous. Many forested areas exist in the region, though, since rain-
fall is more plentiful than in the Middle East.

Volcanic activity and the movement of Earth’s crust formed many
island chains in this region. Japan is a country of frequent earthquakes
and intense volcanic activity, with more than 60 active volcanoes. Over
70 percent of its terrain is mountainous. The highest mountain peak is an
extinct volcano called Mount Fuji, which reaches an altitude of 12,388
feet (3,776 meters).

The Korean peninsula, on which North and South Korea lie, is also
very mountainous. Lowlands and plains compose only about 20 to 30 per-
cent of the peninsula’s land area. Mount Paektu, an extinct volcano with
a lake in its crater, is the highest point on the peninsula at 9,003 feet
(2,744 meters).

In contrast, China contains many regions of fertile land and tem-
perate climate. In northern China, most of the land is made up of fertile
plains. Running through this area is the Yellow River (Huang He), which
has been called China’s Sorrow because of its great flooding. Central
China also contains many rivers, including the great Yangtze. Several
freshwater lakes are spread across this area. The largest of these, and the
largest in China, is called the Poyang. The climate in southern China is
tropical and the land is very fertile. The Pearl River delta, which lies in
this region, has some of the richest agricultural land in China.

In western China, fertile lands give way to cold and arid regions of
mountains and highlands. The Gobi Desert, the fifth largest desert in the
world, is located in northwestern China. The Gobi, which means “water-
less place,” encompasses an area of 500,000 square miles (1,295,000
square kilometers) and averages two to four inches of rainfall a year.

Southeast Asia
Southeast Asia includes the countries of Brunei, Cambodia, In-

donesia, Laos, Malaysia, Myanmar, the Philippines, Singapore, Thailand,
and Vietnam. The region is quite tropical and tends to be very humid and
rainy. Mountainous areas are extremely rugged. Both mountains and high-
lands throughout the region are covered by jungles and forests, including
tropical rain forests, deciduous forests, and coniferous forests. Because
these remote areas are often inaccessible to humans, they have become
home for many unusual animal and plant species.
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Great rivers often drain the mountainous areas in the region, flow-
ing into plains. In Thailand, the Chao Phraya River flows through a cen-
tral lowland plain, making the surrounding land rich and fertile. The
Mekong River, which begins in the highlands of Tibet, flows through
Laos along most of its western boundary with Thailand before entering
Cambodia. In the center of Cambodia is the Tonle Sap (Great Lake), and
many of the rivers that water Cambodia flow into this lake. During the
winter, when the Mekong River floods, it forces the flow back from the
Tonle Sap into its tributaries, flooding the surrounding area with rich silt.
The Mekong finally reaches the South China Sea in south Vietnam where
it forms a wide delta. Extremely fertile, this delta is one of the greatest
rice-growing areas in Asia.

The island chains of Malaysia, Indonesia, and the Philippines are
extremely fertile and have large regions of tropical rain forests contain-
ing an enormous variety of native wildlife. Indonesia and the Philippines
are also sites of much volcanic activity. Indonesia has an estimated 100
active volcanoes.

‡�Asteroid
Asteroids are relatively small, rocky chunks of matter that shine like small
stars, but orbit the Sun like planets. Most asteroids, or minor planets as
they are sometimes called, are made of carbon-rich rock, while others
(those farthest from the Sun) contain iron, nickel, and a few other ele-
ments. One asteroid, Pholus, is coated with a red material that may be or-
ganic compounds similar to those that form living material.

Asteroids vary in size from 580 miles (940 kilometers) in diameter
(Ceres, the first asteroid discovered) to 33 feet (10 meters) in diameter.
Most are so small their size cannot be measured directly. They are gen-
erally irregular in shape and vary in brightness as they rotate.

Scientists once thought asteroids were remnants of exploded plan-
ets. This theory was soon discarded, however, because asteroids are so
small. All the known asteroids combined would form an object much
smaller than Earth’s moon. Scientists now believe that asteroids are plan-
etesimals—ancient chunks of matter left over from the formation of the
solar system that never came together to form a planet, perhaps because
of the strong gravitational influence of Jupiter. Asteroid-like objects were
among the first structures to form in our solar system some 4.6 billion
years ago. For this reason, asteroids can provide valuable information
about the beginnings of our solar system.

2 0 0 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Asteroid



The discovery of asteroids
For years, astronomers theorized about a hidden planet between Mars

and Jupiter. In 1766, German astronomer Johann Titius devised a formula
for calculating distances between planets. The formula predicted the ex-
istence of a planet between Mars and Jupiter. (Although Titius devised
the formula, it did not receive much attention until German astronomer
Johann Bode restated it in 1772. By then, Titius had been all but forgot-
ten, and the formula became known as Bode’s Law.)

On the night of January 1, 1801, Italian astronomer Giuseppe Piazzi
discovered the first asteroid. He observed a starlike body that was not
listed in star catalogues. It was moving faster than Mars yet slower than
Jupiter, so he deduced it must lie between the two. He named the aster-
oid Ceres, the Roman goddess of agriculture. Later, Ceres was found to
be in the right place to satisfy Bode’s Law.

In the mid-1800s, with the improvement of telescopic equipment
and techniques, many new asteroids were discovered. There are now more
than 5,000 tracked and documented asteroids, an additional 13,000 iden-
tified, and an estimated total of 1,000,000. About 100,000 asteroids are
bright enough to be photographed from Earth. Only one, Vesta (the fourth
one discovered), is bright enough to be seen with the naked eye.

Asteroid belt
Most asteroids lie in a main belt between the orbits of Mars and

Jupiter. This belt is divided into smaller belts, separated by distances
known as Kirkwood gaps (named for their discoverer, nineteenth-century
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Apollo objects: Group of asteroids that crosses Earth’s orbit.

Bode’s Law: Simple yet flawed mathematical formula establishing the
distances of planets from the Sun.

Kirkwood gaps: Areas separating distinct asteroid belts that lie
between the orbits of Mars and Jupiter.

Planetesimals: Ancient chunks of matter that are leftover “building
blocks” from the formation of the solar system.



American astronomer Daniel Kirkwood). Kirkwood gaps are spaces in
which the gravitational attraction of Jupiter prevents any object from
maintaining an orbit.

Not all asteroids reside in the main belt. Trojan asteroids are located
in two clusters, one on either side of Jupiter. This arrangement is a con-
sequence of the gravitational attraction of Jupiter and the Sun. Another
class of asteroids crosses the orbits of several planets.

Impacts with Earth
One group of asteroids, called Apollo objects, cross Earth’s orbit.

These bodies may come relatively close to Earth, and some have even
collided with the planet. In 1908, an asteroid about one-tenth of a mile in
diameter came through the atmosphere and exploded above central
Siberia. The blast produced a mushroom cloud, wiped out a herd of rein-
deer, scorched and uprooted trees for miles around, and shattered win-
dows 600 miles away. Asteroids ten times the size of this Siberian aster-
oid are estimated to hit Earth every few hundred thousand years.

Some 65 million years ago an asteroid struck Earth off the northern
tip of the Yucatan Peninsula of Mexico. The asteroid, known as Chicxu-
lub (pronounced cheek-soo-LOOB), left a crater under the Gulf of Mex-
ico with an estimated diameter of 110 miles (177 kilometers). Some sci-
entists believe the resulting inferno from the impact incinerated hundreds
of thousands of species of plant and animals, and caused the extinction
of the dinosaurs.

About 250 million years ago, an asteroid 4 to 8 miles (6.4 to 12.8
kilometers) across slammed into Earth with the force of more than a mil-
lion earthquakes, setting off what scientists theorize was the most cata-
strophic of mass extinctions. The impact carved out a crater some 75 miles
(121 kilometers) wide and caused huge volcanic eruptions that buried
much of the planet in lava. It blasted millions of tons of rock and dust into
the sky, blotting out the Sun’s rays. It also brought about changes in sea
levels and climatic shifts. These changes killed 90 percent of the marine
species and 70 percent of the backboned land animals that lived during
that geologic period. Scientists discovered evidence of this devastating ex-
tinction by digging deep into Earth’s core. Trapped with soccer-ball-
shaped carbon molecules called buckminsterfullerenes or buckyballs, sci-
entists found a mix of helium and argon gases similar to that found in
certain stars but unlike anything that could form naturally on Earth.

Scientists now believe a flurry of asteroids barraged Earth and the
Moon some 4 billion years ago, roughly the same time life was forming
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on the planet. In a study released at the end of 2000, scientists reported
that a rain of asteroids lasting from 20 million to 200 million years melted
rocks, blasted out craters, and reshaped the surface of both the Moon and
Earth. On the Moon, the bombardment produced the great basins that are
clearly visible from Earth. The asteroids that slammed into Earth, ten times
larger than the Chicxulub asteroid, blasted craters rim to rim the size of
present-day continents, vaporized the oceans, and filled the atmosphere
with life-choking fog. Some scientists theorize that the impacts may have
affected the evolution of life, forcing it to begin anew, or may have brought
minerals, water, or even the building blocks of life to the planet.

Orbiting, then landing on, an asteroid
In April 2000, after traveling some 2 billion miles (3.2 billion kilo-

meters) since it left Earth on February 17, 1996, the unmanned spacecraft
NEAR (Near Earth Asteroid Rendezvous) Shoemaker began a circular or-
bit around the asteroid Eros. It was the first time a spacecraft had orbited
an asteroid. During its one-year mission around Eros, the 1,100-pound
(500-kilogram) spacecraft settled into an orbit that at one point was as
close 3 miles (5 kilometers) above the potato-shaped asteroid. Eros, named
after the Greek god of physical love, is one of the larger asteroids in the
solar system, measuring about 21 miles (34 kilometers) long and 8 miles
(13 kilometers) thick. It is called a near-Earth
asteroid because its orbit crosses that of Earth
and poses a potential collision danger. Scientists
estimate it is 4.5 billion years old, almost un-
changed since the beginning of the solar system.

Loaded with six instruments, NEAR Shoe-
maker took measurements to determine the
mass, density, chemical composition, and other
geological characteristics of the asteroid. It also
beamed back to Earth some 160,000 images of
Eros. On February 12, 2001, NEAR Shoemaker
used the last of its fuel in an attempt to land on
the surface of Eros. The craft had not been de-
signed with landing gear, and mission scientists
had given it a 1 percent chance of survival.
Bumping into the asteroid at a mere 4 miles (6.4
kilometers) per hour, however, the hardy space-
craft survived, becoming the first spacecraft to
land on an asteroid. On its way down to the sur-
face, NEAR Shoemaker continued to transmit
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pictures back to Earth. Once on the surface, it continued to collect in-
valuable data about the oddly shaped asteroid. Even though scientists will
probably study the data for years, they did learn early on that the aster-
oid does not tumble wildly through space. Instead, it rotates around one
axis, much like a planet.

An end to its successful five-year, $225 million mission came on
February 28, 2001, when scientists put NEAR Shoemaker into a planned
hibernation. Scientists did not believe the spacecraft would survive the
frigid darkness of winter on Eros, when temperatures would plummet to
�238°F (�150°C). There is a very slight chance it might come alive again
sometime in 2002 when full sunlight returns to that part of the asteroid.

[See also Meteors and meteorites]

‡�Asthma
Asthma is a reversible lung disease that affects approximately four mil-
lion people in the United States. It is sometimes referred to as a disease
of twitchy or reactive lungs, which means that the airways of the lungs
are extremely sensitive to irritants such as pollen, animal dander (hair,
feathers, or skin), dust, or tobacco smoke. When these irritants are in-
haled, the airways react by constricting or narrowing. In some people,
asthma attacks follow a cold or a severe respiratory infection. Stress, ex-
ercise, and even changes in temperature or humidity can bring on attacks
of asthma, as can certain drugs such as aspirin.

Some people with asthma have only mild symptoms that occur from
time to time. Others have symptoms that occur frequently and that can be
mild, moderate, or severe in nature. Severe asthma attacks are sometimes
life threatening. Although researchers have learned more about the un-
derlying causes of asthma in recent years, there is no specific treatment
for the disease. In fact, deaths from asthma are on the rise. Many experts
believe that lack of standard treatments and inconsistent monitoring of
asthma patients have contributed to this increased rate of death.

How asthma affects the airways
The airways are tubes called bronchi that branch into smaller tubes

called bronchioles. They carry air from the windpipe to the lungs. Dur-
ing an asthma attack, the airways are narrowed due to muscle spasms,
swelling and inflammation of the airway walls, and the production of large
amounts of mucus. This results in a blocking of the passage of air to the
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lungs. The characteristic sign of asthma is wheezing, the noisy whistling
sound that a person makes as he or she tries to push air in and out of nar-
rowed airways. Other symptoms include the sensation of a tight chest,
shortness of breath (breathlessness), and a cough.

Treatment of asthma
Treatment of asthma aims at opening the airways and reducing in-

flammation. There are two general categories of medications used to treat
the disease: those that bring quick relief in the sudden onset of an asthma
attack and those used long-term to control persistent asthma. The treat-
ment used may vary from patient to patient, based on individual need.
While an inhaler may be used occasionally in very mild cases, often a
combination of drugs is prescribed for moderate to severe forms. Ex-
tremely severe, or acute, attacks of asthma may require the patient to be
hospitalized.

Bronchodilators are drugs that dilate, or widen, constricted lung 
airways by relaxing the smooth muscles of the airways. They can either
be inhaled through a special device or taken orally (by mouth) in pill form.
Inhaled bronchodilators are usually prescribed for mild to moderate forms
of asthma. Because they are applied directly to the constricted airways,
they act quickly; the patient is instructed to inhale the drug as soon as 
he or she feels an attack coming on. Oral bronchodilators are longer act-
ing and are usually prescribed for severe asthma. A new, longer-acting
bronchodilator called SalmeterolTM, which is inhaled, combines the 
direct effects of inhaled bronchodilators with the long-lasting protection
of oral ones. It is useful in maintaining clear airways and in preventing
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Bronchi: The two main airway tubes that branch off from the windpipe
and lead to each lung.

Bronchiole: Any of the smaller airway tubes that branch off from the
bronchi.

Bronchodilator: A drug, either inhaled or taken orally, that widens
the lung airways by relaxing the smooth muscles of the airways.

Constriction: In asthma, the characteristic narrowing of the airways.



nighttime flare-ups of asthma, as well as those caused by such stimuli as
exercise and changes in temperature.

The inflammation associated with asthma has a direct effect on 
lung function. Increased emphasis has been placed on the use of anti-
inflammatory drugs to reduce swelling and inflammation of the airways.
In cases of persistent asthma, it is often recommended that anti-inflam-
matory medications, such as corticosteroids (pronounced kor-tik-oh-
STEH-roydz), be taken on a daily basis. They can either be inhaled or
taken in pill form.

Another medication commonly used in the treatment of asthma is
CromolynTM, a drug that blocks the release of histamine. Histamine is a
chemical that the body produces in response to allergy-causing substances.
Its release prompts constriction of the airways, which results in difficulty
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breathing. CromolynTM is used to prevent asthma attacks rather than as a
treatment during attacks.

Managing asthma and preventing attacks
The key to managing asthma and preventing attacks is the patient’s

ability to recognize the factors that trigger an attack—and then making
the conscious effort to avoid them. Since allergies and asthma often go
hand in hand, allergy testing may be an effective way to identify aller-
gens (allergy-causing substances) in some patients. If asthma is brought
on by exercise, finding a level of exertion that is comfortable or using an
inhaled bronchodilator before exercise may help to control symptoms.
Taking medicine as prescribed is also an important factor in maintaining
control of the disease.

For all persons with asthma, the most important aspect of manag-
ing their disease is communication with and regular visits to their physi-
cian. It is essential that patient and physician work together to monitor
progress and keep abreast of any changes in the patient’s condition.

[See also Respiratory system]

‡�Astrophysics
Astrophysics uses the already understood theories of physics (the study
of matter and energy) to describe astronomical (universal) phenomena or
events. Astrophysicists try to understand the processes that cause our uni-
verse and everything in it to behave the way it does.

Background
For thousands of years, humans observed phenomena in the sky, but

had no physical explanation for what they saw. Scientists in the twenti-
eth century, however, have been able to explain many astronomical phe-
nomena in terms of detailed physical theories, relating them to the same
chemistry and physics at work in our everyday lives.

Whereas experiments in many other scientific fields can be per-
formed under controlled conditions in a laboratory, astrophysical experi-
ments cannot: the energies and distances involved are simply too great.
Even though conditions vary greatly throughout the universe, astrophysi-
cists can observe events in the sky and then develop theories about those
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events based on the laws that govern our day-to-day experiences on 
Earth. It is common belief that the laws of physics are consistent through-
out the universe.

Processes in the universe
The first astrophysical concept or law to be recognized was the law

of gravity. Although it is a very weak force compared to the other fun-
damental forces of nature, gravity is the dominant factor determining the
structure and the fate of the universe. The force of gravity acted over vast
distances of space to bring together large structures, such as galaxies, and
smaller ones, such as stars and planets. However, scientists generally hold
the view that the understanding of the interaction and behavior of atoms
marks the true beginning of astrophysics. Indeed, even such enormous
objects as stars are governed by the action of atoms.
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Importance of instrumentation
Recent advances in space instrumentation have allowed astrophysi-

cists to observe astronomical phenomena that previously had been too far
away to see. Large space-based observatories, such as the Hubble Space
Telescope, continually lead to major advances in astrophysics by explor-
ing parts of the universe with a sensitivity never before imagined. Space
probes, such as the Voyagers, which visited most of the outer planets of
our solar system, have provided detailed measurements of the physical
environment throughout our solar system. Spectroscopes, optical devices
that analyze electromagnetic radiation (energy in the form of waves or
particles), have enabled astrophysicists to determine the chemical com-
position of distant stars or galaxies.

[See also Cosmology; Galaxy; Infrared astronomy; Quasar; 
Relativity, theory of; Solar system; Star; Sun; Telescope; Ultraviolet
astronomy; X-ray astronomy]
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‡�Atmosphere, composition
and structure

Earth’s atmosphere is composed of about 78 percent nitrogen, 21 percent
oxygen, and a 1-percent mixture of minor gases dominated by argon. The
atmosphere can be divided into vertical layers. Traveling from the sur-
face of the planet upward, the major layers are the troposphere, strato-
sphere, mesosphere, thermosphere, and exosphere. Although the atmos-
phere was formed over billions of years, there is growing concern that
present-day human activity may be altering the atmosphere to the point
that it may affect Earth’s climate.

The atmosphere’s past
When Earth formed 4.5 million years ago, its atmosphere was prob-

ably composed of hydrogen, methane, and ammonia gases—much like
the outer planets in our solar system. Some scientists theorize that this
original atmosphere may have been lost when the Sun violently emitted
material that swept away this gaseous envelope from around Earth.

It is believed that Earth’s current atmosphere then began to form
when gases were released by early volcanic activity. These gases included
water vapor, carbon dioxide, nitrogen, and sulfur or sulfur compounds.
The water vapor formed clouds that continually rained on Earth, forming
the oceans. Since carbon dioxide dissolves easily in water, the new oceans
gradually absorbed most of it. Early plants on the planet then began ab-
sorbing sunlight, water, and the remaining carbon dioxide, releasing oxy-
gen as a by-product (a process known as photosynthesis). Over billions
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of years, oxygen increasingly built up in the atmosphere, finally reaching
its present-day percentage.

Atmospheric layers
Ninety-nine percent of the total mass of the atmosphere is contained

in the first 40 to 50 miles (65 to 80 kilometers) above Earth’s surface.
The atmosphere can be divided into layers based on atmospheric tem-
perature and pressure. Before 1900, scientists believed that temperatures
dropped evenly as elevation increased. Researchers now know, however,
that temperatures level off, then increase, beginning at about 8 miles (14
kilometers) above Earth.

The troposphere. The troposphere extends from ground level to a
height between 5 and 10 miles (8 and 16 kilometers) above Earth. The
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structure Words to Know

Exosphere: Final layer of the atmosphere, extending from the top of
the thermosphere thousands of miles into space.

Ionosphere: A subregion within the thermosphere, extending from
about 50 miles (80 kilometers) to more than 150 miles (400 kilome-
ters) above Earth and containing elevated concentrations of charged
atoms and molecules (ions).

Mesosphere: The third layer of the atmosphere, extending from the
stratosphere to about 50 miles (80 kilometers) above Earth.

Radiation: Energy in the form of waves or particles.

Stratosphere: The second layer of the atmosphere, extending from the
tropopause, or top of the troposphere, to about 30 miles (50 kilome-
ters) above Earth.

Thermosphere: The fourth layer of the atmosphere, extending from the
top of the mesosphere and extending about 400 miles (640 kilometers)
above Earth.

Troposphere: The atmospheric layer closest to ground level, extending
up 5 to 10 miles (8 to 16 kilometers) above Earth.

Ultraviolet radiation: Radiation similar to visible light but of shorter
wavelength, and thus higher energy.



troposphere is thickest over the equator and thinnest over the poles. This
layer contains 80 percent of the mass of the atmosphere, including all the
air we breath and nearly all the water vapor present in the atmosphere.
Clouds and all other weather phenomena occur in the troposphere. Tem-
peratures in this layer drop steadily with increasing altitude, about 3.5°F
per 1,000 feet (2°C per 305 meters). At Earth’s surface, the temperature
average is about 63°F (17°C). At the top of the troposphere, an area known
as the tropopause, the temperature stops decreasing, having reached as
low as �70°F (�57°C).

The stratosphere. The stratosphere extends upward from the tropo-
sphere to about 30 miles (50 kilometers) above Earth. Temperatures in
the stratosphere stay fairly constant. They begin to rise only near the top
of the layer, an area called the stratopause. Here temperatures are nearly
as warm as they are on the surface of Earth.

This warming is due to the presence of the ozone layer, or ozono-
sphere, within the stratosphere, at about 15 miles (24 kilometers) above
Earth. Ozone molecules absorb the Sun’s ultraviolet radiation (energy in the
form of waves or particles) and transform it into heat energy, which heats
up the stratosphere and causes the increased temperature. The presence of
ozone in the atmosphere is critically important because it prevents ultravi-
olet light and other harmful radiation from reaching the surface of the planet.

The mesosphere. The mesosphere extends upward from the strato-
sphere to about 50 miles (80 kilometers) above Earth. Temperatures de-
crease sharply in this layer, falling from about 20°F (�6°C) at the base
to about �130°F (�90°C) at the top.

The thermosphere. The thermosphere extends upward from the
mesosphere to about 400 miles (640 kilometers) above Earth. Tempera-
tures rise dramatically in the thermosphere, reaching 2,700°F (1,480°C).
Because of these high temperatures, most meteors that enter Earth’s at-
mosphere disintegrate or burn up in this layer.

The thermosphere contains a region known as the ionosphere, which
extends from about 50 miles (80 kilometers) to more than 250 miles (400
kilometers) above Earth. The ionosphere contains a high concentration of
ions, or electrically charged particles, that help reflect certain radio sig-
nals over great distances. High-speed electrons from the Sun are drawn
toward the polar regions by Earth’s magnetic field. After entering the ther-
mosphere and colliding with air molecules such as oxygen and nitrogen,
these particles become luminous, resulting in the colorful aurora borealis
(northern lights) in the Northern Hemisphere and the aurora australis
(southern lights) in the Southern Hemisphere.
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The exosphere. The exosphere is the final layer of the atmosphere,
extending from the top of the thermosphere thousands of miles into space.
Temperatures in this layer range from about 570°F (300°C) to over
3,000°F (1,650°C). The atmosphere is no longer considered gaseous at
this layer because the lack of gravity allows many gas molecules to float
off into space.

The atmosphere’s future
Future changes to the atmosphere are difficult to predict. There is

much concern, however, about the increase of carbon dioxide and the de-
crease of ozone in the atmosphere. Carbon dioxide is one of the so-called
greenhouse gases. These gases absorb some of the solar energy that ra-
diates off Earth, reflecting it back to the surface before it escapes into
space. An increase of carbon dioxide levels in the atmosphere, caused by
the burning of fossil fuels such as coal and oil, may lead to an increase
in Earth’s surface temperatures.
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Decreases in the amount of ozone in the atmosphere were first de-
tected in the mid-1980s. It was discovered afterward that chlorofluoro-
carbons (CFCs)—industrial chemicals used in refrigerants, aerosol pro-
pellants, and solvents—were responsible for destroying ozone. The use
of CFCs has since been banned in most industrial countries, but the long-
term effects of ozone loss are not yet known.

[See also Atmospheric circulation; Clouds; Greenhouse effect;
Hydrologic cycle; Ozone; Weather]

‡�Atmosphere observation
Atmosphere observation refers to all equipment and techniques used 
to study properties of the atmosphere, including temperature, pressure, 
air movements, and chemical composition. Basic instruments for mea-
suring the atmosphere, such as the barometer, were developed during 
the seventeenth and eighteenth centuries. However, these instruments
were useful at first only in studying atmospheric properties close to the
ground, not at very high altitudes. Over time, weather instruments were
eventually carried into the atmosphere by devices ranging from kites 
to satellites.

Kites
One of the first means developed for raising instruments to higher

altitudes was the kite. In a famous experiment, American statesman Ben-
jamin Franklin used a kite in 1752 to discover that lightning was nothing
other than a form of electricity. Within a short period of time, kites were
being used by other scientists to carry recording thermometers into the
atmosphere, where they could read temperatures at various altitudes.

Weather balloons
An important breakthrough in atmospheric observation came in the

late eighteenth century with the invention of the hot-air balloon. Balloon
flights made it possible to carry instruments thousands of feet into the at-
mosphere to take measurements. For the next 150 years, balloons were
the primary means by which instruments were lifted into the atmosphere
for purposes of observation.

A number of devices were invented for use in weather balloons. The
meteorograph was designed to be sent into the atmosphere to automati-
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cally record certain measurements, including temperature, pressure, and
humidity. The radiosonde is similar in design to the meteorograph, but
also includes a radio that can transmit the data collected back to Earth. A
radiosonde that is used to collect data about atmospheric winds is known
as a rawinsonde.

Balloons are still an important way of transporting weather instru-
ments into the atmosphere. Balloons used to study the properties of the
upper atmosphere are known as sounding balloons.
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Airplanes and rockets
The invention of the airplane and the rocket allowed weather in-

struments to travel considerably higher than they had ever gone before.
Although both can carry the same types of instruments as balloons (only
much higher and with greater efficiency), they have taken on tasks more
complex than the measurement of atmospheric temperature, pressure, and
air movements. For example, airplanes are used to study the properties of
hurricanes and to measure levels of ozone and related chemicals over the
Antarctic. Such measurements will be valuable in helping scientists to
better understand the chemical processes that occur in the atmosphere and
the effects they may have on future weather and climate.

Weather satellites
Artificial satellites are the most sophisticated atmospheric observa-

tional systems. Lifted into Earth’s orbit by a rocket, a weather satellite car-
ries inside it a large number of instruments for measuring many proper-
ties of the atmosphere. The first weather satellite ever launched, TIROS 1
(Television and Infrared Observation Satellite), was put into orbit by the
U.S. government on April 1, 1960. One of its primary functions was to
collect and transmit photographs of Earth’s cloud patterns.

Since that time, a number of other weather satellite systems have
been put into operation. Satellites can provide a variety of data about at-
mospheric properties, contributing to improved weather forecasting. As
an example, a satellite can track the development, growth, and movement
of large storm systems, such as hurricanes and cyclones.

[See also Balloon; Barometer; Global climate; Radar]
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Meteorograph: An instrument designed to be sent into the atmosphere
to record certain measurements, such as temperature and pressure.

Radiosonde: An instrument for collecting data in the atmosphere and
then transmitting that data back to Earth by means of radio waves.

Rawinsonde: A type of radiosonde that is also capable of measuring
wind patterns.



‡�Atmospheric circulation
Atmospheric circulation is the movement of air at all levels of the at-
mosphere over all parts of the planet. The driving force behind atmos-
pheric circulation is solar energy, which heats the atmosphere with dif-
ferent intensities at the equator, the middle latitudes, and the poles. The
rotation of Earth on its axis and the unequal arrangement of land and wa-
ter masses on the planet also contribute to various features of atmospheric
circulation.

Wind cells
There are three wind cells or circulation belts between the equator

and each pole: the trade winds (Hadley cells), prevailing westerlies (Fer-
rell cells), and polar easterlies (polar Hadley cells). The trade winds or
Hadley cells are named after the English scientist George Hadley (1685–
1768), who first described them in 1753. As air is heated at the equator,
it rises in the troposphere, the lowest 10 miles (16 kilometers) of Earth’s
atmosphere. In the wake of the warm rising air, low pressure develops at
the equator. When the air reaches the top of the troposphere, called the
tropopause, it can rise no farther and begins to move toward the poles,
cooling in the process.

At about 30 degrees latitude north and south, the cooled air descends
back to the surface, pushing the air below it toward the equator, since air
flows always move toward areas of low pressure. When the north and
south trade winds meet at the equator and rise again, an area of calm de-
velops because of the lack of cross-surface winds. Early mariners called
this area the doldrums (from an Old English word meaning dull) because
they feared their sailing ships would be stranded by the lack of wind.

While most of the trade-wind air that sinks at 30 degrees latitude
returns to the equator, some of it flows poleward. At about 60 degrees
latitude north and south, this air mass meets much colder polar air (the
areas where this occurs are known as polar fronts). The warmer air is
forced upward by the colder air to the tropopause, where most of it moves
back toward the equator, sinking at about 30 degrees latitude to continue
the cycle again. These second circulation belts over the middle latitudes
between 30 degrees and 60 degrees are the prevailing westerlies or Fer-
rell cells, named after the American meteorologist William Ferrell (1817–
1891), who discovered them in 1856.

Calm regions also occur at 30 degrees latitude where Hadley cells
and Ferrell cells meet because of the lack of lateral wind movement. These
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regions were given the name horse latitudes by sailors bringing horses to
the Americas. Stranded by the lack of winds, sailors often ate their horses
as supplies ran low.

The air at the top of polar fronts that does not return toward the
equator moves, instead, poleward. At the poles, this air cools, sinks, and
flows back to 60 degrees latitude north and south. These third circulation
belts over the poles are known as polar easterlies or polar Hadley cells
because they flow in the same direction as the Hadley cells near the equa-
tor. However, they are not as powerful since they lack the solar energy
present at the equator.

The Coriolis effect
The air flows in these three circulation belts or cells do not move 

in a straight north to south or south to north route. Instead, the air flows
seem to move east to west or west to east. This effect was first identified
by the French mathematician Gaspard-Gustave de Coriolis (1792–1843)
in 1835. Coriolis observed that, because of the spinning of the planet, 
any moving object above Earth’s surface tends to drift sideways from 
its course of motion. In the Northern Hemisphere, this movement is 
to the right of the course of motion. In the Southern Hemisphere, it is 
to the left. As a result, surface winds in Hadley cells—both in the 
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Coriolis effect: Moving object appearing to travel in a curved path
over the surface of a spinning body.

Doldrums: Region of the equatorial ocean where winds are light and
unpredictable.

Horse latitudes: Region of the oceans around 30 degrees latitude
where winds are light and unpredictable.

Jet stream: Rapidly moving band of air in the upper atmosphere.

Polar front: Relatively permanent front formed at the junction of the
Ferrell and polar Hadley cells.

Trade winds: Relatively constant wind patterns that blow toward the
equator at about 30 degrees latitude.



equatorial and polar regions—blow from the northeast to the southwest
in the Northern Hemisphere and from the southeast to the northwest in
the Southern Hemisphere. Surface winds in Ferrell cells tend to blow in
the opposite direction: from the southwest to the northeast in the North-
ern Hemisphere and from the northwest to the southeast in the Southern
Hemisphere.

Variations and wind patterns
The conditions of the wind cells described above are for general

models. In the real world, actual wind patterns are far more complex.
Many elements play a part in disrupting these patterns from their normal
course, as described by Hadley and Ferrell. Since the Sun does not al-
ways shine directly over the equator, air masses in that area are not heated
equally. While some masses in a cell may be heated quickly, creating a
strong flow upward, others may not receive as much solar energy, re-
sulting in a much weaker flow. Unevenness in the surface of the planet
also affects the movement of air masses in a cell. A mass moving across
a uniform region, such as an ocean, may be undisturbed. Once it moves
over a region with many variations, such as a mountainous area, it may
become highly disturbed.
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The jet streams
In 1944, an especially dramatic type of atmospheric air movement

was discovered: the jet streams. These permanent air currents are located
at altitudes of 30,000 to 45,000 feet (11 to 13 kilometers) and generally
move with speeds ranging from about 35 to 75 miles (55 to 120 kilome-
ters) per hour. It is not uncommon, however, for the speed of jet streams
to be as high as 200 miles (320 kilometers) per hour.

These narrow tubes of air, which usually travel west to east, are cre-
ated by the great temperature and pressure differences between air masses.
There are four major jet streams, two in each hemisphere. Polar jet
streams, formed along the polar front between the Ferrell and polar Hadley
cells, move between 30 degrees and 70 degrees latitude. The other jet
streams move between 20 degrees and 50 degrees latitude.

Jet streams do not move in straight lines, but in a wavelike manner.
They may break apart into two separate streams and then rejoin, or not.
In winter, because of greater temperature differences, jet streams are
stronger and move toward the equator. In summer, with more uniform
temperatures, they weaken and move poleward. The movement of the 
jet streams is an important factor in determining weather conditions in
mid-latitude regions since they can strengthen and move low-pressure 
systems.

[See also Air masses and fronts; Global climate; Monsoon;
Wind]

‡�Atmospheric optical
effects

Rainbows, mirages, auroras, the twinkling of stars, and even the blue color
of the sky are all considered atmospheric optical effects. These visual
events in the sky occur when light bounces off or is bent by solid parti-
cles, liquids droplets, and other materials present in the atmosphere.

Sunlight or white light comprises all the colors of the visible spec-
trum: red, orange, yellow, green, blue, indigo, and violet. These colors
travel at different wavelengths, decreasing in length from red (the longest)
to violet (the shortest). When sunlight enters the atmosphere, materials
present there break up sunlight into its component colors through reflec-
tion (bouncing off an object), refraction (bending through an object), or
diffraction (bending around the edge of an object).
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Rainbows
Rainbows are among the most remarkable effects in the atmosphere.

When sunlight enters a raindrop, it is refracted or bent. Since the colors
of the spectrum are all bent at different angles, this refraction causes the
colors to disperse or separate, as in a prism. The full spectrum of colors
is then reflected (bounced) off the back of the raindrop into the air. As
the colors pass out of the raindrop into the air, they are refracted a sec-
ond time. This second refraction causes the different bands of colors to
become more distinct. A rainbow is produced as the net result of this se-
quence of events repeated over and over when the atmosphere is filled
with billions of tiny raindrops (such as after a storm).

Mirages
Mirages are one of the most familiar optical effects produced by re-

fraction. Mirages occur when light passes through air layers of different
temperatures. One type of mirage—the inferior mirage—forms when a
layer of air close to the ground is heated more strongly than the air im-
mediately above it. Light rays passing through the two layers are refracted.
As a result, light from the sky appears just below the horizon, like a body
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Diffraction: The bending of light or another form of electromagnetic
radiation as it passes through a tiny hole or around a sharp edge.

Dispersion: The separation of light into its separate colors.

Reflection: The bouncing of light rays in a regular pattern off the sur-
face of an object.

Refraction: The bending of light rays as they pass at an angle from
one transparent or clear medium into a second one of different density.

Scattering: The bending of light rays as they bounce off very small
objects.

Spectrum: The band of colors that is formed when white light passes
through a prism or is broken apart by some other means.

Wavelength: The distance between two troughs or two peaks in any
wave.



of shimmering water. Nearby objects such as trees appear to be reflected
in that water.

A second type of mirage—the superior mirage—forms when a layer
of air next to the ground is much cooler than the air above it. In this sit-
uation, light rays from an object are refracted in such a way that an ob-
ject on the ground appears to be suspended in air above its true position.

Auroras
Auroras are one of nature’s most stunning displays, appearing as 

luminous streamers, arcs, curtains, or shells in the night sky. Those that
occur in the Northern Hemisphere are known as aurora borealis or north-
ern lights; those in the Southern Hemisphere are known as aurora aus-
tralis or southern lights.

Auroras are produced when electrons (negatively charged particles)
from the Sun enter Earth’s upper atmosphere. Drawn by Earth’s magnetic
field to the polar regions, the electrons collide with oxygen and nitrogen
molecules present in the atmosphere 50 to 600 miles (80 to 1,000 kilo-
meters) above ground level. As a result of this collision, the molecules
become ionized (electrically charged) and glow. Oxygen molecules at
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lower levels in the atmosphere glow yellow-green. Those at higher lev-
els glow red. Nitrogen molecules glow blue.

Twinkling of stars
As a rule, stars twinkle, but planets do not. Stars are so far away

that their light reaches Earth as a single point of light. As that very nar-
row beam of light passes through Earth’s atmosphere, it is refracted and
scattered by molecules and larger particles of matter. To an observer on
the ground, the star’s light appears to twinkle, or blink on and off many
times per second.

Sky color
Most of the gas molecules that compose the atmosphere are oxygen

and nitrogen. When sunlight strikes these molecules, the longer wavelengths
of that light pass right through, but the shorter wavelengths (violet, indigo,
blue, and green) are reflected. When we look at the sky, we only see these
scattered bands, which combine to appear as varying shades of blue.

Green flashes
In the moment following sunset or sunrise, a flash of green light

lasting no more than a second can sometimes be seen on the horizon on
the upper part of the Sun. This green flash is the very last remnant of sun-
light refracted by Earth’s atmosphere, after all red, orange, and yellow
rays have disappeared. The green light remains at this moment because
the light rays of shorter wavelength—blue and violet—have been scat-
tered by the atmosphere. Green flashes occur very rarely.

Haloes and sun dogs
The passage of sunlight through cirrus clouds can produce optical

effects such as haloes and sun dogs. Cirrus clouds, which occur above
16,500 feet (5,000 meters), are made up of millions of ice crystals. Each
tiny ice crystal acts like a glass prism, refracting sunlight most commonly
at an angle of 22 degrees. Sunlight refracted in this way forms a circle of
light—a halo—around the Sun (refracted moonlight forms a halo around
the Moon). When relatively large ice crystals are oriented horizontally in
a cirrus cloud, the refraction pattern they form is not a circle, but a re-
flected image of the Sun. Known as sun dogs, these reflected images are
located at a distance of 22 degrees from the actual Sun, often at or just
above the horizon. Sun dogs are also known as mock suns or parhelia.
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Coronas
A corona is a bright disk of light that appears around the Moon or

the Sun. It forms when moonlight or sunlight passes through a thin cloud
layer filled with water droplets. When the light passes by the edges of the
droplets, it is diffracted or bent. This diffraction causes the “white” light
to break up into its component colors. Blue light (shortest wavelength) is
bent the most, forming the inner ring of the disk. Red light (longest wave-
length) forms the outer ring. The disk may be fairly sharp and crisp, or
it can be diffuse and hazy. Coronas around the Sun are more difficult to
observe because of the Sun’s brightness.

[See also Color; Diffraction; Light; Spectrum]

‡�Atmospheric pressure
Earth’s atmosphere consists of gases that surround the surface of the
planet. Like any gas, which is made up of molecules that are constantly
in motion, the atmosphere exerts a force or pressure on everything within
it. This force, divided by the area over which it acts, is the atmospheric
pressure. The atmospheric pressure at sea level—considered the mean at-
mospheric pressure—has an average value of 14.7 pounds per square inch
or 29.92 inches of mercury (as measured by a barometer). This means
that a one-inch-square column of air stretching from sea level to about
120 miles (200 kilometers) into the atmosphere would weigh 14.7 pounds.

Atmospheric pressure decreases with increasing altitude. The reason
for this change with altitude is that atmospheric pressure at any point is a
measure of the weight, per unit area, of the atmosphere above that point.
Higher altitudes have a lower atmospheric pressure because there is less
atmosphere weighing down from above. At an altitude of about 3.1 miles
(5 kilometers), the atmospheric pressure is half of its value at sea level.

Atmospheric pressure is closely related to weather. Regions of pres-
sure that are slightly higher or slightly lower than the mean atmospheric
pressure develop as air circulates around Earth. The air rushes from regions
of high pressure to low pressure, causing winds. The properties of the mov-
ing air (cool or warm, dry or humid) will determine the weather for the ar-
eas through which it passes. Knowing the location of high and low pres-
sure areas is vital to weather forecasting, which is why they are shown on
the weather maps printed in newspapers and shown on television.

[See also Atmosphere, composition and structure; Barometer;
Weather; Weather forecasting]
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‡�Atom
An atom is the smallest particle of a element that has all the properties
of that element. Imagine that you decide to cut a chunk of aluminum metal
into half, over and over again. At some point, you would need very small
tools to do the cutting, tools smaller than anything that really exists. How-
ever, you would eventually get to the very smallest piece of aluminum
that still has all the properties of the original chunk. That smallest piece
is an atom of aluminum.

History
One of the questions that ancient Greeks thinkers debated was the

structure of matter. Is matter, they asked, continuous or discontinuous?
That is, in the aluminum example mentioned above, can a person con-
tinue to cut a chunk of aluminum into smaller pieces for ever and ever?
Or would the person eventually reach some smallest piece of aluminum
that could be divided no further?

Two of the philosophers who argued for the latter opinion were Leu-
cippus (born about 490 B.C.) and his student Democritus (c. 470–c. 380
B.C.). It was Democritus, in fact, who first used the word atomos to de-
scribe the smallest possible particles of matter. Atomos means “indivisi-
ble” in Greek.

The particle theory of matter was not developed to any great extent
for more than 2,000 years. Then, in 1808, English chemist John Dalton
(1766–1844) rephrased the theory in modern terms. Dalton thought of
atoms as tiny, indivisible particles, similar to ball bearings or marbles.
Dalton’s theory of atoms satisfactorily explained what was then known
about matter; it was quickly accepted by many other (although not all)
chemists.

In the two centuries since Dalton first proposed the modern concept
of atoms, that concept has undergone some dramatic changes. We no
longer believe that atoms are indivisible particles. We know that they con-
sist of smaller units, known as protons, neutrons, and electrons. These
particles are called subatomic particles because they are all smaller than
an atom itself. Some subatomic particles are capable of being divided into
even smaller units known as quarks.

Modern models of the atom
Scientists think of atoms today in mathematical terms. They use

mathematical equations to represent the likelihood of finding electrons in
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various parts of the atom and to describe the structure of the atomic nu-
cleus, in which protons and neutrons exist.

Most people still find it helpful to think about atoms in physical
terms that we can picture in our minds. For most purposes, these pictures
are good enough to understand what atoms are like. An atom consists of
two parts, a nucleus and a set of one or more electrons spinning around
the nucleus.

The nucleus is located at the center of an atom. It consists of one or
more protons and, with the exception of the hydrogen atom, one or more
neutrons. The number of protons in an atom is given the name atomic
number. An atom with one proton in its nucleus has an atomic number
of 1, while an atom with sixteen protons in its nucleus has an atomic num-
ber of 16. The total number of protons and neutrons in a nucleus is called
the atom’s mass number. An atom with two protons and two neutrons,
for example, has a mass number of 4.

The number of electrons located outside the nucleus of an atom is
always the same as the number of protons. An atom with seven protons
in its nucleus (no matter how many neutrons) also has seven electrons
outside the nucleus. Those electrons travel in paths around the nucleus
somewhat similar to the orbits followed by planets around the Sun. Each
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of these orbits can hold a certain number of electrons. The first orbit, for
example, may hold up to two electrons, but no more. The second orbit
may hold up to eight electrons, but no more. The third orbit may hold a
maximum of 18 electrons.

These limits determine how the electrons in an atom are distributed.
Suppose that the nucleus of an atom contains nine protons. Then the atom
also contains nine electrons outside the nucleus. Two of the electrons can
be in the first orbit around the nucleus, but the other seven must go to the
second orbit.

The term electron orbit is not really correct, even if it does help un-
derstand what an electron’s path looks like. A better term is electron en-
ergy level. The closer an electron is to the nucleus of an atom, the less
energy it has; the farther away from the nucleus, the more energy it has.

Physical dimensions
An atom and the particles of which it is composed can be fully de-

scribed by knowing three properties: mass, electrical charge, and spin.

The mass of protons, neutrons, and electrons is so small that nor-
mal units of measurement (such as the gram or centigram) are not used.
As an example, the actual mass of a proton is 1.6753 � 10–24 g, or 0.000
000 000 000 000 000 000 001 675 3 grams. Numbers of this size are so
inconvenient to work with that scientists have invented a special unit
known as the atomic mass unit (abbreviation: amu) to state the mass of
subatomic particles. One atomic mass unit (1 amu) is approximately equal
to the mass of a single proton. Using this measure, the mass of a neutron
is also about 1 amu, and the mass of an electron, about 0.00055 amu.

The mass of an atom, then, is equal to the total mass of all protons,
neutrons, and electrons added together. In the case of the oxygen atom,
that mass is expressed as follows:

mass of oxygen atom � mass of 8 protons � 8 neutrons � 8 electrons
mass of one oxygen atom � 8 amu � 8 amu � (8 � 0.00055 amu)

mass of one oxygen atom � 16.0044 amu

The total mass of an atom is called its atomic mass or, less accu-
rately, its atomic weight. As you can see, the mass of an atom depends
primarily on the mass of its protons and neutrons and is hardly affected
by the mass of its electrons.

The actual mass and size of atoms using ordinary units of measure-
ment are both very small. The mass of one oxygen atom measured in
grams is 5.36 � 10–23 g or 0.000 000 000 000 000 000 000 053 6 grams.
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The dimensions of an atom and its nucleus are also amazingly small.
The distance across the outside of a typical atom is about 10–10 m, or
0.000 000 000 1 meters. In contrast, the distance across a nucleus is about
10–15 m, or 0.000 000 000 000 001 meters. In another words, an atom is
about 100,000 times larger in size than it its nucleus. To get some idea
of this comparison, imagine a pea placed in the center of a large football
stadium. If the pea represents the nucleus of an atom, the closest elec-
trons in the atom would be spinning around outside the outermost reaches
of the stadium’s upper seats.

[See also Atomic mass; Atomic theory; Electron; Element, chem-
ical; Matter, states of; Subatomic particles]

‡�Atomic mass
The atomic mass of an atom is the mass of that atom compared to some
standard, such as the mass of a particular type of carbon atom. The terms
atomic mass and atomic weight are often used interchangeably, although,
strictly speaking, they do not mean the same thing. Mass is a measure of
the total amount of matter in an object. Weight is a measure of the heav-
iness of an object. In general, the term atomic mass is preferred over
atomic weight.

Scientists usually do not refer to the actual mass of an atom in units
with which we are familiar (units such as grams and milligrams). The rea-
son is that the numbers needed are so small. The mass of a single atom
of oxygen-16, for example, is 2.657 � 10–23 grams, or 0.000 000 000 000
000 000 000 026 57 grams. Working with numbers of this magnitude
would be very tedious.

History
Early chemists knew that atoms were very small but had no way of

actually finding their mass. They realized, however, that it was possible
to express the relative mass of any two atoms. The logic was as follows:
suppose we know that one atom of hydrogen combines with one atom of
oxygen in a chemical reaction. It is easy enough to find the actual masses
of hydrogen and oxygen that combine in such a reaction. Research shows
that 8 grams of oxygen combine with 1 gram of hydrogen. It follows, then,
that each atom of oxygen has a mass eight times that of a hydrogen atom.

This reasoning led to the first table of atomic masses, published by
John Dalton (1766–1844) in 1808. Dalton chose hydrogen to be the 
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standard for his table of atomic masses and gave the hydrogen atom a
mass of 1. Of course, he could have chosen any other element and any
other value for its atomic mass. But hydrogen was the lightest of the el-
ements and 1 is the easiest number for making comparisons.

One problem with which Dalton had to deal was that he had no way
of knowing the ratio in which atoms combine with each other. Since there
was no way to solve this problem during Dalton’s time, he made the sim-
plest possible assumption: that atoms combine with each other in one-to-
one ratios (unless he had evidence for some other ratio).

The table Dalton produced, then, was incorrect for two major rea-
sons. First, he did not know the correct combining ratio of atoms in a
chemical reaction. Second, the equipment used at the time to determine
mass ratios was not very accurate. Still, his table was an important first
step in determining atomic masses. Some of the values that he reported
in that first table were: nitrogen: 4.2; carbon: 4.3; oxygen: 5.5; phospho-
rus: 7.2; and sulfur: 14.4.

Within two decades, great progress had been made in resolving both
of the problems that troubled Dalton in his first table of atomic masses.
By 1828, Swedish chemist Jöns Jakob Berzelius (1779–1848) had pub-
lished a list of atomic masses that was remarkably similar to values ac-
cepted today. Some of the values published by Berzelius (in comparison
to today’s values) are: nitrogen: 14.16 (14.01); carbon: 12.25 (12.01); oxy-
gen: 16.00 (16.00); phosphorus: 31.38 (30.97); and sulfur: 32.19 (32.07).
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Words to Know

Atomic mass unit (amu): A unit used to express the mass of an atom
equal to exactly one-twelfth the mass of a carbon-12 atom.

Isotopes: Two or more forms of an element with the same atomic
number (same number of protons in their nuclei), but different atomic
masses (different numbers of neutrons in their nuclei).

Mass: Measure of the total amount of matter in an object.

Standard: A basis for comparison; with regard to atomic mass, the
atom against which the mass of all other atoms is compared.

Weight: The measure of the heaviness of an object.



Standards
One of the major changes in determining atomic masses has been

the standard used for comparison. The choice of hydrogen made sense to
Dalton, but it soon became clear that hydrogen was not the best element
to use. After all, atomic masses are calculated by finding out the mass ra-
tio of two elements when they combine with each other. And the one el-
ement that combines with more elements than any other is oxygen. So
Berzelius and others trying to find the atomic mass of elements switched
to oxygen as the standard for their atomic mass tables. Although they
agreed on the element, they assigned it different values, ranging from 1
to 100. Before long, however, a value of 16.0000 for oxygen was chosen
as the international standard.

By the mid-twentieth century, another problem had become appar-
ent. Scientists had found that the atoms of an element are not all identical
with each other. Instead, various isotopes of an element differ slightly in
their masses. If O � 16.0000 was the standard, scientists asked, did the
16.0000 stand for all isotopes of oxygen together, or only for one of them?

In order to resolve this question, researchers agreed in 1961 to choose
a new standard for atomic masses, the isotope of carbon known as car-
bon-12. Today, all tables of atomic masses are constructed on this basis,
with the mass of any element, isotope, or subatomic particle being com-
pared to the mass of one atom of carbon-12.

Modern atomic mass tables
The atomic mass of an element is seldom a whole number. The rea-

son for this is that most elements consist of two or more isotopes, each
of which has its own atomic mass. Copper, for example, has two natu-
rally occurring isotopes: copper-63 and copper-65. These isotopes exist
in different abundances. About 69.17 percent of copper is copper-63 and
30.83 percent is copper-65. The atomic mass of the element copper, then,
is an average of these two isotopes that takes into account the relative
abundance of each: 63.546.

Students sometimes wonder what unit should be attached to the
atomic mass of an element. For copper, should the atomic mass be rep-
resented as 63.546 g, 63.546 mg, or what? The answer is that atomic mass
has no units at all. It is a relative number, showing how many times more
massive the atoms of one element are compared to the atoms of the stan-
dard (carbon-12).

Still, occasions arise when it would be useful to assign a unit to
atomic masses. That procedure is acceptable provided that the same unit
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is always used for all atomic masses. Scientists have now adopted a unit
known as the atomic mass unit for atomic masses. The abbreviation for
this unit are the letters amu. One may represent the atomic mass of cop-
per, therefore, either as 63.546 or as 63.546 amu.

[See also Atom; Isotope; Mass spectrometry; Periodic table]

‡�Atomic theory
An atomic theory is a model developed to explain the properties and be-
haviors of atoms. As with any scientific theory, an atomic theory is based
on scientific evidence available at any given time and serves to suggest
future lines of research about atoms.

The concept of an atom can be traced to debates among Greek
philosophers that took place around the sixth century B.C. One of the ques-
tions that interested these thinkers was the nature of matter. Is matter, they
asked, continuous or discontinuous? That is, if you could break apart a
piece of chalk as long as you wanted, would you ever reach some ulti-
mate particle beyond which further division was impossible? Or could
you keep up that process of division forever? A proponent of the ultimate
particle concept was the philosopher Democritus (c. 470–c. 380 B.C.), who
named those particles atomos. In Greek, atomos means “indivisible.”

Dalton’s theory
The debate over ultimate particles was never resolved. Greek

philosophers had no interest in testing their ideas with experiments. They
preferred to choose those concepts that were most sound logically. For
more than 2,000 years, the Democritus concept of atoms languished as
kind of a secondary interest among scientists.

Then, in the first decade of the 1800s, the idea was revived. Eng-
lish chemist John Dalton (1766–1844) proposed the first modern atomic
theory. Dalton’s theory can be called modern because it contained state-
ments about atoms that could be tested experimentally. Dalton’s theory
had five major parts. He said:

1. All matter is composed of very small particles called atoms.

2. All atoms of a given element are identical.

3. Atoms cannot be created, destroyed, or subdivided.

4. In chemical reactions, atoms combine with or separate from other
atoms.
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5. In chemical reactions, atoms combine with each other in simple,
whole-number ratios to form combined atoms.

(By the term combined atoms, Dalton meant the particles that we now
call molecules.)

Dalton’s atomic theory is important not because everything he said
was correct. It wasn’t. Instead, its value lies in the research ideas it con-
tains. As you read through the list above, you’ll see that every idea can
be tested by experiment.

Late nineteenth- and early 
twentieth-century atomic models

As each part of Dalton’s theory was tested, new ideas about atoms
were discovered. For example, in 1897, English physicist J. J. Thomson
(1856–1940) discovered that atoms are not indivisible. When excited 
by means of an electrical current, atoms break down into two parts. One
of those parts is a tiny particle carrying a negative electrical charge, the
electron.

To explain what he had discovered, Thomson suggested a new model
of the atom, a model widely known as the plum-pudding atom. The name
comes from a comparison of the atom with a traditional English plum
pudding, in which plums are embedded in pudding, as shown in the ac-
companying figure of the evolution of atomic theory. In Thomson’s atomic
model, the “plums” are negatively charged electrons, and the “pudding”
is a mass of positive charge.

The nuclear atom. Like the Dalton model before it, Thomson’s plum-
pudding atom was soon put to the test. It did not survive very long. In
the period between 1906 and 1908, English chemist and physicist Ernest
Rutherford (1871–1937) studied the effects of bombarding thin gold foil
with alpha particles. Alpha particles are helium atoms that have lost their
electrons and that, therefore, are positively charged. Rutherford reasoned
that the way alpha particles traveled through the gold foil would give him
information about the structure of gold atoms in the foil.

Rutherford’s experiments provided him with two important pieces
of information. First, most of the alpha particles traveled right through
the foil without being deflected at all. This result tells us, Rutherford con-
cluded, that atoms consist mostly of empty space. Second, a few of the
alpha particles were deflected at very sharp angles. In fact, some reflected
completely backwards and were detected next to the gun from which they
were first produced. Rutherford was enormously surprised. The result, he
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said, was something like shooting a cannon ball at a piece of tissue pa-
per and having the ball bounce back at you.

According to Rutherford, the conclusion to be drawn from this result
was that the positive charge in an atom must all be packed together in one
small region of the atom. He called that region the nucleus of the atom. A
sketch of Rutherford’s nuclear atom is shown in the figure as well.

The planetary atom. One part of Rutherford’s model—the nucleus—
has turned out to be correct. However, his placement of electrons created
some problems, which he himself recognized. The peculiar difficulty is
that electrons cannot remain stationary in an atom, as they appear to be
in the figure. If they were stationary, they would be attracted to the nu-
cleus and become part of it. (Remember that electrons are negatively
charged and the nucleus is positively charged; opposite charges attract.)

But the electrons could not be spinning around the nucleus either.
According to a well-known law of physics, charged particles (like elec-
trons) that travel through space give off energy. Moving electrons would
eventually lose energy, lose speed, and fall into the nucleus. Electrons in
Rutherford’s atom could neither be at rest nor in motion.
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The solution to this dilemma was proposed in a new and brilliant
atomic theory in 1913. Suppose, said Danish physicist Niels Bohr
(1885–1962), that places exist in the atom where electrons can travel with-
out losing energy. Let’s call those places “permitted orbits,” something
like the orbits that planets travel in their journey around the Sun. A sketch
of Bohr’s planetary atom is also shown in the figure. If we can accept
that idea, Bohr said, the problem with electrons in Rutherford’s atom
would be solved.

Scientists were flabbergasted. Bohr was saying that the way to ex-
plain the structure of an atom was to ignore an accepted principle of
physics—at least for certain small parts of the atom. The Bohr model
sounded almost like cheating: inventing a model just because it might
look right.

The test, of course, was to see if the Bohr model could survive ex-
periments designed specifically to test it. And it did. Within a very short
period of time, other scientists were able to report that the Bohr model
met all the tests they were able to devise for it. By 1930, then, the ac-
cepted model of the atom consisted of two parts, a nucleus whose posi-
tive charge was known to be due to tiny particles called protons, and one
or more electrons arranged in distinct orbits outside the nucleus.

The neutron. One final problem remained. In the Bohr model, there
must be an equal number of protons and electrons. This balance is the
only way to be sure that an atom is electrically neutral, which we know
to be the case for all atoms. But if one adds up the mass (total amount of
matter) of all the protons and electrons in an atom, the total comes no
where near the actual mass of an atom.

The solution to this problem was suggested by English physicist
James Chadwick (1891–1974) in 1932. The reason for mass differences,
Chadwick found, was that the nuclei of atoms contain a particle with no
electric charge. He called this particle a neutron.

Chadwick’s discovery resulted in a model of the atom that is fairly
easy to understand. The core of the atom is the atomic nucleus, in which
are found one or more protons and neutrons. Outside the nucleus are elec-
trons traveling in discrete orbits.

Modern theories
This model of the atom can be used to explain many of the ideas 

in chemistry in which ordinary people are interested. But the model has
not been used by chemists themselves for many decades. The reason for
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this difference is that revolutionary changes occurred in physics during
the 1920s. These changes included the rise of relativity, quantum theory,
and uncertainty that forced chemists to rethink the most basic concepts
about atoms.

As an example, the principle of uncertainty says that it is impossi-
ble to describe with perfect accuracy both the position and the motion of
an object. In other words, you might be able to say very accurately where
an electron is located in an atom, but to do so reduces the accuracy with
which you can describe its motion.

By the end of the 1920s, then, chemists had begun to look for new
ways to describe the atom that would incorporate the new discoveries in
physics. One step in this direction was to rely less on physical models
and more on mathematical models. That is, chemists began to give up on
the idea of an electron as a tiny particle carrying an electrical charge trav-
eling in a certain direction with a certain speed in a certain part of an
atom. Instead, they began to look for mathematical equations which, when
solved, gave the correct answers for the charge, mass, speed, spin, and
other properties of the electron.

Mathematical models of the atom are often very difficult to under-
stand, but they are enormously useful and successful for professional
chemists. The clues they have given about the ultimate structure of 
matter have led not only to a better understanding of atoms themselves,
but also to the development of countless innovative new products in our
daily lives.

Do atoms exist?
One of the most remarkable features of atomic theory is that even

today, after hundreds of years of research, no one has yet seen a single
atom. Some of the very best microscopes have produced images of groups
of atoms, but no actual picture of an atom yet exists. How, then, can sci-
entists be so completely certain of the existence of atoms and of the mod-
els they have created for them? The answer is that models of the atom,
like other scientific models, can be tested by experimentation. Those mod-
els that pass the test of experimentation survive, while those that do not
are abandoned. The model of atoms that scientists use today has survived
and been modified by untold numbers of experiments and will be sub-
jected to other such tests in the future.

[See also Atom; Atomic mass; Electron; Element, chemical; Iso-
tope; Periodic table; Subatomic particle]
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‡�Attention-deficit
hyperactivity disorder
(ADHD)

Attention-deficit hyperactivity disorder (ADHD) is a condition that is
characterized by a person’s inability to focus attention. The condition is
present at birth and is usually evident by early childhood, although some
persons are not diagnosed until adulthood. ADHD is thought to be a dis-
order of the functioning of the brain that may be caused by hereditary
factors or exposure of the developing fetus to harmful substances.

ADHD is estimated to occur in 3 to 5 percent of school-age chil-
dren in the United States; boys with the disorder outnumber girls who
have it. ADHD is a major cause of poor school performance.

Symptoms of ADHD
For purposes of diagnosis, the symptoms of ADHD are divided into

two categories: one describes symptoms related to a person’s inability to
pay attention; the other describes symptoms related to a person’s level of
hyperactivity and impulsiveness.

Symptoms of inattentiveness include a child’s (1) failure to pay at-
tention to detail, (2) tendency to make careless errors in schoolwork, (3)
inability to follow instructions or complete tasks with ease, (4) seeming
not to listen when spoken to, (5) having apparent difficulty keeping at-
tention on the subject at hand, (6) frequently losing things necessary for
schoolwork or play, and (7) being easily distracted by sights or sounds.

Symptoms of hyperactivity include a child’s (1) inability to sit still,
(2) running around or climbing when expected to remain seated, (3) ex-
cessive talking, and (4) difficulty playing or performing activities quietly.
Symptoms of impulsive behavior in social situations include (1) blurting
out answers before questions are completed, (2) difficulty waiting for
one’s turn, and (3) interrupting others.

Effect of ADHD on learning
ADHD is not a learning disability, but it often has a serious effect

on learning because of a child’s inability to pay attention, follow in-
structions, remember information, or complete a task. Many people who
have this disorder are highly intelligent but may do poorly in school be-
cause of the regimentation of traditional classroom settings. In addition,
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children with ADHD may have problems making friends because of their
tendency to take over activities or talk too much, their inability to follow
the rules of games or activities, or other inappropriate behavior.

Treatment of ADHD
In order to effectively treat a child with ADHD, the child, his par-

ents, and his teachers must be educated as to the nature of the disorder
and how it affects the child’s functioning. Treatment usually involves psy-
chological counseling, behavior modification, providing structured set-
tings and controls, and giving the child frequent praise and rewards for
completing tasks and controlling behavior.

Treatment with medication is sometimes effective in relieving symp-
toms of ADHD. The drugs Ritalin and Dexedrine, which are stimulants,
have shown remarkable success in temporarily improving a child or an
adult’s ability to focus in up to 90 percent of cases. These drugs are only
effective in the short-term, however. Once the drug leaves the body or is
stopped, symptoms of ADHD return. Other drugs, including certain anti-
depressants, are also sometimes used to control symptoms.

‡�Australia
Of the seven continents, Australia is the flattest, smallest, and, except for
Antarctica, the most arid (dry). Including the southeastern island of Tas-
mania, the island continent encompasses 2,967,877 square miles
(7,686,810 square kilometers). Geographically isolated from other land-
masses for millions of years, Australia boasts unique animal species, 
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Behavior modification: A type of therapy that uses learning tech-
niques in an attempt to substitute inappropriate behavior with appro-
priate behavior.

Hyperactivity: A condition of being overly or abnormally active.

Impulsiveness: Spontaneous action without prior thought.



notably the kangaroo, the koala bear, the platypus, and the flightless emu
bird. Outside of a few regions (including lush Tasmania), the continent
is dry, bleak, and inhospitable.

Origin and topography of Australia
About 95 million years ago, tectonic forces (movements and pres-

sures of Earth’s crust) split Australia from Antarctica and the ancient
southern supercontinent of Gondwanaland (which comprised present-day
Africa, South America, Australia, Antarctica, and India). Geologists 

2 3 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Australia

Indian Ocean

Indian Ocean Coral
Sea

Gulf of
Carpentaria

Arafura Sea

Timor Sea

Western Australia

Great Victoria DesertGreat Victoria Desert

Great Australian Bight

Great Sandy Desert
Northern Territory

South Australia

Queensland

New 
South 
Wales

Victoria

TasmaniaTasmania

Albany

Perth

Darwin

Alice Springs
Ayers Rock

Cairns

Mount Isa

Sydney

Melbourne

Adelaide

Kangaroo
Island

Port Augusta

Broome

HobartHobart

Brisbane

G
r

e

a t

B
a

r
r

i e
r

R
e

e
f

G r e a t

D
i

v
i

d
i n

g
R

a

n
g

e

G r e a t

D
i

v
i

d
i n

g
R

a

n
g

e

CanberraCanberra

Mt. Kosciusko

Mt. Bruce

Australia. (Reproduced by

permission of The 

Gale Group.)



estimate that Australia is presently drifting northward at a rate of ap-
proximately 18 inches (28 centimeters) per year. Millions of years of ero-
sion have worn down the continent’s surface features, giving it a rela-
tively flat, uniform appearance. Because of this monotonous desert and
semi-desert flatness, broken only by salt lakes, much of Australia is re-
ferred to as outback.

A few lush areas exist on the continent. The northern section of the
continent experiences tropical temperatures. Cape York Peninsula, jutting
up from the northeast section of the continent, is largely covered by rain
forest. And an exception to the uniform flatness of the continent is the
Great Dividing Range, an entire expanse of mountain ranges stretching
along Australia’s east coast.

Great Dividing Range
The Great Dividing Range, which extends 1,200 miles (1,931 kilo-

meters), was created during a 125-million-year period beginning 400 mil-
lion years ago. The Australian Alps form the southern end of the range
and contain Australia’s highest peak, Mount Kosciusko, at 7316 feet
(2,230 meters). The Great Dividing Range is coursed by rivers and
streams. Because the range tends to trap moisture from easterly weather
fronts originating in the Pacific Ocean, the landscape west of the range
is forbidding and the weather hot and dry.

Uluru and the Henbury Craters
Starkly beautiful mountain ranges—the McDonnell and the Mus-

grave—punctuate the middle of the Australian continent. Between these
ranges lies the world’s largest sandstone monolith, Uluru (commonly
known as Ayers Rock). Uluru is the most sacred site in the country for
Australia’s aborigines, the native people of the continent. The monolith,
two-thirds of which is believed to be below ground surface, is about 2.2
miles (3.5 kilometers) long and 1,143 feet (349 meters) high. The center
of the continent also features the Henbury Craters, one of the largest clus-
ters of meteorite craters in the world. The largest of these depressions,
formed by the impact of an extraterrestrial rock, is about 591 feet (177
meters) long and 49 feet (15 meters) deep.

Great Barrier Reef
The world’s largest coral formation, the Great Barrier Reef, stretches

for about 1,250 miles (2,00 kilometers) along Australia’s northeast coast.
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Several individual reefs compose the Great Barrier Reef, which is home
to unusual marine life. In some places, the reef is more than 400 feet (122
meters) thick. It is separated from the Australian continent by a shallow
lagoon 10 to 100 miles (16 to 161 kilometers) wide.

Geology of Tasmania
Tasmania separated from mainland Australia only 10,000 years ago,

when sea levels rose after the thawing of the last ice age. The island lies
150 miles (240 kilometers) due south of the southeastern tip of Australia,
separated by the Bass Strait. Geologically, the island is similar to the Aus-
tralian continent. However, rainfall is moderate, and the mountains on the
island are covered with dense forests.

Natural resources
It is estimated that Australia has 24 billion tons (22 billion metric

tons) of coal reserves. Natural gas fields are found throughout the coun-
try, supplying most of Australia’s domestic needs. There are commercial
gas fields in every state and pipelines connecting those fields to major
cities. Australia has trillions of tons of estimated natural gas reserves
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trapped underground throughout the continent. Australia supplies much
of its oil consumption needs domestically, producing about 25 million
barrels per year.

Australia has rich deposits of uranium ore, iron ore, nickel, lead, and
zinc. In the case of uranium and iron ore, Australia has billions of tons
of reserves. Uranium ore is refined for use as fuel for the nuclear power
industry. Gold production in Australia peaked early in the twentieth cen-
tury, but is still quite substantial. The continent is also well known for its
precious stones, particularly white and black opals from the south-central
region of Australia.

‡�Automation
Automation is the use of computers and robots to automatically control
and operate machines or systems to perform work normally done by hu-
mans. Although ideas for automating tasks have been in existence since
the time of the ancient Greeks, the development of automation came dur-
ing the Industrial Revolution of the early eighteenth century. Many of the
steam-powered devices built by James Watt, Richard Trevithick, Thomas
Savery, Thomas Newcomen, and their contemporaries were simple ex-
amples of machines capable of taking over the work of humans. Modern
automated machines can be subdivided into two large categories: open-
loop machines and closed-loop machines.

Open-loop machines
Open-loop machines are devices that are started, go through a 

cycle, and then stop. A common example is the automatic dishwashing
machine. Once dishes are loaded into the machine and a button pushed,
the machine goes through a predetermined cycle of operations: pre-rinse,
wash, rinse, and dry. Many of the most familiar appliances in homes 
today (microwave ovens, coffeemakers, CD players) operate on this 
basis.

Larger, more complex industrial operations also use open-cycle op-
erations. For example, in the production of a car, a single machine may
be programmed to place a side panel in place on the car and then weld it
in a dozen or more locations. Each of the steps involved in this process—
from placing the door properly to each of the different welds—takes place
according to instructions programmed into the machine.
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Closed-loop machines
Closed-loop machines are devices that are capable of responding to

new instructions at some point in their operation. The instructions may
come from a human operator or from some part of the operation itself.
The ability of a machine to self-correct by using some part of its output
(for example, measurements) as input (new instructions determined by
those measurements) is known as feedback.

One example of a closed-loop operation is the machine used in the
manufacture of paper. Paper is formed when a mixture of pulpy fibers
and water is emptied onto a conveyer belt. The water drains off, leaving
the pulp on the belt. As the pulp dries, paper is formed. The rate at which
the pulpy matter is added to the conveyer belt can be automatically con-
trolled by a machine.

A sensing device at the end of the conveyor belt is capable of mea-
suring the thickness of the paper and reporting back to the pouring ma-
chine on the condition of the product. If the paper becomes too thick, the
sensor can tell the pouring machine to slow the rate at which the pulpy
mixture is added to the belt. If the paper becomes too thin, the sensor can
tell the machine to increase the rate at which the material is added.

Other types of closed-loop machines contain sensors, but are unable
to make necessary adjustments on their own. Instead, sensor readings are
sent to human operators who monitor the machine’s operation and input
any changes needed. Still other closed-loop machines have feedforward
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Words to Know

Closed-loop machine: Machine that can respond to new instructions
during its operation and make consequent changes in that operation.

Feedback mechanism: Ability of a machine to self-correct its opera-
tion by using some part of its output as input.

Feedforward mechanism: Ability of a machine to examine the raw
materials that come to it and then decide what operations to perform.

Open-loop machine: Machine that performs some type of operation
according to a predetermined program and that cannot adjust its own
operation.



mechanisms. Machines of this type examine the raw materials that come
to them and then decide what operations to perform. Letter-sorting ma-
chines in post offices are of this type. The machine sorts a letter by read-
ing the zip code on the address and then sending the letter to the appro-
priate subsystem.

The role of computers in automation
Since the 1960s, the nature of automation has undergone dramatic

changes as a result of the development of computers. For many years, au-
tomated machines were limited by the amount of feedback data they could
collect and interpret. Thus, their operation was limited to a relatively small
number of alternatives. A modern computer, however, can analyze a vast
number of sensory inputs from a system and decide which of many re-
sponses it should make.

Artificial intelligence. Present-day computers have made possible
the most advanced forms of automation: operations that are designed to
replicate human thought processes. The enormous capability of a com-
puter makes it possible for an automated machine to analyze many more
options, compare options with each other, consider possible outcomes for
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various options, and perform basic reasoning and problem-solving steps
not contained within the machine’s programmed memory. At this point,
the automated machine can be said to be approaching the types of men-
tal functions normally associated with human beings, that is, to have ar-
tificial intelligence.

The human impact of automation
The impact of automation on individuals and societies has been 

profound. On one level, many otherwise dangerous, unpleasant, or time-
consuming tasks are now being performed by machines. The transforma-
tion of the communications industry is one example of the way in which
automation has made life better for the average person. Today, millions
of telephone calls that would once have had to go through human oper-
ators are now handled by automatic switching machines.

Automated systems also make it much easier for people to work in
nontraditional settings. They may be able to stay home, for example, and
do their jobs by communicating with other individuals and machines by
means of highly automated communications systems.

However, automation has also had some negative effects on em-
ployment. When one machine can do the work of ten workers, most or
all of those people will be out of a job. In many cases, those workers will
have to be retrained—often learning newer and higher skills—before they
can be reemployed.

[See also Artificial intelligence; Robotics]

‡�Automobile
No invention in modern times has had as much of an impact on human
life as the invention of the automobile. It has become an important in-
fluence on the history, economy, and social life of much of the world. In
fact, the rapid growth of the United States in the twentieth century can
be directly related to the automobile.

Automobiles reach into every aspect of society, from the design of
our cities to such personal uses as vacation travel, dining, and shopping.
Mass-production techniques, first developed for the automobile, have been
adapted for use in nearly every industry. Meanwhile, dozens of industries
depend, directly or indirectly, on the automobile. These industries include
producers of steel and other metals, plastics, rubber, glass, fabrics, pe-
troleum products, and electronic components.
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Structure of the automobile
Hundreds of individual parts make up the essential components of

the modern automobile. Much like the human body, these parts are
arranged into several systems, each with a different function. Each sys-
tem is necessary for making the automobile run, keeping it safe, and re-
ducing noise and pollution.

The major systems of an automobile are the engine, fuel system, ex-
haust system, cooling system, lubrication system, electrical system, trans-
mission, and the chassis. The chassis includes the wheels and tires, the
brakes, the suspension system, and the body. These systems will be found
in every form of motor vehicle and are designed to interact with and sup-
port each other.

Engine. The engine—the “heart” of the automobile—operates on in-
ternal combustion, meaning the fuel used for its power is burned inside
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of the engine. This burning occurs inside cylinders, which contain pis-
tons. The pistons are attached, via a connecting rod, to a crankshaft. Gaso-
line, the most common automobile fuel, is pulled into the cylinder by the
vacuum created as the piston moves down through the cylinder. The gaso-
line is then compressed up into the cylinder by the upward movement of
the piston. A spark is introduced through a spark plug placed at the end
of the cylinder. The spark causes the gasoline to explode, and the explo-
sion drives the piston down again into the cylinder. This movement, called
the power stroke, turns the crankshaft. A final movement of the piston
upward again forces the exhaust gases, the byproducts of the fuel’s com-
bustion, from the cylinder. These four movements—intake, compression,
power, exhaust—are called strokes. The four-stroke engine is the most
common type of automobile engine.

Fuel system. Gasoline must be properly mixed with air before it can
be introduced into the cylinder. The combination of gasoline and air cre-
ates a greater explosion. The fuel pump draws the gasoline from the gas
tank mounted at the rear of the car. The gasoline is drawn into a carbu-
retor on some cars, while it is fuel-injected on others. Both devices mix
the gasoline with air (approximately 14 parts of air to 1 part of gasoline)
and spray this mixture as a fine mist into the cylinders. Other parts of the
fuel system include the air cleaner (a filter to ensure that the air mixed
into the fuel is free of impurities) and the intake manifold (distributes the
fuel mixture to the cylinders).

Exhaust system. After the fuel is burned in the pistons, the gases and
heat created must be released from the cylinder to make room for the next
intake of fuel. The exhaust system is also responsible for reducing the
noise caused by the explosion of the fuel.

Exhaust gases are released from the cylinder through an exhaust
valve. The gases gather in an exhaust manifold before eventually being
channeled through the exhaust pipe and muffler and finally out the tailpipe
and away from the car. The muffler is constructed with a maze of baf-
fles, specially developed walls that absorb energy (in the form of heat,
force, and sound) as the exhaust passes through the muffler.

The burning of fuel creates hazardous gases (hydrocarbons, carbon
monoxide, and nitrogen oxide) that are extremely harmful to the engine’s
components and the environment. The emission control system of a car,
linked to the exhaust system, functions in two primary ways. First, it 
reduces the levels of unburned fuel by burning as much of the exhaust 
as possible. It does this by returning the exhaust to the fuel-air mixture
injected into the cylinders. Second, it uses a catalytic converter (fitted 
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before the muffler) to increase the conversion of the harmful gases to less
harmful forms.

Cooling system. The cooling system also maintains the engine at a
temperature that will allow it to run most efficiently. A liquid-cooled sys-
tem is most commonly used. The explosion of fuel in the cylinders can
produce temperatures as high as 4000°F (2204°C). Liquid-cooling sys-
tems use water (mixed with an antifreeze that lowers the freezing point
and raises the boiling point of water) guided through a series of jackets
attached around the engine. As the water solution circulates through the
jackets, it absorbs the heat from the engine. It is then pumped to the ra-
diator at the front of the car, which is constructed of many small pipes
and thin metal fins. This design creates a large surface area that draws
the heat from the water solution. A fan attached to the radiator uses the
wind created by the movement of the car to cool the water solution fur-
ther. Temperature sensors in the engine control the operation of the cool-
ing system so that the engine remains in its optimal temperature range.

Lubrication. Without the proper lubrication, the heat and friction cre-
ated by the rapid movements of the engine’s parts would quickly cause
it to fail. At the bottom of the engine is the crankcase, which holds a sup-
ply of oil. A pump, powered by the engine, carries oil from the crankcase
and through a series of passages and holes to all the various parts of the
engine. As the oil flows through the engine, it forms a thin layer between
the moving parts so they do not actually touch. The heated oil drains back
into the crankcase, where it cools. The fumes given off by the crankcase
are circulated by the PCV (positive crankcase ventilation) valve back to
the cylinders, where they are burned off, further reducing the level of pol-
lution given off by the automobile.

Electrical system. Electricity is used for many parts of the car, from
the headlights to the radio, but its chief function is to provide the elec-
trical spark needed to ignite the fuel in the cylinders. The electrical sys-
tem is comprised of a battery, starter motor, alternator, distributor, igni-
tion coil, and ignition switch. The starter motor is necessary for generating
the power to carry the engine through its initial movements. Initial volt-
age is supplied by the battery, which is kept charged by the alternator.
The alternator creates electrical current from the movement of the engine,
much as windmills and watermills generate current from the movement
of air or water.

Turning the key in the ignition switch draws electrical current from
the battery. This current, however, is not strong enough to provide spark
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to the spark plugs. The current is therefore drawn through the ignition
coil, which is comprised of the tight primary winding and the looser sec-
ondary winding. The introduction of current between these windings cre-
ates a powerful magnetic field. Interrupting the current flow, which hap-
pens many times a second, causes the magnetic field to collapse. The
collapsing of the magnetic field produces a powerful electrical surge. In
this way, the 12-volt current from the battery is converted to the 20,000
volts needed to ignite the gasoline.

Because there are two or more cylinders, and therefore as many spark
plugs, this powerful current must be distributed—by the distributor—to
each spark plug in a carefully controlled sequence. This sequence must
be carefully timed so that the cylinders, and the pistons powering the
crankshaft, work smoothly together. For this reason, most present-day au-
tomobiles utilize an electronic ignition, in which a computer precisely
controls the timing and distribution of current to the spark plugs.
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Transmission. Once the pistons are firing and the crankshaft is spin-
ning, this energy must be converted, or transmitted, to drive the wheels.
The crankshaft spins only within a limited range, usually between 1,000
to 6,000 revolutions per minute (rpm). Although the wheels spin at far
lower rpms, the range at which they spin is wider (to accommodate the
wide range of driving speeds of an automobile). The gears of the trans-
mission accomplish the task of bringing down the fast-spinning input from
the crankshaft to the smaller number of rpms needed by the wheels.

There are two types of transmission: manual and automatic. Auto-
mobiles generally have at least three gears, plus a reverse gear (many man-
ual transmissions have four or even five gears). With manual transmission,
the driver controls the shifting of the gears. In an automatic transmission,
gears are engaged automatically. Both types of transmission make use of
a clutch, which allows the gears to be engaged and disengaged.

Chassis. The chassis is the framework to which the various parts of
the automobile are mounted. The chassis must be strong enough to bear
the weight of the car, yet somewhat flexible in order to sustain the shocks
and tension caused by turning and road conditions. Attached to the chas-
sis are the wheels and steering assembly, the brakes, the suspension, and
the body.

The steering system allows the front wheels to guide the automo-
bile. The steering wheel is attached to the steering column, which in turn
is fitted to a gear assembly that allows the circular movement of the steer-
ing wheel to be converted to the straight movement of the front wheels.
The gear assembly is attached to the front axle by tie rods. The axle is
connected to the hubs of the wheels.

Wheels and the tires around them form the automobile’s only con-
tact with the road. Tires are generally made of layers of rubber or syn-
thetic rubber around steel fibers that greatly increase the rubber’s strength
and ability to resist puncture. Proper inflation of the tires improves fuel
efficiency and decreases wear on the tires. When applied to the wheels,
brakes provide friction that causes the wheels to stop turning.

The suspension system enables the automobile to absorb the bumps
and variations in the road surface, keeping the automobile stable. Most
cars feature independent front suspension (the two wheels in front are
supported separately). In this way, if one wheel hits a bump while the
other wheel is in a dip, both wheels will maintain contact with the road.
This is especially important because steering the automobile is performed
with the front wheels. More and more cars also feature independent rear
suspension, improving handling and the smoothness of the ride.
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The main components of the suspension system are the springs and
the shock absorbers. The springs suspend the automobile above the wheel,
absorbing the bumps in the road surface. As the chassis bounces on the
springs, the shock absorbers act to dampen, or quiet, the movement of the
springs.

The body of a car is usually composed of steel or aluminum, al-
though fiberglass and plastic are also used. While the body forms the pas-
senger compartment, offers storage space, and houses the automobile’s
systems, it has other important functions as well. In most instances, its
solid structure protects passengers from the force of an accident. Other
parts of the car, such as the front and hood, are designed to crumple eas-
ily, thereby absorbing much of the impact of a crash. A firewall between
the engine and the interior of the car protects passengers in case of a fire.
Lastly, the body’s design helps to reduce the level of wind resistance as
the car moves, allowing the driver better handling ability and improving
the efficiency of the engine.

[See also Internal combustion engine]
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‡�Bacteria
Bacteria are very small organisms, usually consisting of one cell, that lack
chlorophyll (a green pigment found in plants that allows for the production
of food). Except for viruses, they are the smallest living things on Earth. Many
bacteria are so small that a million of them, laid end-to-end, would measure
no more than about five centimeters (two inches). The term bacteria is the
plural form of the word bacterium, which represents a single organism.

Bacteria are found everywhere, in the air, soil, water, and inside your
body and on your skin. They tend to multiply very rapidly under favor-
able conditions, forming colonies of millions or even billions of organ-
isms within a space as small as a drop of water.

The Dutch merchant and amateur scientist Anton van Leeuwenhoek
(1632–1723) was the first person to observe bacteria and other microor-
ganisms. Using single-lens microscopes of his own design, he described
bacteria and other microorganisms (calling them “animalcules”) in a se-
ries of letters to the Royal Society of London between 1674 and 1723.

Today, bacteria are classified in the kingdom Procaryotae. This term
refers to the fact that bacteria consist of prokaryotic cells, cells that do
not contain a nucleus. (A nucleus is a structure that controls a cell’s func-
tions and contains genes. Genes carry the deoxyribonucleic acid [DNA]
that determines the characteristics passed on from one generation to the
next.) The genetic material of bacteria is contained, instead, within a sin-
gle, circular chain of DNA.

Characteristics of bacteria
Bacteria are generally classified into three groups based on their shape.

They are described as spherical (coccus), rodlike (bacillus), or spiral or
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corkscrew (spirochete [pronounced SPY-ruh-keet] or spirilla). Some bac-
teria also have a shape like that of a comma and are known as vibrio.

As the drawing of the anatomy of a typical bacterium shows, the cy-
toplasm of all bacteria is enclosed within a cell membrane that is itself
surrounded by a rigid cell wall. Bacteria also produce a thick, jelly-like
material on the surface of the cell wall. When that material forms a dis-
tinct outside layer, it is known as a capsule.
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Words to Know

Aerobic bacteria: Bacteria that need oxygen in order to live and grow.

Anaerobic bacteria: Bacteria that do not require oxygen in order to
live and grow.

Bacillus: A type of bacterium with a rodlike shape.

Capsule: A thick, jelly-like material that surrounds the surface of some
bacteria cells.

Coccus: A type of bacterium with a spherical (round) shape.

Decomposers: Bacteria that break down dead organic matter.

Fimbriae: Short, hairlike projections that may form on the outer sur-
face of a bacterial cell.

Fission: A form of reproduction in which a single cell divides to form
two new cells.

Flagella: Whiplike projections on the surface of bacterial cells that
make movement possible.

Pasteurization: A process by which bacteria in food are killed by heat-
ing the food to a particular temperature for some given period of time.

Pili: Projections that join pairs of bacteria together, making possible
the transfer of genetic material between them.

Prokaryote: A cell that has no distinct nucleus.

Spirilla: A type of bacterium with a spiral shape.

Spirochetes: A type of bacterium with a spiral shape.

Toxin: A poisonous chemical.

Vibrio: A type of bacterium with a comma-like shape.



Many rod, spiral, and comma-shaped bacteria have whiplike limbs,
known as flagella, attached to the outside of their cells. They use these
flagella for movement by waving them back and forth. Other bacteria
move simply by wiggling their whole cell back and forth. Some bacteria
are unable to move at all.

Two other kinds of projections found on bacterial surfaces include
fimbriae and pili. Fimbriae (pronounced FIM-bree-ay) are tiny bristles
that allow bacteria to attach themselves to other objects or to surfaces.
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Pili are tiny whiskers that allow bacterial cells to exchange genetic ma-
terial with each other.

Bacterial growth
The term bacterial growth generally refers to the growth of a group

of bacteria rather than a single cell. Single cells generally do not get larger
in size, so the term growth refers to the reproduction of cells.

Bacteria most commonly reproduce by fission, the process by which a
single cell divides to produce two new cells. The process of fission may take
anywhere from 15 minutes to 16 hours, depending on the type of bacterium.

A number of factors influence the rate at which bacterial growth oc-
curs, the most important of which are moisture, temperature, and pH. Bac-
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teria are about 80 to 90 percent water. If too much water passes into or out
of a bacterial cell, the cell dies. The bacterial cell wall provides protection
against the gain or loss of water in most ordinary circumstances. But con-
ditions may be such as to produce an unusually large gain or loss of water.

For example, if a bacterial cell is placed in a highly concentrated
solution of salt water, water begins to pass out of a cell and into the salt
water. The cell begins to shrink and is unable to carry on normal life func-
tions. It cannot grow and will eventually die. On the other hand, an ex-
cess of water can be harmful to bacteria also. If water flows into a bac-
terial cell, the cell begins to swell and may eventually burst, resulting in
the death of the cell.

All bacteria have a particular temperature range at which they can
survive. For a specific type of bacteria, that range can be very high, very
low, or somewhere in between, although it is always a narrow range. Most
bacteria thrive at temperatures close to that of the human body (37°C or
98.6°F). But some bacteria prefer cold temperatures as low as freezing
(0°C or 32°F), and others require very hot temperatures such as those
found in hot springs (50°C to 90°C or 120°F to 200°F). The most extreme
conditions in which bacteria have been found are around the hydrother-
mal vents near the Galapagos Islands. The temperatures near these cracks
in the ocean floor is about 350°C (660°F), an environment just right, ap-
parently, for the bacteria that live there.

Another factor affecting bacterial growth is pH, the acidity of a so-
lution. Most bacteria require a pH of 6.7 to 7.5 (slightly more or less
acidic than pure water). Other bacteria, however, can survive at a pH more
severe than that of battery acid.

Finally, bacteria may or may not require oxygen to grow. Those that
do need oxygen are called aerobic bacteria, while those that do not are
known as anaerobic bacteria. Anaerobic bacteria have evolved ways of
using substances other than oxygen, such as compounds of nitrogen, to
obtain the energy they need to survive and grow.

Harmless, beneficial, and harmful bacteria
Bacteria can also be classified according to the effects they have on

human life. Some bacteria are used to supply products that improve hu-
man life, others cause disease, while still others have no overall affect at
all on human life.

Helpful bacteria. Bacteria make possible the digestion of foods in
many kinds of animals. Cows, deer, sheep, and other ruminants, for 
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example, have a large organ known as the rumen in which bacteria live and
help break down cellulose fibers and other tough plant materials. In humans,
bacteria known as Escherichia coli (E. coli) occur everywhere in the di-
gestive system, aiding in the breakdown of many kinds of foods. Bacteria
are also responsible for the production of vitamin K and certain B vitamins.

Certain kinds of bacteria are also essential in the decay and decom-
position of waste materials. Such bacteria are known as decomposers. De-
composers attack dead materials and break them down into simpler forms
that can be used as nutrients by plants.

Finally, bacteria are involved in the production of many foods eaten
humans. For example, bacteria that cause milk to become sour are used
in the production of cottage cheese, buttermilk, and yogurt. Vinegar and
sauerkraut are also produced by the action of bacteria on ethyl alcohol
and cabbage, respectively.

Harmful bacteria. It seems likely, however, that most people know
bacteria best because of the diseases they cause. Some of these diseases
are produced when bacteria attack directly the tissues in a plant or ani-
mal. For example, fruits and vegetables that become discolored as they
are growing may be under attack by bacteria.

Bacteria also attack organisms by releasing chemicals that are poi-
sonous to plants and animals. Such poisons are known as toxins. A 
familiar toxin-producing bacterium is Clostridium tetani, responsible for
the disease known as tetanus. Tetanus is a condition in which one’s mus-
cles are paralyzed, explaining its common name of lockjaw. A related
bacterium, Clostridium botulinum, releases a toxin that causes the most
severe form of food poisoning, botulism.

Some forms of dangerous bacteria live on the human skin, but cause
no harm unless they are able to enter the blood stream through a break
in the skin. Among these bacteria is Staphylococcus, responsible for the
potentially fatal toxic shock syndrome. And although E. coli is helpful
within the digestive system, if it is ingested and enters the bloodstream it
causes severe cramping, diarrhea, and possibly even death.

Most forms of food preservation, such as freezing and drying, are
designed to kill or inactivate bacteria that would otherwise damage food
or cause disease. One of the most common methods of destroying bacte-
ria in foods is pasteurization. Pasteurization is the process of heating a
food product to a particular temperature for some given period of time.
The temperature and time are selected to be sure that all bacteria in the
food are killed by the process. The pasteurization of milk has made it pos-
sible to insure safe supplies of one of the most popular of all human foods.
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Hardy survivors
In October 2000, a team of biologists claimed to have revived a 

bacterium that existed 250 million years ago, well before the age of the
dinosaurs. They found the bacterium in a drop of fluid trapped in a 
crystal of rock salt that had been excavated from an air duct supplying 
a radioactive waste dump 1,850 feet (564 meters) below Earth’s surface
near Carlsbad, New Mexico. When the biologists drilled into the pocket
of fluid in the crystal and mixed nutrients with the fluid, bacteria soon ap-
peared. However, other scientists quickly suggested that the bacteria that
grew was simply modern bacteria that had infected the crystal sample.
The questioning scientists also pointed out that it would be impossible for
the bacterium’s DNA (a complex molecule that stores and transmits 
genetic information) to have survived more than a few thousand years, 
at best.

Regardless of the debate, bacteria have been around since the dawn
of life on Earth, and they have continued to evolve. A major problem fac-
ing the medical community today is the ability of disease-causing bacte-
ria to develop a resistance to antibiotics and other antibacterial drugs.
These types of bacteria have been able to change their forms or have even
been able to secrete enzymes that destroy the antibiotics. Since the 
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development and use of antibiotics in the 1940s, most known bacterial
diseases have developed a resistance to at least one type of antibiotic.

[See also Antibiotics; Antiseptics; Fermentation]

‡�Ballistics
Ballistics is the study of projectile motion. A projectile is an object that
has been launched, shot, hurled, thrown, or projected by any other means
and that then travels on its own along a ballistic path. For instance, a base-
ball player throwing a ball from center field to the infield usually throws
the ball in a slightly upward direction. The ball’s path travels along an
arc from the outfield to the infield. Mathematically, the arclike path taken
by the ball is known as a parabola.

Ballistics has long been a subject of interest to scientists because
bullets, cannon shells, arrows, and other weapons travel in ballistic paths.
Military leaders have always valued the information that scientists were
able to provide them concerning the proper way in which to aim their
guns and bows in combat.

Projectile motion without air resistance
Consider a bullet fired from a rifle that is held parallel to (in the

same direction as but never touching) the ground. The path taken by that
bullet is affected by two forces. The first force is the velocity given to
the bullet by the force of the rifle. (Velocity is the rate at which an ob-
ject moves in a specified direction; it is measured in meters per second.)
That force tends to make the bullet move in a straight line, out of the
mouth of the rifle and parallel to the ground. If there were no air present,
there would be nothing to slow the motion of the bullet and it would keep
traveling with its original velocity.

A second force also operates on the bullet: the force of gravity. As
the bullet travels away from the gun, it is pulled downward by Earth’s
gravitational field. Instead of traveling in a straight line, then, it travels
in a curved path towards Earth’s surface. That curved path, typical of pro-
jectile motion, is a parabola.

The exact shape of the bullet’s path is determined by two factors:
the mass of the bullet and the velocity with which it travels. The heavier
the bullet is, the stronger Earth’s gravitational field will pull on it. And
the faster the bullet leaves the rifle, the greater its tendency to travel in a
straight line away from the gun.
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Finding the path for any kind of projectile is an easy problem in
physics. If one knows the mass of the object and the velocity with which
it is projected, then its pathway can be calculated by well-known formulas.

The practical importance of this calculation is obvious. If a naval
ship fires a rocket at an enemy vessel, the path of the rocket must be
known. Otherwise the rocket may travel beyond the enemy ship or fall
into the water before reaching it. A rocket scientist has to know the path
of a space probe launched to Mars if the probe is to land exactly on tar-
get rather than sailing on past its intended destination.

Other factors affecting projectile motion
Air resistance is another important factor affecting projectile mo-

tion. As a rifle bullet travels through the air, it tends to slow down be-
cause of friction between the bullet and the air through which it passes.
The amount of friction, in turn, is influenced by a number of factors.
Among these factors is the shape of the bullet. Most bullets (and other
kinds of projectiles) have pointed front ends—a feature that reduces air
resistance. A bullet with a blunt front end would experience a great deal
of air resistance and would slow down rapidly. Rotation affects air resis-
tance as well. A good quarterback always tries to place a spin on a foot-
ball. This helps the football to travel through the air more smoothly than
it would without the spin.

‡�Balloon
A balloon is a type of aircraft consisting of a thin envelope filled with a
gas less dense than the surrounding air. The envelope can be made of rub-
ber, plastic, treated paper or cloth, or other material through which gases
cannot seep. Ordinary party balloons are good models for most kinds of
balloon. They are made of rubber that expands when air is blown into
them. And the air from a person’s breath used to inflate them is less dense
than the surrounding air.

Balloon gases
A balloon rises in the air for the same reason that a cork floats in wa-

ter. Just as a cork’s density is less than the density of the surrounding wa-
ter, so a balloon’s density is less than the air around it. The lower-density
object, then, is pushed upward by the surrounding higher-density medium.
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It stands to reason, then, that the best gas to use in a balloon is the
one with the lowest density: hydrogen. In fact, hydrogen was used in the
construction of balloons for more than a century. But this gas has one se-
rious drawback. It burns easily and, under the proper circumstances, can
even explode. The tragic fire that destroyed the Hindenburg dirigible (air-
ship) in 1937 occurred when lightning set fire to hydrogen gas inside it.

Because of hydrogen’s flammability, the most popular gas for fill-
ing commercial balloons is helium, the second-least dense gas after hy-
drogen. Helium has 93 percent of the lifting capacity of hydrogen with
none of its safety concerns. The problem is that helium is more expen-
sive than is hydrogen. Still, balloons used for commercial and research
purposes today almost always use helium as the lifting gas.

Another gas used in balloons is hot air. Hot air has the same chem-
ical composition as ordinary air but, because of its temperature, is less
dense that the air around it. Balloons used for sight-seeing and sport usu-
ally use hot air. The gondola (traveling compartment) below the balloon
itself contains a heating unit that warms air and then pushes it up into the
balloon.

Balloon guidance
Vertical (upward or downward) movement of a balloon is generally

under human control. In a sight-seeing balloon, the operator can turn the
heater on and off to produce more or less hot air. Changes in the amount
of hot air make the balloon rise or fall. Vents in the balloon envelope also
make it possible to control the amount of gas inside the balloon, there-
fore changing its vertical movement. The horizontal movement of a bal-
loon is beyond human control, however. Once a balloon has left Earth’s
surface, its horizontal motion is dependent on wind currents.

History
Joseph (1740–1810) and Jacques Montgolfier (1745–1799) are con-

sidered the fathers of ballooning. In 1783, after a series of experiments,
the brothers constructed a balloon large enough to carry two humans into
the atmosphere, the first manned aircraft.

The suitability of balloons for making atmospheric observations soon
became evident, and manned balloon trips soon became common. In 1804,
for example, French physicist Joseph Louis Gay-Lussac (1778–1850)
traveled to an altitude of 23,000 feet and collected a sample of air. He
found that air at that altitude was identical to air at Earth’s surface.
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In his ascent, Gay-Lussac nearly reached the limits of manned bal-
loon trips without special protection. In contrast, in 1863, two English
scientists, James Glaisher and Henry Tracey Coxwell (1819–1900), trav-
eled to a height of over 33,000 feet to study the properties of the upper
atmosphere. At that height, the air is so thin that the two men nearly lost
their lives.

The greatest of the early balloonists, however, was French meteo-
rologist Léon Philippe Teisserenc de Bort (1855–1913). Over a three-year
period between 1899 and 1902, de Bort launched 236 balloons with in-
struments designed to measure atmospheric conditions.

Scientists are now able to use life-support systems, such as those
that are common in space flights, to travel to higher and higher reaches
of the atmosphere. The current record is held by two Americans, Ross
and Prather, who reached an altitude of 113,740 feet in 1961.

Applications of balloon flight
Balloons are used today primarily for two purposes: for collecting

information needed for making weather forecasts and for scientific re-
search. Weather balloons typically carry packages of instruments called
radiosondes for measuring the temperature, pressure, density, and other
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properties of air at some altitude. Each day, thousands of these radiosonde-
carrying balloons (called balloonsondes) measure all possible character-
istics of the atmosphere around the world. Meteorologists depend on this
information for making short- and long-term weather forecasts.

Balloons are also used extensively for astronomical research. Their
advantage is that they can take telescopes high enough into the atmos-
phere that they will not be affected by dust, water vapor, smoke, and other
forms of air pollution. Telescopes with a diameter of up to three feet are
placed on platforms which are supported by mammoth balloons as tall as
eight-story buildings. These telescopes have been carried to altitudes of
120,000 feet.

The Russian mission to Venus in 1985 used two helium balloons to
study the motion of the Venusian atmosphere. For 46 hours, they floated
above Venus with an attached package of scientific equipment that ana-
lyzed the environment and transmitted information directly to Earth.

The success of balloons on Venus has raised the possibility of a sim-
ilar mission to Mars. American scientists have designed a device con-
sisting of a large hot-air balloon and a much smaller helium-filled bal-
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loon joined to each other. During the day, the air balloon, heated by the
Sun, would drift in the Martian atmosphere with a payload of instruments.
At night, the air balloon would cool and descend to the ground, where it
would stay, supported in the upright position by the smaller gas balloon.
Thus, the same probe would perform the on-ground experiments at night
and the atmospheric experiments during the day, traveling from one lo-
cation to another.

[See also Aerodynamics; Aircraft; Buoyancy]

‡�Barometer
A barometer is an instrument for measuring atmospheric pressure. Two
kinds of barometers are in common use, a mercury barometer and an
aneroid barometer. The first makes use of a long narrow glass tube filled
with mercury supported in a container of mercury, and the second makes
use of an elastic disk whose size changes as a result of air pressure.

Mercury barometers
The principle of the mercury barometer was discovered by the Ital-

ian physicist Evangelista Torricelli in about 1643. That principle can be
illustrated as follows: a long glass tube is sealed at one end and then filled
with liquid mercury metal. The filled tube is then turned upside down and
inserted into a bowl of mercury, called a cistern. When this happens, a
small amount of mercury runs out of the tube into the cistern, leaving a
vacuum at the top of the tube. Vacuums, by nature, exert very little or no
pressure on their surrounding environment.

As atmospheric pressure pushes down on the surface of the mercury
in the cistern, that mercury in turn pushes up with an equal pressure on
the mercury in the glass tube. The height of the mercury in the tube, there-
fore, reflects the total pressure exerted by the surrounding atmosphere. Un-
der normal circumstances, the column of mercury in the glass tube stands
at a height of about 30 inches (76 centimeters) when measured at sea level.

In theory, a barometer could be made of any liquid whatsoever. 
Mercury is chosen, however, for a number of reasons. It is so dense that
the column supported by air pressure is of a usable height. A similar
barometer made of water, in comparison, would have to be more than 
34 feet (100 meters) high. Mercury also has a low vapor pressure, mean-
ing it does not evaporate very easily. Water has a greater vapor pressure.
Because of this, the pressure exerted by water vapor at the top of the
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barometer would affect the level of the mercury in the tube and the 
barometric reading, a factor of almost no consequence with a mercury
barometer.

Aneroid barometer
A major disadvantage of the mercury barometer is its bulkiness and

fragility. The long glass tube can break easily, and mercury levels may
be difficult to read under unsteady conditions, as on board a ship at sea.
To resolve these difficulties, the French physicist Lucien Vidie invented
the aneroid (“without liquid”) barometer in 1843.

An aneroid barometer is a container that holds a sealed chamber
from which some air has been removed, creating a partial vacuum. An
elastic disk covering the chamber is connected to a needle or pointer on
the surface of the container by a chain, lever, and springs. As atmospheric
pressure increases or decreases, the elastic disk contracts or expands, caus-
ing the pointer to move accordingly.

One type of aneroid barometer has a pointer that moves from left to
right in a semicircular motion over a dial, reflecting low or high pressure.
The simple clocklike aneroid barometer hanging on the wall of many
homes operates on this basis. Another type of aneroid barometer has the
pointer resting on the side of a rotating cylinder wrapped with graph pa-
per. As the cylinder rotates on its own axis, the pointer makes a tracing
on the paper that reflects increases and decreases in pressure. A record-
ing barometer of this design is known as a barograph.

The altimeter. An important application of the aneroid barometer is
the altimeter, an instrument used to measure one’s distance above sea
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Altimeter: An aneroid barometer used to measure altitude.

Barograph: An aneroid barometer modified to give a continuous read-
ing of atmospheric pressures on graph paper.

Vapor pressure: The amount of pressure exerted by liquid molecules in
the vapor state.



level. Atmospheric pressure is a function of altitude. The higher one is
above sea level, the less the atmospheric pressure; the closer one is to sea
level, the greater the atmospheric pressure. A simple aneroid barometer
can be used to confirm these differences. If the barometer were mounted
in an airplane, a balloon, or some other device that travels up and down
in the atmosphere, one could determine the altitude by noting changes in
atmospheric pressure.

[See also Atmospheric pressure]
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‡�Battery
A battery is a device for converting chemical energy into electrical en-
ergy. Batteries can consist of a single voltaic cell or a series of voltaic
cells joined to each other. (In a voltaic cell, electrical energy is produced
as the result of a chemical reaction between two different metals immersed
in a solution, usually a liquid.) Batteries can be found everywhere in the
world around us, from the giant batteries that provide electrical energy in
spacecraft to the miniature batteries that power radios and penlights.

The correct use of the term battery is reserved for groups of two or
more voltaic cells. The lead storage battery found in automobiles, for ex-
ample, contains six voltaic cells. However, in common usage, a single
cell is often referred to as a battery. For example, the common dry cell
battery found in flashlights is really a single voltaic cell.

Types of batteries
Batteries can be classified as primary or secondary batteries (or

cells). A primary battery is one designed to be used just once. When the
battery has run down (produced all the energy it can), it is discarded. Sec-
ondary batteries, on the other hand, can be recharged and reused.
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The best known example of a primary battery is probably the com-
mon dry cell invented by French engineer Georges Leclanché (1839–1882).
The dry cell consists of a zinc container that supplies electrons to the bat-
tery; a carbon rod through which the electrons flow; and a moist paste of
zinc chloride and ammonium chloride, which accepts the electrons pro-
duced from the zinc. Technically, the zinc container is the anode (the elec-
trode at which electrons are given up to a reaction) and the moist paste is
the cathode (the electrode at which electrons are taken up from a reaction)
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Special Kinds of Batteries
Battery Type Uses and Special Properties
Zinc/manganese alkaline Primary High efficiency: radios, shavers,

electronic flash, movie cameras,
tape recorders, television sets,
clocks, calculators, toys, watches

Mercuric oxide/zinc Primary High energy: watches, hearing
aids, walkie-talkies, calculators,
microphones, cameras

Silver oxide/zinc Primary Constant voltage: watches,
hearing aids, cameras, calculators

Lithium/copper monofluoride Primary High voltage, long shelf life,
good low temperature
performance: cameras and small
appliances

Lithium/sulfur Primary Good cold weather performance:
emergency power units

Nickel/cadmium Secondary Constant voltage and high
current: portable hand tools and
appliances, shavers, toothbrushes,
photoflash equipment, tape
recorders, radios, television sets,
cassette players and recorders,
calculators, pagers, laptop
computers

Silver/zinc Secondary High power with low weight:
underwater equipment,
atmospheric and space
applications

Sodium/sulfur Secondary High temperature performance



in the cell. The Leclanché cell is called a dry cell because no liquid is pre-
sent in it. However, it is not really dry because of the presence of the moist
paste, which is needed if electrons are to flow through the cell.

The dry cell runs down as the zinc can is slowly used up. At some
point there is not enough zinc left to produce electrons at a useable rate.
At that point, the dry cell is just thrown away.

Secondary cells. The secondary cell with which you are likely to be
familiar is the lead storage battery found in automobiles. The lead stor-
age battery usually consists of six voltaic cells connected to each other.
The total amount of energy produced by the battery is equal to the sum
of the electrical energy from the six cells. Since each cell produces about
two volts, the total energy available from the cell is 12 volts.

As the lead storage battery is used, it runs down. That is, the lead
plates in the battery are converted to lead sulfate. Unlike the dry cell,
however, this process can be reversed. Electrical current can be passed
back into the battery, and lead sulfate is changed back into lead. If you
could see the lead plates in a battery, you would see them slowly disap-
pearing when the battery is being used and slowly reappearing when the
battery is being recharged. Recharging occurs naturally when the auto-
mobile is operating and generating its own electricity or when a source
of external current is provided in order to recharge the battery.

[See also Cell, electrochemical; Electrical conductivity; Electric
current; Electricity]

‡�Behavior
Behavior is the way that all organisms or living things respond to stim-
uli in their environment. Stimuli include chemicals, heat, light, touch, and
gravity. For example, plants respond with growth behavior when light
strikes their leaves. Behavior can be categorized as either instinctive (pre-
sent in a living thing from birth) or learned (resulting from experience).
The distinction between the two is often unclear, however, since learned
behavior often includes instinctive elements. Plants and animals that lack
a well-developed nervous system rely on instinctive behavior. Higher-
developed animals use both instinctive and learned behavior. Generally,
behavior helps organisms survive.

Plant behavior
The instinctive behavior of a plant depends mainly on growth or

movement in a given direction due to changes in its environment. The
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growth or movement of a plant toward or away from an external stimu-
lus is known as tropism. Positive tropism is growth toward a stimulus,
while negative tropism is growth away from a stimulus. Tropisms are la-
beled according to the stimulus involved, such as phototropism (light) and
gravitropism (gravity). Plants growing toward the direction of light ex-
hibit positive phototropism. Since roots grow downward (with gravity),
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Ethology: The scientific study of animal behavior under natural condi-
tions.

Operant conditioning: Trial-and-error learning in which a random
behavior is rewarded and subsequently retained.

Stimulus: Something that causes a behavioral response.

Tropism: The growth or movement of a plant toward or away from a
stimulus.
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they exhibit positive gravitropism. Stems of plants grow upward (against
gravity), exhibiting negative gravitropism.

Animal behavior
The scientific study of animal behavior under natural conditions,

known as ethology, focuses on both instinctual and learned behavior.
Ethologists look at an animal’s environment to see how events in that en-
vironment combine with an animal’s instincts to shape overall behavior.
This is especially important in the developing or early stages of an ani-
mal’s life.

Animals exhibit various levels of instinctual behavior. On a ele-
mentary level are reflexes. A reflex is a simple, inborn, automatic re-
sponse of a part of the body to a stimulus. Reflexes help animals respond
quickly to a stimulus, thus protecting them from harm. Other instinctual
behaviors are more complex. Examples of this kind include the nest-build-
ing behavior of birds and the dam-building behavior of beavers.

Imprinting. An example of animal behavior that combines instinct 
and learning is imprinting, often seen in birds such as geese and ducks.
Within a short, genetically set time frame an animal learns to recognize
and then bond to its parent, helping it to survive its infancy. Newly hatched
geese or goslings are able to walk at birth. They quickly learn to recog-
nize the movements of their parents and then follow them. If the parents
are removed within the first few days after birth and are replaced by 

2 7 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Behavior

A Canadian goose with 

her goslings in the Ottawa

National Wildlife Refuge 

in Ohio. (Reproduced by 

permission of Field Mark 

Publications.)



any moving object, the goslings imprint or bond to that object, learning
to follow it.

Animals often add to their set of instinctual behaviors through trial-
and-error learning, known as operant conditioning. Young chimps, for ex-
ample, watch their parents strip a twig and then use the prepared stick to
pick up termites from rotten logs. When the young chimps repeat this pro-
cedure, their behavior is rewarded by the meal of termites, a preferred
food. This reward teaches the chimps to repeat the same behavior when
next hungry.

Courtship behaviors. There are many kinds of interactive behavior
between animals. One of them is courtship behavior, which enables an
animal to find, identify, attract, and arouse a mate. During courtship, an-
imals use rituals, a series of behaviors performed the same way by all the
males or females in a species. These include leaping and dancing, singing,
the ruffling of feathers, or the puffing up of pouches. The male peacock
displays his glorious plumage to the female. Humpback whales announce
their presence under the sea by singing a song that can be heard hundreds
of miles away.

Group behaviors. Some animals live together in groups and display
social behavior. The group protects its members from predators, and al-
lows cooperation and division of labor. Insects, such as bees, ants, and
termites, live in complex groups in which some members find food, some
defend the colony, and some tend to the offspring. Hierarchies or ranking
systems help reduce fighting in a group. Chickens, for example, have a
peck-order from the dominant to the most submissive. Each chicken knows
its place in the peck-order and does not challenge chickens of higher rank,
thereby reducing the chances of fighting. Interactions among group mem-
bers get more complex with more intelligent species such as apes.

[See also Brain; Nervous system]

‡�Big bang theory
The big bang is the foremost model that scientists use to describe the cre-
ation of the universe. This theory proposes that the universe was created
in a violent event approximately 12 to 15 billion years ago. In that event,
the lightest elements were formed, which provided the building blocks
for all of the matter that exists in the universe today. A consequence of
the big bang is that we live in an expanding universe, the ultimate fate of
which cannot be predicted from the information we have at this time.
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The evolution of the universe
Cosmologists (scientists who study the origin of the universe) be-

lieve the universe began as an infinitely dense, hot fireball. They call this
single point that contained all the matter in the universe a singularity.
Time began at the moment this fireball exploded, stretching space as it
expanded rapidly. (Space into which the fireball exploded did not exist
separately, but was a part of the fireball at the beginning.) The universe,
at first no bigger than the size of a proton, expanded within a microsec-
ond to the size of a basketball. Gravity came into being, and subatomic
particles flooded the universe, slamming into one another, forming pro-
tons and neutrons (elementary particles that form atoms).

Three minutes after the big bang, the temperature of the universe
had cooled to 500,000,000°F (277,777,760°C). Protons and neutrons 
began to combine to form the nuclei of the simple chemical elements hy-
drogen, helium, and lithium. Five hundred thousand years later, atoms
formed. Some 300 million more years passed before the universe ex-
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panded and cooled enough for stars and galaxies to form. Our solar sys-
tem, formed from a cloud of dust and gas, came into being a mere four-
and-a-half billion years ago.

The search for the beginning
A key assumption on which the big bang theory rests is that the uni-

verse is expanding. Prior to the twentieth century, astronomers assumed
that the universe had always existed as it was, without any changes. In
the 1920s, however, American astronomer Edwin Hubble (1889–1953)
discovered observable proof that other galaxies existed in the universe 
besides our Milky Way galaxy. In 1929, he made his most important dis-
covery: all matter in the universe was moving away from all other mat-
ter. This proved the universe was expanding.

Hubble reached this conclusion by looking at the light coming to-
ward Earth from distant galaxies. If these galaxies were indeed moving
away from Earth and each other, the light they emitted would be stretched
or would have a longer wavelength. Since light with a longer wavelength
has a reddish tone, this stretching is called redshift. Hubble measured the
redshift for numerous galaxies and found not only that galaxies were mov-
ing away from Earth in all directions, but that farther galaxies seemed to
be moving away at a faster rate.

Inflationary theory and the 
cosmic microwave background

By the mid-1960s, the big bang theory had received wide accep-
tance from scientists. However, some problems with the theory still re-
mained. When the big bang occurred, hot radiation (energy in the form
of waves or particles) given off by the explosion expanded and cooled
with the universe. This radiation, known as the cosmic microwave back-
ground, appears as a weak hiss of radio noise coming from all directions
in space. It is, in a sense, the oldest light in the universe. When astronomers
measured this cosmic microwave background, they found its temperature
to be just under �450°F (�270°C). This was the correct temperature if
the universe had expanded and cooled since the big bang.

But the radiation seemed smooth, with no temperature fluctuations.
If the radiation had cooled at a steady rate, then the universe would have
had to expand and cool at a steady rate. If this were true, planets and
galaxies would not have been able to form because gravity, which would
help them clump together, would have caused fluctuations in the tem-
perature readings.
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In 1980, American astronomer Alan Guth proposed a supplemental
idea to the big bang theory. Called the inflationary theory, it suggests that
at first the universe expanded at a much faster rate than it does now. This
concept of accelerated expansion allows for the formation of the stars and
planets we see in the universe today.

COBE and MAP
Guth’s inflationary theory was supported in April 1992, when NASA

(National Aeronautics and Space Administration) announced that its Cos-
mic Background Explorer (COBE) satellite had discovered those fluctu-
ations. COBE looked about 13 billion light-years into space (hence, 13
billion years into the past) and detected tiny temperature fluctuations in
the cosmic microwave background. Scientists regard these fluctuations as
proof that gravitational disturbances existed in the early universe, which
allowed matter to clump together to form large stellar bodies such as
galaxies and planets.

In late 2000, scientists added further supporting evidence to the va-
lidity of the big bang theory when they announced that they had analyzed
light from a quasar that was absorbed by a distant cloud of gas dust bil-
lions of years ago. At that time, the universe would have been about one-
sixth of its present age. Based on their findings, the scientists estimated
that the background temperature at that point was about �443°F (�264°C),
a temperature mark that agrees with the prediction of the big bang theory.

Present-day astronomers liken the study of the cosmic microwave
background in cosmology to that of DNA (deoxyribonucleic acid; the
complex molecule that stores and transmits genetic information) in biol-
ogy. They consider it the seed from which stars and galaxies grew. To
widen the scope and precision of that study, NASA launched a satellite
called the Microwave Anisotropy Probe (MAP) in 2001. Orbiting farther
away from Earth than COBE, the goal of MAP is to measure tempera-
ture differences in the cosmic microwave background on a much finer
scale. Astronomers hope the information gather by MAP will reveal a
great deal about the universe, including its large-scale geometry.

[See also Cosmology; Redshift]

‡�Binary star
A binary star, often called a double star, is a star system in which two
stars linked by their mutual gravity orbit around a central point of mass.
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Binary stars are quite common. A recent survey of 123 nearby Sun-like
stars showed that 57 percent had one or more companions.

English astronomer William Herschel (1738–1822) made the first
discovery of a true binary system in the 1700s. He observed the motion
of a pair of stars and concluded that they were in orbit around each other.
Herschel’s discovery provided the first evidence that gravity exists out-
side our solar system.

Herschel discovered more than 800 double stars. He called these star
systems binary stars. His son, John Herschel (1792–1871), continued the
search for binaries and catalogued over 10,000 systems of two or more
stars.

Types of binary systems
Several kinds of binary stars exist. A visual binary is a pair in which

each star can be seen directly, either through a telescope or with the naked
eye. In an astrometric binary, only one star can be seen, but the wobble
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Astrometric binary: Binary system in which only one star can be seen,
but the wobble of its orbit indicates the existence of another star in
orbit around it.

Eclipsing binary: Binary system in which the plane of the binary’s
orbit is nearly edgewise to our line of sight, so that each star is par-
tially of totally hidden by the other as they revolve around a common
point of gravity.

Mass: The quantity of matter in the star as shown by its gravitational
pull on another object.

Radiation: Energy in the form of waves or particles.

Spectroscopic binary: A binary system that appears as one star pro-
ducing two different light spectra.

Spectrum: Range of individual wavelengths of radiation produced when
light is broken down by the process of spectroscopy.

Visual binary: Binary system in which each star can be seen directly,
either through a telescope or with the naked eye.



of its orbit indicates the existence of another star in orbit around it. An
eclipsing binary is a system in which the plane of the binary’s orbit is
nearly edgewise to our line of sight. Thus each star is partially or totally
hidden by the other as they revolve.

Sometimes a binary system can be detected only by using a 
spectroscope (a device for breaking light into its component frequencies).
If a single star gives two different spectra (range of individual wave-
lengths of radiation), it is actually a pair of stars called a spectroscopic
binary.

A binary star may be a member of one or more of these classes. For
example, an eclipsing binary may also be a spectroscopic binary if it is
bright enough so that its light spectrum can be photographed.

The only accurate way to determine a star’s mass is by studying its
gravitational effect on another object. Binary stars have proven invalu-
able for this purpose. The masses of two stars in a binary system can be
determined from the size of their orbit and the length of time it takes them
to revolve around each other.

[See also Black hole; Brown dwarf; Doppler effect; Gravity and
gravitation; X-ray astronomy]
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‡�Biochemistry
Biochemistry is the science dealing with the chemical nature of the bod-
ily processes that occur in all living things. It is the study of how plants,
animals, and microbes function at the level of molecules.

Biochemists study the structure and properties of chemical com-
pounds in the cells of living organisms and their role in regulating the
chemical processes (collectively called metabolism) that are necessary to
life. These chemical processes include transforming simple substances
from food into more complex compounds for use by the body, or break-
ing down complex compounds in food to produce energy. For example,
amino acids obtained from food combine to form protein molecules, which
are used for cell growth and tissue repair. One very important type of pro-
tein are enzymes, which cause chemical reactions in the body to proceed
at a faster rate.

Complex compounds in food, such as proteins, fats, and carbohy-
drates, are broken down into smaller molecules in the body to produce
energy. Energy that is not needed immediately is stored for later use.

Biochemistry also involves the study of the chemical means by
which genes influence heredity. (A gene is a molecule of DNA, or de-
oxyribonucleic acid, which is found in the nucleus of cells. Genes are 
responsible for carrying physical characteristics from parents to offspring.)
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Words to Know

DNA (deoxyribonucleic acid): A nucleic acid molecule (an organic
molecule made of alternating sugar and phosphate groups connected to
nitrogen-rich bases) containing genetic information and located in the
nucleus of cells.

Gene: A section of a DNA molecule that carries instructions for the
formation, functioning, and transmission of specific traits from one
generation to another.

Metabolism: The sum of all the chemical processes that take place in
the cells of a living organism.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.



A gene can be seen as a sequence of DNA that is coded for a specific
protein molecule. These proteins determine specific physical traits (such
as hair color, body shape, and height), body chemistry (such as blood type
and metabolic functions), and some aspects of behavior and intelligence.
Biochemists study the molecular basis of how genes are activated to make
specific protein molecules.

[See also Amino acid; Carbohydrate; Chromosome; Enzyme;
Hormones; Lipids; Metabolism; Molecular biology; Nucleic acid;
Photosynthesis; Protein]

‡�Biodegradable
The term biodegradable is used to describe substances that are capable of
being broken down, or decomposed, by the action of bacteria, fungi, and
other microorganisms. Temperature and sunlight may also play a role in
the decomposition of biodegradable substances. When substances are not
biodegradable, they remain in the environment for a long time, and, if
toxic, may pollute the soil and water, causing harm to plants and animals
that live in these environments. Humans can also be affected by drinking
water or eating crops contaminated by these toxic substances.

Common, everyday substances that are biodegradable include food
wastes, tree leaves, and grass clippings. Many communities now encour-
age people to compost these materials and use them as humus (decayed
organic material in soil) for gardening. Because plant and animal materi-
als are biodegradable, this is one way to for towns and cities to reduce
solid waste.

The development of detergents in the 1950s and the problems their
surfactants caused (wetting agents that allow water to dissolve greasy dirt)
raised the issue of the biodegradability of these chemicals. It was found that
bacteria in sewage systems degraded some surfactants very slowly. This re-
sulted in the chemicals being released into lakes and streams not fully de-
composed and forming suds in the water. Environmental concerns led to
the development of new detergents that are more easily biodegradable.

In efforts to control the use of nonbiodegradable materials, govern-
ments and industries have taken various measures. For example, the plas-
tic rings that bind six-packs of soda and beer pose a danger to wildlife,
who can becoming entangled in them; these rings must now be biodegrad-
able by law in Oregon and Alaska. Italy has banned all nonbiodegradable
plastics. Certain manufacturers have responded to the issue by experi-
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menting with biodegradable packaging of food. Many garbage bags and
disposable diapers are now being made using degradable plastics, with
the goal of reducing litter, pollution, and danger to wildlife.

[See also Composting; Recycling; Waste management]

‡�Biodiversity
The term biodiversity refers to the wide range of organisms—plants and
animals—that exist within any given geographical region. That region
may consist of a plot of land no more than a few square meters or yards,
a whole continent, or the entire planet. Most commonly, discussions of
biodiversity consider all the organisms that interact with each other in an
extended geographical region, such as a tropical rain forest or a subtrop-
ical desert.

Concerns about biodiversity are relatively new. Only during the last
quarter of the twentieth century did scientists begin to appreciate the vast
number of organisms found on Earth and the complex ways in which they
interact with each other and with their environments. Biologists have now
discovered and named about 1.7 million distinct species of plants and an-
imals. As many as 50 million species, however, are thought to exist.

Biodiversity in the tropics is of special interest since the richness of
species found there is so great. According to some estimates, 90 percent
of all plant, animal, and insect species exist in tropical regions. At the same
time, surveys of organisms in the tropics have been very limited. Those
studies that have been conducted provide only a hint of the range of life
that may exist there. As an example, one study of a 108-square kilometer
(42-square mile) reserve of dry forest in Costa Rica found about 700 plant
species, 400 vertebrate species, and 13,000 species of insects. Included
among the latter group were 3,140 species of moths and butterflies alone.

Human threats to biodiversity
One reason for the growing interest in biodiversity is the threat that

human activities may pose for plant and animal species. As humans take
over more land for agriculture, cities, highways, and other uses, natural
habitats are seriously disrupted. Whole populations may be destroyed, up-
setting the balance of nature that exists in an area. The loss of a single
plant, for example, may result in the loss of animals that depend on that
plant for food. The loss of those animals may, in turn, result in the loss
of predators who prey on those animals.
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As human populations grow, the threat to biodiversity will continue
to grow with it. And as more people place greater stress on the natural
environment, greater will be the loss of resources plant and animal com-
munities need to survive.

Why is biodiversity important?
Maintaining biodiversity in a region and across the planet is impor-

tant for a number of reasons. First, some people argue that all species—
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because they exist—have a right to continue to exist in their own natural
habitats, untouched by human development. Second, humans depend 
on many of the plants and animals that make up an ecological commu-
nity. For example, one-quarter of all the prescription drugs in the United
States contain ingredients obtained from plants. And third, humans them-
selves benefit from the interaction among organisms in a biologically 
diverse community: plants help clean the water and air, provide oxygen
in the atmosphere, and control erosion. “Biodiversity,” according to 
the biologist Peter Raven, “keeps the planet habitable and ecosystems
functional.”

Protection of threatened biodiversity
One of the great issues in environmental science today is how bio-

diversity can be preserved both in specific geographical regions and across
the planet. One proposal that has been made involves the use of ecolog-
ical reserves. Ecological reserves are protected areas established for the
preservation of habitats of endangered species, threatened ecological com-
munities, or representative examples of widespread communities. By the
end of the 1990s, there were about 7,000 protected areas globally with an
area of 651 million hectares (1.6 billion acres). Of this total, about 2,400
sites comprising 379 million hectares (936 million acres) were fully pro-
tected and could be considered to be true ecological reserves.

Ideally, the design of a national system of ecological reserves would
provide for the longer-term protection of all native species and their nat-
ural communities including terrestrial (land-dwelling), freshwater, and
marine (saltwater) systems. So far, however, no country has put in place
a comprehensive system of ecological reserves to fully protect its natural
biodiversity. Moreover, in many cases existing reserves are relatively
small and are threatened by environmental change, illegal poaching of an-
imals and plants, and tourism.

The World Conservation Union, World Resources Institute, and
United Nations Environment Program are three important agencies whose
purpose is to conserve and protect the world’s biodiversity. These agen-
cies have developed the Global Biodiversity Strategy, an international pro-
gram to help protect plant and animal habitats for this and future gener-
ations. Because this program began only in the late 1970s, it is too early
to evaluate its success. However, the existence of this comprehensive in-
ternational effort is encouraging, as is the participation of most of Earth’s
countries, representing all stages of economic development.

[See also Ecosystem; Endangered species]
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‡�Bioenergy
Bioenergy or “biomass energy” is any type of fuel or power that is made
from living matter or biomass. Biomass is a scientific term for organic or
living matter that is available on a renewable basis, such as plants. To-
day, fuel produced from biomass like agricultural products, forest prod-
ucts, and waste provides more than 3 percent of this nation’s energy de-
mands. Bioenergy is clean, renewable energy.

Solar energy supports life
Bioenergy has been described as solar energy stored up in plant mat-

ter, and in many ways all of the energy used by living things is ultimately
derived from the Sun. The Sun is constantly bombarding Earth with its
energy, and about one-tenth of 1 percent of the energy that reaches our
surface is “fixed” or captured by green plants using the process of pho-
tosynthesis (by which a plant converts light energy into chemical energy
or food). This “fixing” of solar energy is the basis of and supports all the
life found in Earth’s major ecosystems. It provides, by way of the food
chain, all of mankind’s food either directly or indirectly. So when we eat
fruit and vegetables, we are consuming the energy from the Sun that had
been captured and converted by a plant. When we eat meat like the beef

of a cow, we are at least one step removed from
the green plant and are getting the energy from
the cow (who got the energy from the plant).

Fossil fuels
Ever since humans learned how to control

fire, they have been burning wood to cook and
to keep warm—that is, they have been using a
form of biomass energy or bioenergy. In our re-
cent history, mankind has been burning “fossil
fuels,” like coal, oil, and natural gas, instead of
wood. These are called fossil fuels because they
were formed over a span of millions of years out
of the remains of dead animals and plants. Coal,
oil, and natural gas can therefore be described as
biomass energy in concentrated form. However,
since these fossil fuels take millions of years to
form, they cannot be considered a renewable re-
source. In other words, we may run out of then
at some point in the future.
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Besides someday running out, fossil fuels also pose another problem.
Burning coal, natural gas, and oil creates serious pollution. When these fu-
els are burned (in order to get them to release their energy), they release car-
bon dioxide and other gases into the atmosphere, some of which are known
as “greenhouse gases.” These gases keep some of the Sun’s heat from radi-
ating back off Earth’s surface and trap it in much the same way that the glass
in a greenhouse does. This natural phenomenon is known as the greenhouse
effect. Therefore, the more fossil fuels we burn, the more greenhouse gases
we produce, and the more heat we trap—making Earth warmer than it should
be. Many believe that this global warming will do more harm than good by
causing too much or too little rain, or even by melting the polar ice. Another
major effect of burning fossil fuels is the release of methane gas. When dis-
solved in rain, it makes what is called “acid rain,” which is quite harmful to
trees as well as to the fish in our lakes, rivers, and streams.

Bioenergy as an alternative
Since fossil fuels present us with major pollution problems (and may

eventually run out anyway), and nuclear energy confronts us with the
dilemma of what to do with nuclear waste, bioenergy has become an in-
creasingly attractive alternative. Probably the most attractive aspect of
bioenergy is that it is truly a renewable energy source. The production of
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Words to Know

Biogas: Methane produced by the decomposition of organic material by
bacteria.

Biomass: Any biological material used to produce energy.

Digestor: Sealed, enclosed facility in which bacteria digest or decom-
pose organic material.

Ethanol: An alcohol made by fermenting a biomass that is high in car-
bohydrates, such as corn or sugarcane.

Fossil fuel: A fuel such as coal, oil, or natural gas that is formed over
millions of years from the remains of plants and animals.

Greenhouse effect: The warming of Earth’s atmosphere due to water
vapor, carbon dioxide, and other gases in the atmosphere that trap
heat radiated form Earth’s surface.



vegetative matter throughout the world continues on its own at an as-
tounding rate and can be supplemented whenever needed by additional
planting. Compare the millions of years necessary for the development of
fossil fuels to that of a single growing season for grass. Besides being an
easily renewable resource, bioenergy is also non-polluting. Where fossil
fuels spew large amounts of carbon dioxide into the air, using renewable
biomass adds no carbon dioxide. Even better, biomass energy recycles
carbon dioxide since plants take it in during photosynthesis and use it to
make their own food. Biomass energy does have some disadvantages,
such as collecting biomass takes a lot of time, large storage areas are
needed, and simply burning it wastes a lot of its heat energy.

Bioenergy fuels
Despite these limitations, bioenergy is becoming increasingly at-

tractive mainly because it can be converted into either liquid or gas forms.
Starting with almost any types of fast-growing trees and grasses—as well
as leftovers from agriculture or forestry, and the organic parts of city and
industrial wastes—biomass can be converted directly into liquid fuels 
for our transportation needs. The two most common liquid “biofuels” 
are ethanol and biodiesel. Ethanol is an alcohol made by fermenting a
biomass that is high in carbohydrates, such as corn or sugarcane. Fer-
mentation happens when yeast digests sugar and produces alcohol as 
a by-product (this is how beer and wine are made). The alcohol pro-
duced is added to gasoline and is often called gasohol. Biodiesel is made
adding vegetable oils or even animals fats like recycled cooking grease
to diesel fuel.

Gas can also be produced from biomass and is used to generate elec-
tricity. Biogas can be made from materials like sewage and waste that are
allowed to be decomposed by bacteria. Under the proper conditions in a
sealed facility called a digester, the bacteria go to work and decompose
this organic material, thereby producing a flammable gas called methane.
This sometimes happens naturally in a landfill, and methane is produced
by decaying biomass. The digester, however, captures the methane, then
pipes it to a storage tank to be used to run turbines that make electricity.
Finally, crops that have a high oil content, like coconuts, sunflowers, and
soybeans, can be converted chemically into a fuel oil that can be burned
like petroleum to make electricity.

The future of bioenergy
Since the United States imports about half of its oil from parts of

the world that are sometimes politically unstable, its Department of En-
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ergy (DOE) began a program to step up the investigation of alternative
fuels like bioenergy. The DOE sponsors a program of biomass research
that involves universities, private companies, and government laborato-
ries across the nation, and as a consequence, U.S. production of ethanol
approached 1.5 billion gallons (5.7 billion liters) per year by the end of
2000. The DOE also estimates that if two-thirds of the nation’s unused
cropland were used to grow what are called energy crops, those 35 mil-
lion acres (14 million hectares) could produce between 15 and 35 billion
gallons (57 and 132 billion liters) of ethanol each year to fuel cars, trucks,
and buses. As a natural source of alternative energy, bioenergy is a reli-
able, safe, and clean fuel, and chances are that in the near future the liq-
uid coming from the gasoline nozzle into your car will have its roots in
both a farm field as well as an oil field.

[See also Alternative energy sources]

‡�Biological warfare
Biological warfare (previously called germ warfare) is the use of disease-
causing microorganisms as military weapons. One of the earliest recorded
uses of biological weapons occurred in the fourteenth century. Invading
Asian armies used a device called a catapult to hurl bodies of plague (a
deadly, highly contagious disease caused by a bacterium) victims over
city walls to infect the resisting townspeople. It is thought that this prac-
tice resulted in the spread of the Black Death throughout Europe, killing
millions of people in four years.

Toward the end of the French and Indian Wars in North America
(1689–1763), a British military officer is said to have given blankets in-
fected with smallpox germs to a tribe of Native Americans, resulting in
their infection with the often fatal disease.

In more modern times, an outbreak of inhalation anthrax (a 
disease caused by inhaling the spores of the anthrax bacterium) in a 
city in Russia resulted in over 1,000 deaths in 1979. It is thought that this
outbreak may have resulted from an accident at a biological warfare 
facility.

Biological warfare is among the least commonly used military strate-
gies. Most military leaders have been reluctant to release microorganisms
that might cause an uncontrolled outbreak of disease, affecting not only
the enemy but friendly populations as well.
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Microorganisms used as biological weapons
The microorganisms generally considered suitable for biological

warfare include viruses, bacteria, protozoa, and fungi. Toxins (poisonous
chemicals) produced by microorganisms also are considered biological
weapons. These agents are capable of causing sickness or death in hu-
mans or animals, destroying crops, or contaminating water supplies.

Various bacteria have been used or experimented with as biological
weapons. Anthrax is an infectious disease that can be passed from cattle
and sheep to humans. Inhaling anthrax spores can result in a deadly form
of pneumonia. During World War II (1939–45), Japan and Great Britain
built and tested biological weapons carrying anthrax spores, and the in-
halation of anthrax may still be a threat as a biological weapon today.

The toxin that causes botulism (pronounced BOTCH-uh-liz-um), a
rare but deadly form of food poisoning, is regarded as one of the most
powerful nerve poisons known to science. Ingestion of a very tiny amount
can cause death. The toxin has been tested by the U.S. Army as a coat-
ing for bullets and as an ingredient in aerosols (for release into the air).

Brucellosis (pronounced broos-uh-LOHS-us) is a bacterial disease
transmitted from animals to humans either by direct contact or by drink-
ing the milk of infected goats and cows. It can be used as a biological
weapon that does not kill people but makes them so ill that they are un-
able to resist an attack.

Saxitoxin is a powerful poison produced by one-celled organisms
called dinoflagellates (pronounced dye-no-FLAJ-uh-lets) that live in
coastal waters. When present in large numbers, the organisms turn the
water a reddish color (called red tides). Shellfish contaminated with sax-
itoxin can cause partial paralysis or even death in humans who eat them
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Words to Know

Microorganism: An organism so small that it can be seen only with
the aid of a microscope.

Plague: A contagious disease that spreads rapidly through a popula-
tion and results in a high rate of death.

Toxin: A poisonous substance produced by an organism.



and have been considered for use as biological weapons by American mil-
itary scientists.

Staphylococcus (pronounced staff-luh-KOCK-us) is any of several
strains of bacteria that can cause mild to severe infection in humans. The
more dangerous strains are the ones most often tested as possible bio-
logical weapons. Staphylococcus toxin can be dried and stored for up to
a year without losing its effectiveness.

Tularemia (pronounced two-luh-REE-mee-uh) is a plaguelike bac-
terial disease often transmitted through insect bites. In humans, tularemia
can cause fever, chills, headache, chest pain, and difficulty breathing. At
one time, the U.S. Army considered tularemia as of the most promising
of all biological weapons.

Genetically engineered weapons
The development of genetic engineering in the second half of the

twentieth century has presented the possibility of creating even more dan-
gerous forms of existing microorganisms—forms that could be used as
biological weapons. Genetic engineering is the process of altering the ge-
netic material of living cells in order to make them capable of (1) man-
ufacturing new substances, (2) performing new functions, (3) being more
easily produced, or (4) holding up well under storage.

The use and control of biological weapons
In 1925, the Geneva Protocol, a treaty banning the first use of bio-

logical and chemical weapons in war, was signed and ratified or officially
approved by many nations, but not Japan or the United States (the U.S.
government did not ratify the treaty until April 1975, some 50 years later).
The treaty did not, however, prohibit the use of these weapons in response
to an initial biological or chemical attack from an opponent.

Following the signing of the treaty, some nations, including Japan
and the United States, conducted their own research on biological
weapons, explaining that such studies were necessary in order to develop
defensive measures against the use of such weapons by others.

The most serious violator of the Geneva Protocol was Japan, The
Japanese military used biological warfare during the 1930s and 1940s in
its conquest of China. In addition, captured American soldiers were used
by Japan during World War II as test subjects in biological weapons ex-
periments.

In the decades following World War II, the United States main-
tained a large and aggressive program of biological weapons research.
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Experiments and tests of biological agents were conducted at dozens of
American army bases. In 1969, President Richard Nixon announced that
the United States was discontinuing further research on biological and
chemical weapons.

In 1972, eighty-seven nations (including the United States) signed
the Biological Weapons Convention Treaty, which banned the develop-
ment, testing, and storage of such weapons. The treaty was entered into
force three years later. By 2000, the twenty-fifth anniversary of the treaty
being entered into force, over 160 nations had signed the treaty; more
than 140 of those had also ratified it. However, in 1982, President Ronald
Reagan had declared that the world situation justified research on bio-
logical and chemical weapons and that the United States would return to
a more ambitious program in this area.

As of the end of the twentieth century, over 450 repositories that
sold and shipped plague, anthrax, typhoid fever, and other toxic organ-
isms were located throughout the world. The shipment of pathogenic (dis-
ease-causing) organisms is not governed by international laws or treaties.
Harmful bacteria can be grown in a garage or a backyard, and guidelines
on growing bacteria are instantly available on the Internet. In a typical
year, the Federal Bureau of Investigation (FBI) investigates about four
times as many biological attack threats in the United States as either 
chemical or nuclear threats. Clearly, law enforcement by local, state, and
federal authorities must be strengthened against the possibility of biolog-
ical disaster.

[See also Bacteria; Chemical warfare; Poisons and toxins; Virus]

‡�Biology
Biology (from the Greek bios, meaning “life”) is the scientific study of
all forms of life, including plants, animals, and microorganisms.

Biology is composed of many fields, including microbiology, the
study of microscopic organisms such as viruses and bacteria; cytology,
the study of cells; embryology, the study of development; genetics, the
study of heredity; biochemistry, the study of the chemical structures in
living things; morphology, the study of the anatomy of plants and ani-
mals; taxonomy, the identification, naming, and classification of organ-
isms; and physiology, the study of how organic systems function and re-
spond to stimulation. Biology often interacts with other sciences, such as
psychology. For example, animal behaviorists would need to understand
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the biological nature of the animal they are studying in order to evaluate
a particular animal’s behavior.

History of biological science
The history of biology begins with the careful observation of the ex-

ternal aspects of organisms and continues with investigations into the
functions and interrelationships of living things.

The fourth-century B.C. Greek philosopher Aristotle is credited with
establishing the importance of observation and analysis as the basic ap-
proach for scientific investigation. He also organized the basic principles
of dividing and subdividing plants and animals, known as classification.
By A.D. 200, studies in biology were centered in the Arab world. Most of
the investigations during this period were made in medicine and agricul-
ture. Arab scientists continued this activity throughout the Middle Ages
(400–1450).

Scientific investigations gained momentum during the Renaissance
(a period of rebirth of art, literature, and science in Europe from the four-
teenth to the seventeenth century). Italian Renaissance artists Leonardo
da Vinci (1452–1519) and Michelangelo (1475–1564) produced detailed
anatomical drawings of human beings. At the same time, others were dis-
secting cadavers (dead bodies) and describing internal anatomy. By the
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Classification: The system of arranging plants and animals in groups
according to their similarities.

Genetic engineering: Altering hereditary material (by a scientist in a
lab) by interfering in the natural genetic process.

Germ theory of disease: The belief that disease is caused by germs.

Microorganism: An organism that cannot be seen without magnifica-
tion under a microscope.

Molecular biology: A branch of biology that deals with the physical
and chemical structure of living things on the molecular level.

Natural selection: Process by which those organisms best adapted to
their environment survive and pass their traits to offspring.



seventeenth century, formal experimentation was introduced into the study
of biology. William Harvey (1578–1657), an English physician, demon-
strated the circulation of the blood and so initiated the biological disci-
pline of physiology.

So much work was being done in biological science during this pe-
riod that academies of science and scientific journals were formed, the
first being the Academy of the Lynx in Rome in 1603. The first scien-
tific journals were established in 1665 in France and Great Britain.

The invention of the microscope in the seventeenth century opened
the way for biologists to investigate living organisms at the cellular level—
and ultimately at the molecular level. The first drawings of magnified life
were made by Francesco Stelluti, an Italian who published drawings in
1625 of a honeybee magnified to 10 times its normal size.

During the eighteenth century, Swedish botanist Carolus Linnaeus
(1707–1778) developed a system for naming and classifying plants and
animals that replaced the one established by Aristotle (and is still used
today). Based on his observations of the characteristics of organisms, Lin-
naeus created a ranked system in which living things were grouped ac-
cording to their similarities, with each succeeding level possessing a larger
number of shared traits. He named these levels class, order, genus, and
species. Linnaeus also popularized binomial nomenclature, giving each
living thing a Latin name consisting of two parts—its genus and species—
which distinguished it from all other organisms. For example, the wolf
received the scientific name Canis lupus, while humans became Homo
sapiens.

In the nineteenth century, many explorers contributed to biological
science by collecting plant and animal specimens from around the world.
In 1859, English naturalist Charles Darwin (1809–1882) published The
Origin of Species by Means of Natural Selection, in which he outlined his
theory of evolution. Darwin asserted that living organisms that best fit
their environment are more likely to survive and pass their characteris-
tics on to their offspring. His theory of evolution through natural selec-
tion was eventually accepted by most of the scientific community.

French microbiologist and chemist Louis Pasteur (1822–1895)
showed that living things do not arise spontaneously. He conducted ex-
periments confirming that microorganisms cause disease, identified sev-
eral disease-causing bacteria, and also developed the first vaccines. By
the end of the nineteenth century, the germ theory of disease was estab-
lished by German physician Robert Koch (1843–1910), and by the early
twentieth century, chemotherapy (the use of chemical agents to treat or
control disease) was introduced. The use of antibiotics became widespread
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with the development of sulfa drugs in the mid-1930s and penicillin in
the early 1940s.

From the nineteenth century until the end of the twentieth century,
the amount of research and discovery in biology has been tremendous.
Two fields of rapid growth in biological science today are molecular bi-
ology and genetic engineering.

[See also Biochemistry; Botany; Ecology; Evolution; Genetics;
Molecular biology; Physiology]

‡�Biome
A biome is an ecosystem containing plant and animal species that are char-
acteristic to a specific geographic region. (An ecosystem is the community
of plants and animals in an area considered together with their environ-
ment.) The nature of a biome is determined primarily by climate, includ-
ing a region’s annual average temperature and amount of rainfall. Biomes
are often named for the vegetation found within them. They can be classi-
fied as terrestrial (land), aquatic (water), or anthropogenic (dominated by
humans). Some familiar examples of biomes include tundra, desert, chap-
arral, and open ocean. The accompanying drawing shows the variety of bio-
mes that can be found along just two lines of longitude on Earth’s surface.

A number of attempts have been made to classify the world’s bio-
mes. One of the best known was proposed by the Russian-born German
climatologist Wladimir Koeppen (1846–1940). Some of the biomes de-
scribed by Koeppen are described below.

Terrestrial biomes
Tundra. A tundra is a treeless region in a cold climate with a short
growing season. Most tundras receive little precipitation. Still, their soil
may be moist or wet because little evaporation occurs. Loss of water by
seepage is also prevented because the soil is frozen. Very little vegeta-
tion grows and very few animals live in the coldest, most northern, high-
arctic tundras. These tundras are dominated by long-lived but short-
statured plants, typically less than 5 to 10 centimeters (2 to 4 inches) tall.
Low-arctic tundras are dominated by shrubs as tall as 1 meter (3 feet),
while on wet sites relatively productive meadows of sedge, cottongrass,
and grass grow. In North America, arctic tundras can support small num-
bers of plant-eating mammals, such as caribou and musk oxen, and even
smaller numbers of their predators, such as wolves.

2 9 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Biome



Boreal coniferous forest. The boreal coniferous forest, or taiga, is
an extensive northern biome occurring in moist climates with cold win-
ters. The boreal forest is dominated by coniferous (cone-bearing) trees,
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Anthropogenic: Resulting from the influence of human action on nature.

Aquatic: Related to water.

Benthic: Referring to the deepest parts of the oceans.

Boreal: Located in a northern region.

Conifer: Plants whose seeds are stored in cones and that retain their
leaves all year around.

Deciduous: Plants that lose their leaves at some season of the year,
and then grow them back at another season.

Ecosystem: An ecological community, including plants, animals, and
microorganisms, considered together with their environment.

Eutrophic: A productive aquatic region with a large nutrient supply.

Herbaceous: A type of plant that has little or no woody tissue and
usually lives for only one growing season.

Lentic ecosystem: An ecosystem that contains standing water.

Lotic ecosystem: An ecosystem that consists of running water.

Monoculture: An ecosystem dominated by a single species.

Oligotrophic: An unproductive aquatic region with a relatively modest
nutrient supply.

Pelagic: Referring to the open oceans.

Polyculture: An ecosystem that consists of a wide variety of species.

Temperate: Mild or moderate.

Tropical: Characteristic of a region or climate that is frost free with
temperatures high enough to support—with adequate precipitation—
plant growth year round.

Upwelling: The process by which lower, nutrient-rich waters rise
upward to the ocean’s surface.

Wetlands: Areas that are wet or covered with water for at least part
of the year.



especially species of fir, larch, pine, and spruce. Some broad-leaved trees
are also present in the boreal forest, especially species of aspen, birch,
poplar, and willow. Most boreal forests are subject to periodic catastrophic
disturbances, such as wildfires and attacks by insects.

Temperate deciduous forest. Temperate deciduous forests are dom-
inated by a large variety of broad-leaved trees in relatively moist, tem-
perate (mild or moderate) climates. Because these forests occur in places
where the winters can be cold, the foliage of most species is seasonally
deciduous, meaning that trees shed their leaves each autumn and then re-
grow them in the springtime. Common trees of the temperate deciduous
forest biome in North America are ash, basswood, birch, cherry, chestnut,
dogwood, elm, hickory, magnolia, maple, oak, tulip-tree, and walnut.

Temperate rain forest. Temperate rain forests are characterized by
mild winters and an abundance of rain. These systems are too moist to
support wildfires. As a result, they often develop into old-growth forests,
dominated by coniferous trees of mixed age and various species. Indi-
vidual trees can be very large and, in extreme cases, can be more than
1,000 years old. Common trees of this biome are species of Douglas-fir,
hemlock, cedar, redwood, spruce, and yellow cypress. In North America,
temperate rain forests are most commonly found on the humid west coast.
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Temperate grassland. Temperate grasslands occur under climatic con-
ditions that are between those that produce forests and those that produce
deserts. In temperate zones, grasslands typically occur in regions where
rainfall is 25 to 60 centimeters (10 to 24 inches) per year. Grasslands in
North America are called prairies and in Eurasia they are often called
steppes. This biome occupies vast regions of the interior of these continents.

The prairie is often divided into three types according to height of
the dominant vegetation: tall grass, mixed grass, and short grass. The
once-extensive tall grass prairie is dominated by various species of grasses
and broad-leaved, herbaceous plants such as sunflowers and blazing stars,
some as tall as 3 to 4 meters (10 to 13 feet). Fire played a key role in pre-
venting much of the tall grass prairie from developing into open forest.
The tall grass prairie is now an endangered natural ecosystem because it
has been almost entirely converted for agricultural use.

The mixed grass prairie occurs where rainfall is less plentiful, and
it supports shorter species of grasses and other herbaceous plants. The
short grass prairie develops when there is even less precipitation, and it
is subject to unpredictable years of severe drought.

Tropical grassland and savanna. Tropical grasslands are present
in regions with as much as 120 centimeters (47 inches) of rainfall per
year, but under highly seasonal conditions with a pronounced dry season.
Savannas are dominated by grasses and other herbaceous plants. How-
ever, they also have scattered shrubs and tree-sized woody plants that
form a very open canopy (a layer of spreading branches).

Tropical grasslands and savannas can support a great seasonal abun-
dance of large, migratory animals as well as substantial populations of
resident animals. This is especially true of Africa, where on the savanna
range—among other animals—gazelles and other antelopes, rhinos, ele-
phants, hippopotamuses, and buffalo, and various predators of these, such
as lions, cheetahs, wild dogs, and hyenas.

Chaparral. Chaparral is a temperate biome that develops in environ-
ments where precipitation varies widely from season to season. A com-
mon chaparral pattern involves winter rains and summer drought, the so-
called Mediterranean climate. Chaparral is characterized by dwarf forests,
shrubs, and herbaceous vegetation. This biome is highly prone to wild-
fire. In North America, chaparral is best developed in parts of the south-
west, especially coastal southern California.

Desert. Deserts occur in either temperate or tropical climates. They
commonly are found in the centers of continents and in rain shadows of
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mountains (a dry region on the side of a mountain sheltered from rain).
The most prominent characteristic of a desert is the limited amount of
water available. In most cases, less than 25 centimeters (10 inches) of rain
fall each year. Not surprisingly, the plant life found in a desert ecosys-
tem is strongly influenced by the availability of water: the driest deserts
support almost no plant life, while less-dry deserts may support commu-
nities of herbaceous, succulent (having fleshy tissues that conserve wa-
ter), and annual (returning year after year) plants. In somewhat moister
places, a shrub-dominated ecosystem is able to develop.

Semi-evergreen tropical forest. A semi-evergreen tropical forest
is a type of tropical forest that develops when a region experiences both
wet and dry seasons during the year. Because of this pattern, most trees
and shrubs of this biome are seasonally deciduous, meaning that they shed
their foliage in anticipation of the drier season. This biome supports a
great richness of species of plants and animals, though somewhat less than
in tropical rain forests.

Evergreen tropical rain forest. Evergreen tropical rain forests oc-
cur in tropical climates with abundant precipitation and no seasonal
drought. Because wildfires and other types of catastrophic disturbances
are uncommon in this sort of climate regime, tropical rain forests usually
develop into old-growth forests. As such, they contain a great richness of
species of trees and other plants, a great size range of trees, and an ex-
traordinary diversity of animals and microorganisms. Many ecologists
consider the old-growth tropical rain forests the ideal ecosystem on land
because of the enormous variety of species that are supported under rel-
atively favorable climatic conditions.

Freshwater biomes
Freshwater biomes can be divided into three general categories:

lentic, lotic, and wetlands.

Lentic. A lentic ecosystem is one such as a lake or pond that contains
standing water. In lentic systems, water generally flows into and out of
the lake or pond on a regular basis. The rates at which inflow and out-
flow occur vary greatly and can range from days, in the case of small
pools, to centuries, in the case of the largest lakes.

The types of organisms that inhabit lentic biomes are strongly in-
fluenced by water properties, especially nutrient concentration and water
transparency and depth. Waters with a large nutrient supply are highly
productive, or eutrophic, while infertile waters are unproductive, or olig-
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otrophic. Commonly, shallow bodies of water are much more productive
than deeper bodies of water of the same surface area, primarily because
plant growth is influenced by the ability of light to penetrate into the wa-
ter. Water that becomes cloudy because of the accumulation of silt or dis-
solved organic matter is likely to have low productivity.

Lotic. A lotic biome is one that consists of running water, as in streams
or rivers. The organisms found in a lotic biome depend on factors such
as the amount of water in the system, the rate at which it flows, and sea-
sonal changes in the flow rate. Consider a stream in which flooding is
common in the spring. Rapidly moving water churns up clay, silt, sand,
and other materials from the streambed. The water then becomes cloudy
and murky, and light is thus prevented from penetrating it. In this case
the stream will not be able to support many kinds of life-forms.

In general, the common lotic ecosystems such as rivers, streams, and
brooks are not usually self-supporting in terms of the organisms that live
within them. Instead, they typically rely on organic matter carried into
them from the land around them or from upstream lakes to support fish
and other organisms that live in the biome.

Wetlands. Wetlands are areas that are wet or covered with water for
at least part of the year. Some examples of wetlands are marshes, swamps,
bogs, sloughs, and fens. Marshes are the most productive wetlands, and
are typically dominated by relatively tall plants such as reeds, cat-tails,
and bulrushes and by floating-leaved plants such as water lilies and lo-
tus. Swamps are forested wetlands that are seasonally or permanently
flooded. In North America, swamps are dominated by tree-sized plants
such as bald cypress or silver maple.

Bogs are wetlands that develop in relatively cool but wet climates.
They tend to be acidic and, therefore, biologically unproductive. Bogs de-
pend on nutrients obtained from the atmosphere, and are typically domi-
nated by species of sphagnum moss. Fens also develop in cool and wet
climates, but they have a better nutrient supply than bogs. Consequently,
they are less acidic and more productive than bogs.

Marine biomes
Open ocean. The character of the open-water, or pelagic, oceanic biome
is determined by factors such as waves, tides, currents, salinity (salt con-
tent), temperature, amount of light, and nutrient concentration. The num-
ber of organisms supported by these factors is small and can be compared
to some of the least productive terrestrial biomes, such as deserts. The
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lowest level of food webs in the ocean are occupied by tiny organisms
known as phytoplankton. Various species of phytoplankton range in size
from extremely small bacteria to larger algae that consist of a single cell
and may or may not live in large colonies.

The phytoplankton are grazed upon by small crustaceans known as
zooplankton. Zooplankton, in turn, are eaten by small fish. At the top of
the pelagic food web are very large predators such as bluefin tuna, sharks,
squid, and whales.

The deepest levels of the ocean make up the benthic biome. Organisms
in this biome are supported by a meager rain of dead organisms from its sur-
face waters. The benthic ecosystems are not well known, but they appear to
be extremely stable, rich in species, and low in nutrient productivity.

Continental shelf waters. Continental shelf waters are areas of ocean
water that lie relatively near a coastline. Compared with the open ocean,
waters over continental shelves are relatively warm and are well supplied
with nutrients from rivers flowing into them. A secondary source of nu-
trients is water brought to the surface from deeper, more fertile waters
that were stirred up by turbulence caused by storms.

Because of the nutrients found in the continental shelf waters, phy-
toplankton here are relatively abundant and support the larger animals
present in the open ocean. Some of the world’s most important commer-
cial fisheries are on the continental shelves, including the North and Bar-
ents Seas of western Europe, the Grand Banks and other shallow waters
of northeastern North America, the Gulf of Mexico, and inshore waters
of much of western North America.

Upwelling regions. In certain regions of the ocean, conditions make
possible upwellings to the surface of relatively deep, nutrient rich waters.
Because of the increased nutrient supply, upwelling areas are relatively
fertile, and they support sizeable populations of animals, including large
species of fishes and sharks, marine mammals, and seabirds. Some of
Earth’s most productive fisheries occur in upwelling areas, such as those
off the west coast of Peru and other parts of South America and large re-
gions of the Antarctic Ocean.

Estuaries. An estuary is a region along a coastline where a river emp-
ties into the ocean. Estuaries display characteristics of both marine and
freshwater biomes. They typically have substantial inflows of freshwater
from the nearby land, along with large fluctuations of saltwater resulting
from tidal cycles. Examples of estuaries include coastal bays, sounds, river
mouths, salt marshes, and tropical mangrove forests.
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Because the nutrients carried into them by rivers, estuaries are highly
productive ecosystems. They provide important habitats for juvenile stages
of many species of fish, shellfish, and crustaceans that are later harvested
for food. Indeed, estuaries are sometimes called “nursery” habitats.

Seashores. The seashore biome is formed where the land meets the
ocean. The specific character of any given seashore biome is determined
by factors such as the intensity of wave action, the frequency of major
disturbances, and bottom type. In temperate waters, biomes are often char-
acterized by large species of algae, broadly known as seaweed or kelp.
In some cases, so-called kelp “forests” can develop, abundant with ma-
rine life. In ecosystems characterized by softer bottoms of sand or mud,
invertebrates such as mollusks, echinoderms, crustaceans, and marine
worms dominate.

Coral reefs. Coral reefs are marine biomes that are unique to tropical
seas. They grow in shallow but relatively infertile areas close to land.
Corals are small, tropical marine animals that attach themselves to the
seabed and form extensive reefs. The physical structure of the reef is pro-
vided by the calcium carbonate skeletons of dead corals. Corals live in
symbiosis (in union) with algae, and together create a highly efficient sys-
tem of obtaining and recycling nutrients. For this reason, coral reefs are
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highly productive, even though they occur in nutrient-poor waters, and
support a great variety of species, including living corals, algae, inverte-
brates, and fishes.

Human-dominated biomes
Urban-industrial techno-ecosystems. The urban-industrial
techno-ecosystem consists of a large metropolitan district that is domi-
nated by humans, human dwellings, businesses, factories, other types of
buildings, and roads. This biome supports many species in addition to hu-
mans. With few exceptions, however, these species are nonnative plants
and animals that have been introduced from other places. These organ-
isms typically cannot live independently outside of this biome, unless they
are returned to their native biome.

Rural techno-ecosystems. This anthropogenic biome occurs out-
side of intensively built-up areas. This biome is made up of transporta-
tion corridors (such as highways, railways, electric power line transmis-
sion corridors, and aqueducts), small towns, and industries involved in
the extraction, processing, and manufacturing of products from natural re-
sources (such as mining). Typically, this biome supports mixtures of in-
troduced species and those native species that are tolerant of the distur-
bances and other stress associated with human activities.

Agroecosystems. Agroecosystems are biomes consisting of regions
that are managed and harvested for human use. Farms and ranches are
examples of agroecosystems. Many agroecosystems are monocultural,
consisting of single types of crops, such as corn or wheat, and are not fa-
vorable to native wildlife. The objective in such systems is to manage the
species in such a way as to produce a maximum dollar profit. Compet-
ing species (weeds and insect pests) are destroyed or prevented from grow-
ing or surviving. Less-intensively managed agroecosystems may contain
mixtures of species, a form of land management known as polyculture.
Polyculture systems may provide habitat for some native wildlife species.

[See also Corals; Desert; Ecosystem; Forests; Lake; Ocean; Rain
forest]

‡�Biophysics
Biophysics is the application of the principles of physics (the science that
deals with matter and energy) to explain and explore the form and func-
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tion of living things. The most familiar examples of the role of physics
in biology are the use of lenses to correct visual defects and the use of
X rays to reveal the structure of bones.

Principles of physics have been used to explain some of the most ba-
sic processes in biology such as osmosis, diffusion of gases, and the func-
tion of the lens of the eye in focusing light on the retina. (Osmosis is the
movement of water across a membrane from a region of higher concen-
tration of water to an area of lower concentration of water. Diffusion of
gases is the random motion of gas particles that results in their movement
from a region of higher concentration to one of lower concentration.)
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Computerized axial tomography (CAT scan): An X-ray technique in
which a three-dimensional image of a body part is put together by
computer using a series of X-ray pictures taken from different angles
along a straight line.

Electron microscope: A microscope that uses a beam of electrons to
produce an image at very high magnification.

Laser: A device that uses the movement of atoms and molecules to
produce intense light with a precisely defined wavelength.

Magnetic resonance imaging (MRI): A technique for producing com-
puterized three-dimensional images of tissues inside the body using
radio waves.

Positron-emission tomography: A technique that involves the injec-
tion of radioactive dye into the body to produce three-dimensional
images of the internal tissues or organs being studied.

Ultracentrifuge: A machine that spins at an extremely high rate of
speed and that is used to separate tiny particles out of solution, espe-
cially to determine their size.

X ray: A form of electromagnetic radiation with an extremely short
wavelength that is produced by bombarding a metallic target with
electrons in a vacuum.

X-ray diffraction: A technique for studying a crystal in which X rays
directed at it are scattered, with the resulting pattern providing infor-
mation about the crystal’s structure.



The understanding that living organisms obey the laws of physics—
just as nonliving systems do—has had a profound influence on the study
of biology. The discovery of the relationship between electricity and mus-
cle contraction by Luigi Galvani (1737–1798), an Italian physician, ini-
tiated a field of research that continues to give information about the na-
ture of muscle contraction and nerve impulses. Galvani’s discovery led
to the development of such instruments and devices as the electrocardio-
graph (to record the electrical impulses that occur during heartbeats), elec-
troencephalograph (to record brain waves), and cardiac pacemaker (to
maintain normal heart rhythm).

Medical technology in particular has benefited from the association
of physics and biology. Medical imaging with three-dimensional diag-
nostic techniques such as computerized axial tomography (CAT) scan-
ning, magnetic resonance imaging (MRI), and positron-emission tomog-
raphy (PET) has permitted researchers to look inside living things without
disrupting life processes. Today, lasers and X rays are used routinely in
medical treatments.

The use of a wide array of instruments and techniques in biological
studies has been advanced by discoveries in physics, especially electron-
ics. This has helped biology to change from a science that describes the
vital processes of organisms to one that analyzes them. For example, one
of the most important events of this century—determining the structure
of the DNA molecule—was accomplished using X-ray diffraction. This
technique has also been used to determine the structure of hemoglobin,
viruses, and a variety of other biological molecules and microorganisms.

The ability to apply information discovered in physics to the study
of living things led to the development of the electron microscope and ul-
tracentrifuge, instruments that have revealed important information about
cell structure and function. Other applications include the use of heat and
pressure sensors to obtain information about bodily functions under a va-
riety of conditions. This application of the principles of physics to biol-
ogy has been of great value in the space program.

[See also Laser; Physics; X rays]

‡�Biosphere
The biosphere is the space on or near Earth’s surface that contains and sup-
ports living organisms. It is subdivided into the lithosphere, atmosphere,
and hydrosphere. The lithosphere is Earth’s surrounding layer, composed
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of solids such as soil and rock; it is about 80 to 100 kilometers (50 to 60
miles) thick. The atmosphere is the surrounding thin layer of gas. The hy-
drosphere refers to liquid environments such as lakes and oceans that lie
between the lithosphere and atmosphere. The biosphere’s creation and con-
tinuous existence results from chemical, biological, and physical processes.

Requirements for life
For organisms to live, certain environmental conditions (such as

proper temperature and moisture) must exist, and the organisms must be
supplied with energy and nutrients (food). All the animal and mineral nu-
trients necessary for life are contained within Earth’s biosphere. Nutri-
ents contained in dead organisms or waste products of living cells are
transformed back into compounds that other organisms can reuse as food.
This recycling of nutrients is necessary because there is no source of food
outside the biosphere.

Energy is needed for the functions that organisms perform, such 
as growth, movement, waste removal, and reproduction. It is the only 
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Decomposition: The breakdown of complex molecules—molecules of
which dead organisms are composed—into simple nutrients that can be
reutilized by living organisms.

Energy: Power that can be used to perform work, such as solar energy.

Global warming: Warming of the atmosphere that results from an increase
in the concentration of gases that store heat, such as carbon dioxide.

Nutrient: Molecules that organisms obtain from their environment;
they are used for growth, energy, and various other cellular processes.

Nutrient cycle: The cycling of biologically important elements from
one molecular form to another and back to the original form.

Photosynthesis: Process in which plants capture light energy from the
Sun and use it to convert carbon dioxide and water into oxygen and
organic molecules.

Respiration: Chemical reaction between organic molecules and oxygen
that produces carbon dioxide, water, and energy.



requirement for life that is supplied from a source outside the biosphere.
This energy is received from the Sun. Plants capture sunlight and use it
to convert carbon dioxide and water into organic molecules, or food, in
a process called photosynthesis. Plants and some microorganisms are the
only organisms that can produce their own food. Other organisms, in-
cluding humans, rely on plants for their energy needs.

The major elements or chemical building blocks that make up all
living organisms are carbon, oxygen, nitrogen, phosphorus, and sulfur.
Organisms are able to acquire these elements only if they occur in usable
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chemical forms as nutrients. In a process called the nutrient cycle, the el-
ements are transformed from one chemical form to another and then back
to the original form. For example, carbon dioxide is removed from the
air by plants and incorporated into organic compounds (such as carbohy-
drates) by photosynthesis. Carbon dioxide is returned to the atmosphere
when plants and animals break down organic molecules (a process known
as respiration) and when microorganisms break down wastes and tissue
from dead organisms (a process known as decomposition).

Evolution of the biosphere
During Earth’s long history, life-forms have drastically altered the

chemical composition of the biosphere. At the same time, the biosphere’s
chemical composition has influenced which life-forms inhabit Earth. In
the past, the rate at which nutrients were transformed from one chemical
form to another did not always equal their transformation back to their
original form. This has resulted in a change in the relative concentrations
of chemicals such as carbon dioxide and oxygen in the biosphere. The
decrease in carbon dioxide and increase in atmospheric oxygen that oc-
curred over time was due to photosynthesis occurring at a faster rate than
respiration. The carbon that was present in the atmosphere as carbon diox-
ide now lies in fossil fuel deposits and limestone rock.

Scientists believe that the increase in atmospheric oxygen concen-
tration influenced the evolution of life. It was not until oxygen reached
high concentrations such as exist on Earth today that multicellular or-
ganisms like ourselves could have evolved. We require high oxygen con-
centrations to accommodate our high respiration rates and would not be
able to survive had the biosphere not been altered by the organisms that
came before us.

Current developments
Most research on the biosphere is to determine the effect that hu-

man activities have on the environment—especially on nutrient cycles.
Application of fertilizers increases the amount of nitrogen, phosphorus,
and other nutrients that organisms can use for growth. These excess nu-
trients damage lakes, causing overgrowth of algae and killing fish. Fuel
consumption and land clearing increase carbon dioxide levels in the at-
mosphere and may cause global warming (a gradual increase in Earth’s
temperature) as a result of carbon dioxide’s excellent ability to trap heat.

Biosphere 2. Interest in long-term, manned space exploration has also
generated research into the development of artificial biospheres. Extended
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missions into space require that nutrients be cycled in a volume no larger
than a building. The Biosphere 2 Project, which received a great deal of
popular attention in the early 1990s, provided insight into the difficulty
of managing such small, artificial biospheres. The idea behind the project
was to establish a planet in miniature where the inhabitants not only sur-
vived but learned to live cooperatively and happily together. This is quite
revealing, given that human civilization has found it difficult to manage
sustainably the much larger biosphere of planet Earth.

One of the most spectacular structures ever built, Biosphere 2 is lo-
cated in the Sonoran Desert at the foot of the Santa Catalina Mountains
not far from Tucson, Arizona. It is the world’s largest greenhouse, made
of tubular steel and glass, covering an area of three football fields—
137,416 square feet (12,766 square meters)—and rising to a height of 85
feet (26 meters) above the desert floor. Within the structure, there is a hu-
man habitat and a farm for the Biospherians or inhabitants to work to pro-
vide their own food. There are five other wild habitats or biomes repre-
senting a savannah, a rain forest, a marsh, a desert, and an ocean.
Biosphere 2 is completely sealed so no air or moisture can flow in or out.
Nearby are two balloon-like structures that operate like a pair of lungs
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Gaia Hypothesis

The Gaia hypothesis (pronounced GAY-a), named for the Greek
Earth goddess Gaea, is a recent and controversial theory that views
Earth as an integrated, living organism rather than as a mere physical
object in space. The Gaia hypothesis suggests that all organisms and
their environments (making up the biosphere) work together to main-
tain physical and chemical conditions on Earth that promote and sus-
tain life. According to the hypothesis, organisms interact with the
environment as a homeostatic (balancing) mechanism for regulating
such conditions as the concentrations of atmospheric oxygen and car-
bon dioxide. This system helps to maintain conditions within a range
that is satisfactory for life. Although scientists agree that organisms
and the environment have an influence on each other, there is little
support within the scientific community for the notion that Earth is an
integrated system capable of regulating conditions to sustain itself.
The Gaia hypothesis is a useful concept, however, because it empha-
sizes the relationship between organisms and the environment and the
effect that human activities have on them.



for Biosphere 2 by maintaining air pressure inside. Only sunlight and elec-
tricity are provided from outside.

On September 26, 1991, four women and four men from three dif-
ferent countries entered the Biosphere 2 and the doors were sealed for the
two-year-long initial program of survival and experimentation. During
this time, the Biospherians attempted to run the farm and grow their own
food in the company of some pigs, goats, and many chickens. They shared
the other biomes with over 3,800 species of animals and plants that were
native to those habitats. The resident scientists observed the interactions
of plants and animals, their reactions to change, and their unique meth-
ods of living. The Biospherians also had the assignment of experiment-
ing with new methods of cleaning air and water.

On September 26, 1993, the Biospherians emerged from Biosphere
2. It had been the longest period on record that humans had lived in an
“isolated confined environment.” Unfortunately, the experiment did not
live up to expectations. The Biospherians experienced many difficulties,
including an unusually cloudy year in the Arizona desert that stunted food
crops, rapid growth and expansion of some ant species, and unusual be-
havior of bees fooled by the glass walls of the structure. In 1996, Co-
lumbia University took over operation of the facility, opening a visitors’
center later that year. Biosphere 2 has been maintained for study but with-
out human inhabitants. Its future remains uncertain.

[See also Atmosphere, composition and structure; Gaia hypoth-
esis; Photosynthesis; Respiration]

‡�Biotechnology
Biotechnology is the application of biological processes in the develop-
ment of products. These products may be organisms, cells, parts of a cell,
or chemicals for use in medicine, biology, or industry.

History of biotechnology
Biotechnology has been used by humans for thousands of years in

the production of beer and wine. In a process called fermentation, mi-
croorganisms such as yeasts and bacteria are mixed with natural products
that the microorganisms use as food. In winemaking, yeasts live on the
sugars found in grape juice. They digest these sugars and produce two
new products: alcohol and carbon dioxide.

Early in the twentieth century, scientists used bacteria to break down,
or decompose, organic matter in sewage, thus providing a means for deal-
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ing efficiently with these materials in solid waste. Microorganisms were
also used to produce various substances in the laboratory.

Hybridization
Hybridization—the production of offspring from two animals or

plants of different breeds, varieties, or species—is a form of biotechnol-
ogy that does not depend on microorganisms. Farmers long ago learned
that they could produce offspring with certain characteristics by carefully
selecting the parents. In some cases, entirely new animal forms were cre-
ated that do not occur in nature. An example is the mule, a hybrid of a
horse and a donkey.

Hybridization has also been used for centuries in agriculture. Most
of the fruits and vegetables in our diet today have been changed by long
decades of plant crossbreeding. Modern methods of hybridization have
contributed to the production of new food crops and resulted in a dra-
matic increase in food production.

Discovery of DNA leads to genetic engineering
The discovery of the role of deoxyribonucleic acid (DNA) in living

organisms greatly changed the nature of biotechnology in the second half
of the twentieth century. DNA, located in the nucleus of cells, is a com-
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DNA (deoxyribonucleic acid): A nucleic acid molecule (an organic
molecule made of alternating sugar and phosphate groups connected to
nitrogen-rich bases) containing genetic information and located in the
nucleus of cells.

Hybridization: The production of offspring from two parents (such as
plants, animals, or cells) of different breeds, species, or varieties.

Monoclonal antibody: An antibody produced in the laboratory from a
single cell formed by the union of a cancer cell with an animal cell.

Recombinant DNA research (rDNA research): A technique for adding
new instructions to the DNA of a host cell by combining genes from
two different sources.



plex molecule that stores and transmits genetic information. This informa-
tion provides cells with the directions to carry out vital bodily functions.

With the knowledge of how genetic information is stored and trans-
mitted, scientists have developed the ability to alter DNA, creating new
instructions that direct cells to produce new substances or perform new
functions. The process of DNA alteration is known as genetic engineer-
ing. Genetic engineering often involves combining the DNA from two
different organisms, a technique referred to as recombinant DNA research.

There is little doubt that genetic engineering is the best known form
of biotechnology today, with animal cloning and the Human Genome Pro-
ject making headlines in the news. Indeed, it is easy to confuse the two
terms. However, they differ in the respect that genetic engineering is only
one type of biotechnology.

Monoclonal antibodies
Another development in biotechnology is the discovery of mono-

clonal antibodies. Monoclonal antibodies are antibodies produced in the
laboratory by a single cell. The single cell is formed by the union of two
other cells—a cancer cell and an animal cell that makes a particular 
antibody. The hybrid cell multiplies rapidly, making clones of itself and
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producing large quantities of the antibody. (Antibodies are chemicals pro-
duced in the body that fight against foreign substances, such as bacteria
and viruses.) Monoclonal antibodies are used in research, medical test-
ing, and for the treatment of specific diseases.

[See also Clone and cloning; Endangered species; Fermentation;
Genetic engineering; Human Genome Project; Nucleic acid]

‡�Birds
Birds are warm-blooded vertebrate (having a backbone) animals whose
bodies are covered with feathers and whose forelimbs are modified into
wings. Most can fly. Birds are in the class Aves, which contains over
9,500 species divided among 31 living orders. One order, the Passeri-
formes or perching birds, accounts for more than one-half of all living
species of birds.

Most scientists believe that birds evolved from saurischian dinosaurs
about 145 million years ago. The first truly birdlike animal, they point
out, was Archaeopteryx lithographica, which lived during the Jurassic 
period. Fossils from this animal were found in Germany in the nine-
teenth century. This 3-foot (1-meter) long animal is considered to be an
evolutionary link between the birds and the dinosaurs. It had teeth and
other dinosaurian characteristics, but it also had a feathered body and
could fly.

A fossil discovery by scientists in 2000, however, threw into doubt
the theory of birds’ evolution. The fossils in question were excavated in
1969 in Kyrgyzstan, a former Soviet republic, but were not correctly iden-
tified until some thirty years later. The animal, Longisquama insignis, lived
in Central Asia 220 million years ago, not long after the time of the first
dinosaurs. From impressions left in stone, it had four legs and what ap-
peared to be feathers on its body. Scientists who analyzed the fossils said
the animal had a wishbone virtually identical to Archaeopteryx and similar
to modern birds. It was a small reptile that probably glided among the trees
75 million years before the earliest known bird. Some scientists believe this
challenges the widely held theory that birds evolved from dinosaurs.

Modern characteristics
The bodies of birds are covered with specialized structures known

as feathers that grow out of the skin. No other animal has them. Feathers
act as a barrier against water and heat loss, are light but very strong, and
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provide a smooth, flat surface for pushing against the air during flight.
The feathers of most species have color, often bright and beautifully 
patterned, that serves as camouflage and is used in courtship displays 
by males.

The modified forelimbs, or wings, of birds are used for flying or
gliding. The hind limbs are used for walking, perching, or swimming.
Swimming birds typically have webbed feet that aid them in moving
through water. The bones of the flying birds are structured for flight. They
are very light and have many hollow regions. The wing bones are con-
nected by strong muscles to the keeled, or ridged, breastbone, and the
pelvic bones are fused so that they are rigid in flight.

The jaws of birds are modified into a horny beak, or bill, that has
no teeth and that is shaped according to the eating habits of each species.
Like mammals, birds have a four-chambered heart that pumps blood to
the lungs to receive oxygen and then to the body tissues to distribute that
oxygen. Fertilization occurs internally, and the female lays hard-shelled
eggs—usually in some type of nest—that have a distinct yolk. One or
sometimes both parents sit on the eggs until they hatch, and the young of
almost all species are cared for by both parents.

The keen eyesight and sensitive hearing of birds aid them in locat-
ing food. This is important because their high level of activity requires
that they eat often. Birds are also very vocal, using various calls to warn
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Words to Know

Barb: The branches of a feather that grow out of the quill and are
held together by barbules in flying birds.

Barbules: Hooks that hold the barbs of a feather together in flying birds.

Bill: The jaws of a bird and their horny covering.

Feathers: Light outgrowths of the skin of birds that cover and protect
the body, provide coloration, and aid in flight.

Keel: The ridge on the breastbone of a flying bird to which the flying
muscles are attached.

Quill: The hollow central shaft of a feather from which the barbs 
grow.



of danger, defend their territory, and communicate with others of their
species. Songbirds are any birds that sing musically. Usually, only the
male of the species sings. The frequency and intensity of their song is
greatest during the breeding season, when the male is establishing a ter-
ritory and trying to attract a mate.

Birds are found the world over in many different habitats. They range
in size from the smallest hummingbird, at less than 2 inches (6 centime-
ters), to the largest ostrich, which may reach a height of 8 feet (2.4 me-
ters) and weigh as much as 400 pounds (182 kilograms). Many species
of birds migrate hundreds or even thousands of miles south every autumn
to feed in warmer climates, returning north in the spring.

Flightless birds
Flightless birds lack the keel (high ridge) on the breastbone to which

the flight muscles of flying birds are attached. Instead, the breastbone 
is shaped like a turtle’s shell. It has also been described as a raft, giving
this group of birds its name, Ratitae (from the Latin ratis, meaning 
“raft”). Ratites have heavy, solid bones and include the largest living 
birds, such as the ostriches of Africa and the emus of Australia. Kiwis, 
another type of flightless bird, live in New Zealand and are about the size
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of chickens. The penguins of Antarctica are also flightless but are not re-
garded as ratites. Their powerful flight muscles are used for swimming 
instead of flying.

Ratites are the oldest living birds and are descended from flying
birds who lost the ability to fly. The feathers of ratites differ in structure
from those of flying birds. They lack barbules—hooked structures that
fasten the barbs of the quill together, providing an air-resistant surface
during flight. Instead, the strands that grow from the quill separate softly,
allowing air through. This softness makes the feathers of many ratites par-
ticularly desirable. Ostrich plumes, for example, have long been used as
decoration on helmets and hats.

Human impact on birds
Humans have destroyed birds, both intentionally and unintention-

ally. Two hundred years ago, birds were considered such an inexhaustible
resource that wholesale slaughter of then hardly raised a concern. The
greatest impact humans have had on birds has been brought about through
human expansion (farms, cities, roads, buildings) into their natural habi-
tats. A by-product of industrial development has been widespread envi-
ronmental pollution. Pesticides, used on farms to rid fields of insects, have
accumulated in many places frequented by birds and have been subse-
quently ingested by them. Oil spills have also taken their toll on bird pop-
ulations. It is not surprising, then, that many species have disappeared as
a result of human activities and encroachment on the natural environment.
According to one scientific estimate, 85 species of birds, representing 27
families, have become extinct since 1600.

‡�Birth
Birth, or parturition (pronounced pahr-chuh-RIH-shuhn), in mammals is
the process during which a fully developed fetus emerges from the mother’s
uterus (or womb) by the force of strong, rhythmic muscle contractions.
The birth of live offspring is a reproductive feature shared by mammals,
some fishes, and certain invertebrates (such as scorpions), as well as some
reptiles and amphibians. Animals that give birth to live offspring are called
viviparous (pronounced vie-VIP-uh-rus, meaning “live birth”).

In contrast to viviparous animals, other animals such as birds 
and frogs give birth to eggs; these animals are called oviparous (meaning
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“egg birth”). Still other animals, such as some fish and reptiles, are ovo-
viviparous, meaning that the young develop in eggs within the mother’s
body and hatch either before or immediately after emerging from the
mother.

Viviparous animals
In viviparous animals, fertilization of the mother’s egg with the 

father’s sperm takes place inside the mother’s body. Nutrients are passed
from the mother to the developing fetus. In certain mammals, such as 
humans, this transfer of nutrients occurs through an organ called the pla-
centa, which is formed from the embryo and the mother’s uterus.

The carrying of young in the uterus is called gestation (pronounced
jes-TAY-shun). The length of time between fertilization and birth in 
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Amniotic fluid: The fluid in which the fetus is suspended while in 
the uterus.

Amniotic sac: A thin membrane forming a sac that contains the amni-
otic fluid.

Cervix: The narrow, bottom end of the uterus; the opening of the
uterus.

Fetus: An unborn mammal at the later stages of development. A
human embryo is considered a fetus after eight weeks.

Gestation: The period of carrying young in the uterus before birth.

Labor: The strong, rhythmic contractions of the uterus that result in
birth.

Placenta: An organ that develops in certain mammals during gesta-
tion through which a fetus receives nourishment from the mother.

Umbilical cord: The cord in most mammals that connects the fetus to
the placenta.

Uterus (womb): A muscular organ inside the female mammal in which
a baby develops.

Viviparous: Animals that give birth to live offspring.



viviparous animals is called the gestation period. The gestation period
varies, depending on species. In humans, it is about nine months. Ele-
phants have one of the longest gestation periods of all animals, lasting 
22 months.

The birth process
The process of birth in humans normally begins at the end of the

gestation period with the release of several hormones that stimulate the
mother’s uterus to contract. Contractions signal the first stage of labor. In
order for the fetus to leave the uterus and enter the birth canal (comprised
of the cervix and vagina), it must pass all the way through the cervix, the
opening of the uterus.

During the first stage of labor, which can last 12 hours or more, the
contractions of the uterus move the fetus toward the cervix, causing the
cervix to dilate (widen). With dilation, the cervix opens to accommodate
the passage of the baby’s head. The amniotic sac also usually ruptures,
releasing amniotic fluid that streams out of the vagina. (The amniotic sac
is a membrane filled with fluid in which the fetus floats while develop-
ing in the uterus.)
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During the second stage of labor, lasting anywhere from 30 minutes
to 2 hours, the mother uses her abdominal muscles to help push the fetus
through and out of the birth canal. In a normal delivery, the baby’s head
appears first (called crowning) and the rest of the body follows. The um-
bilical cord that connects the fetus to the placenta is tied and cut. The
place on the baby’s abdomen where the umbilical cord is attached is the
navel, or belly button. The baby is now separated from the mother and
must breathe air through its own lungs.

In the third stage of labor, usually lasting from a few minutes to a
half hour, contractions cause the placenta and fetal membranes to sepa-
rate from the wall of the uterus and be expelled from the vagina. The pla-
centa and fetal membranes together are called the afterbirth.

[See also Embryo and embryonic development; Fertilization;
Hormones; Reproduction; Reproductive system]

‡�Birth defects
Birth defects, or congenital defects, are abnormalities that are present at
birth. They may be the result of genetic factors such as an inherited dis-
ease or a chromosomal abnormality. They may also be caused by envi-
ronmental factors such as radiation, the mother’s use of drugs or alcohol
while pregnant, or bacterial or viral infections.

Birth defects can range from very minor, such as a birthmark, to a
more serious condition that results in physical deformity or limits the lifes-
pan of the child. Two to three percent of babies born in the United States
have a major birth defect.

Chromosomal abnormalities
Some birth defects are caused by chromosomal abnormalities. Chro-

mosomes are structures that are found in the nucleus of every human cell
and that contain genes, the units of heredity. Genes are responsible for
the physical traits and genetic makeup of an individual. A human fetus
inherits 23 chromosomes from its mother and 23 chromosomes from its
father, making a total of 46 chromosomes in 23 pairs.

The most common chromosomal abnormalities seen in humans 
involve an extra chromosome or a missing chromosome. Down syndrome
(named for nineteenth-century English physician J. L. H. Down) is a 
birth disorder caused by the presence of an extra chromosome, so that a
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fetus with this condition has 47 chromosomes instead of 46. Down syn-
drome babies have distinctive facial features and other physical abnor-
malities, are mentally impaired, and often have heart defects. The likeli-
hood of a baby being born with Down syndrome increases with the
mother’s age.

Inherited disorders
Birth defects that are inherited are caused by abnormal genes. In-

herited disorders include sickle-cell anemia, cystic fibrosis, Tay-Sachs
disease, and hemophilia.

Sickle-cell anemia is a disease in which the blood cells are shaped
like a sickle, or crescent, rather than like a concave circle. This abnormal
shape impairs blood flow, resulting in life-threatening complications. Cys-
tic fibrosis is a disease affecting the glands of the body that secrete sub-
stances such as sweat or saliva. It is characterized by an overproduction
of mucus, leading to severe digestive and respiratory problems. Tay-Sachs
disease is a rare, fatal disease caused by the lack of an enzyme (a chem-
ical that speeds up a chemical reaction) that aids in the breakdown of cer-
tain fats in the brain. The resulting accumulation of fat deposits in brain
cells usually leads to blindness and death by the age of three or four. He-
mophilia is an inherited disorder in which failure of the blood to clot re-
sults in uncontrolled bleeding.
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Amniocentesis: Diagnostic technique in which a needle is inserted
into the abdomen of a pregnant woman to remove amniotic fluid from
the uterus for examination of fetal cells.

Chorionic villus sampling: Diagnostic technique in which a needle is
inserted through the abdomen or a thin plastic tube is inserted
through the cervix of a pregnant woman to obtain a sample of villi
(from the membrane surrounding the fetus) for examination of cells.

Ultrasound: A diagnostic technique that uses sound waves to produce
an image of the fetus within the uterus.



Physical birth defects
Physical birth defects may result from a combination of genetic and

environmental factors that affect the normal development of the fetus.
Common physical defects present at birth include clubfoot, in which one
or both feet are deformed, and cleft lip and cleft palate, in which a split
is present in the lip and roof of the mouth. Spina bifida is a malforma-
tion of the spine caused by incomplete closure of the vertebral column
(backbone) during development.

Environmental factors
Environmental factors such as the mother’s use of tobacco, alcohol,

or drugs can affect fetal development and contribute to or cause birth 
defects. In addition, if the mother is exposed to or infected by an active
virus, she may pass it to her child while it is in the womb or during 
delivery, resulting in complications such as mental retardation in the 
newborn.

Heavy use of alcohol during pregnancy can result in fetal alcohol
syndrome. Babies with this condition typically have low birth weights,
physical deformities of the face and head, and varying degrees of mental
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retardation. They may also have behavioral problems and learning diffi-
culties later in life.

Prenatal testing
Prenatal (before birth) testing can detect a number of congenital dis-

orders. Ultrasound, which uses sound waves to produce an image of the
fetus, can diagnose spina bifida and certain defects of the heart and other
organs. Amniocentesis (pronounced am-nee-oh-sen-TEE-sus) and chori-
onic (pronounced kor-ee-AH-nik) villus sampling (CVS) are procedures
used for detecting genetic disorders such as Down syndrome and sickle-
cell anemia. Cells containing the fetus’s genetic material are removed
from the mother’s uterus and tested for the presence of genetic abnor-
malities.

In recent years, techniques have been developed that allow doctors
to operate on the fetus while it is still in the womb. Some congenital de-
fects can be surgically corrected, and blood transfusions can be performed
to treat certain conditions detected through prenatal testing.

[See also Birth; Embryo and embryonic development; Genetic
disorders]

‡�Black hole
A black hole, among the most mysterious elements in the universe, is all
that remains of a massive star that has used up its nuclear fuel. Lacking
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Apgar Score

The Apgar score is the evaluation of a newborn baby’s physical
condition based on skin color, heart rate, response to stimulation, mus-
cle tone, and respiratory effort. Each criteria is rated from zero to two
with a total score of 10 indicating the best possible physical condition.
The evaluation determines whether immediate emergency measures are
needed. (A low score can indicate possible brain damage.) Because the
score is closely related to an infant’s life expectancy, it is used as a
guideline to advise parents of their baby’s chances of survival.



energy to combat the force of its own gravity, the star compresses or shrinks
in size to a single point, called a singularity. At this point, pressure and
density are infinite. Any object or even light that gets too close to a black
hole is pulled in, stretched to infinity, and trapped forever. Black holes, so
named by American physicist John Wheeler in 1969, are impossible to
see, but may account for 90 percent of the content of the universe.

English geologist John Michell and French astronomer Pierre-Simon
Laplace first developed the idea of black holes in the eighteenth century.
They theorized that if a celestial body were large enough and dense enough,
it would exhibit so much gravity that nothing could escape its pull.

This idea can be explained by looking at the effects of gravity on
known objects. To break free of Earth’s gravity, a spaceship has to travel
at a speed of at least 7 miles (11 kilometers) per second. To escape a
larger planet like Jupiter, it would have to travel at 37 miles (60 kilome-
ters) per second. And to escape the Sun, it would have to travel at 380
miles (611 kilometers) per second. A large and dense enough object could
require the spaceship to go faster than the speed of light, 186,000 miles
(299,000 kilometers) per second. However, since nothing can travel faster
than the speed of light, nothing would be able to escape the gravity of
such an object. Black holes, indeed, are such objects.

Black hole formation
Once a star’s nuclear fuel is spent, it will collapse. Without the force

of nuclear fusion pushing outward from its core to balance its immense
gravity, a star will fall into itself. Average-sized stars, like the Sun, shrink
to become white dwarfs (small, extremely dense stars having low bright-
ness) about the size of Earth. Stars up to three times the mass of the Sun
explode to produce a supernova. Any remaining matter of such stars ends
up as densely packed neutron stars or pulsars (rapidly rotating stars that
emit varying radio waves at precise intervals). Stars more than three times
the mass of the Sun explode in a supernova and then, in theory, collapse
to form a black hole.

When a giant star collapses, its remaining mass becomes so con-
centrated that it shrinks to an indefinitely small size and its gravity be-
comes completely overpowering. According to German-born American
physicist Albert Einstein’s (1879–1955) general theory of relativity, space
becomes curved near objects or matter; the more concentrated or dense
that matter is, the more space is curved around it. When a black hole
forms, space curves so completely around it that only a small opening to
the rest of normal space remains. The surface of this opening is called the
event horizon, a theorized point of no-return. Any matter that crosses the
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event horizon is drawn in by the black hole’s gravity and cannot escape,
vanishing across the boundary like water down a drain.

Black hole evidence
Black holes cannot be seen because matter, light, and other forms

of energy do not escape from them. They can possibly be detected, how-
ever, by their effect on visible objects around them. Scientists believe that
as gaseous matter swirls in a whirlpool before plunging into a black hole,
that heated matter emits fluctuating X rays. Discovery of such a condi-
tion in space, therefore, may indicate the existence of a black hole near
the source of those X rays.

In 1971, an X-ray telescope aboard the satellite Uhuru detected the
first serious black hole candidate in our galaxy, the Milky Way. A black
hole is believed to be the companion star in a binary star called Cygnus
X-1 (a binary star is a pair of stars in a single system that orbit each other,
bound together by their mutual gravities). Cygnus X-1 is emitting intense
amounts of X rays, possibly as a result of the unseen companion pulling
in stellar material from the other star.

In the 1990s, the Hubble Space Telescope provided scientists with
evidence that black holes probably exist in nearly all galaxies and in in-
terstellar space between galaxies. The biggest black holes are those at the
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Binary star: Pair of stars in a single system that orbit each other,
bound together by their mutual gravities.

General theory of relativity: A theory of gravity put forth by Albert
Einstein in 1916 that describes gravity as a distortion or curvature of
space-time caused by the presence of matter.

Light-year: Distance light travels in one solar year, roughly 5.9 tril-
lion miles (9.5 trillion kilometers).

Pulsars: Rapidly rotating stars that emit varying radio waves at precise
intervals; also known as neutron stars because much of the matter
within has been compressed into neutrons.

White dwarf: Average-sized star that has collapsed to about the size
of Earth and has extreme density and low brightness.



center of galaxies. In the giant galaxy M87, located in the constellation
Virgo, swirling gases around a suspected massive black hole stretch a dis-
tance of 500 light-years, or 2,950 trillion miles (4,750 trillion kilometers).

In early 2001, scientists announced that data from the Chandra 
X-Ray Observatory and the Hubble Space Telescope provided the best 
direct evidence for the existence of the theorized event horizons. The two
Earth-orbiting telescopes both surveyed matter surrounding suspected black
holes that eventually disappeared from view. The Chandra telescope ob-
served X-ray emissions that disappeared around six candidate black holes,
while the Hubble telescope observed pulses of ultraviolet light from clumps
of hot gas as they faded and then disappeared around Cygnus X-1.

Types of black holes
Until very recently, scientists believed there were only two types 

of black holes. The first kind, stellar black holes, form from the remains
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of collapsed stars that have, at most, 10 times the mass of the Sun. The
second type, supermassive black holes, are believed to have been formed
when the universe was very young. It is also believed they are the most
common, existing at the core of every galaxy in the universe. These gi-
gantic black holes have masses up to that of a billion Suns. In 2000, as-
trophysicists from the Harvard-Smithsonian Center for Astrophysics in
Cambridge, Massachusetts, announced they had convincing evidence for
a new class of black hole: midsize black holes. Using observations from
the Chandra X-Ray Observatory of a galaxy about 12 million light-years
from Earth, the scientists theorized the existence of a black hole in that
galaxy with a mass of at least 500 Suns. How a midsize black hole like
this forms, however, remains a puzzle for scientists.

[See also Relativity, theory of; Star; Supernova]

‡�Blood
Blood is a fluid connective tissue that performs many functions in the body.
It carries oxygen and nutrients to the cells, hormones (chemical messen-
gers) to the tissues, and waste products to organs that remove them from
the body. Blood also acts as a defense against foreign microorganisms and
helps to keep the body at a constant temperature in warm-blooded animals.

Blood consists of white blood cells, red blood cells, and platelets
suspended in plasma, a watery, straw-colored fluid. Plasma makes up
about 55 percent of the blood, while blood cells and platelets make up
the remaining 45 percent. The average adult human body contains about
6 quarts (approximately 5.6 microliters) of blood.

Plasma
Plasma is made up of 92 percent water, 7 percent proteins, salts, and

other substances it transports. Fibrinogen is an important protein involved
in blood clotting. Albumins and globulins are proteins that aid in the reg-
ulation of fluid in and out of the blood vessels. Proteins called gamma
globulins act as antibodies and help protect the body against foreign sub-
stances, called antigens.

The salts present in plasma include sodium, potassium, calcium,
magnesium, chloride, and bicarbonate. They are involved in many im-
portant body functions such as muscle contraction, the transmission of
nerve impulses, and regulation of the body’s acid-base balance. The re-
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maining substances in plasma include nutrients, hormones, dissolved
gases, and waste products that are being transported to and from body
cells. These materials enter and leave the plasma as blood circulates
through the body.

Red blood cells
The main function of red blood cells, or erythrocytes (pronounced

uh-REE-throw-sites), is the transport of oxygen from the lungs to body
tissues. Erythrocytes are tiny disk-shaped structures that are hollowed out
on either side. Their small size allows them to squeeze through micro-
scopic blood vessels called capillaries. They number about 5 million per
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Capillary: Microscopic vessels in the tissues that are involved in the
exchange of nutrients and other substances between the blood and the
tissues.

Clotting factor: A substance that promotes the clotting of blood
(stoppage of blood flow).

Erythrocyte: A red blood cell.

Fibrin: A protein in plasma that functions in blood clotting by forming
a network of threads that stop the flow of blood.

Hemoglobin: The protein pigment in red blood cells that transports
oxygen to the tissues and carbon dioxide from them.

Hemophilia: A genetic disorder in which one or more clotting factors
is absent from the blood, resulting in excessive bleeding.

Leukocyte: A white blood cell.

Plasma: The straw-colored liquid portion of the blood that contains
water, proteins, salts, nutrients, hormones, and wastes.

Platelet: A disk-shaped cell fragment involved in blood clotting.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Red bone marrow: The soft reddish tissue in the cavity of bones from
which blood cells are produced.



cubic millimeter of blood; in the entire human body, there are about 25
trillion red blood cells.

Red blood cells are formed in the red bone marrow of certain bones,
where they produce a substance called hemoglobin. Hemoglobin is a pro-
tein pigment that contains iron and that gives red blood cells their color.
The hemoglobin in red blood cells combines with oxygen in the lungs,
transporting that oxygen to the tissues throughout the body. It also car-
ries carbon dioxide from the tissues back to the lungs, where some of the
carbon dioxide is exhaled. Each red blood cell lives only about four
months. New red blood cells are constantly being produced in the bone
marrow to take the place of old ones.

White blood cells
White blood cells, often called leukocytes (pronounced LUKE-

oh-sites), are part of the body’s immune system. They defend the body
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against viruses, bacteria, and other invading microorganisms. There are
five kinds of white blood cells in human blood: neutrophils, eosinophils,
basophils, monocytes, and lymphocytes. Each plays a specific role in the
body’s immune or defense system. For example, during long-term infec-
tions such as tuberculosis (infectious disease of the lungs), monocytes in-
crease in number. During asthma and allergy attacks, eosinophils increase
in number.

Lymphocytes make up roughly one-fourth of all white blood cells
in the body. They are divided into two classes: T lymphocytes and B lym-
phocytes. The letter T refers to the thymus, an organ located in the up-
per chest region where these cells mature. The letter B refers to the bone
marrow where these specific lymphocytes mature. T lymphocytes are fur-
ther divided into four types. Of these four, helper T lymphocytes are the
most important. They direct or manage the body’s immune response, not
only at the site of infection but throughout the body. HIV, the virus that
causes acquired immunodeficiency syndrome or AIDS, attacks and kills
helper T lymphocytes. The disease cripples the immune system, leaving
the body helpless to stave off infections. As AIDS progresses, the num-
ber of helper T lymphocytes drops from a normal 1,000 to 0.

All white blood cells are produced in the bone marrow. Some types
are carried in the blood, while others travel to different body tissues. There
are about 4,000 to 11,000 white blood cells per cubic millimeter of blood
in the human body. This number can greatly increase when the body is
fighting off infection.

Platelets
Platelets are small, disk-shaped fragments of cells that are broken

off from other cells in the bone marrow. They help to control bleeding 
in a complex process called hemostasis. When an injury to a blood 
vessel causes bleeding, platelets stick to the ruptured blood vessel and re-
lease substances that attract other platelets. Together they form a tempo-
rary blood clot. Through a series of chemical reactions, the plasma 
protein fibrinogen is converted into fibrin. Fibrin molecules form threads
that trap red blood cells and platelets, producing a clot that seals the cut
blood vessel.

Platelets number about 300,000 per microliter of human blood. They
have a short life span, surviving only about 10 days before being replaced.

In an inherited disorder called hemophilia, one or more clotting fac-
tors is missing in the blood. Persons with this disorder bleed excessively
after injury because their blood does not clot properly.
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Artificial blood: Running through 
the veins of the future?

Since the seventeenth century, doctors have experimented with sub-
stitutes for human blood. These substitutes have ranged from milk to oil
to the blood from animals. At the beginning of the twenty-first century,
with fears of HIV, mad cow disease, and other viruses contaminating the
blood supply, the rush to create artificial blood intensified. Artificial or
synthetic blood offers many pluses. In addition to helping relieve blood
shortages, it could ease doctors’ worries about mismatching the blood
types of donors and patients. Artificial blood also stays fresher longer than
normal blood and does not have to be refrigerated. In theory, artificial
blood may be less likely to harbor viruses that infect donated blood. In
2001, having conducted research and testing for many years, several com-
panies in the United States were close to the goal of creating an artificial
human blood for use by the medical community.

[See also Circulatory system; Heart; Respiratory system]

‡�Blood supply
Blood supply refers to the blood resources in blood banks and hospitals
that are available for use by the health care community. The blood sup-
ply consists of donated blood units (in pints) that are used in blood trans-
fusions. A blood transfusion is a procedure whereby blood is adminis-
tered through a needle into the vein of a person or animal. Such
transfusions are usually performed in order to replace blood lost due to
injury or surgery.

Blood banks
Blood banks are institutions that store blood to be distributed to lo-

cal hospitals and medical centers. There are over 5,000 blood banks in
the United States. Together they contain most of the nation’s supply of
donated blood. Many blood banks are run by the American Red Cross,
an organization that also conducts frequent blood drives throughout the
country. In fact, the American Red Cross gathers half the blood used in
the United States. The blood supply must be replenished constantly to
meet the needs of hospitals and trauma units as well as to replace blood
components that have a short shelf life.
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Blood donations
Donation of blood by volunteers is critical in maintaining the sup-

ply of blood in blood banks. Beginning in the late 1990s, blood donations
in the United States began to increase by 2 to 3 percent per year. But at
the same time, the demand for blood increased by 6 to 8 percent. In 2000,
about 13 million units of blood were used in the United States.

Blood is collected from a donor by inserting a needle attached to a
thin plastic tube into a vein of the arm. Blood flows through the tube and
into a sterile plastic bag. The body of an average adult human contains
approximately 6 quarts (5.6 microliters) of blood, and the removal of 
one pint usually has little effect (although some people—especially those
with low body weights—may experience temporary dizziness, nausea, or
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AIDS (acquired immunodeficiency syndrome): A disease of the
immune system believed to be caused by the human immunodeficiency
virus (HIV). It is characterized by the destruction of a particular type
of white blood cell and susceptibility to infection and other diseases.

American Red Cross: A national organization dedicated to the promo-
tion of public health and the maintenance of the nation’s blood supply.

Blood bank: An institution or center that collects, processes, and
stores blood for use in blood transfusions.

Blood transfusion: The introduction of blood into a vein of an animal
or a human.

Blood type: A classification of blood—A, B, AB, or O—based on the
presence or absence of certain antigens on the surface of red blood
cells.

Centrifugation: The process of rapidly spinning a solution so that the
heavier components will separate from the lighter ones.

HIV (human immunodeficiency virus): The virus believed to cause
AIDS.

Rh factor: Certain antigens that are present on the red blood cells of
most people and that can stimulate an immune reaction in the bodies
of persons who do not have them.



headache). Healthy donors can make blood donations about every eight
weeks without causing harm to their bodies.

The collected blood of the donor is tested for hepatitis (a disease of
the liver), syphilis (an STD, or sexually transmitted disease), human im-
munodeficiency virus (HIV; the virus believed to cause AIDS), and re-
lated viruses. It is also classified according to blood type and the pres-
ence of Rh, or Rhesus, factor. (Blood types are A, B, AB, and O. Rhesus
factor is a substance, called an antigen, in the blood of most people.) It
is extremely important that blood be marked correctly. Patients receiving
donated blood that is incompatible with their own may suffer serious re-
actions to it. After being collected and classified, whole donated blood is
refrigerated.

Separation of blood components
Most donated blood is separated into its components—plasma, red

blood cells, white blood cells, and platelets—before being stored. This al-
lows the blood of a single donor to be used for several patients who have
different needs. Blood is separated by means of centrifugation, a process
in which the blood is rapidly spun so that the heavier blood cells and
platelets separate out from the lighter plasma.

Plasma, the liquid part of blood, can be dried into a powder or frozen.
Fresh frozen plasma and freeze-dried preparations containing clotting fac-
tors are used to treat patients with hemophilia. Hemophilia is an inher-
ited disorder in which certain clotting factors are missing in the blood,
resulting in excessive bleeding. Concentrated red blood cells are used to
transfuse patients with anemia, a condition in which the blood contains
an insufficient number of red blood cells. White blood cells and platelets
are used for transfusions in patients who have a deficiency of these com-
ponents in their blood.

Diseases and the blood supply
When AIDS (acquired immunodeficiency syndrome) began to ap-

pear in hemophiliacs and surgical patients in the early 1980s, it was de-
termined that these patients had contracted the disease through donated
blood. In 1985, a test was developed to detect HIV—the virus believed
to cause AIDS—in blood. Donors are now carefully screened to elimi-
nate any who may be at risk for carrying the AIDS virus. Although the
risk of contracting HIV from blood transfusions is remote, some patients
who are scheduled to undergo surgery may choose to donate their own
blood beforehand, in case a transfusion is necessary.
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It is important to know that a blood donor cannot contract AIDS or
any other disease by donating blood. The equipment used to collect do-
nated blood is used only once and then discarded. The restrictions on who
can donate blood has been expanding steadily to reduce the risk of in-
troducing infections into blood supplies. The American Red Cross runs
up to 12 diagnostic tests to screen for viruses and other contaminants be-
fore shipping blood. Once-rare procedures, like stripping out white blood
cells from donated blood to reduce the side effects from transfusions, is
now commonplace.

[See also AIDS (acquired immunodeficiency syndrome); Blood]

‡�Boolean algebra
Boolean algebra is a form of mathematics developed by English mathe-
matician George Boole (1815–1864). Boole created a system by which
certain logical statements can be expressed in mathematical terms. The
consequences of those statements can then be discovered by performing
mathematical operations on the symbols.

As a simple example, consider the following two statements: “I will
be home today” and “I will be home tomorrow.” Then let the first state-
ment be represented by the symbol P and the second statement be repre-
sented by the symbol Q. The rules of Boolean algebra can be used to find
out the consequences of various combinations of these two propositions,
P and Q.

In general, the two statements can be combined in one of two ways:

P or Q: I will be home today OR I will be home tomorrow.

P and Q: I will be home today AND I will be home tomorrow.

Now the question that can be asked is what conclusions can one draw if
P and Q are either true (T) or false (F). For example, what conclusion can
be drawn if P and Q are both true? In that case, the combination P or Q
is also true. That is, if the statement “I will be home today” (P) is true,
and the statement “I will be home tomorrow” (Q) is also true, then the
combined statement, “I will be home today OR I will be home tomor-
row” (P or Q) must also be true.

By comparison, suppose that P is true and Q is false. That is, the
statement “I will be home today” (P) is true, but the statement “I will be
home tomorrow” (Q) is false. Then the combined statement “I will be
home today OR I will be home tomorrow” (P or Q) must be false.

3 3 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Boolean algebra



Most problems in Boolean algebra are far more complicated than this
simple example. Over time, mathematicians have developed sophisticated
mathematical techniques for analyzing very complex logical statements.

Applications
Two things about Boolean algebra make it a very important form of

mathematics for practical applications. First, statements expressed in
everyday language (such as “I will be home today”) can be converted into
mathematical expressions, such as letters and numbers. Second, those
symbols generally have only one of two values. The statements above (P
and Q), for example, are either true or false. That means they can be ex-
pressed in a binary system: true or false; yes or no; 0 or 1.

Binary mathematics is the number system most often used with com-
puters. Computer systems consist of magnetic cores that can be switched
on or switched off. The numbers 0 and 1 are used to represent the two
possible states of a magnetic core. Boolean statements can be represented,
then, by the numbers 0 and 1 and also by electrical systems that are ei-
ther on or off. As a result, when engineers design circuitry for personal
computers, pocket calculators, compact disc players, cellular telephones,
and a host of other electronic products, they apply the principles of
Boolean algebra.

[See also Algebra; Computer, digital]

‡�Botany
Botany is a branch of biology that deals with plant life. It is the study of
the structure and the vital processes of plants, including photosynthesis,
respiration, and plant nutrition. Among the plants studied are flowering
plants, trees, shrubs, and vines. Specialized areas within the field of botany
include the study of mosses, algae, lichens, ferns, and fungi.

Divisions of botanical study
Biochemists study the effects of soil, temperature, and light on

plants. Plant morphologists study the evolution and development of
leaves, roots, and stems, with a special focus on the tissues at various
points on stems (called buds) where the cells have the ability to divide.
Plant pathologists investigate the causes of plant disease and the effect
that pathogens, such as bacteria and fungi, have on forest trees, vegetable
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crops, grain, and ornamental plants. Economic botanists study the impact
of plants as they relate to human needs for food, clothing, and shelter.
Plant geneticists study the arrangement and behavior of genes (the phys-
ical units of heredity) in plants in order to develop crops that are resis-
tant to diseases and pests. Fossil plants are studied by paleobotanists (pro-
nounced pale-ee-oh-BOT-uh-nists) to determine the earliest appearances
of various groups of plants and the conditions under which they existed.

Interdependence
Plants and animals depend on one another for their survival. Plants

are primary producers that, through photosynthesis, provide nutrients that
animals use to carry out vital body processes. Animals, in turn, contribute
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Binomial nomenclature: System of naming plants and animals in
which each species is given a two-part name, the first being the genus
and the second being the species.

Fossil: Plant or animal remains or impressions from past geologic ages
that are preserved in rock.

Gene: A section of a DNA molecule that carries instructions for the
formation, functioning, and transmission of specific traits from one
generation to another.

Genus: A category of classification made up of species sharing similar
characteristics.

Mendelian laws of inheritance: Laws of heredity set forth by Gregor
Mendel based on his experiments in breeding pea plants.

Pathogen: A disease-causing organism.

Photosynthesis: Process by which plants capture sunlight and use it
to manufacture their own food.

Potato blight: A disease of potatoes caused by a fungus.

Primary producer: Organisms that manufacture their own food from
nonliving substances, usually by photosynthesis.

Transpiration: The loss of water from the surfaces of leaves and stems
of plants.



to plant distribution, plant pollination, and every other aspect of plant
growth and development. Together with zoology (the study of animals),
botany is an important aspect of the study of ecology (the interrelation-
ship of living things and their environments).

History of botany
The field of botany began to take form with the work of Greek

philosopher Aristotle (384–322 B.C.), the first person to classify plants.
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He divided them into categories according to size and appearance. Many
years later, Swedish botanist Carolus Linnaeus (1707–1778) contributed
greatly to the study of botany by devising a comprehensive classification
system for plants that is still used today. In 1753, Linnaeus published his
Species Plantarum, in which he classified every known species of plant
according to its structure and its similarity to other species. He also gave
each plant a two-part name (called binomial nomenclature), consisting of
the genus (the biological classification between family and species) and
a second descriptive word.

The first scientific experiment in plant nutrition was conducted by
Belgian physician Jan Baptista van Helmont (1577–1644). In growing a
tree using only water as nourishment, van Helmont proved that the soil
in which the tree was planted was not the only source of plant nutrients.
English physiologist Stephen Hales (1677–1761) studied plant transpira-
tion (loss of water from the surfaces of plant leaves and stems) and is
credited with establishing plant physiology as a science.

During the nineteenth century, advances were made in the study of
plant diseases, spurred by the potato blight in Ireland in the 1840s. Caused
by a fungus that destroyed the entire potato crop, the potato blight re-
sulted in over one million deaths from starvation and led to a mass mi-
gration of Irish to America.

The modern science of plant genetics developed from the work of
Gregor Mendel (1822–1884), an Austrian botanist and monk. His breed-
ing experiments with pea plants provided information on the nature of
genes and their role in the inheritance of characteristics between genera-
tions. He formulated the Mendelian laws of inheritance, which were ap-
plied after 1900 to plant breeding.

Research in botany includes developing new and hardier species of
crops, controlling plant diseases, discovering new medicines from plants,
and studying the effects of human intervention (such as pollution and log-
ging) on plant life. Exploring ways of maintaining an ecological balance
that continues to sustain both plant and animal life is an important sub-
ject of study as well.

[See also Plant]

‡�Brain
The brain is a mass of nerve tissue located in an animal’s head that con-
trols the body’s functions. In simple animals, the brain functions like a
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switchboard, picking up signals from sense organs and passing the infor-
mation to muscles. In more advanced animals, particularly vertebrates,
the brain is much more complex and is capable of far more advanced be-
haviors.

The brain is part of an animal’s central nervous system, which re-
ceives and transmits impulses. It works with the peripheral nervous sys-
tem, which carries impulses to and from the brain and spinal cord via
nerves that run throughout the body.

Invertebrate brain
The simplest brains are those found in invertebrates, animals that

lack a backbone. For example, roundworms have a simple brain and ner-
vous system consisting of approximately 300 nerve cells, or neurons. Sen-
sory neurons located in the head end of the animal detect stimuli from
the environment and pass messages to the brain. The brain then sends out
impulses through a nerve cord to muscles, which respond to the stimu-
lus. The way that neurons in the brain process the data received deter-
mines the response made by the animal.

3 3 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Brain

Words to Know

Blood-brain barrier: A modification of capillaries in the brain stem
that prevent certain chemicals from entering the brain through the
bloodstream.

Broca’s area: An area in the cerebrum that organizes thought and
coordinates muscles for speech.

Ganglion: A structure comprised of nerve cell bodies, usually located
outside the central nervous system.

Glial cells: Nerve cells (other than neurons) located in the brain that
protect, support, and assist neurons.

Neuron: A type of nerve cell.

Stimulus: Anything that incites an organism to action, such as light,
sound, or moisture.

Wernicke’s area: An area in the cerebrum that processes information
from written and spoken language.



Somewhat more advanced organisms have more complex nervous
systems. A key component of such systems are ganglia, masses of neu-
rons that can take in and process information. The brain of an earthworm,
for example, consists of a pair of ganglia at the animal’s head end.

Suppose that an earthworm encounters some external stimulus, such
as touch, light, or moisture. That stimulus is detected by receptor cells in
the skin, which send out a message along a pair of nerves in each of the
earthworm’s segments. These nerves carry the message to the brain and
also to smaller ganglia in each of the worm’s segments, where the sig-
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nals are analyzed. The central nervous system then transmits impulses
along nerves that coordinate muscle action, causing the earthworm to
move toward or away from the stimulus.

Insect brain. In insects, specialized sense organs detect information
from the environment and transmit it to the central nervous system. Such
sense organs include simple and compound eyes, sound receptors on the
thorax (the main body) or in the legs, and taste receptors. The brain of an
insect consists of a ganglion in the head. Ganglia are also found in some
segments of the insect’s body. The information that insects use for be-
haviors such as walking, flying, mating, and stinging is stored in these
segmental ganglia. In experiments in which heads are cut off of cock-
roaches and flies, these insects continue to learn.

Vertebrate brain
The central nervous system of vertebrates (animals with backbones)

consists of a single spinal cord, which runs along the animal’s back, and
a highly developed brain. The brain is the dominant structure of the ner-
vous system. It is the master controller of all body functions, and the an-
alyzer and interpreter of complex information and behavior patterns. One
can think of the brain as a powerful computer that uses nerve cells rather
than silicon chips. The peripheral nervous system, composed of nerves
which run to all parts of the body, transmits information to and from the
central nervous system.

The vertebrate brain is divided into three main divisions: the fore-
brain, the midbrain, and the hindbrain. The hindbrain connects the brain
to the spinal cord, and a portion of it, called the medulla oblongata, con-
trols important body functions such as the breathing rate and the heart rate.
Also located in the hindbrain is the cerebellum, which controls balance.

The forebrain consists of the cerebrum, thalamus, and hypothala-
mus. Among its other functions, the forebrain controls the sense of smell
in vertebrates. The midbrain is the location of the optic lobes, responsi-
ble for receiving and interpreting visual signals. The midbrain is also the
source of an organism’s motor responses.

During the first few weeks of development, the brain of a vertebrate
looks like a series of bulges in the tube of nerve cells. There is very lit-
tle difference among early brains of fish, amphibians, reptiles, birds, and
mammals. As the brain develops, however, the bulges enlarge. Each type
of vertebrate acquires its own specific adult brain that helps it survive in
its environment. In the forebrain of fish, for example, the olfactory (smell)
sense is well developed, whereas the cerebrum serves merely as a relay
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station for impulses. In mammals, on the other hand, the olfactory divi-
sion is included in the system that also controls emotions, and the cere-
brum is highly developed, operating as a complex processing center for
information. Optic lobes are well developed in the midbrain of nonmam-
malian vertebrates, whereas in mammals the vision centers are mainly in
the forebrain. In addition, a bird’s cerebellum is large compared to the
rest of its brain, since it controls coordination and balance in flying.

Human brain. The living human brain is a soft, shiny, grayish white,
mushroom-shaped structure. Encased within the skull, it is a 3-pound (1.4-
kilogram) mass of nerve tissue that keeps us alive and functioning. On
average, the brain weighs 13.7 ounces (390 grams) at birth, and by age
15 grows to approximately 46 ounces (1,300 grams). The human brain is
composed of up to one trillion nerve cells. One hundred billion of these
are neurons, and the remainder are supporting (glial) cells. Neurons re-
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ceive, process, and transmit impulses, while glial cells (neuroglia) pro-
tect, support, and assist neurons.

The brain is protected by the skull and by three membranes called
the meninges. The outermost membrane is known as the dura mater; the
middle as the arachnoid; and the innermost as the pia mater. Also pro-
tecting the brain is cerebrospinal fluid, a liquid that circulates between
the arachnoid and pia mater. Many bright red arteries and bluish veins on
the surface of the brain penetrate inward. Glucose, oxygen, and certain
ions pass easily from the blood into the brain, whereas other substances,
such as antibiotics, do not. Capillary walls are believed to create a blood-
brain barrier that protects the brain from a number of biochemicals cir-
culating in the blood.

The parts of the brain can be studied in terms of structure and func-
tion. Four principal sections of the human brain are the brain stem (the
hindbrain and midbrain), the diencephalon, the cerebrum, and the cere-
bellum.

The brain stem. The brain stem is the stalk of the brain, and is a con-
tinuation of the spinal cord. It consists of the medulla oblongata, pons,
and midbrain. The medulla oblongata is actually a portion of the spinal
cord that extends into the brain. All messages that are transmitted between
the brain and spinal cord pass through the medulla. Nerves on the right
side of the medulla cross to the left side of the brain, and those on the
left cross to the right. The result of this arrangement is that each side of
the brain controls the opposite side of the body.

Three vital centers in the medulla control heartbeat, rate of breath-
ing, and diameter of the blood vessels. Centers that help coordinate swal-
lowing, vomiting, hiccuping, coughing, and sneezing are also located in
the medulla. A region within the medulla helps to maintain the conscious
state. The pons (meaning “bridge”) conducts messages between the spinal
cord and the rest of the brain, and between the different parts of the brain.
The midbrain conveys impulses from the cerebral cortex to the pons and
spinal cord. It also contains visual and audio reflex centers involving the
movement of eyeballs and head.

Twelve pairs of cranial nerves originate in the underside of the brain,
mostly from the brain stem. They leave the skull through openings and
extend as peripheral nerves to their destinations. Cranial nerves include
the olfactory nerve that brings messages about smell from the nose and
the optic nerve that conducts visual information from the eyes.
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The diencephalon. The diencephalon lies above the brain stem, and
includes the thalamus and hypothalamus. The thalamus is an important
relay station for sensory information coming to the cerebral cortex from
other parts of the brain. The thalamus also interprets sensations of pain,
pressure, temperature, and touch, and is concerned with some of our emo-
tions and memory. It receives information from the environment in the
form of sound, smell, and taste.

The hypothalamus performs numerous important functions. These in-
clude the control of the autonomic nervous system. The autonomic nervous
system is a branch of the nervous system involved with control of a num-
ber of body functions, such as heart rate and digestion. The hypothalamus
helps regulate the endocrine system (which produces hormones, chemical
messengers that regulate body functions) and controls normal body tem-
perature. It tells us when we are hungry, full, and thirsty. It helps regulate
sleep and wakefulness, and is involved when we feel angry and aggressive.

The cerebrum. The cerebrum makes up about 80 percent of the brain’s
weight. It lies above the diencephalon. The cerebral cortex is the outer
layer of the brain and is made up of a material known as gray matter, con-
sisting of many nerve cell bodies. The tissue of the cerebral cortex is about
0.08 to 0.16 inches (2 to 4 millimeters) thick, and if spread out would
have a surface area of about 5 square feet (1.5 square meters), about one-
half the size of an office desk. White matter, composed of nerve fibers
covered with a fatty-like coating known as myelin sheaths, lies beneath
the gray matter.

A deep fissure separates the cerebrum into a left and right hemi-
sphere (halves). Each cerebral hemisphere is divided into regions known
as frontal, temporal, parietal, and occipital lobes. The corpus callosum, a
large bundle of fibers, connects the two cerebral hemispheres.

The cerebral cortex is the portion of the brain that provides the most
important distinctions between humans and other animals. It is responsi-
ble for the vast majority of functions that define what we mean by “be-
ing human.” It enables us not only to receive and interpret all kinds of
sensory information, such as color, odor, taste, and sound, but also to re-
member, analyze, interpret, make decisions, and perform a host of other
“higher” brain functions.

By studying animals and humans who have suffered damage to the
cerebral cortex, scientists have found that various parts of this region have
specific functions. For example, spoken and written language are trans-
mitted to a part of the cerebrum called Wernicke’s area, where meaning
is extracted. Instructions are then sent to Broca’s area, which controls the
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movement of muscles throughout the body. Within Broca’s area, thoughts
are translated into speech and muscles are coordinated for speaking. Im-
pulses from other motor areas direct our hand muscles when we write and
our eye muscles when we scan the page for information.

Association areas of the cerebrum are concerned with emotions and
intellectual processes, by connecting sensory and motor functions. In our
association areas, innumerable impulses are processed that result in mem-
ory, emotions, judgment, personality, and intelligence.

Two surprisingly small areas at the front of the cerebrum, located
on each hemisphere roughly above the outer edge of the eyebrow, are the
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Memory

One of the most fascinating of all brain functions is memory.
Memory refers to the brain’s ability to recall events that have taken
place at some time in the past. Scientists have learned that two kinds
of memory exist, short-term and long-term memory. They believe that
the way in which these two kinds of memory function are somewhat
different from each other. People who have a condition known as ret-
rograde amnesia, for example, lose the ability to remember events that
occurred immediately before some kind of shock, such as a blow to the
head. Yet, they can easily remember events that occurred days, weeks,
months or years before that shock.

Scientists are still uncertain as to how the brain remembers
things. They use the term memory trace to describe changes in the
brain that correspond to the creation of memory. But no one really
knows exactly what a memory trace corresponds to in terms of brain
structure, chemistry, or function.

According to the most popular current theory of memory, expo-
sure to stimuli can cause changes in the connections that neurons
make with each other. These changes may be the “memory traces” that
scientists talk about. Those neural connections appear to be able to
survive for very long periods of time and can be recalled when a person
decides to recall them or when some stimulus causes them to reappear.

Some exciting research on memory has suggested that nerve
cells may actually grow and change as they are exposed to light, sounds,
chemicals, and other stimuli. The new patterns they form may in some
way be connected to the development of a memory trace in the brain.



brain’s centers for high-level thinking. In 2000, scientists announced that
this paired region, called the lateral prefrontal cortex, was activated in
people who were given tests involving verbal and spatial problems. This
is the same region of the brain that previous research studies had shown
to be important for solving novel tasks, keeping many things in mind at
once, and screening out irrelevant or unimportant information. Scientists
also believe the lateral prefrontal cortex acts as a global workspace for
organizing and coordinating information and carrying it back to other parts
of the brain as needed.

Certain structures in the cerebrum and diencephalon make up the
limbic system. These regions are responsible for memory and emotions,
and are associated with pain and pleasure.

By studying patients whose corpus callosum had been destroyed,
scientists have learned that differences exist between the left and right
sides of the cerebral cortex. The left side of the brain functions mainly in
speech, logic, writing, and arithmetic. The right side of the brain, on the
other hand, is more concerned with imagination, art, symbols, and spa-
tial relations.

The cerebellum. The cerebellum is located below the cerebrum and
behind the brain stem, and is shaped like a butterfly. The “wings” are the
cerebellar hemispheres, and each consists of lobes that have distinct
grooves or fissures. The cerebellum controls the movements of our mus-
cular system needed for balance, posture, and maintaining posture.

Brain disorders
As with any other part of the body, the brain is subject to a variety

of disfunctions and disorders. Four of the most common of these are coma,
epilepsy, migraine, and stroke.

Coma. The term coma comes from the Greek word koma, meaning
“deep sleep.” Medically, coma is a state of extreme unresponsiveness in
which an individual exhibits no voluntary movement or behavior. In a
deep coma, stimuli, even painful stimuli, are unable to effect any response.
Normal reflexes may be lost.

The term coma is used for a side variety of conditions ranging from
drowsiness or numbness at the least extreme to brain death at the worst
extreme.

Coma is the result of something that interferes with the functioning
of the cerebral cortex and/or the functioning of the structures that make
up the reticular activating system (RAS). The RAS is a network of struc-
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tures (including the brain stem, the medulla, and the thalamus) that work
together to control a person’s tendency to remain awake and alert.

A large number of conditions can result in coma, including damage
to the brain itself, such as brain tumors, infections, and head injuries. They
may also involve changes in the way the brain functions, such as a de-
crease in the availability of substances necessary for appropriate brain
functioning, such as oxygen, glucose, and sodium; the presence of cer-
tain substances disrupting the functioning of neurons, such as drugs or al-
cohol in toxic (poisonous) quantities; or changes in the levels of certain
essential brain chemicals due to seizures.

The ultimate results of coma depend on a number of factors. In gen-
eral, it is extremely important for a physician to determine quickly the
cause of a coma, so that potentially reversible conditions are treated im-
mediately. For example, an infection may be treated with antibiotics, a
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Split-brain Research

The two hemispheres of the human brain are not created
equal. Scientists have suspected for centuries that each hemisphere of
the brain has specialized functions. As early as the 1860s, French
physician Paul Broca (1824–1880) showed that patients with speech
problems had damage to the left side of their brains.

Additional research on split-brain functions later came from
many other sources. For example, some patients with severe epilepsy
have had the corpus callosum in their brain severed to relieve their
discomfort. This surgery has, as a by-product, produced information on
the way the two hemispheres function. A simpler way to study the two
hemispheres is simply to protect one hemisphere from receiving infor-
mation, such as placing a card over one eye, covering one ear, or pro-
viding sensory inputs to only one hand, arm, or foot.

As a result of studies of this kind, scientists have been able
to assign certain types of function to one hemisphere of the brain or
the other. Perhaps the most obvious of these functions is handedness.
In general, about 90 percent of all humans are right-handed, a charac-
teristic that can now be traced to the control of that function in the
left hemisphere of most human brains.

Scientists now believe that language functions, such as the
ability to speak, read, name objects, and understand spoken language



brain tumor may be removed, brain swelling from an injury can be re-
duced with certain medications.

Outcome from a coma depends on its cause and duration. In drug
poisonings, for example, extremely high rates of recovery can be expected,
following prompt medical attention. Patients who have suffered head in-
juries tend to do better than patients whose coma was caused by other
types of medical illnesses. Excluding drug poisoning-induced comas, only
about 15 percent of patients who remain in a coma for more than a few
hours make a good recovery. Adult patients who remain in a coma for
more than four weeks have almost no chance of regaining their previous
level of functioning. However, children and young adults have regained
functioning after even two months in a coma.
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are a function of the left hemisphere. The left hemisphere is also
thought to be responsible for numerical and analytical skills. In con-
trast, the right hemisphere in most humans is thought to control non-
verbal activities, such as the ability to draw and copy geometric
figures, various musical abilities, visual-spatial reasoning and memory,
and the recognition of form using vision and touch.

There is also evidence that the two hemispheres of the brain
process information differently. It seems that the right hemisphere
tends to process information in a more simultaneous manner, process-
ing and bringing diverse pieces of information together. The left hemi-
sphere seems to process information in a logical and sequential
manner, proceeding in a more step-by-step manner than the right
hemisphere.

In terms of emotions, there are some very intriguing findings.
Some of these findings come from studies of individuals who showed
uncontrollable laughter or crying. This evidence suggests that the left
hemisphere is highly involved in the expression of positive emotions,
while the right hemisphere is highly involved in the expression of neg-
ative emotions. Some researchers believe that the two hemispheres of
the brain usually inhibit each other so that there is a balance, making
uncontrollable emotional outbursts rare.



Epilepsy. The term epilepsy is derived from the Greek word for seizure.
It describes a condition marked by irregularities in the body’s electrical
rhythms and is characterized by convulsive attacks (violent involuntary
muscle contractions) during which a person may lose consciousness. The
outward signs of epilepsy may range from only a slight smacking of the
lips or staring into space to a generalized convulsion. It is a condition that
can affect anyone, from the very young to adults, of both sexes and any
race. Epilepsy was first described by the Greek physician Hippocrates,
known as the father of medicine, who lived in the late fifth century B.C.

The number of people who have epilepsy is not known. Some au-
thorities say that up to one-half of 1 percent of the population are epilep-
tic. But other experts believe this estimate to be too low. Many cases of
epilepsy, those with very subtle symptoms, are not reported.

The cause of epilepsy remains unknown. However, scientists are of-
ten able to determine the area of the brain that is affected by the manner
in which the condition is demonstrated. For example, Jacksonian seizures,
which are localized twitching of muscles, originate in the frontal lobe of
the brain in the motor cortex. A localized numbness or tingling indicates
an origin in the parietal lobe on the side of the brain in the sensory cortex.

The recurrent (repeated) symptoms associated with epilepsy, then,
are the result of unusually large electrical discharges from neurons in a
particular region of the brain. These discharges can be seen on the stan-
dard brain test called the electroencephalogram (EEG). For this test, elec-
trodes (devices that conduct electrical current) are applied to specific ar-
eas of the head to pick up the electrical waves generated by the brain. If
the patient experiences an epileptic episode while he or she is wired to the
EEG, the abnormal brain waves can easily be seen and the determination
made as to their origin in the brain. If the patient is not experiencing a
seizure, however, abnormalities will usually not be found in the EEG.

Perhaps the best known examples of epilepsy known to the general
public are grand mal and petit mal. The term mal comes from the French
word of “illness,” while grand and petit refer respectively to “large” and
“small” episodes of the illness. In the case of grand mal, an epileptic is
likely to have some indication that a seizure is imminent immediately
prior to the seizure. This feeling is called an aura. Very soon after feel-
ing the aura, the person will lapse into unconsciousness and experience
generalized muscle contractions that may distort the body position. The
thrashing movements of the limbs that follow in a short time are caused
by opposing sets of muscles alternating in contractions. The person may
also lose control of the bladder and/or bowels. When the seizures cease,
usually after three to five minutes, the person may remain unconscious
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for up to half an hour. Upon awakening, the person may not remember
having had a seizure and may be confused for a time.

In contrast to the drama of the grand mal seizure, the petit mal may
seem insignificant. The person interrupts whatever he or she is doing and
for up to about 30 seconds may show subtle outward signs, such as blink-
ing of the eyes, staring into space, or pausing in conversation. After the
seizure has ended, the person resumes his or her previous activity, usu-
ally totally unaware of the interruption that took place. Petit mal seizures
are associated with heredity, and they never occur in people over the age
of 20 years. Oddly, though the seizures may occur several times a day,
they do so in most cases when the person is quiet and not during periods
of activity. After puberty these seizures may disappear or they may be re-
placed by the grand mal type of seizure.

Treatment. A number of drugs are available for the treatment of
epilepsy. The oldest is phenobarbital, which has the unfortunate side ef-
fect of being addictive. Other drugs currently on the market are less ad-
dictive, but all have the possibility of causing unpleasant side effects such
as drowsiness or nausea or dizziness.

The epileptic person needs to be protected from injuring himself or
herself during an attack. For the person having a petit mal seizure, little
usually needs to be done. Occasionally these individuals may lose their
balance and need to be helped to the ground to avoid hitting their head.
Otherwise, they need little attention.

The individual in a grand mal seizure should not be restrained, but
may need to have some help to avoid striking his or her limbs or head on
the floor or any nearby objects. If possible, the person should be rolled
to one side. This action will maintain an open airway for the person to
breathe by allowing the tongue to fall to one side.

Epilepsy is a recurrent, lifelong condition that must be managed on
a long-term basis. Medication can control seizures in a substantial per-
centage of people, perhaps up to 85 percent of those with grand mal man-
ifestations. Some people will experience seizures even with maximum
dosages of medication. These individuals need to wear an identification
bracelet to let others know of their condition. Epilepsy is not a reflection
of insanity or mental retardation in any way. In fact, many who experi-
ence petit mal seizures are of above-average intelligence.

Migraine. Migraine is a particularly severe form of headache. It was
first described during the Mesopotamian era, about 3000 B.C. Migraine is
a complex condition that is still poorly understood. The term does not ap-
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ply to a single medical condition, but is applied to a variety of symptoms
that are often numerous and changeable. Migraine sufferers find that their
headaches are provoked by a particular stimulus, such as stress, loud noises,
missed meals, or eating particular foods such as chocolate or red wine.

A migraine condition can generally be divided into four distinct
phases. The first phase is known as the prodrome. Symptoms develop
slowly over a 24-hour period preceding the onset of the headache, and
often include feelings of heightened or dulled perception, irritability or
withdrawal, cravings for certain foods, and other features.

The second phase, known as the aura, features visual disturbances
that may be described as flashing lights, shimmering zig-zag lines, spotty
vision, and other disturbances in one or both eyes. Other sensory symp-
toms may occur as well, such as pins and needles or numbness in the
hands. All of these symptoms can be acutely distressing to the patient.
This phase usually precedes the onset of headache by one hour or less.

Phase three consists of the headache itself, usually described as se-
vere, often with a throbbing or pulsating quality. The pain may occur on
one or both sides of the head, and may be accompanied by nausea and
vomiting and intolerance of light (photophobia), noise (phonophobia), or
movement. This phase may last from 4 to 72 hours. During the final phase,
called the postdrome, the person often feels drained and washed-out. This
feeling generally subsides within 24 hours.

Migraines appear to involve changes in the patterns of blood circu-
lation and of nerve transmissions in the brain. Scientists currently believe
that migraines develop in three phases. The first step takes place in the
midbrain. For reasons not fully understood, cells that are otherwise func-
tioning normally in this region begin sending abnormal electrical signals
along their projections to other brain centers, including the visual cortex.
The second step is activation of the blood vessels in the brain, wherein
arteries may contract or dilate (expand). The third step is activation of
nerve cells that control the sensation of pain in the head and face. Some
patients may experience only one of these three stages. This fact could
explain individuals who experience only the aura, without the pain phase,
for example.

Some recent research suggests a connection between migraine and
levels of serotonin, a neurotransmitter found in the brain and numerous
other cells and tissues. Migraine attacks have been correlated with falling
levels of serotonin in the body. The connection has been strengthened by
the observation that the drug sumatriptan, which closely resembles sero-
tonin chemically, is highly effective in treating migraine.
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Stroke. Stroke is a medical condition characterized by the sudden loss
of consciousness, sensation, and voluntary movement caused by the loss
of blood flow to the brain. Stroke is also called a cerebral vascular acci-
dent or CVA. It is caused by one of two events, a ruptured artery or an
artery that has become closed off because a blood clot has lodged in it.
Stroke resulting from a burst blood vessel is called a hemorrhagic stroke,
while one caused by a clot is called a thrombotic stroke. Blood circula-
tion to the area of the brain served by that artery stops at the point of dis-
turbance, and brain tissue beyond that point is damaged by the lack of
oxygen and begins to die.

Stroke is the third leading cause of death in the United States after
heart attack and all forms of cancer. Approximately 500,000 strokes, new
and recurrent, are reported each year. Of these, about 150,000 will be fatal.
Today approximately 3,000,000 Americans who have had a stroke are alive.

How a stroke occurs. The brain requires a constant and steady flow
of blood in order to carry out its functions. Blood delivers the oxygen and
nutrients needed by the brain cells. If this blood flow is interrupted for
any period of time and for any reason, brain cells begin to die quickly.

A burst blood vessel may occur in a weak area in the artery, or a
blood vessel that becomes plugged by a floating blood clot. In either case,
blood is no longer supplied to brain tissue beyond the point of the oc-
currence. The effect of the interruption in circulation to the brain depends
upon the area of the brain that is involved. Interruption of a small blood
vessel may result in a speech impediment or difficulty in hearing or an
unsteady gait. If a larger blood vessel is involved, the result may be to-
tal paralysis of one side of the body. Damage to the right hemisphere of
the brain results in disruption of function on the left side of the body, and
vice versa. The onset of the stroke may be so sudden and severe that the
patient is literally struck down in his tracks. Some patients have early
warnings that a stroke may be developing, however.

People who are known to form blood clots in their circulatory sys-
tem can be given medications to prevent it. Also, current therapy includes
medications that can be given to dissolve clots, thereby removing the bar-
rier to blood flow. If blood flow can be reinstated quickly enough, brain
tissue may suffer less damage—and less function may be lost.

Strokes can be prevented by effective treatment of high blood pres-
sure and by taking an aspirin tablet every day, for those who can tolerate
such medication. The aspirin helps to prevent clot formation, and a num-
ber of clinical trials have shown it to be effective in stroke reduction.
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Recovery from a stroke varies from one person to the next. Swift
treatment followed by effective physical therapy may restore nearly full
function of an affected area of the body. Some individuals have experi-
enced severe enough damage that their recovery is minimal and they may
be confined to a wheelchair or bed for the remainder of their lives.

[See also Circulatory system; Cognition; Nervous system]

‡�Brewing
Brewing is the multistage process of making beer and other alcoholic malt
beverages. Brewing has taken place around the world for thousands of
years, and brewed beverages are staples in the diets of many cultures. Al-
though the main modern ingredients in beer are water, barley, hops, and
yeast, people have brewed with products as varied as rice, corn, cassava,
pumpkins, sorghum, and millet.

History
Archaeologists have turned up evidence that the Sumerian people in

the Middle East were brewing barley grain as long as 8,000 years ago. An-
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cient Egyptians, Greeks, Romans, Chinese, and Inca also made beer. These
early people may have discovered the basic processes of brewing when
they observed—and then tasted—what happened to fruit juices or cereal
extracts left exposed to the wild yeasts that naturally float in the air.

Over the centuries, breweries sprang up throughout Europe where
there was good water for brewing. During the Middle Ages (400–1450),
monasteries became the centers for brewing, and the monks originated
brewing techniques and created many of the beers still popular today.

Bottled beer was introduced by the Joseph Schlitz Brewing Com-
pany in Milwaukee, Wisconsin, in 1875. The Gottfried Krueger Brewing
Company released the first canned beer in America in 1935.

Brewing process
The basic steps to brewing beer are malting, mashing, boiling, fer-

mentation, aging, and finishing. During malting, barley grains are soaked
in water until they begin to germinate, or sprout. The brewer then removes
the grains and quickly dries them in a kiln. The dried barley grains are
called malted barley or just plain malt. During the mashing phase, the
brewer mixes the dried malt with water and heats the mixture until the
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Words to Know

Ale: A top-fermented beer that until the latter part of the nineteenth
century was not flavored with hops.

Fermentation: Process during which yeast consume the sugars in the
wort and release alcohol and carbon dioxide as byproducts.

Hops: Dried flowers of the vine Humulus lupulus, which give beer its
characteristic bitter flavor and aroma.

Lager: A traditional Bavarian beer made with bottom-fermenting yeast.

Malt: Barley grain that has germinated, or sprouted, for a short period
and is then dried.

Wort: The sugar-water solution made when malted barley is steeped in
water and its complex sugars break down into simple sugars.

Yeast: A microorganism of the fungus family that promotes alcoholic fer-
mentation and is also used as a leavening (fermentation) agent in baking.



starchy components in the malt are converted and released into the mix-
ture as simple sugars. The malt is then removed from the mixture, leav-
ing an amber liquid called wort (pronounced wert).

The wort is then heated to a boil and maintained at that temperature
for a period of time. During boiling, the brewer adds hops, dried blos-
soms from the hop plant, which give beer its characteristic bitter flavor
and aroma. After the wort is cooled, yeast is added to begin the fermen-
tation stage. These organisms consume the simple sugars in the wort, 
giving off alcohol and carbon dioxide in the process. The brew is then
stored in tanks for several weeks or months while it ages and its flavor
develops. To finish the beer, the brewer clarifies the liquid by filtering
out the yeast, then packages it in kegs, bottles, or cans.

Types of beer
Beer is usually categorized into two types: ale and lager. Ale is made

with a variety of yeast that rise to the top of the fermentation tank and
that produce a higher alcohol content than lagers. Ales range from fruity-
tasting pale ales to dark and roasty stouts. Lager (from the German word
meaning to store) originated in the Bavarian region of Germany. Lager,
the most popular beer style in the United States, is made with bottom-
fermenting yeast. Lager styles include pilsner (a golden beer with a dis-
tinctive hop flavor) and bock (a dark, strong, malty beer).

[See also Fermentation; Yeast]

‡�Bridges
Bridges are structures that provide a means of crossing natural barriers,
such as rivers, lakes, or gorges. Bridges are designed to carry railroad
cars, motor vehicles, or pedestrians. Bridges also support pipes, troughs,
or other conduits that transport materials, such as an oil pipeline or a wa-
ter aqueduct.

Humans have been constructing bridges since ancient times. The ear-
liest bridges were probably nothing more than felled trees used to cross
rivers or ditches. As civilization advanced, artisans discovered ways to use
stone, rock, mortar, and other natural materials to construct longer and
stronger bridges. Finally, as physicists and engineers began to develop the
principles underlying bridge construction, they incorporated other materi-
als such as iron, steel, and aluminum into the bridges they built. There are
four major types of bridges: beam, cantilever, arch, and suspension.
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Forces acting on a bridge
Three kinds of forces operate on any bridge: the dead load, the live

load, and the dynamic load. Dead load refers to the weight of the bridge
itself. Like any other structure, a bridge has a tendency to collapse sim-
ply because of the gravitational forces acting on the materials of which
the bridge is made. Live load refers to traffic that moves across the bridge
as well as normal environmental factors such as changes in temperature,
precipitation, and winds. Dynamic load refers to environmental factors
that go beyond normal weather conditions, factors such as sudden gusts
of wind and earthquakes. All three factors must be taken into considera-
tion in the design of a bridge.

Beam bridges
The simplest type of bridge consists of a single piece of material

that stretches from one side of a barrier to the other side. That piece of
material—called a beam or girder—rests directly on the ground on each
side or is supported on heavy foundations known as piers. The length of
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Abutment: Heavy supporting structures usually attached to bedrock
and supporting bridge piers.

Bedrock: Portion of Earth’s mantle made of solid rock on which perma-
nent structures can be built.

Dead load: The force exerted by a bridge as a result of its own weight.

Dynamic load: The force exerted on a bridge as a result of unusual
environmental factors, such as earthquakes or strong gusts of wind.

Live load: The force exerted on a bridge as a result of the traffic
moving across the bridge.

Piers: Vertical columns, usually made of reinforced concrete or some
other strong material, on which bridges rest.

Suspenders: Ropes or steel wires from which the roadway of a bridge
is suspended.

Truss: A structure that consists of a number of triangles joined to
each other.



a beam bridge is limited by the weight of the beam itself plus the weight
of the traffic it carries. Longer beam bridges can be constructed by join-
ing a number of beams to each other in parallel sections.

Cantilever bridges
A cantilever bridge is a variation of the simple beam bridge. A can-

tilever is a long arm that is anchored at one end and is free to move at
the opposite end. A diving board is an example of a cantilever. When 
anchored firmly, a cantilever is a very strong structure. It consists of 
three parts: the outer beams, the cantilevers, and the central beam. The
on-shore edge of the outer beam is attached to the ground itself or to a
pier (usually a vertical column of reinforced concrete) that is sunk into
the ground. The opposite edge of the outer beam is attached to a second
pier, sunk into the ground at some distance from the shore. Also attached
to the off-shore pier is one end of a cantilever. The free end of the can-
tilever extends outward into the middle of the gap between the shores.
The cantilevers on either side of the gap are then joined by the central
beam.

Trusses. The strength of a cantilever bridge (or any bridge) can be 
increased by the use of trusses. A truss is structure that consists of a num-
ber of triangles joined to each other. The triangle is an important com-
ponent of many kinds of structures because it is the only geometric fig-
ure that cannot be pulled or pushed out of shape without changing the
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Caisson

To build bridge piers, workers need a water-free environment
to excavate or dig the foundations. This is achieved by using a cais-
son, a hollow, water-tight structure made of concrete, steel, or other
material that can be sunk into the ground. When building a bridge
over a river, workers sink a caisson filled with compressed air into the
river until it reaches the river bottom. The workers then go into the
caisson and dig out soil from the riverbed until they come to bedrock.
The caisson, which has sharp bottom edges, continually moves down-
ward during the digging until it comes to rest on bedrock. Concrete is
then poured into the caisson to form the lowest section of the new
bridge pier.



length of one of its sides. The cantilever beam, end beams, and joining
beams in a cantilever bridge are often strengthened by adding trusses to
them. The trusses act somewhat like an extra panel of iron or steel, adding
strength to the bridge with relatively little additional weight. The open
structure of a truss also allows the wind to blow through them, prevent-
ing additional stress on the bridge from this force.

Arch bridges
The main supporting structure in an arch bridge is one or more

curved elements. The dead and live forces that act on the arch bridge are
transmitted along the curved line of the arch into abutments or support-
ing structures at either end. These abutments are sunk deep into the
ground, into bedrock if at all possible. They are, therefore, essentially im-
movable and able to withstand very large forces exerted on the bridge it-
self. This structure is so stable that piers are generally unnecessary in an
arch bridge.

The roadway of an arch bridge can be placed anywhere with rela-
tionship to the arch: on top of it, beneath it, or somewhere within the arch.
The roadway is attached to the arch by vertical posts (ribs and columns)
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if the roadway is above the arch, by ropes or cables (suspenders) if the
roadway is below the arch, and by some combination of the two if the
roadway is somewhere within the arch.

Suspension bridges
In a suspension bridge, thick wire cables run across the top of at

least two towers and are anchored to the shorelines within heavy abut-
ments. In some cases, the roadway is supported directly by suspenders
from the cables. In other cases, the suspenders are attached to a truss, on
top of which the roadway is laid. In either case, the dead and light loads
of the bridge are transmitted to the cables which, in turn, exert stress on
the abutments. That stress is counteracted by attaching the abutments to
bedrock.

The towers in a suspension bridge typically rest on massive foun-
dations sunk deep into the riverbed or seabed beneath the bridge itself.
The wire cables that carry the weight of the bridge and its traffic are made
of parallel strands of steel wire woven together to make a single cable.
Such cables typically range in diameter from about 15 inches (38 cen-
timeters) to as much as 36 inches (91 centimeters).

Movable bridges
Traditionally, three kinds of movable bridges have been constructed

over waterways to allow the passage of boat traffic. In a swing bridge,
the roadway rotates around a central span, a large, heavy pier sunk into
the river bottom. In a bascule bridge, the roadway is raised like an an-
cient drawbridge. It can be lifted either at one end or split in two halves
in the middle, each half rising in the opposite direction. In a vertical-lift
bridge, the whole central portion of the bridge is raised straight up by
means of steel ropes.

‡�Brown dwarf
Brown dwarfs—if they indeed exist—are celestial objects composed of
dust and gas that failed to evolve into stars. To be a star, a ball of hy-
drogen must be large enough so that the pressure and heat at its core pro-
duce nuclear fusion, the process that makes stars bright and hot. Brown
dwarfs, so named by American astronomer Jill Tarter in 1975, range in
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mass between the most massive planets and the least massive stars, about
0.002 to 0.08 times the mass of the Sun.

Roughly 90 percent of the material in the universe is unaccounted
for. Since it cannot be seen, this substance is called dark matter. The ex-
istence of dark matter is confirmed by the fact that its mass affects the
orbits of objects near the visible edge of galaxies and of galaxies within
clusters of galaxies. If brown dwarfs really are as common as astronomers
think, their total mass could account for the mass of dark matter, one of
modern astronomy’s major mysteries.

Because brown dwarfs are so cool, small, and faint, they cannot be
observed through ordinary telescopes. Beginning in the 1930s, as-
tronomers have suggested their existence using various techniques. One
method is to look for a bouncing movement in the path of a star across
the sky. Astronomers believe this erratic motion is caused by the gravi-
tational pull of a low-mass companion—such as a brown dwarf—orbit-
ing that star. Another method is to search the sky using infrared tele-
scopes. Some astronomers believe brown dwarfs may emit enough
infrared energy to be detected.

A third method astronomers use to locate a suspected brown dwarf
is to observe the amount of the element lithium in its spectrum to see if
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Words to Know

Cluster of galaxies: A group of galaxies that is bound together by
gravity.

Cluster of stars: A group of stars that is bound together by gravity
and in which all members formed at essentially the same time.

Dark matter: Unseen matter that has a gravitational effect on the
motions of galaxies within clusters of galaxies.

Infrared: Wavelengths slightly longer than visible light, often used in
astronomy to study cool objects.

Mass: An object’s quantity of matter as shown by its gravitational pull
on another object.

Nuclear fusion: Nuclear reactions that fuse two or more smaller atoms
into a larger one, releasing huge amounts of energy in the process.



hydrogen fusion reactions are occurring in its core. Lithium is destroyed
in the hydrogen fusion reactions of mature stars, but is still present in in-
fant low-mass stars and brown dwarfs. In June 1995, three astronomers
reported they found lithium in the spectrum of a suspected brown dwarf
called PPL 15 that is located in the cluster of stars known as the seven

sisters of the Pleiades (pronounced PLEE-a-
dees). Since the stars in the Pleiades cluster are
old, the astronomers asserted that PPL 15 is a
brown dwarf rather than a low-mass star.

[See also Infrared astronomy; Star]

‡�Buoyancy
Buoyancy is the tendency of an object to float in
a fluid, such as air or water. The principle of
buoyancy was first discovered by Greek mathe-
matician Archimedes (c. 287–212 B.C.) and is
therefore often called Archimedes’ Principle.
Legend has it that Archimedes was working on
a problem given to him by the king of ancient
Syracuse, Hieron II. The king had paid a gold-
smith to make him a new crown but suspected
that some metal other than gold had been used in
the crown. He asked Archimedes to find out if
his suspicions were correct—but without de-
stroying the crown.

One day, perhaps while pondering the prob-
lem, Archimedes stepped into his bath and no-
ticed the overflow of water. He suddenly realized
that the volume of water that had flowed out of
the bath had to be equal to the volume of his own
body that was immersed. His problem was
solved. Later historians claim that Archimedes
was so excited with his discovery that he ran
naked through the streets of Syracuse shouting
“Eureka!” (“I’ve found it!”).

Archimedes began performing experiments
with objects in liquids. He immersed the crown
and measured the amount of water it displaced.
Then he immersed an equal weight of gold in the
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water. If the crown were pure gold, it would displace the same amount
of water. But the crown displaced more water than the gold, indicating it
was made of a mixture of gold and silver, which is a bulkier substance.
The king had the deceitful goldsmith executed.

What causes buoyancy?
Suppose that you put a block of wood into a container of water. Two

competing forces are at work. One force is the downward pressure of the
wood on the water. That force is caused by the mass of the wood. The sec-
ond force is the upward pressure of the water on the block. If the downward
pressure of the wood is greater than the upward pressure of the water, the
wood sinks. Otherwise, it floats.

The formal statement of Archimedes’ Principle is this: the buoyant
force acting on an object placed in a fluid is equal to the weight of the
fluid displaced by the object. Suppose that the wood block in the exam-
ple above has a volume of 1 cubic foot. A cubic foot of water weighs
about 62.4 pounds. Therefore, water pushes upward on the wooden block
with a force of 62.4 pounds.

But a cubic foot of most kinds of wood weighs about 40 to 50 pounds.
So water pushes upward more strongly than the wood pushes downward,
and the wood floats. If you substituted a block of lead for the wood, the
result would be different. A cubic foot of lead weighs about 1,200 pounds.
The block of lead pushes downward much more strongly than the water
it displaces and it, therefore, will sink.

Practical applications
The principle of buoyancy is used in many forms of transportation.

Some sailing ships are made out of materials that are less dense than wa-
ter and that would, therefore, float under any circumstances. But how can
a ship made out of steel float? Steel has a density of 487 pounds per cu-
bic foot, so it would be expected to sink if placed into water.

The reason steel ships float is that they are not constructed of solid
pieces of steel. Instead, they consist of hollow shells made of steel. In-
side the shell is air, which is much less dense than water or steel. A hol-
low block of steel and air has an overall density that is less than that of
water; therefore, it can float.

Airships such as balloons and dirigibles operate on the same princi-
ple. Some material (such as plastic or cloth) is filled with a gas that is less
dense than air. The gases most commonly used are hydrogen and helium.

3 6 1U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Burn

Opposite Page: Termometro

Lento, a buoyancy ther-

mometer, used for determin-

ing the concentration of

solutions. It works under

the principle that the cooler

the temperature of the liq-

uid, the denser the solution

and the greater its buoy-

ancy. (Reproduced by permis-

sion of Field Mark

Publications.)



The total package of balloon plus gas weighs less than the air it displaces
and is, therefore, pushed upward by the air.

[See also Balloon; Density; Pressure]

‡�Burn
A burn is damage to an area of the body caused by excessive heat, chem-
icals, electricity, or the Sun. Burns caused by heat can be the result 
of contact with fire, scalding water, or hot surfaces. Contact with high-
voltage power lines can result in electrical burns. A burn can occur on the
inside or outside of the body and can range from minor to life threatening.

The severity of a burn is determined by how deeply the injury has
penetrated the skin and underlying tissue. If the outer and inner layers of
the skin are damaged, a burn is termed partial thickness. If the underly-
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ing tissue is also damaged, the burn is referred to as full thickness. How-
ever, the depth of a burn is more commonly classified by a system of de-
grees. The size of a burn is also considered in determining its severity.
According to the percentage of the body surface affected, burns are clas-
sified as minor, moderate, and major.

The skin
The skin is the largest organ of the body. It covers the outer surface

and prevents bacteria, dirt, and other foreign materials from entering the
body and causing infection. The skin also aids in regulating body tem-
perature through the process of sweating. Sweat regulates the amount of
heat lost from the surface of the body, thus maintaining an even body
temperature. In addition, the skin protects against the loss of body fluids
that lie beneath it and bathe the tissues.

First-degree burn
A first-degree burn is restricted to the outer layer of the skin, or epi-

dermis, causing redness and pain. A mild sunburn or an injury caused by
briefly touching a hot pan are examples of first-degree burns.

Second-degree burn
A second-degree burn is marked by the appearance of blisters on

the skin. The burn damage extends through the epidermis to the under-
lying inner layer, or dermis. The formation of blisters indicates the loss
of fluid from cells, and the skin is mildly to moderately swollen and
painful. Second-degree burns can be caused by exposure of the skin to
sunlight or by contact with a hot object or scalding water.
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Dermis: The layer of skin lying beneath the outer skin.

Epidermis: The outer layer of the skin.

Skin graft: The transfer of skin or skin cells from an uninjured area of
the body to a burned area in order to replace damaged skin and pro-
mote growth of new skin. A skin graft may be “harvested” from the
actual burn victim or may be acquired from a donor.



Third-degree burn
A third-degree burn causes damage to the epidermis, dermis, and

the underlying tissue. There are no blisters, but blood vessels in which
blood clots have formed are noticeable.

Fourth-degree burn
A fourth-degree burn is one that penetrates the tissue and extends

to the underlying muscle and bone. It is the most serious type of burn and
is often fatal. Such a burn can result in permanent disfigurement and loss
of function of the burned area. Treatment includes replacing lost body
fluids, removing destroyed tissue and charred skin, preventing infection,
and grafting skin to replace the burned skin. Physical therapy is usually
necessary to restore the function of the affected area. A fourth-degree burn
results most often from the direct exposure of skin to open flame.

Chemical burns
Chemical burns can occur from ingesting chemicals or having them

come in contact with the skin, eyes, or mucous membranes. Some 25,000
industrial chemicals can produce chemical burns. Certain household
chemicals, such as drain openers, are also responsible for serious burns.

‡�Butterflies
Butterflies are popular, well-known insects with
large, colorful wings covered with tiny scales.
Together with moths, butterflies make up the or-
der Lepidoptera, which contains over 150,000
species or kinds. Scientists estimate that about
15,000 butterfly species exist worldwide. During
its life cycle, a butterfly undergoes a complete
metamorphosis (pronounced met-uh-MORE-fuh-
siss) during which it changes from a leaf-eating
caterpillar to a nectar-sipping butterfly.

Beauty with a purpose
Butterflies are one of our most favorite in-

sects. The fact that they do not sting or bite, are
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brightly colored, and do not become pests in people’s homes has some-
thing to do with why most people enjoy seeing them fly around and would
seldom think of killing one (as one might do with other insects thought
of only as “bugs.”) Most people think that butterflies simply make the
world a prettier place. However, like other life forms in the world, they
have a place and serve a purpose. For the plant world, butterflies polli-
nate or carry pollen from plant to plant, helping fruits, vegetables, and
flowers to produce new seeds. From the animal point of view, butterflies
are near the bottom of the food chain and provide food (especially in their
caterpillar stage) for birds, mammals, and other insects.

It is thought that the word butterfly may have originated in England
when people started calling the yellow Brimstone or the English sulfur a
“butter-colored fly” because the pretty insect reminded them of the color
of butter. Eventually it was shortened to “butterfly.” The scientific name
of its order, Lepidoptera, means “scaly wings” in Latin. This is a correct
description since their wings and their bodies are covered with tiny scales.
Butterflies and moths are the only insects that have scales. Moths and but-
terflies are mainly different in their appearance and activities. Moths fly
mostly at night and usually have a dull color. Butterflies are active dur-
ing the day and are brightly colored. Their bodies are thin and hairless,
while most moths have plump and furry bodies.

Butterflies are everywhere
Butterflies are found nearly everywhere in the world except Antarc-

tica. They have lived on Earth for at least 150 million years and range in
size from the Western Pygmy Blue, which is smaller than a dime and
found in North America, to the Queen Alexandra’s Birdwing of Papua
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Chrysalis: A soft casing, shell, or cocoon protecting the dormant pupa
of insects during metamorphosis.

Metamorphosis: A complete change of form, structure, or function in
the process of development.

Pupa: An insect in the nonfeeding stage during which the larva devel-
ops into the adult.



New Guinea, which has a wingspan of up to 11 inches (28 centimeters).
Although some tropical butterflies can live up to one year, the average
life span of a butterfly is at most two months. Butterflies display every
color of the rainbow in their wings, and no two butterflies are exactly
alike. This coloring serves many purposes: from attracting a mate, to
blending in with its surroundings, to warning its enemies that it is poiso-
nous and should be avoided.

Unique life cycle
One of the most interesting things about butterflies is their unique

life cycle. When a butterfly changes from a slow-moving, fat caterpillar
to a colorfully winged, beautiful flying insect, one of nature’s most mag-
ical events occurs. This metamorphosis happens to most insects, but not
as dramatically as it does to a butterfly (the word metamorphosis is Greek
for “change in form”). There are four stages in a butterfly’s metamor-
phosis. Every butterfly begins life as an egg. After mating, the female
lays her eggs (she actually “glues” them) in small clusters on the leaves
of a certain plant. Each species selects its own plant, and the eggs of each
are different in shape and markings. In many species, the female dies
shortly after doing this. When the egg hatches, the larva emerges. Actu-
ally a tiny caterpillar eats its way out the egg, and then proceeds to eat
the eggshell. This caterpillar is a true eating machine, and it continues to
eat the leaves of the plant where its mother laid her eggs. Caterpillars
have one goal—to eat as much as possible—and in their short lifetimes
they may eat as much as twenty times their own weight. Caterpillars nat-
urally grow quickly with all this eating, and since their skin cannot stretch,
it splits and is shed. This is called molting and it happens several times
as the caterpillar gets fatter and fatter. It is at this slow-moving stage that
many a caterpillar is devoured by a hungry bird. Still, many protect them-
selves by using their colors to blend in with their environment. Other have
sharp spines or prickly hairs on their bodies to deter predators, while still
others have circles or spots on their skin that trick their predators into
thinking that the caterpillar is really a larger animal than it is.

Caterpillar to chrysalis to butterfly
If the caterpillar survives and reaches its full size, it attaches itself

to a stem from which it hangs upside down. It then sheds its skin one last
time, and the old skin hardens almost immediately and becomes a tough
shell called a chrysalis (pronounced KRIS-uh-liss). The caterpillar has
now become a pupa (pronounced PEW-puh) inside a chrysalis, and its
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body parts are broken down into a thick liquid that will feed special, pre-
programmed cells that have lain dormant in the caterpillar. These cell
clusters start to form specialized body parts, like wings, legs, and eyes of
a new creature. This process goes on for days, weeks, and sometimes
months, according to the type of butterfly that will emerge. The final stage
occurs when an adult butterfly finally pushes itself out of its chrysalis,
looking nothing like the caterpillar that it was. When the butterfly breaks
through the now-soft shell, its wings are wet and crumpled and it must
rest while it expands its wings and pumps them full of blood. Continued
flapping makes them strong, and soon the adult butterfly is ready to fly
away and begin this cycle all over again by looking for a mate.

Every adult butterfly is covered with millions of tiny scales that help
it to control its body temperature. They also can help it escape from a
predator’s grip since they rub off easily. It is these scales that give but-
terflies their beautiful colors. A butterfly’s body is made up of three parts:
head, thorax, and abdomen. On its head are two long antennae, which it
uses as feelers to touch and to smell things. They also have two large
compound eyes, which means that each is really thousands of eyes formed
together. This allows a butterfly to see in all directions at once. They also
have a long hollow tube called a proboscis (pronounced pro-BOSS-siss),
which they use like a straw to sip the energy-rich, sugary liquid called
nectar produced by flowering plants.

Amazing fliers
A butterfly’s wings are its most important part since they enable it to

move about for food, shelter, a mate, and all the other things it needs. Its
wings are very strong, and they are supported and shaped by a network of
veins, just like those in a leaf. Different species have different-shaped wings
that make each fly in a different manner. Those with large wings flap and
make long glides, while those with wide wings flutter and flit or move with
short bursts. Those with long, thin wings fly the fastest, and those with
short, triangular wings can zigzag and dart about quickly. No matter how
they move about, butterflies are incredible fliers, and some migrate over
3,000 miles (4,800 kilometers) to spend the winter in a warmer place. The
well-known Monarch butterfly flies to Mexico from North America before
the autumn chill arrives. Those living east of the Rocky Mountains fly the
longest, traveling over 2,000 miles (3,200 kilometers) to get to the same
spot in Central America. Some scientists believe that they find their way
by using the position of the Sun as a compass, while others think that they
are able to detect changes in light waves that are filtered through the clouds.
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However they do it, millions make the journey south every year, and their offspring make their way
north again the following spring.

The ancient Greeks are said to have believed that when people die, their souls leave their
bodies in the form of a butterfly. Their symbol for the soul was a young girl named Psyche who
had butterfly wings. Today, we know that real butterflies are extremely sensitive to changes in
their environment. More and more, as their habitats are being destroyed and endangered by pol-
lution, pesticides, and other human activity, butterflies are threatened. Some rare species may have
already become extinct.

[See also Insects; Invertebrates]



‡�CAD/CAM
CAD/CAM is an acronym for computer-aided design and computer-aided
manufacturing. The use of computer software programs makes it possi-
ble to remove much of the tedious manual labor involved in design 
and manufacturing operations. Prior to CAD/CAM software programs,
engineers building complex machines had to prepare thousands of highly
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technical and accurate drawings and charts. When changes had to be made
to the plans during the building process, engineers and draftspersons had
to make them by hand. This was time-consuming, and often introduced
errors to the original plans. When a CAD program is used, the computer
automatically evaluates and changes all corresponding documents in-
stantly and without errors.

CAD programs also allow engineers and architects to test new ideas
or designs without having to actually build the design. This has been par-
ticularly valuable in space programs, where many unknown design vari-
ables are involved. Previously, aerospace engineers depended upon trial-
and-error testing, a time-consuming and possibly life-threatening process.
Computer simulation and testing in the space program reduces time and
the possible threat to lives. CAD is also used extensively in the military,
civil aeronautics, automotive, and data processing industries.

CAM, commonly operated together with CAD, is a software pro-
gram that communicates instructions to automated machinery. CAM tech-
niques are especially suited for manufacturing plants, where tasks are
repetitive or dangerous for human workers.

[See also Automation; Robotics]

‡�Calculator
The calculator is a computing machine. Basic cal-
culators perform basic mathematical functions
(addition, subtraction, division, and multiplica-
tion). More sophisticated calculators can perform
functions of the higher-based mathematical
branches of trigonometry and calculus. The
odometer, or mileage counter, in an automobile
is a counting machine, as is the pocket calcula-
tor and the personal computer. They may have
different ability levels, but they all tally numbers.

Early calculators
Although the abacus, the first tool of cal-

culation, has existed since ancient times, ad-
vanced calculating machines did not appear 
until the early 1600s. Blaise Pascal, a French sci-
entist and philosopher, developed in 1642 the
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Pascaline, a machine capable of adding and subtracting nine-digit num-
bers. Figures were entered by moving numbered wheels linked to each
other by gear, similar to a modern automobile’s odometer. In 1671, Ger-
man philosopher and mathematician Gottfried Wilhelm Leibniz improved
Pascal’s design, creating a machine that performed multiplication. In
1820, Frenchman Charles X. Thomas devised a machine that added sub-
traction and division to a Leibniz-type calculator. It was the first mass-
produced calculator, and it became a common sight in business offices.

Over the next century, mathematicians and inventors improved upon
the designs of previous calculating machines. In 1875, American inven-
tor Frank Stephen Baldwin received the first patent for a calculating ma-
chine. Baldwin’s machine did all four basic mathematical functions and
did not need to be reset after each computation. With the need for more
accurate record keeping in the business world, calculating machines that
used motors to tally larger and larger numbers and mechanisms to print
out results on paper were devised. These mechanical machines remained
essentially unchanged until the mid-1960s.

Electronic calculators
The integrated circuit chip—tiny, complex electronic circuits on a

single chip of silicon—was invented in 1959 by Texas Instruments and
Fairchild (a semiconductor manufacturing company). Although integrated
circuits allowed calculators to become much faster and smaller, those early
electronic calculators were still just adding machines. In 1970, however,
the development of the microprocessor—which incorporated the circuitry
of the integrated circuit and the entire central processing unit of a com-
puter onto a single chip—changed the computing industry. The micro-
processor made pocket-sized, highly sophisticated calculators possible.

Today, pocket calculators with a wide range of functions are avail-
able, including programmable calculators that are in effect miniature com-
puters. Some calculators are powered by solar cells in ordinary room light.
More than 50 million portable calculators are sold in the United States
each year, many for less than $10.

[See also Computer, digital]

‡�Calculus
Calculus is a field of mathematics that deals with rates of change and 
motion. Suppose that one nation fires a rocket carrying a bomb into the
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atmosphere, aimed at a second nation. The first nation must know exactly
what path the rocket will follow if the attack is to be successful. And the
second nation must know the same information if it is to protect itself
against the attack. In this example, calculus is used by mathematicians in
both nations to study the motion of the rocket.

Calculus was originally developed in the late 1600s by two great
scientific minds, English physicist Isaac Newton (1642–1727) and Ger-
man mathematician Gottfried Wilhelm Leibniz (1646–1716). Both schol-
ars presented their ideas at about the same time, so credit for the inven-
tion of calculus must go to both. The debate over credit at the time,
however, reached intense levels and sparked bad feelings between the two
countries involved (Great Britain and Germany). Over the past 300 years,
calculus has become an absolutely essential mathematical tool in every
field of science, mathematics, and engineering.

To illustrate the basic principles of calculus, imagine that you are
studying changes in population in your hometown over the past 100 years.
As you graph the data you collected, you can see that population increased
for a number of years, then decreased for a period of time before begin-
ning a second increase. One question you might want to ask is what the
rate of change in the population was at any given time, such as any given
year. For example, was population increasing at the same rate in 1980
that it was in 1890? One way to answer that question is to locate two
points on the curve. The rate of change for this part of the graph, then, is
how steeply the curve rises between these two points.

Differential and integral calculus
Calculus can be subdivided into two general categories: differential

and integral calculus. Differential calculus deals with problems of the type
above, in which some mathematical function (such as population change)
is known. From the graphical or mathematical representation of that func-
tion, the rate of change can be calculated.

The reverse process can also be performed. For example, it may be
possible to find the rate of change for some function. From that rate of
change, then, it may be possible to determine the original function itself.
This field of mathematics is known as integral calculus.

‡�Calendar
A calendar is a system of measuring the passage of time for the purpose
of recording historic events and arranging future plans. Units of time are
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defined by three different types of motion: a day is one rotation of Earth
around its axis; a month is one revolution of the Moon around Earth; and
a year is one revolution of Earth around the Sun. The year is the most
important time unit in most calendars, since the cycle of seasons repeat
in a yearly cycle as Earth revolves around the Sun.

Making a yearly calendar, however, is no simple task because these
periods of time do not divide evenly into one another. For instance, the
Moon completes its orbit around Earth (a lunar month) in 29.5 days. A
lunar year (12 lunar months) equals 365 days, 8 hours, and 48 minutes.
A solar year (time it takes Earth to complete its orbit around the Sun) is
365.242199 days, or 365 days, 5 hours, 48 minutes, and 46 seconds. The
calendar we currently use is adjusted to account for the extra fraction of
a day in each year.

Development of the 
present-day calendar

The official calendar currently used worldwide is the Gregorian cal-
endar. The ancient Egyptians adopted a 365-day calendar sometime be-
tween 4000 and 3000 B.C. The first major improvement to that 365-day
calendar was made by Roman dictator Julius Caesar (100–44 B.C.) in 46
B.C. With the help of Greek astronomer Sosigenes, Caesar developed a
calendar divided into 12 months of 30 and 31 days, with the exception of
29 days in February. In this new Julian calendar (named after Caesar), an
extra day, or leap day, was added to every fourth year to account for the
365.25-day solar year.

The Julian calendar, however, was still off by 11 minutes and 14
seconds each year. Over 300 years, this difference added up to just over
3 days. By the mid-1500s, the Julian calendar was another 10 days ahead
of Earth’s natural yearly cycle.

To adjust this calendar to line up with the seasons, Pope Gregory
XIII (1502–1585) introduced another change in 1582. He first ordered
that 10 days be cut from the current year, so that October 4, 1582, was
followed by October 15, 1582. He then devised a system whereby three
days are dropped every four centuries. Under the original Julian calen-
dar, every century year (200, 300, 400, etc.) was a leap year. In the new
calendar, named the Gregorian calendar, only those century years divisi-
ble by 400 (800, 1200, 1600, etc.) are leap years.

Although not perfect, the Gregorian calendar is accurate to within
0.000301 days (26 seconds) per year. At this rate, it will be off one day
by about the year 5000.
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The Jewish and Muslim calendars
The Jewish calendar is a lunisolar calendar, a combination of lunar

and solar years. The calendar is 12 lunar months long, with an additional
month added every few years to keep the calendar in line with the sea-
sons. The months (with corresponding days) are Tishri (30), Marheshvan
(29 or 30), Kislev (29 or 30), Tebet (29), Sebat or Shebat (30), Adar (29),
Nisan (30), Iyar (29), Sivan (30), Tammuz (29), Ab (30), and Elul (29).
Adar II, the extra month, is added periodically after Adar. Calendar years
vary from 353 to 355 days; leap years may have 383 to 385 days. Rosh
ha-Shanah, the Jewish New Year, is observed on the first day of Tishri.

The Muslim calendar is a strict lunar calendar. Calendar years vary
from 354 to 355 days, with the months and seasons having no connec-
tion. The months are Muharram (30), Safar (29), First Rabia (30), Sec-
ond Rabia (29), First Jumada (30), Second Jumada (29), Rajab (30), Sha-
ban (29), Ramadan (30), Shawwal (29), Dhu-I-Kada (30), and Dhu-I-Hijja
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(29 or 30). The first day of the first year of the Muslim calendar corre-
sponds to July 16, 622, of the Gregorian calendar.

The Gregorian calendar and 
the third millennium

Technically, the year 2000 on the Gregorian calendar was not the
beginning of the third millennium (a 1,000-year span). In actuality, it was
the last year of the second millennium. When the Gregorian calendar was
adopted, the transition of the years B.C. to A.D.—marking the birth of 
Jesus of Nazareth—did not include the year 0. The sequence runs 2 B.C.,
1 B.C., A.D. 1, A.D. 2, etc. According to this sequence, since there is no
year zero, the first year of the first millennium was A.D. 1. Thus, the first
day of the third millennium was January 1, 2001.

Possible future calendar reform
Although the Gregorian calendar allows for the oddity of Earth’s or-

bit and for the dates when Earth is closest and farthest from the Sun, the
shortness of February introduces slight problems into daily life. For ex-
ample, a person usually pays the same amount of rent for the 28 days of
February as is paid for the 31 days of March. Also, the same date falls
on different days of the week in different years. These and other exam-
ples have led to several suggestions for calendar reform.

Perhaps the best suggestion for a new calendar is the World Calen-
dar, recommended by the Association for World Calendar Reform. This
calendar is divided into four equal quarters that are 91 days (13 weeks)
long. Each quarter begins on a Sunday on January 1, April 1, July 1, and
October 1. These 4 months are each 31 days long; the remaining 8 months
all have 30 days. The last day of the year, a World Holiday (W-Day),
comes after December 30 (Saturday) and before January 1 (Sunday) of the
new year. W-Day is the 365th day of ordinary years and the 366th day of
leap years. The extra dy in leap years would appear as a second World
Holiday (Leap year or L-Day) between June 30 (Saturday) and July 1 (Sun-
day). The Gregorian calendar rules for ordinary, leap, century, and non-
century years would remain unchanged for the foreseeable future.

‡�Calorie
A calorie is a unit of heat measurement in the metric system. It is defined
as the amount of heat needed to raise one gram of pure water by 1°C 
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under standard conditions. The term standard conditions refers to atmos-
pheric pressure of one atmosphere and a temperature change from 15.5
to 16.5°C.

A second unit of measurement is the Calorie. The Calorie (with a
capital C) is 1,000 times the size of the calorie. The difference between
the two is sometimes made clear by calling the calorie the gram-calorie
and the Calorie the kilocalorie. The abbreviation for the two units are cal
for the gram-calorie and Cal for the kilocalorie. When you read about the
number of calories contained in food or the number of calories to include
in your diet each day, the term intended is the kilocalorie. It is this unit
that is used by nutritionists in talking about the food value of what we eat.

Many people other than health scientists are interested in the caloric
content of substances. For example, engineers need to know the heat con-
tent (in calories) of various types of fuels. Ecologists are interested in the
energy content (expressed in calories) of various organisms in the envi-
ronment and in how that energy content changes over time.

One calorie in the metric system is equivalent to 3.968 British ther-
mal units, the unit of measurement for heat energy in the British system.
A calorie is also equivalent to 4.187 joules, the fundamental unit of heat
energy in the Système International, or International System of Units, the
measurement system used by scientists throughout the world.

[See also Energy; Units and standards]

‡�Canal
A canal is a human-made waterway or channel that is built for transporta-
tion, irrigation, drainage, or water supply. Although canals are among the
oldest works of civil engineering, they continue to play a major role in com-
merce, as they are the cheapest form of inland transportation yet devised.

The earliest canals were built by Middle Eastern civilizations pri-
marily to provide water for drinking and for irrigating crops. The Nahrwan
Canal, 185 miles (300 kilometers) long, was built around 2400 B.C. be-
tween the Tigris and Euphrates Rivers (in present-day Iraq). Egypt’s an-
cient pharaohs linked the Mediterranean and Red Seas with a canal that
the Romans later restored and used for shipping.

The Chinese were perhaps the greatest canal builders of the ancient
world, having linked their major rivers with a series of canals dating back
to the third century B.C. Their most impressive project was the famous
Grand Canal, begun in the sixth century B.C. and completed in the thir-
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teen century. Stretching for a total length of 1,000 miles (1,600 kilome-
ters), the Grand Canal is the longest canal in the world.

Transportation
Canal systems for transportation were not widespread in Europe un-

til the seventeenth and eighteenth centuries. The famous Canal du Midi
in southern France allowed oceangoing ships to travel 150 miles (240
kilometers) from the Atlantic Ocean to the Mediterranean Sea. The com-
pletion of this canal in 1681 spurred the construction of transportation
canals in England, Germany, and other European countries. With the on-
set of the Industrial Revolution in Europe in the eighteenth century, trans-
port by canal soon became essential to the movement of raw materials
and manufactured goods throughout Europe.

The first major canal in the United States was the Erie Canal. Com-
pleted in 1824, the 364-mile (586-kilometer) canal provided a water route
that brought grain from the Great Lakes region to New York and the mar-
kets of the East. With the coming of the railroads in the 1830s, the United
States quickly abandoned its canals, believing that rail was then the best
method for shipping and transportation. Today, however, inland canals
play a major transportation role in the United States and the rest of the
world, since they are perfectly suited for carrying low-value, high-bulk
cargoes over long distances.

Construction and operation
The paths of most canals are affected by variations in the landscape

through which they pass. Very early canals followed the lay of the land,
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Contour canal: Usually early canals that followed the meandering nat-
ural contours of the landscape.

Inland canal: An artificial waterway or channel that is cut through
land to carry water and is used for transportation.

Lock: A compartment in a canal separated from the main stream by
watertight gates at each end; as water fills or drains it, boats are
raised or lowered from one water level to another.



simply going around anything in their way. Because of this, they were
called contour canals. These canals could not, however, connect two bod-
ies of water that were at different heights. The invention of the lock sys-
tem in China in the tenth century solved this engineering problem, open-
ing the way for the full development of canals.

In the modern lock system, a segment of a canal is closed off by
gates at either end. When a boat enters the lock, the front gate is already
closed. The back gate is then closed behind the boat, and the water level
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within the lock is raised or lowered to the level of the water on the out-
side of the front gate. Valves on the gates control the level of the water.

Sea canals, the great canals that shorten sea routes, are engineering
achievements. Three outstanding examples are the Suez Canal linking the
Mediterranean Sea and the Gulf of Suez (1869), the Kiel Canal connect-
ing the North and Baltic Seas (1895), and the Panama Canal linking the
Atlantic and Pacific Oceans (1914).

[See also Lock]

‡�Cancer
Cancer is a disease of uncontrolled cell growth caused by exposure to car-
cinogens (cancer-causing substances), genetic defects, or viruses. Cancer
cells can multiply and form a large mass of tissue called a tumor. Some
tumors are limited to one location and can be surgically removed. These
tumors may cause little harm and are therefore termed benign. Cancer
cells of other tumors may spread, or metastasize (muh-TASS-tuh-size),
to surrounding tissue or other organs of the body. Such aggressive tumors
are termed malignant. Cancer is a word used usually to describe malig-
nant, not benign, tumors. The study of cancer is called oncology.
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How cancer cells are formed
The transformation of a normal cell into a cancer cell can occur

when the genetic material (deoxyribonucleic acid or DNA) of a cell is
changed, or mutated. A tumor is the result of multiple gene mutations
within a single cell. Years or decades before a tumor forms, a cell can
become weakened by various factors, making it more susceptible to later
transformation into a cancer cell. Cancer is often a disease of age, with
many occurring after age fifty.

Types of cancer
There are more than 200 different types of cancer, and they are

named for the organ or tissue in which they begin to grow. Leukemia
refers to cancer of white blood cells (also called leukocytes), and lym-
phoma is cancer of lymphoid tissue (a connective tissue containing white
blood cells called lymphocytes). Melanomas are cancers that begin in
melanocytes (skin pigment cells). Cancers that originate in epithelial tis-
sue (cellular tissue that lines cavities such as the stomach or lung) are
called carcinomas. Those that begin in connective tissue (such as bone
and cartilage) or muscle are called sarcomas.

Causes of cancer
One of the most carcinogenic substances known is tobacco smoke.

It is the major cause of lung cancer, which is the leading cause of cancer
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Words to Know

Carcinogen: A substance capable of causing cancer.

Chromosome: Organized strands of DNA in the nucleus of a cell.

DNA (deoxyribonucleic acid): The genetic material in the nucleus of
cells that contains information for an organism’s development.

Gene: A section of a chromosome that carries instructions for the for-
mation, functioning, and transmission of specific traits from one gen-
eration to another.

Mutation: A change in the DNA in a cell.

Tumor: A mass of abnormal tissue that can be malignant or benign.



deaths in both men and women in the United States. In the year 2000, 
almost 160,000 people in the United States died from lung cancer. In com-
parison, cancer of the colon and rectum caused over 56,000 deaths that
same year. Breast cancer claimed over 41,000 lives, while prostate can-
cer claimed almost 32,000.

Other carcinogens include certain chemicals, the Sun’s ultraviolet
light, and radiation. Some viruses can cause cancer by altering the 
DNA of a host cell and converting the cell’s normal genes into cancer-
causing genes, or oncogenes. Genetic factors—such as chromosomal 
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abnormalities or the inheritance of faulty genes from a parent—can make
some people more likely to develop certain cancers. For instance, people
with Down syndrome, a chromosomal abnormality, are susceptible to
leukemia.

Treatment
Cancer treatment consists of surgery to remove tumors and radia-

tion to slow tumor growth. Chemotherapy, or drug therapy, is often used
to treat cancers that have spread to other parts of the body. Another 
approach to treatment is to boost the immune system with immune-
enhancing drugs or antibodies that can recognize and destroy abnormal
cells. A new type of anticancer drug that homes in on cancer cells—leav-
ing healthy ones alone—was introduced in the spring of 2001. The drug,
Gleevec, works strikingly well against chronic myelogenous leukemia
(one of the four main types of blood cancer) and gastrointestinal stromal
tumor (GIST; a rare stomach tumor). Scientists believe the future of can-
cer treatment lies in the development of a wider range of anticancer drugs
and in genetic engineering, whereby healthy genes would be manufac-
tured to replace mutated DNA in transformed cells.

Prevention
Many cancers are preventable. It is estimated that avoidance of to-

bacco, overexposure to the Sun, high-fat diets, excessive alcohol, unsafe
sex, and other known carcinogens could prevent more than 80 percent of
all cancer cases. In addition, yearly testing can detect certain cancers and
make early treatment possible, providing a better chance of survival.

[See also Carcinogen; Nucleic acid]

‡�Canines
Biologists classify canines as members of the carnivore (meat-eating) fam-
ily Canidae. That family, made up of 30 to 35 species, includes wolves,
foxes, coyotes, the dingo, jackals, and a number of species of wild dog.
The family also includes the domesticated dog, which is believed to have
descended from the wolf.

Canines originated 38 million to 54 million years ago in North Amer-
ica, from where they spread throughout the world. Canines range in size
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from the fennec fox, which is about 16 inches (40 centimeters) long, in-
cluding the tail, and which weighs 3 pounds (1.4 kilogram), to the gray
wolf, which is more than 6 feet (2 meters) in length and which weighs
about 175 pounds (80 kilograms). Canine skulls have a long muzzle, well-
developed jaws, and a characteristic dental formula of 42 teeth.

The social behavior of canines varies from solitary habits to highly
organized packs that exhibit considerable cooperation. Most canines live
in packs, which offers several benefits including defense of group terri-
tory, the care of the young, and the ability to catch large prey species.

Wolves
Wolves are found in North America, Europe, and Asia. The gray or

timber wolf is the largest member of the dog family and a widely dis-
tributed species. It lives in a variety of habitats, including forests, plains,
mountains, tundra, and deserts. The red wolf is found only in southeast-
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ern Texas and southern Louisiana. The red wolf is smaller than the gray
wolf, and there is some evidence that it may be even a hybrid cross be-
tween the gray wolf and coyote.

The gray wolf lives in packs and is a territorial species. Territories
are scent-marked (that is, an animal will leave its personal odor to mark
the boundaries of its territory) and may range from 50 to 5,000 square
miles (130 to 13,000 square kilometers). Pack size is usually small, about
eight members, consisting of a mature male and female and their offspring
and relatives. When the pack size becomes large, a system of dominance
hierarchy is established. The dominant male leader of the pack is called
the alpha male and the dominant female is called the alpha female. Hier-
archy is acknowledged among pack members through submissive facial
expressions and body postures.

Only the dominant male and female breed. Gestation (pregnancy) is
about two months and the average litter size is from four to seven pups,
who are born blind. The young reach physical maturity within the year.
They do not become sexually mature until the end of their second year.
The nonbreeding members of a pack help protect and feed the young.
Wolves prey on deer, moose, elk, and beavers.

Besides scent-marking, wolves communicate by howling. Scientists
believe that howling informs pack members of each other’s position when
they are separated from each other and warns off other packs from the
territory as well. During spring and summer, the wolf pack remains within
its territory. Wolf pups are raised during this period. During autumn and
winter, the wolf pack travels widely, often following the migration of
species on whom they prey.

Foxes
There are 21 species of fox. Foxes range in size from the 3-pound

(1.4-kilogram) fennec fox to the 20-pound (9 kilogram) red fox. The gray
fox and arctic (or white) fox are highly valued for their pelts. The so-
called silver and blue fox are actually color phases of the arctic fox. Other
fox species include the kit fox, the swift fox, crab-eating South Ameri-
can fox, and the sand fox.

Foxes have a pointed muzzle, large ears, a slender skull, and a long
bushy tail. They are territorial and, like wolves, scent-mark their territo-
ries. Foxes also communicate by vocalizations such as yapping, howling,
barking, whimpering, and screaming. Foxes use stealth, and dash-and-
grab hunting techniques to catch their prey. They are generally solitary
hunters, and most species feed on rabbits, rodents, birds, beetles, grasshop-
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pers, and earthworms. The bat-eared fox of Africa eats primarily insects,
although it also includes fruit and small animals in its diet. Foxes mate
in winter, with the female producing an annual litter of one to six pups
after a gestation period of fifty to sixty days.

Foxes are heavily hunted for their pelts and to prevent the spread of
the viral disease rabies. Some attempts to develop oral vaccination for ra-
bies have been successfully used in Switzerland and Canada.

Other members of the Canidae family
Coyotes, jackals, dingoes, and a number species of wild dog com-

prise the rest of the canine family. The distribution of coyotes ranges from
Alaska to Central America. Their populations have flourished as wolves
have been eliminated. They have a tendency to interbreed with wolves
and with domestic dogs. Coyotes prey on small animals, but will eat what-
ever is available to them, including carrion (dead meat), insects, and fruit.
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Coyotes reach maturity during their first year and produce a litter of
six pups. While the basic social unit of coyotes is the breeding pair, some
coyotes form packs similar to wolf packs and scent-mark a territory. In
the United States, coyotes have been responsible for considerable losses
of sheep.

Four species of jackals occupy ecological niches normally filled by
wolves in warmer parts of the world. They are found throughout Africa,
southeastern Europe, and southern Asia as far east as Burma. The four
species are the golden jackal, the simian jackal, the black-backed jackal,
and the sidestriped jackal. The golden jackal is the most widely distrib-
uted of the four species.

The golden jackal prefers arid grasslands, the silverbacked jackal
prefers brush woodlands, the simian jackal prefers the high mountains of
Ethiopia, and the sidestriped jackal prefers moist woodlands. Jackals have
a varied diet of fruit, reptiles, birds, and small mammals.

Jackals are unusually stable in their breeding relationships, forming
long-lasting partnerships. They also engage in cooperative hunting. Jack-
als are territorial and engage in scent-marking, usually as a unified male
and female pair. They also participate in raising their young together and
tend to remain monogamous (staying with the same mate). Jackals com-
municate by howling, barking, and yelping. In Ethiopia, the simian jackal
is an endangered species because it has been killed for its fur.

Other wild canines include the Indian wild dog dhole of southeast
Asia and China; the maned wolf; the bush dog of Central America and
northern parts of South America; the dingo of Australia; and the raccoon
dog of east Asia, Siberia, Manchuria, China, Japan, and the northern In-
dochinese peninsula. In Africa, the cape hunting dog has a distinctive
black, yellow, and white coat and large ears and hunts in packs that can
overpower any game species.

Domestic dogs
Kennel societies in the United States recognize 130 breeds of do-

mesticated dog, while kennel societies in Great Britain recognize 170
breeds, and the Federation Cynologique Internationale (representing 65
countries) recognizes 335 breeds. Domestic dogs range in size from about
4 pounds (2 kilograms) to more than 200 pounds (100 kilograms). Some
breeds, such as the dachshund, have very short legs, while others, such
as the greyhound, have very long legs.

For dog owners, these animals serve a number of different purposes.
Pet dogs provide companionship and protection, while others herd sheep
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or cattle or work as sled dogs. Police use dogs to sniff out illegal drugs
and to help apprehend criminals. Dogs are also used for hunting and for
racing. Guide dogs help blind people find their way around.

Female dogs are first able to reproduce, at the age of anywhere from
seven to eighteen months. Gestation lasts about two months, and the size
of a litter is from three to six puppies. Like other canines, puppies are
born unable to see. They develop that sense in about twenty-one days. At
about the age of two months, puppies are less dependent on their moth-
ers and begin to relate more to other dogs or people. Typical vocaliza-
tions of domestic dogs include barking and yelping.

History of domestication. About 5,000 years ago, human civiliza-
tion changed from a hunting-gathering society to a farming culture, and
the domestication of the dog began. Scientists believe that all breeds of
domestic dogs, whether small or large, long haired or short haired, are
descended from a wolflike animal over several millions of years. Do-
mestic dog breeds have been produced through selective breeding.

Unlike the wolf, the dog is treasured by humans, as indicated by 
its nickname as “man’s best friend.” Dog stories abound in children’s 
literature, from Lassie to Rin Tin Tin, and politicians, like Presidents
Franklin D. Roosevelt and Richard Nixon, used their pet dogs to enhance
their images.

Endangered canines
Hunting and the destruction of habitat have endangered some species

of canines. Their reputation as predators has added to efforts to eradicate
them from areas where livestock are raised or where they live too close to
urban populations. Some rare wild dogs, such as the jackal of Ethiopia, are
few in number. The maned wolf of Argentina and Brazil has a population
of no more than 1,000 to 2,000 members. A successful effort has been
made to reintroduce the gray wolf into national parks in the United States,
but this effort is opposed by many people, particularly local ranchers.

‡�Carbohydrate
Carbohydrates are compounds composed of carbon, hydrogen, and oxy-
gen. The carbohydrate group includes sugars, starches, and cellulose. Sug-
ars and starches provide organisms with energy for cell functions, and
cellulose is a fibrous substance making up plant cell walls.
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The role of plants
Carbohydrates are produced by green plants through a process

known as photosynthesis. In photosynthesis, a pigment called chlorophyll
(pronounced KLOR-uh-fill) in the leaves of plants absorbs light energy
from the Sun. Plants use this light energy to convert water and carbon
dioxide from the environment into glucose and oxygen. Some glucose is
used to form the more complex carbohydrate cellulose, the main struc-
tural component of plant cell walls. Some is used to provide immediate
energy to plant cells. The rest is changed to a different chemical form,
usually starch, and stored in seeds, roots, or fruits for later use.

The carbohydrates produced by plants are an important source of
energy for animals. When animals eat plants, energy stored in carbohy-
drates is released in the process of respiration, a chemical reaction be-
tween glucose and oxygen to produce energy (for cell work), carbon diox-
ide, and water. Glucose is also used by animal cells in the production of
other substances needed for growth.

Types of carbohydrates
Carbohydrates are usually divided into three categories: monosac-

charides, having one sugar unit; disaccharides, having two sugar units;
and polysaccharides, having many sugar units. The arrangement of atoms
in different carbohydrate molecules gives each its specific properties.

Among the most important monosaccharides are glucose (found in
plants and animals), fructose (a fruit sugar), and galactose (formed from
the milk sugar lactose). Glucose is especially important in vital life
processes. Each of these simple sugars is made up of the same number
and types of atoms, arranged differently. All three are readily absorbed
into the bloodstream from the digestive tract.

Disaccharides are carbohydrates composed of two subunits of simple
sugars. They include sucrose (ordinary table sugar), maltose (formed from
starch), and lactose (found in milk and the only sugar not occurring in plants).
Enzymes in the digestive tract of humans and animals split disaccharides into
the more easily absorbed monosaccharides. For example, sucrose is split into
the simple sugars glucose and fructose during digestion.

Polysaccharides are the most abundant carbohydrates. A polysac-
charide molecule can contain thousands of glucose units. These highly
complex carbohydrates include starches, cellulose, and glycogen. Starch
is the usual form in which carbohydrates are stored as energy by plants.
Plants can split starch into its simpler glucose units for use as energy when
needed.
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Cellulose is known as a structural carbohydrate because of the fibers
formed by its molecules. It is the major component of plant cell walls and
comprises over half of the carbon found in plants. Humans and most an-
imals cannot digest cellulose for food but use it as a fiber (often termed
roughage) to help in the elimination of waste by the intestine. Some graz-
ing animals such as cows and sheep have microorganisms in their diges-
tive tracts that partially digest cellulose, allowing these animals to use cel-
lulose as food.

Glycogen is the form in which glucose is stored in the liver and mus-
cles of animals for energy needs. Muscle glycogen is used primarily to
fuel muscle contractions (such as during exercise). Liver glycogen is used
to restore glucose to the blood when the sugar level is low (such as be-
tween meals).

[See also Photosynthesis]

‡�Carbon cycle
The carbon cycle is the process in which carbon atoms are recycled over
and over again on Earth. Carbon recycling takes place within Earth’s bios-
phere and between living things and the nonliving environment. Since a
continual supply of carbon is essential for all living organisms, the carbon
cycle is the name given to the different processes that move carbon from
one to another. The complete cycle is made up of “sources” that put car-
bon back into the environment and “sinks” that absorb and store carbon.

Recycling carbon
Earth’s biosphere can be thought of as a sealed container into which

nothing new is ever added except the energy from the Sun. Since new
matter can never be created, it is essential that living things be able to
reuse the existing matter again and again. For the world to work as it does,
everything has to be constantly recycled. The carbon cycle is just one of
several recycling processes, but it may be the most important process since
carbon is known to be a basic building block of life. As the foundation
atop which a huge family of chemical substances called organic substances
are formed, carbon is the basis of carbohydrates, proteins, lipids, and nu-
cleic acids—all of which form the basis of life on Earth.

Since all living things contain the element carbon, it is one of the
most abundant elements on Earth. The total amount of carbon on Earth,
whether we are able to measure it accurately or not, always remains the
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same, although the carbon regularly changes its form. A particular car-
bon atom located in someone’s eyelash may have at one time been part
of some now-extinct species, like a dinosaur. Since the dinosaur died and
decomposed millions of years ago, its carbon atoms have seen many forms
before ending up as part of a human being. It may have been part of sev-
eral plants and trees, free-floating in the air as carbon dioxide, locked
away in the shell of a sea creature and then buried at the ocean bottom,
or even part of a volcanic eruption. Carbon is found in great quantities in
Earth‘s crust, its surface waters, the atmosphere, and the mass of green
plants. It is also found in many different chemical combinations, includ-
ing carbon dioxide (CO2) and calcium carbonate (CaCO3), as well as in
a huge variety of organic compounds such as hydrocarbons (like coal, pe-
troleum, and natural gas).

Carbon cycle processes
If a diagram were drawn showing the different processes that move

carbon from one form to another, its main processes would be photosyn-
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Words to Know

Biosphere: The sum total of all life-forms on Earth and the interaction
among those life-forms.

Decomposition: The breakdown of complex molecules—molecules of
which dead organisms are composed—into simple nutrients that can be
reutilized by living organisms.

Fossil fuel: A fuel such as coal, oil, or natural gas that is formed over
millions of years from the remains of plants and animals.

Greenhouse effect: The warming of Earth’s atmosphere due to water
vapor, carbon dioxide, and other gases in the atmosphere that trap
heat radiated from Earth’s surface.

Hydrocarbons: Molecules composed solely of hydrogen and carbon atoms.

Photosynthesis: Chemical process by which plants containing chloro-
phyll use sunlight to manufacture their own food by converting carbon
dioxide and water to carbohydrates, releasing oxygen as a by-product.

Respiration: The process in which oxygen is used to break down
organic compounds into carbon dioxide and water.



thesis, respiration, decomposition, natural weathering of rocks, and the
combustion of fossil fuels.

Photosynthesis. Carbon exists in the atmosphere as the compound
carbon dioxide. It first enters the ecological food web (the connected net-
work of producers and consumers) when photosynthetic organisms, such
as plants and certain algae, absorb carbon dioxide through tiny pores in
their leaves. The plants then “fix” or capture the carbon dioxide and are
able to convert it into simple sugars like glucose through the biochemical
process known as photosynthesis. Plants store and use this sugar to grow
and to reproduce. Thus, by their very nature as makers of their own food,
plants remove carbon dioxide from the atmosphere. When plants are eaten
by animals, their carbon is passed on to those animals. Since animals can-
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not make their own food, they must get their carbon either directly by eat-
ing plants or indirectly by eating animals that have eaten plants.

Respiration. Respiration is the next step in the cycle, and unlike pho-
tosynthesis, it occurs in plants, animals, and even decomposers. Although
we usually think only of breathing oxygen when we hear the word “res-
piration,” it has a broader meaning that involves oxygen. To a biologist,
respiration is the process in which oxygen is used to break down organic
compounds into carbon dioxide (CO2) and water (H2O). For an animal
then, respiration is both taking in oxygen (and releasing carbon dioxide)
and oxidizing its food (or burning it with oxygen) in order to release the
energy the food contains. In both cases, carbon is returned to the atmos-
phere as carbon dioxide. Carbon atoms that started out as components of
carbon dioxide molecules have passed through the body of living organ-
isms and been returned to the atmosphere, ready to be recycled again.

Decomposition. Decomposition is the largest source through which
carbon is returned to the atmosphere as carbon dioxide. Decomposers are
microorganisms that live mostly in the soil but also in water, and which
feed on the rotting remains of plants and animals. It is their job to con-
sume both waste products and dead matter, during which they also return
carbon dioxide to the atmosphere by respiration. Decomposers not only
play a key role in the carbon cycle, but also break down, remove, and re-
cycle what might be called nature’s garbage.

Weathering of rocks. Not all carbon atoms are always moving some-
where in the carbon cycle. Often, many become trapped in limerock, a
type of stone formed on the ocean floor by the shells of marine plankton.
Sometimes after millions of years, the waters recede and the limerock is
eventually exposed to the elements. When limerock is exposed to the nat-
ural process of weathering, it slowly releases the carbon atoms it con-
tains, and they become an active part of the carbon cycle once again

Human-caused increase of carbon dioxide in the atmosphere.
In recent history, humans have added to the carbon cycle by burning fos-
sil fuels. Ever since the rapid growth of the Industrial Revolution in the
nineteenth century when people first harnessed steam to power their en-
gines, human beings have been burning carbon-containing fuels like coal
and oil (called fossil fuels) for artificial power. This constant burning pro-
duces massive amounts of carbon dioxide, which are released into Earth’s
atmosphere. Over the last 150 years, the burning of coal, oil, and natural
gas has released some 270 billion tons (245 billion metric tons) of car-
bon into the air in the form of carbon dioxide.
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Luckily, more than half of the carbon dioxide emitted by the burn-
ing of fossil fuels is absorbed by the oceans, by plants, and by soils. Re-
gardless, scientists feel fossil fuel consumption could be an example of a
human activity that affects and possibly alters the natural processes (pho-
tosynthesis, respiration, decomposition) that nature had previously kept
in balance. Many scientists believe that carbon dioxide is a “greenhouse
gas.” This means that it traps heat and prevents it from escaping from
Earth. As a result, this trapped gas leads to a global temperature rise, a
natural phenomenon known as the greenhouse effect, which can have dis-
astrous effects on Earth’s environment.

[See also Greenhouse effect]

‡�Carbon dioxide
Carbon dioxide is a chemical compound consisting of one part carbon and
two parts oxygen and represented by the chemical formula CO2. For a
number of reasons, carbon dioxide is one of the most important gases on
Earth. Plants use carbon dioxide to produce carbohydrates (sugars and
starches) in the process known as photosynthesis. (In photosynthesis,
plants make use of light to break down chemical compounds and produce
energy.) Since humans and all other animals depend on plants for their
food, photosynthesis is necessary for the survival of all life on Earth.

Carbon dioxide in the atmosphere is also important because it cap-
tures heat radiated from Earth’s surface. That heat keeps the planet warm
enough for plant and animal (including human) life to survive. Increas-
ing levels of carbon dioxide in the atmosphere may be responsible for
long-term changes in Earth’s climate. Those changes may have both ben-
eficial and harmful effects on human and other forms of life on the planet.

History
Credit for the discovery of carbon dioxide goes to Flemish scientist

Jan Baptista van Helmont (c. 1580–1644; some sources give death date
as 1635). Around 1630, van Helmont identified a gas given off by burn-
ing wood and gave it the name gas sylvestre (“wood gas”). Today we
know that gas is carbon dioxide. Van Helmont’s discovery was important
not only because he first recognized carbon dioxide but also because he
first understood that air is a combination of gases, not a single gas.

Some of the most complete studies of carbon dioxide were con-
ducted by Scottish chemist Joseph Black (1728–1799). In 1756, Black
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proved that carbon dioxide (which was then called “fixed air”) occurred
in the atmosphere and that it could form other compounds. He also iden-
tified carbon dioxide in the breath exhaled by humans.

The first practical use of carbon dioxide can be traced to an invention
made by English chemist Joseph Priestley (1733–1804) in the mid-1700s.
Priestley found that by dissolving carbon dioxide in water he could pro-
duce a fresh, sparkling beverage with a pleasant flavor. Since Priestley’s
discovery lacks only sugar and flavoring to make it a modern soda pop or
cola drink, he can properly be called the father of the soft drink industry.
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Properties and uses
Carbon dioxide is a colorless, odorless, noncombustible gas with a

density about twice that of air. It can be converted to a solid known as
dry ice rather easily. Dry ice has the interesting property that it sublimes—
that is, changes directly from a solid to a gas without first melting into a
liquid. All of these properties explain the most important commercial and
industrial uses of carbon dioxide.

Among those uses is the one discovered by Priestley, the manufac-
ture of carbonated (“soft”) drinks. The presence of carbon dioxide pro-
vides the slightly tart and tingly flavor that makes such beverages so re-
freshing. Carbon dioxide is also used widely as a coolant, a refrigerant,
and an ingredient in the manufacture of frozen foods. Carbon dioxide fire
extinguishers are often used to control electrical and oil fires, which can-
not be put out with water. Because the gas is more dense than air and
does not catch fire, it spreads like a blanket over burning material and
smothers the flames. In addition, carbon dioxide is sometimes used as a
gaseous blanket to prevent substances from decaying.

In rare circumstances, carbon dioxide can be a threat to life. In 1896,
a huge cloud of the gas exploded from Lake Nyos, a volcanic lake in
northwestern Cameroon, a nation in western Africa. The cloud spread
quickly and suffocated more than 1,700 people and 8,000 animals. To-
day, scientists are trying to control this phenomenon by slowly pumping
carbon dioxide gas from the bottom of the lake.

[See also Carbon family; Combustion; Greenhouse effect; Pho-
tosynthesis; Pollution]

‡�Carbon family
The carbon family consists of the five elements that make up Group 14
of the periodic table: carbon, silicon, germanium, tin, and lead. The fam-
ily is particularly interesting because it consists of one nonmetal (carbon),
two metals (tin and lead), and two metalloids (silicon and germanium).
(A metalloid is an element that has some of the properties of both met-
als and nonmetals.)

The atoms of all Group 14 elements have four electrons in their out-
ermost energy level. In spite of this fact, the elements have less in com-
mon physically and chemically than do the members of most other fam-
ilies of elements.
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Carbon
Carbon is one of the most remarkable of all chemical elements. It

occurs in all living organisms. In fact, the field of organic chemistry,
which began as the study of the chemistry of plants and animals, can also
be called the chemistry of carbon compounds. In addition, carbon and its
compounds are of critical importance to the world as sources of energy.
Coal, oil, and natural gas—the so-called fossil fuels—all consist of pure
carbon or carbon compounds. Finally, carbon monoxide and carbon diox-
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ide, the two oxides of carbon, are profoundly important not only in the
survival of living organisms but also in a host of industrial operations.
(An oxide is an inorganic compound whose only negative part is the el-
ement oxygen.)

Carbon was one of the first elements known to humans. A Greek
historian of the fourth century B.C., for example, tells of a natural gas well
in Turkey that provided a perpetual flame for religious ceremonies. Many
reports also detail the practice of mixing lampblack, a form of carbon,
with olive oil and balsam gum to make a primitive form of ink. And di-
amonds, another form of carbon, are described in the Bible and even older
Hindu manuscripts.

Occurrence of carbon
Carbon occurs both as an element and in combined forms. As an el-

ement, it exists in at least three different allotropic forms. (Allotropes are
forms of an element that differ from each other in physical and, some-
times, chemical properties.) The two best known allotropes of carbon are
graphite and diamond. Graphite is a soft, shiny, dark gray or black, greasy-
feeling mineral used to make the “lead” in lead pencils. Graphite is soft
enough to be scratched with a fingernail.
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The second common allotrope of carbon is diamond. In striking con-
trast with graphite, diamond is the world’s hardest natural material. Its
ability to bend and spread light produces the spectacular rainbow “fire”
that is often associated with diamond jewelry. Skillful gem cutters are
able to cut and polish diamonds in a way that maximizes the effect of this
natural property.

In 1985, a third allotropic form of carbon was discovered. It is a 60-
atom structure called buckminsterfullerene that looks like a soccer ball
when viewed under a microscope.

Carbon also occurs in a number of common compounds. Carbon
dioxide, for example, is the fifth most abundant gas in the atmosphere. It
makes up about 0.3 percent of the total volume of all atmospheric gases.
Calcium carbonate is one of the most abundant of all rocks in Earth’s
crust. It occurs in a wide variety of forms, such as limestone, marble,
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How would you like to have a molecule named after you? That
is just what happened to one famous American in 1985, when scien-
tists discovered an entirely new form of carbon. Until that time,
chemists had thought that carbon existed in only two solid forms:
graphite and diamond. Then, researchers at Rice University in Texas
and the University of Sussex in England found a strange-looking mole-
cule consisting of 60 carbon atoms joined to each other in a large
sphere. Under a microscope, the molecule looks like a soccer ball with
20 hexagons (six-sided figures) on its surface.

The Rice and Sussex chemists suggested naming the new mole-
cule after American engineer and philosopher R. Buckminster Fuller
(1895–1983). Fuller had created a number of exciting new architectural
forms, one of which was the geodesic dome. A geodesic dome, like the
new molecule, is a sphere made of many plane (flat) figures like the
hexagon. Because of this similarity, the new molecule was given the
name buckminsterfullerene or, more briefly, fullerene. Less formally,
the molecules are also known as bucky-balls.

The discovery of fullerenes has created a whole new field of
chemistry that involves the study of “hollow” molecules in the shape
of spheres or cylindrical rods. In the early 1990s, astronomers
announced the discovery of fullerene molecules in outer space.



travertine, chalk, and dolomite. Stalactites and stalagmites in caves are
made of calcium carbonate, as are many animal products, such as coral,
sea shells, egg shells, and pearls.

Carbon exists abundantly in Earth’s crust in the form of the fossil
fuels. The fossil fuels are coal, oil, and natural gas. They have been given
this name because they were apparently formed—in the absence of oxy-
gen—by the slow decay of plant and animal forms that lived millions of
years ago.

Why carbon is special
More than ten million compounds of carbon are now known. That

number is far greater than the total of all noncarbon compounds that have
been discovered. The special property that makes carbon so different from
all other elements is the ability of its atoms to combine with each other
in long chains. It is possible to find compounds in which two atoms of
an element are joined to each other, but chains of more than two are rare.
A chain of ten or more atoms (other than carbon) is virtually unheard of.
Yet long chains of carbon atoms are the rule rather than the exception.
For example, the protein molecules in your body consist of hundreds 
or thousands of carbon atoms connected to each other in a long chain.
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(Proteins are large molecules that are essential to the structure and func-
tioning of all living cells.)

Furthermore, carbon atoms can form structures more complicated
than chains. Some compounds have carbon chains with other chains
branching off from them, carbon chains joined tail-to-end in rings or rings
inside of rings, carbon chains in the shape of cages, boxes, and spheres,
and carbon chains in other strange and fascinating shapes. The interest-
ing point is that these strange molecular structures are not just laboratory
curiosities. In many cases, they are found in some of the most important
compounds in living organisms.

Silicon
Silicon is the second most abundant element in Earth’s crust after

oxygen. It makes up about 27.2 percent of the crust by weight. In the uni-
verse as a whole, silicon is the seventh most abundant element, after hy-
drogen, helium, carbon, nitrogen, oxygen, and neon.

Silicon never occurs free in nature; except for rare occasions, it is
found in combination with oxygen. Probably the best-known and most
important mineral of silicon is silicon dioxide. Silicon dioxide occurs in
two forms: a crystalline form known as quartz and a noncrystalline form
known as flint. Quartz itself appears in a variety of forms, perhaps the
best known of which is sand.

Other than silicon dioxide, the most common forms of silicon in na-
ture are silicates, compounds that contain silicon, oxygen, and other ele-
ments such as magnesium, aluminum, calcium, and phosphorus. Some
familiar silicates include asbestos, beryl, various types of clay, feldspar,
mica, talc, and the vast majority of gemstones, including emeralds, sap-
phires, and rubies. The commercial product known as Portland cement
also consists largely of silicates.

Uses. Various minerals of silicon have long been used in human soci-
eties for two purposes: in construction and in the manufacture of glasses
and ceramics. Many natural building materials—brick, clay, and sand-
stone, for instance—are made of or contain silicate materials. And a very
wide variety of glasses and ceramics are made by combining silicon diox-
ide or silicates with other blending materials.

Silicon itself also has many important uses. It was one of the first
materials to be used in the manufacture of semiconductors and is still in
demand for that application. (Semiconductors are substances that conduct
an electric current but do so very poorly.) It is also used as an alloying
agent with metals, particularly to increase the strength of a given alloy.
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Another application of silicon is in the manufacture of certain plas-
ticlike materials known as silicones. Silicones consist of silicon combined
with a variety of organic materials. Low-molecular-weight silicones are
oils that make good lubricants; they stand up better to high and low tem-
peratures than do petroleum oils. High-molecule-weight silicones are
known as silicone rubber. Silicone rubber is used in a variety of ways—
in everything from super-bouncing balls to bathtub sealers to spaceship
parts. The first human footprint on the Moon was made with a silicone-
rubber-soled boot. In between silicone oils and rubber are hundreds of
kinds of silicones used in electrical insulators, rust preventives, soaps,
fabric softeners, hair sprays, hand creams, furniture and auto polishes,
paints, adhesives, and chewing gum.

Germanium
Germanium has earned a place in the history of chemistry as the el-

ement predicted to exist by Russian chemist Dmitry Mendeleev (1834–
1907) in 1871. Mendeleev’s ability to predict the properties of the as-yet-
unknown element simply because of its place in the periodic table was a
remarkable accomplishment. Not only did it lead to the search for the el-
ement but it also convinced chemists that Mendeleev’s scheme for orga-
nizing the elements was a valid one.

Germanium metal is a dark gray solid with a metallic luster. Its melt-
ing point is 937.4°C (1,719°F), and its boiling point is 2,830°C (5,130°F).
Germanium sometimes occurs as a pure metal in combination with more
abundant elements and as germanium oxide. The element is not very abun-
dant in Earth’s surface, occurring to the extent of no more than 1 to 2
ppm (parts per million).

By far the most important application of germanium is in the man-
ufacture of semiconductors. The addition of small amounts of impurities
such as arsenic, phosphorus, and gallium greatly increases silicon’s con-
ductivity and its value in electronic devices such as transistors.

Tin
Tin is one of the first metals to have been used by humans. The ear-

liest written records date to about 3500 B.C., when tools and weapons
made of bronze (an alloy of tin and copper) were in general use. In fact,
the success of bronze for these applications gave the period a name by
which it is now well known, the Bronze Age.

Tin is not a particularly abundant element in Earth’s crust, ranking
forty-eighth among the elements. It follows bromine and uranium and pre-
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cedes beryllium and arsenic in order of abundance. It occurs primarily in
the form of the mineral cassiterite, an oxide of tin.

Tin occurs in two allotropic forms at and near room temperature.
One form is a silvery-white metallic material that is both ductile (capa-
ble of being drawn out into a fine wire) and malleable (capable of being
rolled or hammered into thin sheets). It is called white tin and has a melt-
ing point of 232°C (450°F) and a boiling point of 2,260°C (4,100°F). The
other form is a brittle powdery solid known as gray tin. An interesting il-
lustration of these two forms of tin occurred in 1850, when temperatures
in Russia dropped below freezing for an extended period. Objects made
of tin—including buttons, organ pipes, and drinking cups—changed from
stable white tin to fragile gray tin. These objects crumbled and fell apart
as temperatures continued to hover around the freezing point.

Uses. Tin is too soft and fragile to be used by itself. Its applications al-
most always involve a blending of the metal with one or more other met-
als. For example, its most important application is in tin-plating other met-
als. Tin is applied to the surface of iron or steel to provide a nontoxic,
corrosion-resistant product. Alloys in which tin is used include solder,
bronze, Babbitt metal, pewter, and type metals.

Lead
Lead is another metal that has been known to humans for thousands

of years. It was used for making pottery glazes in Egypt as early as the
seventh millennium B.C., as roofing and flooring in Babylonia, and for
water pipes and other types of plumbing in ancient Rome.

This metal is by far the most abundant of the heavy metals with an
occurrence of about 13 parts per million in Earth’s crust. It occurs most
commonly as the black mineral galena (lead sulfide). It also occurs in an-
gelsite (lead sulfate), cerussite (lead carbonate), pyromorphite (lead phos-
phochloride), and mimetesite (lead arsenochloride).

Lead is a dull, gray, soft metal with a density of 11.342 grams per
cubic centimeter. Its density is about twice that of tin and five times that
of silicon. Its melting point is 327°C (621°F), and its boiling point is
1,751°C (3,184°F).

Uses. The uses of lead have changed dramatically over the past half
century because of discoveries about its toxicity. At one time, lead was
used in many applications that involved its entering the human body. For
example, household plumbing devices and many kinds of pots and pans
contained lead. When water passed through these devices or the pots and
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pans were used for cooking, small amounts of lead were dissolved and
were consumed by humans.

Today we know that lead has serious effects on the human body. It
can cause damage to the liver, kidneys, and brain. It is especially harm-
ful to young children whose mental development can be severely impaired
by the consumption of lead-containing materials.

These health effects have dramatically changed the pattern of lead
use in the United States and many other parts of the world. In the first
half of the twentieth century, lead was widely used in house paints and
in leaded gasoline. Today, both applications of lead have been banned in
an attempt to reduce the exposure of humans to the metal.

Instead, more than half of all the lead produced today goes to the
manufacture of lead storage batteries used in cars, trucks, and other ve-
hicles. The lead is used to produce the two electrodes used in such bat-
teries. The disposal of lead storage batteries (once they are no longer us-
able) continues to be an ongoing environmental problem in many parts
of the world.

Lead can also be found in a variety of alloys, such as solder and
type metal; limited-use paints and pigments; in certain types of glasses
and ceramics; in the production of special-use pipes, tubes, sheeting, and
lead foil; and in protective coatings for cables.

[See also Alloy; Element, chemical; Organic chemistry; Periodic
table; Transistor]

‡�Carbon monoxide
Carbon monoxide is a compound of carbon and oxygen in which the ra-
tio of the two elements is one atom of carbon to one atom of oxygen. Its
formula is CO. Carbon monoxide is a colorless, odorless, tasteless, poiso-
nous gas. Most people have heard about carbon monoxide because of its
toxic effects. People who live or work in crowded urban areas may be-
come ill with headaches and nausea because of exposure to carbon monox-
ide in polluted air. In higher concentrations, the gas can even cause death.

History
The early history of gases such as carbon monoxide is sometimes

difficult to trace. Until the early 1600s, scientists did not realize that the
material we call air is actually a mixture of gases. As early as the late
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thirteenth century, Spanish alchemist Arnold of Villanova (c. 1235–1311)
described a poisonous gas formed by the burning of wood; this gas was
almost certainly carbon monoxide.

Flemish scientist Jan Baptista van Helmont (c. 1580–1644; some
sources give death date as 1635) nearly died as a result of inhaling gas
carbonum, apparently a mixture of carbon monoxide and carbon dioxide.
Credit for the discovery of carbon monoxide, however, is usually given
to English chemist and theologian Joseph Priestley (1733–1804). During
the period between 1772 and 1799, Priestley gradually recognized the dif-
ference between carbon dioxide and carbon monoxide and correctly stated
the properties of the latter gas.

Sources
Like carbon dioxide, carbon monoxide is formed naturally during

the combustion (burning) of wood, coal, and other naturally occurring
substances. Huge quantities of carbon monoxide are produced, for ex-
ample, during a forest fire or a volcanic eruption.

The relative amounts of carbon monoxide or carbon dioxide that
form during combustion depend on two factors: the amount of oxygen
present and the combustion temperature. When a large supply of oxygen
is present and when the combustion temperature is high, carbon dioxide

4 0 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Carbon monoxide

Words to Know

Combustion: Oxidation that occurs so rapidly that noticeable heat and
light are produced; burning.

Hemoglobin: An complex iron-containing molecule that transports oxy-
gen through the circulatory system.

Incomplete combustion: Combustion that occurs in such a way that
fuel is not completely oxidized (“burned up”). The incomplete combus-
tion of carbon-containing fuels (such as coal and oil) always results in
the formation of some carbon monoxide.

Reducing agent: A substance that removes oxygen from some other
material.

Toxic: Poisonous.



is more likely to be formed. With limited supplies of oxygen and at lower
temperatures, carbon monoxide is produced.

Carbon monoxide is not extracted from the air very easily but is pro-
duced commercially by the controlled oxidation of carbon. For example,
producer gas is a product made by blowing air across very hot coke (nearly
pure carbon). Producer gas consists of three gases: carbon monoxide, car-
bon dioxide, and nitrogen in the ratio of 6 to 1 to 18. Water gas is made
by a similar process—passing steam over hot coke. The products in this
case are hydrogen, carbon monoxide, carbon dioxide, and other gases in
the ration of 10 to 8 to 1 to 1.

Physiological effects
The poisonous character of carbon monoxide has been well known

for many centuries. At low concentrations, carbon monoxide may cause
nausea, vomiting, restlessness, and euphoria (a feeling of well-being). As
exposure increases, a person may lose consciousness and go into con-
vulsions. Death is a common final result. The U.S. Occupational Safety
and Health Administration has established a limit of 35 parts per million
of carbon monoxide in workplaces where a person may be continually
exposed to the gas.

Scientists now know how carbon monoxide poisoning occurs. Nor-
mally, oxygen is transported from the lungs to cells by means of red blood
cells. This process occurs when oxygen atoms bond to an iron atom in
the middle of a complex molecule known as oxyhemoglobin. Oxyhemo-
globin is a fairly unstable molecule that breaks down to release free oxy-
gen and hemoglobin for use by the body’s cells. The oxygen is then avail-
able to carry out reactions in cells from which the body gets energy.

If carbon monoxide is present in the lungs, this sequence of reac-
tions is disrupted. Carbon monoxide bonds with iron in hemoglobin to
form carbonmonoxyhemoglobin, a complex somewhat similar to oxyhe-
moglobin. Carbonmonoxyhemoglobin, however, is a more stable com-
pound than oxyhemoglobin. When it reaches cells, it has little tendency
to break apart; instead, it continues to circulate in the bloodstream in its
bound form. As a result, cells are unable to obtain the oxygen they need
for energy production, and the symptoms of carbon monoxide poisoning
begin to appear.

Carbon monoxide poisoning—at least at moderate levels—is so com-
mon in everyday life that carbon monoxide detectors, similar to smoke
alarms, are found in many businesses and homes. Poorly ventilated char-
coal fires, improperly installed gas appliances, and exhaust from automo-
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biles and trucks are the most common sources of the gas. In fact, levels of
carbon monoxide in the air can become dangerously high in busy urban
areas that have large numbers of cars and trucks. Cigarette smokers may
also be exposed to harmful levels of the gas. Studies have shown that the
one-to-two pack-a-day smoker may have up to 7 percent of the hemoglo-
bin in her or his body tied up in the form of carbonmonoxyhemoglobin.

Uses
Carbon monoxide is used in industry primarily as a source of en-

ergy and as a reducing agent. Both producer and water gas are burned as
fuels for a variety of industrial operations. As a reducing agent, carbon
monoxide is used to convert the naturally occurring oxide of a metal to
the pure metal. When carbon monoxide is passed over hot iron oxides,
for example, the oxides are converted to metallic iron.

[See also Carbon dioxide; Carbon family]

‡�Carcinogen
A carcinogen is a substance that causes a normal cell to change into a
cancerous cell, resulting in uncontrolled cell growth. Cancer cells can mul-
tiply unchecked, forming a mass of tissue called a tumor. Sometimes can-
cerous cells “break off” from a tumor, traveling through the body and
multiplying in other organs and tissues.

How carcinogens cause cancer
Carcinogens cause cancer by producing changes (or mutations) in

the genetic material, or DNA, of a cell. These mutations result in uncon-
trolled cell division. A cancer-causing substance can alter the DNA of a
cell directly or it can react with other chemicals in the body to form sub-
stances that cause gene mutations. (Genes are sections of DNA that serve
as units of hereditary information.) A transformed cell may continue to
function normally and not begin to multiply and develop into a tumor un-
til many months or years later. It is not unusual for cancer to appear 20
to 25 years after initial exposure to a carcinogen.

Types of carcinogens
Carcinogens include both naturally occurring and artificially pro-

duced chemicals, ultraviolet light, and radioactive substances such as
radon (a radioactive gas that is present in rock).
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About 23 chemicals have been identified as carcinogens in humans,
with many more shown to cause cancer in laboratory animals. Tobacco
smoke contains several carcinogenic substances and is the major cause of
lung cancer. Some drugs used in the treatment of cancer are themselves
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Words to Know

Aflatoxin: A carcinogenic poison produced by a mold that grows on
peanuts and grains.

Cancer: A disease of uncontrolled cell growth.

DNA (deoxyribonucleic acid): The genetic material in the nucleus of
cells that contains information for an organism’s development.

Mutation: A change in the genetic material of a cell.

Radiation: Energy that is sent out as waves or particles.

Tumor: A mass of tissue formed by abnormal cell growth.



cancer-causing. In addition, various chemicals used in industrial processes,
such as vinyl chloride and certain dyes, are known human carcinogens.
Nitrites—chemicals added to processed meats such as bacon, sausage, and
bologna to prevent spoilage—react with substances in the digestive tract
to form carcinogenic chemicals called nitrosamines. Even synthetic dyes
added to food for coloring are potential mutagens (substances that cause
mutations in the genetic material of cells).

Sunlight is a well-known carcinogen that can cause changes in skin
cells that may lead to skin cancer. Radiation emitted from an atomic bomb
or released in nuclear power accidents can result in cancer in people ex-
posed to it. Repeated exposure to radiation from medical X rays or other
sources also may increase a person’s risk of developing genetic mutations.

Some foods, such as celery, black pepper, white mushrooms, and
mustard contain naturally occurring carcinogens. Aflatoxin is a cancer-
causing chemical produced by molds on peanuts. However, these foods
must be consumed in large quantities over a long period to initiate cancer.

[See also Cancer; Cigarette smoke; Mutation; Nucleic acid; Ra-
diation exposure; Virus]

‡�Carpal tunnel syndrome
Carpal tunnel syndrome is a condition in which the squeezing or com-
pressing of a nerve that passes through the wrist results in numbness, 
tingling, weakness, or pain in one or both hands. The hands may become
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Carpal tunnel
syndrome

Ames Test

The Ames test is a quick method of determining if a substance
is capable of producing mutations. A culture of a strain of Salmonella
bacteria that lacks an enzyme needed for growth is exposed to possi-
ble carcinogens. If the substance added to the culture is carcinogenic,
it will cause mutations in the bacteria that allow the bacteria to grow.
The Ames test has positively identified many carcinogens. It is used by
cosmetic companies, drug manufacturers, and other industries that
must prove that their products will not cause cancer in humans.



so weakened that opening jars or grasping objects becomes difficult and
painful.

The carpal tunnel is a space formed by the carpal (wrist) bones and
the carpal ligament (a connective tissue that attaches bone to bone).
Through this space pass the median nerve and tendons of the fingers and
thumb. (The median nerve runs from the neck through the middle of the
arm to the fingers. Tendons are connective tissue that attach muscle to
bone.) When the tendons within the carpal tunnel become inflamed, they
swell and press on the median nerve.

4 0 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Carpal tunnel
syndrome

Continuous typing on a key-

board can cause carpal tun-

nel syndrome. (Reproduced

by permission of Field Mark

Publications.)



Causes of median nerve compression
A number of conditions can cause swelling of the carpal tunnel, lead-

ing to pressure on the median nerve. Such conditions include pregnancy,
arthritis (inflammation of the joints), hypothyroidism (reduced function
of the thyroid, a gland located in the neck that plays an important role in
metabolism, or the conversion of food to energy), diabetes (an inability
to metabolize—or break down—sugar properly), menopause (the point in
a woman’s life when menstruation ceases and childbearing is no longer
possible), and pituitary abnormalities. (The pituitary or master gland se-
cretes substances that directly or indirectly influence most basic bodily
functions). Also, performing a job that requires repeated bending or twist-
ing of the wrists increases the likelihood of developing the disorder. Con-
tinuous flexing of the wrist, as when typing on a keyboard or playing a
piano, can cause compression of the median nerve. Carpal tunnel syn-
drome is much more common among women than men.

Treatment
Carpal tunnel syndrome is treated initially by applying a brace, or

splint, to prevent the wrist from bending and to relieve pressure on the
median nerve. If a person’s job is causing the disorder, performing other
work may be necessary. Treatment of a related medical condition may re-
lieve the symptoms of carpal tunnel syndrome. Severe cases may require
surgery to decrease compression of the median nerve.

‡�Cartography
Cartography is the art of making maps. A map is a two-dimensional (flat)
drawing or chart showing the political boundaries and physical features
of a geographical region. For example, a map may show the location of
cities, mountain ranges, and rivers, or may show the types of rock in a
given region. Cartography is considered a subdiscipline of geography,
which is the study of Earth’s surface and its various climates, continents,
countries, and resources.

The history of cartography
The oldest known map is of an area in northern Mesopotamia, an

ancient region in southwest Asia. The baked clay tablet, found near pre-
sent-day Nuzi, Iraq, dates from approximately 3800 B.C. Fragments of
clay maps nearly 4,000 years old have been found in other parts of
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Mesopotamia, some showing city plans and others showing parcels of
land. Over 3,000 years ago, the ancient Egyptians surveyed the lands in
the Nile Valley. They drew detailed maps on papyrus for use in taxation.

The ancient Greeks developed many of the basic principles of mod-
ern cartography, including latitude and longitude, and map projections. The
maps of Ptolemy, a Greek astronomer and mathematician who lived in the
second century A.D., are considered the high point of Greek cartography.

The era of European exploration that arose in the 1500s supplied
cartographers with a wealth of new information, which allowed them to
produce maps and navigation charts of ever-increasing accuracy and de-
tail. Europeans became fascinated with the idea of mapping the world.
The French initiated the first national survey during the 1700s, and soon
other European countries followed suit. Today, most countries have an
official organization devoted to cartographic research and production.

Mapmaking
No single map can accurately show every feature on Earth’s sur-

face. There is simply too much spatial information at any particular point
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for all of the information to be presented in a comprehensible, usable for-
mat. Maps show the location of selected phenomena by using symbols
that are identified in a legend.

Maps are smaller than the area they depict: they present various
pieces of geographical information at a reduced scale. Every map has a
statement of its scale, which is an expression of the ratio between map
distance and actual distance. This statement can take many forms, and
many maps express scale in more than one way. The graphic scale is a
line or bar showing how many actual miles or kilometers are represented
by a particular number of inches or centimeters on the map. Another scale
indicates distance as a ratio between two points on the map and their ac-
tual geographical distance. For example, a map with a scale of 1:100,000
tells the map reader that every 1 unit of distance on the map equals 100,000
of the same units of distance on the ground. In this example, 1 inch or
centimeter on the map would equal 100,000 inches or centimeters in ac-
tual ground distance.

Cartographers traditionally obtained their information from naviga-
tors and surveyors. For many centuries maps were produced entirely by
hand. They were drawn or painted on paper, hide, parchment, clay tablets,
and slabs of wood. Each map was an original work. Once the printing
press was developed in Europe in the 1400s, many reproductions were
made from an original work. Maps became more common and more ac-
cessible.

Various techniques were integrated into the printing process during
the last 200 years, increasing the variety of scales at which maps were
produced. The introduction of the lithographic printing method in the late
1800s brought about the production of multicolored maps. Today, car-
tographers incorporate information from aerial photography and satellite
imagery in the maps they create. They also use computer-assisted design
programs to produce map images.

[See also Geologic map]
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‡�Catalyst and catalysis
Catalysis (pronounced cat-AL-uh-sis) is the process by which some sub-
stance is added to a reaction in order to make the reaction occur more
quickly. The substance that is added to produce this result is the catalyst
(pronounced CAT-uh-list).

You are probably familiar with the catalytic convertor, a device used
in car exhaust systems to remove gases that cause air pollution. The cat-
alytic convertor gets its name from the fact that certain metals (the cata-
lysts) inside the device cause exhaust gases to break down. For example,
when potentially dangerous nitrogen(II) oxide passes through a catalytic
convertor, platinum and rhodium catalysts cause the oxide to break down
into harmless nitrogen and oxygen. Nitrogen(II) oxide will break down
into nitrogen and oxygen even without the presence of platinum and
rhodium. However, that process takes place over hours, days, or weeks
under natural circumstances. By that time, the dangerous gas is already
in the atmosphere. In the catalytic convertor, the breakdown of nitrogen(II)
oxide takes place within a matter of seconds.

History
Humans have known about catalysis for many centuries, even though

they knew nothing about the chemical process that was involved. The mak-
ing of soap, the fermentation of wine to vinegar, and the leavening of
bread are all processes involving catalysis. One of the first formal exper-
iments on catalysis occurred in 1812. Russian chemist Gottlieb Sigismund
Constantin Kirchhof (1764–1833) studied the behavior of starch in boil-
ing water. Under most circumstances, Kirchhof found, no change occurred

4 1 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n



when starch was simply boiled in water. But adding just a few drops of
concentrated sulfuric acid to the boiling water had a profound effect on
the starch. In very little time, the starch broke down to form the simple
sugar known as glucose. When Kirchhof found that the sulfuric acid re-
mained unchanged at the completion of the experiment, he concluded that
it had simply played a helping role in the conversion of starch to sugar.

The name catalysis was actually proposed in 1835 by Swedish
chemist Jöns Jakob Berzelius (1779–1848). The word comes from two
Greek terms, kata (for “down”) and lyein (for “loosen”). Berzelius used
the term to emphasize that the process loosens the bonds by which chem-
ical compounds are held together.

Types of catalysis
Catalysis reactions are usually categorized as either homogeneous

or heterogeneous reactions. A homogeneous catalysis reaction is one in
which both the catalyst and the substances on which it works are all in
the same phase (solid, liquid, or gas). The reaction studied by Kirchhof
is an example of a homogeneous catalysis. Both the sulfuric acid and the
starch were in the same phase—a water solution—during the reaction.

A heterogeneous catalysis reaction is one in which the catalyst is in a
different phase from the substances on which it acts. In a catalytic conver-
tor, for example, the catalyst is a solid, usually a precious metal such as plat-
inum or rhodium. The substances on which the catalyst acts, however, are
gases, such as nitrogen(II) oxide and other gaseous products of combustion.

Some of the most interesting and important catalysts are those that oc-
cur in living systems: the enzymes. All of the reactions that take place within
living bodies occur naturally, whether or not a catalyst is present. But they
take place so slowly on their own that they are of no value to the survival
of an organism. For example, if you place a sugar cube in a glass of water,
it eventually breaks down into simpler molecules with the release of energy.
But that process might take years. A person who ate a sugar cube and had
to wait that long for the energy to be released in the body would die.

Fortunately, our bodies contain catalysts (enzymes) that speed up
such reactions. They make it possible for the energy stored in sugar mol-
ecules to be released in a matter of minutes.

Industrial applications
Today catalysts are used in untold numbers of industrial processes.

For example, the commercially important gas ammonia is produced by
combining nitrogen gas and hydrogen gas at a high temperature and pres-
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sure in the presence of a catalyst such as powdered iron. In the absence
of the catalyst, the reaction between nitrogen and hydrogen would, for all
practical purposes, not occur. In its presence, the reaction occurs quickly
enough to produce ammonia gas in large quantities.

[See also Enzyme; Reaction, chemical]

‡�Catastrophism
In geology, catastrophism is the belief that Earth’s features—including
mountains, valleys, and lakes—were created suddenly as a result of great
catastrophes, such as floods or earthquakes. This is the opposite of uni-
formitarianism, the view held by many present-day scientists that Earth’s
features developed gradually over long periods of time.

Catastrophism developed in the seventeenth and eighteenth centuries
when tradition and even the law forced scientists to use the Bible as a sci-
entific document. Theologians (religious scholars) of the time believed
Earth was only about 6,000 years old (current scientific research estimates
Earth to be 4.5 billion years old). Based on this thinking and the super-
natural events described in the book of Genesis in the Bible, geologists
concluded that fossils of ocean-dwelling organisms were found on moun-
tain tops because of Noah’s flood. The receding flood waters also carved
valleys, pooled in lakes, and deposited huge boulders far from their sources.

Over the next 200 years, as geologists developed more scientific ex-
planations for natural history, catastrophism was abandoned. Since the
late 1970s, however, another form of catastrophism has arisen with the
idea that large objects from space periodically collide with Earth, de-
stroying life. Scientists speculate that when these objects strike, they clog
the atmosphere with sunlight-blocking dust and gases. One theory holds
that the most famous of these collisions killed off the dinosaurs roughly
65 million years ago.

[See also Uniformitarianism]

‡�Cathode
A cathode is one of the two electrodes used either in a vacuum tube or
in an electrochemical cell. An electrode is the part (pole) of a vacuum
tube or cell through which electricity moves into or out of the system.
The other pole of the system is referred to as the anode.
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Vacuum tubes
A vacuum tube is a hollow glass cylinder from which as much 

air as possible has been removed. In a vacuum tube, the cathode is 
the negative electrode. It has more electrons on its surface than does the
other electrode, the anode. Electrons can accumulate on the surface of 
a cathode for various reasons. For example, in some vacuum tubes, the
cathode is heated to a high temperature to remove electrons from atoms
that make up the cathode. The free electrons are then able to travel from
the cathode to the anode. These streams of electrons are known as cath-
ode rays, and the tubes in which they are produced are called cathode-
ray tubes (CRTs). CRTs are widely used as oscilloscopes (which mea-
sure changes in electrical voltage over time), television tubes, and
computer monitors.

Electrochemical cells
Electrochemical cells are devices for turning chemical energy into

electrical energy or, alternatively, changing electrical energy into chem-
ical energy. Electrochemical cells are of two types: voltaic cells (also
called galvanic cells) and electrolytic cells. In a voltaic or galvanic cell,
electrical energy is produced as the result of a chemical reaction between
two different metals immersed in a (usually) water solution. The differ-
ing tendency of the two metals to gain and lose electrons causes an elec-
tric current to flow through an external wire connecting the two metals.
The cathode is defined in a system of this type as the metal at which elec-
trons are being taken up from the external wire. In contrast, the anode is
the point at which electrons are being given up to the external wire.

Practical applications
Cathodes are used in many practical applications. For example, elec-

troplating is a process by which a layer of pure metal can be deposited
on a base used as the cathode. Suppose that a spoon composed of iron is
made the cathode in an electrochemical cell that also contains an anode
made of silver metal and a solution of silver nitrate. In this cell, silver
atoms lose electrons that travel through an external circuit to the cathode.
At the cathode, the electrons combine with silver ions in the solution to
form silver atoms. These silver atoms plate out on the surface of the iron
spoon, giving it a coating of silver metal. The plain iron spoon soon de-
velops a shiny silver surface. It looks more attractive and is less likely to
rust than the original iron spoon.

[See also Cathode-ray tube; Cell, electrochemical; Vacuum tube]
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‡�Cathode-ray tube
A cathode-ray tube is a device that uses a beam of electrons in order to
produce an image on a screen. Cathode-ray tubes, also known commonly
as CRTs, are widely used in a number of electrical devices such as com-
puter screens, television sets, radar screens, and oscilloscopes used for
scientific and medical purposes.

Any cathode-ray tube consists of five major parts: an envelope or
container, an electron gun, a focusing system, a deflection system, and a
display screen.

Envelope or container
Most people have seen a cathode-ray tube or pictures of one. The

picture tube in a television set is perhaps the most familiar form of a 
cathode-ray tube. The outer shell that gives a picture tube its characteris-
tic shape is called the envelope of a cathode-ray tube. The envelope is
most commonly made of glass, although tubes of metal and ceramic can
also be used for special purposes. The glass cathode-ray tube consists of
a cylindrical portion that holds the electron gun and the focusing and de-
flection systems. At the end of the cylindrical portion farthest from the
electron gun, the tube widens out to form a conical shape. At the flat wide
end of the cone is the display screen.

Air is pumped out of the cathode-ray tube to produce a vacuum with
a pressure in the range of 10–2 to 10–6 pascal (units of pressure), the ex-
act value depending on the use to which the tube will be put. A vacuum
is necessary to prevent electrons produced in the CRT from colliding with
atoms and molecules within the tube.

Electron gun
An electron gun consists of three major parts. The first is the cath-

ode—a piece of metal which, when heated, gives off electrons. One of
the most common cathodes in use is made of cesium metal, a member of
the alkali family that loses electrons very easily. When a cesium cathode
is heated to a temperature of about 1750°F (approximately 825°C), it be-
gins to release a stream of electrons. These electrons are then accelerated
by an anode (a positively charged electrode) placed a short distance away
from the cathode. As the electrons are accelerated, they pass through a
small hole in the anode into the center of the cathode-ray tube.

The intensity of the electron beam entering the anode is controlled
by a grid. The grid may consist of a cylindrical piece of metal to which
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a variable electrical charge can be applied. The amount of charge placed
on the control grid determines the intensity of the electron beam that
passes through it.

Focusing and deflection systems
Under normal circumstances, an electron beam produced by an elec-

tron gun tends to spread out, forming a cone-shaped beam. However, the
beam that strikes the display screen must be pencil-thin and clearly de-
fined. In order to form the electron beam into the correct shape, an elec-
trical or magnetic lens must be added to the CRT. The lens is similar to
an optical lens, like the lens in a pair of glasses. The electrical or mag-
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netic lens shapes the flow of electrons that pass through it, just as a glass
lens shapes the light rays passing through it.

The electron beam in a cathode-ray tube also has to be moved back
and forth so that it can strike any part of the display screen. In general,
two kinds of systems are available for controlling the path of the electron
beam: one uses electrical charges and the other uses a magnetic field. In
either case, two deflection systems are needed: one to move the electron
beam in a horizontal direction and the other to move it in a vertical di-
rection. In a standard television tube, the electron beam completely scans
the display screen about 25 times every second.

Display screen
The actual conversion of electrical energy to light energy takes place

on the display screen when electrons strike a material known as a 
phosphor. A phosphor is a chemical that glows when exposed to electri-
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Oscilloscope

An especially useful application of the cathode-ray tube is an
oscilloscope. An oscilloscope measures changes in electrical voltage
over time. The plates that deflect the electron beam in a vertical
direction are attached to some source of voltage. (For example, they
can be connected directly to an electric circuit.) The plates deflecting
the electron beam in a horizontal direction are attached to some sort
of a clock mechanism.

Wired in this way, the oscilloscope shows the change in volt-
age in a circuit over time. This change shows up as a wavy line on a
screen. As voltage increases, the line moves upward. As it decreases,
the line moves downward.

One application of the oscilloscope is troubleshooting an elec-
tric circuit. An observer can notice immediately if a problem has devel-
oped within a circuit. For example, circuits can be damaged if unusually
large voltages develop very quickly. If a circuit is being monitored on
an oscilloscope, such voltage surges can be detected immediately. Oscil-
loscopes also have medical applications. They can be connected to elec-
trodes attached to a person’s skin. The electrodes measure very small
voltage changes in the person’s body. Such changes can be an indica-
tion of the general health of the person’s nervous system.



cal energy. A commonly used phosphor is the compound zinc sulfide.
When pure zinc sulfide is struck by an electron beam, it gives off a green-
ish glow. The exact color given off by a phosphor also depends on the
presence of small amounts of impurities. For example, zinc sulfide with
silver metal as an impurity gives off a bluish glow, while zinc sulfide with
copper metal as an impurity gives off a greenish glow.

The selection of phosphors to be used in a cathode-ray tube is very
important. Many different phosphors are known, and each has special
characteristics. For example, the phosphor known as yttrium oxide gives
off a red glow when struck by electrons, and yttrium silicate gives off a
purplish-blue glow.

The rate at which a phosphor responds to an electron beam is also
of importance. In a color television set, for example, the glow produced
by a phosphor has to last long enough, but not too long. Remember that
the screen is being scanned 25 times every second. If the phosphor con-
tinues to glow too long, color will remain from the first scan when the
second scan has begun, and the overall picture will become blurred. On
the other hand, if the color from the first scan fades out before the second
scan has begun, the screen will go blank briefly, making the picture flicker.

Cathode-ray tubes differ in their details of construction depending
on the use to which they will be put. In an oscilloscope, for example, the
electron beam has to be able to move about on the screen very quickly
and with high precision, although it needs to display only one color. Fac-
tors such as size and durability are also more important in an oscilloscope
than they might be in a home television set. In a commercial television
set, on the other hand, color is obviously an important factor. In such a
set, a combination of three electron guns is needed—one for each of the
primary colors used in making the color picture.

‡�Cave
A cave is a naturally occurring hollow area inside Earth. All caves are
formed by some type of erosion process. The study of caves is called
speleology (pronounced spee-lee-OL-o-gee). While some caves may be
small hillside openings, others may consist of large chambers and inter-
connecting tunnels and mazes. Openings to the surface may be large gap-
ing holes or small crevices.

Caves have served as shelter for people throughout history. Many
religious traditions have regarded caves as sacred and have used them in
rituals and ceremonies. Human remains, artifacts, sculptures, and draw-
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ings found in caves have aided archaeologists in learning about early hu-
mans. A cave discovered in southeastern France in 1994 contains wall
paintings estimated to be more than 30,000 years old.

Cave formation
The most common, largest, and spectacular caves are solution caves.

These caves are formed through the chemical interaction of air, soil, wa-
ter, and rock. As water flows over and drains into Earth’s surface, it mixes
with carbon dioxide from the air and soil to form a mild solution of car-
bonic acid. Seeping through naturally occurring cracks and fissures in
massive beds of limestone in bedrock (the solid rock that lies beneath the
soil), the acidic water eats away at the rock, dissolving its minerals and
carrying them off in a solution.

With continual water drainage, the fissures become established pas-
sageways. The passageways eventually enlarge and often connect, creating
an underground drainage system. Sometimes ceilings fall and passageways
collapse, creating new spaces and drainage routes. Over thousands, perhaps
millions of years, these passages evolve into the caves we see today.

Several distinctive features in the landscape make cave terrain easy
to identify. The most common is a rugged land surface, marred by sink-
holes, circular depressions where the underlying rock has been dissolved
away. Disappearing streams and natural bridges are also common clues.
But entrances to solution caves are not always obvious, and their dis-
covery is sometimes quite by accident.

Cave environment
A deep cave is completely dark, has a stable atmosphere, and has

an almost constant temperature. The humidity in limestone caves is usu-
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Words to Know

Speleology: Scientific study of caves and their plant and animal life.

Stalactite: Cylindrical or icicle-shaped mineral deposit projecting
downward from the roof of a cave.

Stalagmite: Cylindrical or upside down icicle-shaped mineral deposit
projecting upward from the floor of a cave.



ally near 100 percent. Many caves contain unique life-forms, underground
streams and lakes, and unusual mineral formations.

Water that makes its way to a cave ceiling hangs as a drop. The
damp atmosphere in a cave reacts with that water, forcing the dissolved
mineral out of the water solution. The crystalline material that most of-
ten remains is called calcite. Calcite deposited on the ceiling creates a
hanging icicle-shaped formation called a stalactite (pronounced sta-
LACK-tite). Calcite deposited on the floor of a cave builds up to create
an upside down icicle-shaped formation called a stalagmite (pronounced
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sta-LAG-mite). Stalactites and stalagmites grow by only a fraction of an
inch or centimeter a year. In time, two such formations often merge to
form a stout floor-to-ceiling column.

Sometimes the water runs down the slope of the wall, and as the
calcite is deposited, a low ridge forms. Subsequent drops of water follow
the ridge, adding more calcite. Constant buildup of calcite in this fashion
results in the formation of a wavy, folded sheet hanging from the ceiling
called a curtain. Curtain formations often have streaks of various shades
of off-white and brown.

Cave life
Three different groups of animals use or inhabit caves. Animals in the

first group commonly use caves but depend on the outside world for sur-
vival. These include bats, birds, bears, and crickets. Those in the second
group live their entire life cycle within a cave, generally near the entrance,
but are also found living outside caves. Cockroaches, beetles, and milli-
pedes are some examples of this second group. The last group comprises
animals that are permanent deep cave dwellers. Because they often live in
total darkness, these animals lack skin color and eyes. They rely on their
sense of touch to get around. Examples of this group include fish, shrimp,
crayfish, salamanders, worms, snails, insects, bacteria, fungi, and algae.

‡�Celestial mechanics
Celestial mechanics is a branch of astronomy that studies the movement
of bodies in outer space. Using a mathematical theory, it explains the ob-
served motion of the planets and allows us to predict their future move-
ments. It also comes into play when we launch a satellite into space and
expect to direct its flight.

Early Greeks
Until English scientist and mathematician Isaac Newton (1642–1727)

founded the science of celestial mechanics over 300 years ago, the move-
ment of the planets regularly baffled astronomers or anyone who studied
the heavens. This is because those bodies called planets, a word which
comes from the Greek word for “wanderer,” literally “wandered” about
the sky in a seemingly unpredictable manner. To the early astronomers,
the stars were fixed in the heavens and the Sun seemed to make the same
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regular journey every year, but the planets followed no such pattern. Their
unpredictable behavior was especially frustrating to the ancients, and it
was not until around A.D.140 that Greek astronomer Claudius Ptolemaeus
or Ptolemy provided some kind of order to this chaotic situation.

In what came to be known as the Ptolemaic (pronounced tahl-uh-
MAY-ik) system, he placed Earth at the center of the universe and had
the Sun revolving around it, along with all the other known planets.
Ptolemy’s system of predicting which planet would be where and when
was described as the epicyclic theory because it was based on the notion
of epicycles (an epicycle is a small circle whose center is on the rim of
a larger circle). Since Ptolemy and most Greeks of his time believed that
all planetary motion must be circular (which it is not), they had to keep
adding more and more epicycles to their calculations to make their sys-
tem work. Despite the fact that it was very complicated and difficult to
use, his system was able generally to tell where the planets would be with
some degree of accuracy. This is even more amazing when we realize
that it was based on an entirely incorrect notion of the solar system (since
it had the Earth and not the Sun at the center). Yet its ingenious use of
the off-center epicycles, which were regularly adjusted, permitted the
Ptolemaic system to approximate the irregular movements of the planets.
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Words to Know

Copernican system: Theory proposing that the Sun is at the center of
the solar system and all planets, including Earth, revolve around it.

Epicycle: A circle on which a planet moves and which has a center
that is itself carried around at the same time on the rim of a larger
circle.

Gravity: Force of attraction between objects, the strength of which
depends on the mass of each object and the distance between them.
Also, the special acceleration of 9.81 meters per second per second
exerted by the attraction of the mass of Earth on nearby objects.

Orbit: The path followed by a body (such as a planet) in its travel
around another body (such as the Sun).

Ptolemaic system: Theory proposing that Earth is at the center of the
solar system and the Sun, the Moon, and all the planets revolve
around it.



This, in turn, mostly accounts for the fact that his incorrect system sur-
vived and was used by every astronomer and astrologer for 1,400 years.

Copernican revolution
During the Middle Ages (period in European history usually dated

from about 500 to 1450), the Ptolemaic system was dominant, and all ed-
ucated people whether in Europe or in the Arabian world used it to ex-
plain the movement of the planets. By then, the system had the seven
known planets riding more than 240 different epicycles. It was this level
of complexity that led Spanish King Alfonso X (1221–1284), who was
called “the Wise,” to state that had he been present at the creation of the
world, he would have suggested that God make a simpler planetary sys-
tem. The clutter of all of this complexity was eventually done away with
(although by no means immediately) when Polish astronomer Nicolaus
Copernicus (1473–1543) offered what is called his heliocentric (pro-
nounced hee-lee-oh-SEN-trik) theory in 1543.

Copernicus placed the Sun at the center of the solar system and made
the planets (including Earth) orbit the Sun on eccentric circles (which are
more egg-shaped than perfectly circular or round ones). The Copernican
system took a long time to be adopted, mainly because it was actively
condemned for over a century by the Catholic Church. The Church ob-
jected to the fact that his system took Earth out of its stationary center
position and made it revolve instead around the Sun with all the other
planets. Although Copernicus could explain certain phenomena—for ex-
ample he correctly stated that the farther a planet lies from the Sun the
slower it moves—his system still did not have a mathematical formula
that could be used to explain and predict planetary movement.

Kepler’s laws
By the time the Church was condemning the work of Italian as-

tronomer and physicist Galileo Galilei (1564–1642), who defended the
Copernican model of the solar system, German astronomer Johannes Ke-
pler (1571–1630) had already published his three laws of planetary mo-
tion, which would lay the groundwork for all of modern astronomy. His
first two laws were contained in his Astronomia nova (The New Astron-
omy), published in 1609, and his third was stated in his book Harmonices
mundi (Harmony of the World), published in 1619. Basically, the laws state
that the orbits of planets can be drawn as ellipses (elongated egg shapes)
with the Sun always at one of their central points; that a planet moves faster
the closer it is to the Sun (and slower the farther away it is); and, lastly,
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that it is possible to calculate a planet’s relative distance from the Sun
knowing its period of revolution. Kepler’s laws about the planets and the
Sun laid the groundwork for English physicist Isaac Newton to be able to
go further and generalize about what might be called the physics of the
universe—in other words, the mechanics of the heavens or celestial me-
chanics (celestial being another word for “the heavens”).

Newtonian mechanics
Celestial mechanics is, therefore, Newtonian mechanics. Newton’s

greatness was in his ability to seek out and find a generalization or a 
single big idea that would explain the behavior of bodies in motion. New-
ton was able to do this with what is called his law of universal gravita-
tion and his three laws of motion. The amazing thing about his achieve-
ment is that he discovered certain general principles that unified the
heavens and Earth. He showed that all aspects of the natural world, near
and far, were subject to the same laws of motion and gravitation, and that
they could be demonstrated in mathematical terms within a single theory.

In 1687, Newton published his epic work, Philosophiae naturalis
principia mathematica (Mathematical Principles of Natural Philosophy).
In the first part of the book, Newton offers his three laws of motion. The
first law is the principle of inertia, which says that a body stays at rest
(or in motion) until an outside force acts upon it. His second law defines
force as the product of how fast something is moving and how much mat-
ter (called mass) is in it. His third law says that for every action there is
an equal and opposite reaction. It was from these laws that Newton ar-
rived at his law of universal gravitation, which can be said to have founded
the science of celestial mechanics.

Gravity as a universal force
The law of universal gravitation states that every particle of matter

attracts every other particle with a force that is directly proportional (an
equal ratio such as 1:1) to the product of the masses of the particles, and
is inversely proportional (the opposite ratio) to the square of the distance
between them. Although this may sound complicated, it actually simpli-
fied things because celestial mechanics now had an actual set of equa-
tions that could be used with the laws of motion to figure out how two
bodies in space influenced and affected each other.

It was Newton’s great achievement that he discovered gravity to be
the force that holds the universe together. Gravity is a mutual attraction
or a two-way street between bodies. That is, a stone falls to the ground

4 2 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Celestial
mechanics



mainly because Earth’s gravity pulls it downward (since Earth’s mass is
much greater than that of the stone). But the stone also exerts its influ-
ence on Earth, although it is so tiny it has no effect. However, if the two
bodies were closer in size, this two-way attraction would be more no-
ticeable. We see this with Earth and the Moon. Earth’s gravity holds the
Moon in orbit around it, but just as Earth exerts a force on the Moon, so
the Moon pulls upon Earth. We can demonstrate this by seeing how the
free-flowing water of the oceans gets pulled toward the side of Earth that
is facing the Moon (what we call high tide). The opposite side of Earth
also experiences this same thing at the same time, as the ocean on that
side also bulges away from Earth since the Moon’s gravity pulls the solid
body of Earth away from the water on Earth’s distant side.

When the principles discovered by Newton are applied only to the
movements of bodies in outer space, it is called celestial mechanics in-
stead of just mechanics. Therefore, using Newton’s laws, we can analyze
the orbital movements of planets, comets, asteroids, and human-made
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satellites and spacecraft, as well as the motions of stars and even galax-
ies. However, Newton’s solution works best (and easiest) when there are
only two bodies (like Earth and the Moon) involved. The situation be-
comes incredibly complicated when there are three or more separate forces
acting on each other at once, and all these bodies are also moving at the
same time. This means that each body is subject to small changes that are
known as perturbations (pronounced pur-tur-BAY-shunz). These pertur-
bations or small deviations do not change things very much in a short pe-
riod of time, but over a very long period they may add up and make a
considerable difference.

That is why today’s celestial mechanics of complicated systems are
really only very good approximations. However, computer advances have
made quite a difference in the degree of accuracy achieved. Finally, with
the beginning of the space age in 1957 when the first artificial satellite
was launched, a new branch of celestial mechanics called astrodynamics
was founded that considers the effects of rocket propulsion in putting an
object into the proper orbit or extended flight path. Although our space
activity has presented us with new and complicated problems of predict-
ing the motion of bodies in space, it is still all based on the celestial me-
chanics laid out by Isaac Newton over three centuries ago.

[See also Gravity and gravitation; Laws of motion; Orbit; Tides]

‡�Cell
The cell is the basic unit of a living organism. In multicellular organisms
(organisms with more than one cell), a collection of cells that work to-
gether to perform similar functions is called a tissue. In the next higher
level of organization, various tissues that perform coordinated functions
form organs. Finally, organs that work together to perform general
processes form body systems.

Types of cells
Multicellular organisms contain a vast array of highly specialized

cells. Plants contain root cells, leaf cells, and stem cells. Humans have
skin cells, nerve cells, and sex cells. Each kind of cell is structured to per-
form a highly specialized function. Often, examining a cell’s structure re-
veals much about its function in the organism. For instance, certain cells
in the small intestine have developed microvilli (hairs) that promote the
absorption of foods. Nerve cells, or neurons, are another kind of special-
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ized cell whose form reflects function. Nerve cells consist of a cell body
and long attachments, called axons, that conduct nerve impulses. Den-
drites are shorter attachments that receive nerve impulses.

Sensory cells are cells that detect information from the outside en-
vironment and transmit that information to the brain. Sensory cells often
have unusual shapes and structures that contribute to their function. The
rod cells in the retina of the eye, for instance, look like no other cell in the
human body. Shaped like a rod, these cells have a light-sensitive region
that contains numerous disks. Within each disk is embedded a special light-
sensitive pigment that captures light. When the pigment receives light from
the outside environment, nerve cells in the eye are triggered to send a nerve
impulse in the brain. In this way, humans are able to detect light.

Cells, however, can also exist as single-celled organisms. The or-
ganisms called protists, for instance, are single-celled organisms. Exam-
ples of protists include the microscopic organism called Paramecium and
the single-celled alga called Chlamydomonas.

Prokaryotes and eukaryotes. Two types of cells are recognized in
living things: prokaryotes and eukaryotes. The word prokaryote literally
means “before the nucleus.” As the name suggests, prokaryotes are cells
that have no distinct nucleus. Most prokaryotic organisms are single-
celled, such as bacteria and algae.

The term eukaryote means “true nucleus.” Eukaryotes have a dis-
tinct nucleus and distinct organelles. An organelle is a small structure that
performs a specific set of functions within the eukaryotic cell. These or-
ganelles are held together by membranes. In addition to their lack of a
nucleus, prokaryotes also lack these distinct organelles.

The structure and function of cells
The basic structure of all cells, whether prokaryote and eukaryote,

is the same. All cells have an outer covering called a plasma membrane.
The plasma membrane holds the cell together and permits the passage of
substances into and out of the cell. With a few minor exceptions, plasma
membranes are the same in prokaryotes and eukaryotes.

The interior of both kinds of cells is called the cytoplasm. Within
the cytoplasm of eukaryotes are embedded the cellular organelles. As
noted above, the cytoplasm of prokaryotes contains no organelles. Finally,
both types of cells contain small structures called ribosomes. Ribosomes
are the sites within cells where proteins are produced. (Proteins are large
molecules that are essential to the structure and functioning of all living
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cells.) Ribosomes are not bounded by membranes and are not considered,
therefore, to be organelles.

The structure of prokaryotes. An example of a typical prokaryote
is the bacterial cell. Bacterial cells can be shaped like rods, spheres, or
corkscrews. Like all cells, prokaryotes are bounded by a plasma mem-
brane. Surrounding this plasma membrane is a cell wall. In addition, in
some bacteria, a jelly-like material known as a capsule coats the cell wall.
Many disease-causing bacteria have capsules. The capsule provides an
extra layer of protection for the bacteria. Pathogenic bacteria with cap-
sules tend to cause much more severe disease than those without capsules.
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Cell wall: A tough outer covering that overlies the plasma membrane
of bacteria and plant cells.

Cilia: Short projections that cover the surface of some cells and pro-
vide for movement.

Cytoplasm: The semifluid substance of a cell containing organelles and
enclosed by the cell membrane.

Cytoskeleton: The network of filaments that provide structure and
movement of a cell.

DNA (deoxyribonucleic acid): The genetic material in the nucleus of
cells that contains information for an organism’s development.

Endoplasmic reticulum: The network of membranes that extends through-
out the cell and is involved in protein synthesis and lipid metabolism.

Enzyme: Any of numerous complex proteins that are produced by living
cells and spark specific biochemical reactions.

Eukaryote: A cell that contains a distinct nucleus and organelles.

Flagellum: A whiplike structure that provides for movement in some cells.

Golgi body: Organelle that sorts, modifies, and packages molecules.

Membrane: A thin, flexible layer of plant or animal tissue that covers,
lines, separates or holds together, or connects parts of an organism.

Mitochondrion: The power-house of the cell that contains the enzymes
necessary for turning food into energy.



Within the cytoplasm of prokaryotes is a nucleoid, a region where
the cell’s genetic material is stored. (Genes determine the characteristics
passed on from one generation to the next.) The nucleoid is not a true nu-
cleus because it is not surrounded by a membrane. Also within the cyto-
plasm are numerous ribosomes.

Attached to the cell wall of some bacteria are flagella, whiplike struc-
tures that make it possible for the bacteria to move. Some bacteria also
have pili, short, fingerlike projections that help the bacteria to attach to
tissues. Bacteria cannot cause disease if they cannot attach to tissues. 
Bacteria that cause pneumonia, for instance, attach to the tissues of the
lung. Bacterial pili greatly facilitate this attachment to tissues. Thus, 
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Nuclear envelope: The double membrane that surrounds the nucleus.

Nuclear pore: Tiny openings that stud the nuclear envelope.

Nucleolus: The darker region within the nucleolus where ribosomal
subunits are manufactured.

Nucleus: The control center of a cell that contains the DNA.

Organelle: A membrane-bounded cellular “organ” that performs a spe-
cific set of functions within a eukaryotic cell.

Pili: Short projections that assist bacteria in attaching to tissues.

Plasma membrane: The membrane of a cell.

Plastid: A vesicle-like organelle found in plant cells.

Prokaryote: A cell without a true nucleus.

Protein: Large molecules that are essential to the structure and func-
tioning of all living cells.

Protist: A single-celled eukaryotic organism.

Ribosome: A protein composed of two subunits that functions in pro-
tein synthesis.

Vacuole: A space-filling organelle of plant cells.

Vesicle: A membrane-bound sphere that contains a variety of sub-
stances in cells.



bacteria with pili, like those with capsules, are often more deadly than
those without.

The structure of eukaryotes. The organelles found in eukaryotes
include the membrane system, consisting of the plasma membrane, en-
doplasmic reticulum, Golgi body, and vesicles; the nucleus; cytoskeleton;
and mitochondria. In addition, plant cells have special organelles not
found in animals cells. These organelles are the chloroplasts, cell wall,
and vacuoles. (See the drawing of a plant cell on page 435.)

Plasma membrane. The plasma membrane of the cell is often de-
scribed as selectively permeable. That term means that some substances
are able to pass through the membrane but others are not. For example, the
products formed by the breakdown of foods are allowed to pass into a cell,
and the waste products formed within the cell are allowed to pass out of
the cell. Since the 1960s, scientists have learned a great deal about the way
the plasma membrane works. It appears that some materials are able to pass
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through tiny holes in the membrane of their own accord. Others are helped
to pass through the membrane by molecules located on the surface of and
within the membrane itself. The study of the structure and function of the
plasma membrane is one of the most fascinating in all of cell biology.

Endoplasmic reticulum. The endoplasmic reticulum (ER) consists
of flattened sheets, sacs, and tubes of membrane that cover the entire ex-
panse of a eukaryotic cell’s cytoplasm. The ER looks something like a
very complex subway or highway system. That analogy is not a bad one,
since a major function of ER is to transport materials throughout the cell.

Two kinds of ER can be identified in a cell. One type is called rough
ER and the other is called smooth ER. The difference between the two is
that rough ER contains ribosomes on its outside surface, giving it a rough
or grainy appearance. Rough ER is involved in the process of protein syn-
thesis (production) and transport. Proteins made on the ribosomes attached
to rough ER are modified, “packaged,” and then shipped to various parts
of the cell for use. Some are sent to the plasma membrane, where they are
moved out of the cell and into other parts of the organism’s body for use.

Smooth ER has many different functions, including the manufacture
of lipids (fatlike materials), the transport of proteins, and the transmission
of nerve messages.

The Golgi body. The Golgi body is named for its discoverer, the nine-
teenth century Italian scientist Camillo Golgi (1843–1926). It is one of
the most unusually shaped organelles. Looking somewhat like a stack of
pancakes, the Golgi body consists of a pile of membrane-bounded, flat-
tened sacs. Surrounding the Golgi body are numerous small membrane-
bounded vesicles (particles). The function of the Golgi body and its vesi-
cles is to sort, modify, and package large molecules that are secreted by
the cell or used within the cell for various functions.

The Golgi body can be compared to the shipping and receiving de-
partment of a large company. Each Golgi body within a cell has a cis
face, which is similar to the receiving division of the department. Here,
the Golgi body receives molecules manufactured in the endoplasmic retic-
ulum. The trans face of the Golgi body can be compared to the shipping
division of the department. It is the site from which modified and pack-
aged molecules are transported to their destinations.

Vesicles. Vesicles are small, spherical particles that contain various
kinds of molecules. Some vesicles, as noted above, are used to transport
molecules from the endoplasmic reticulum to the Golgi body and from
the Golgi body to various destinations. Special kinds of vesicles perform
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other functions as well. Lysosomes are vesicles that contain enzymes in-
volved in cellular digestion. Some protists, for instance, engulf other cells
for food. In a process called phagocytosis (pronounced FA-go-sy-to-sis),
the protist surrounds a food particle and engulfs it within a vesicle. This
food-containing vesicle is transported within the protist’s cytoplasm un-
til it is brought into contact with a lysosome. The food vesicle and lyso-
some merge, and the enzymes within the lysosome are released into the
food vesicle. The enzymes break down the food into smaller parts for use
by the protist.

The nucleus. The nucleus is the control center of the cell. Under a mi-
croscope, the nucleus looks like a dark blob, with a darker region, called
the nucleolus, centered within it. The nucleolus is the site where parts of
ribosomes are manufactured. Surrounding the nucleus is a double mem-
brane called the nuclear envelope. The nuclear envelope is covered with
tiny openings called nuclear pores.

The nucleus directs all cellular activities by controlling the synthe-
sis of proteins. Proteins are critical chemical compounds that control al-
most everything that cells do. In addition, they make up the material from
which cells and cell parts themselves are made.

The instructions for making proteins are stored inside the nucleus in
a helical molecule called deoxyribonucleic acid, or DNA. DNA molecules
differ from each other on the basis of certain chemical units, called ni-
trogen bases, that they contain. The way nitrogen bases are arranged within
any given DNA molecule carries a specific genetic “message.” One
arrangement of nitrogen bases might carry the instruction “Make protein
A,” another arrangement of bases might carry the message “Make pro-
tein B,” yet a third arrangement might code for the message “Make pro-
tein C,” and so on.

The first step in protein synthesis begins in the nucleus. Within the
nucleus, DNA is translated into a molecule called messenger ribonucleic
acid (mRNA). MRNA then leaves the nucleus through the nuclear pores.
Once in the cytoplasm, mRNA attaches to ribosomes and initiates protein
synthesis. The proteins made on ribosomes may be used within the same
cell or shipped out of the cell through the plasma membrane for use by
other cells.

The cytoskeleton. The cytoskeleton is the skeletal framework of the
cell. Instead of bone, however, the cell’s skeleton consists of three kinds
of protein filaments that form networks. These networks give the cell
shape and provide for cellular movement. The three types of cytoskele-
tal fibers are microtubules, actin filaments, and intermediate filaments.
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Microtubules are very thin, long tubes that form a network of
“tracks” over which various organelles move within the cell. Microtubules
also form small, paired structures called centrioles within animal cells.
These structures are not considered organelles because they are not
bounded by membranes. Centrioles are involved in the process of cell di-
vision (reproduction).

Some eukaryotic cells move about by means of microtubules attached
to the exterior of the plasma membrane. These microtubules are called fla-
gella and cilia. Cells with cilia also perform important functions in the hu-
man body. The airways of humans and other animals are lined with such
cells that sweep debris and bacteria upwards, out of the lungs and into the
throat. There, the debris is either coughed from the throat or swallowed
into the digestive tract, where digestive enzymes destroy harmful bacteria.

Actin filaments are especially prominent in muscle cells, where they
provide for the contraction of muscle tissue. Intermediate filaments are
relatively strong and are often used to anchor organelles in place within
the cytoplasm.

4 3 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Cell

P

Tonoplast

Vacuole

Nuclear
envelope

Chromatin

Nucleolus

Nucleus

Rough
endoplasmic
reticulumSmooth

endoplasmic
reticulum

Peroxisome
(microbody)

Cell wall

Plasma membrane

Golgi body

Chloroplast

Microfilaments

Ribosomes

Mitochondrion

Microtubules

A plant cell. (Reproduced 

by permission of The Gale

Group.)



Mitochondria. The mitochondria are the power plants of cells. Each
sausage-shaped mitochondrion is covered by an outer membrane. The in-
ner membrane of a mitochondrion is folded into compartments called
cristae (meaning “box”). The matrix, or inner space created by the cristae,
contains the enzymes necessary for the many chemical reactions that even-
tually transform food molecules into energy.

Plant organelles. Plant cells have several organelles not found in an-
imal cells. These include plastids, vacuoles, and a cell wall.

Plastids are vesicle-type organelles that perform a variety of func-
tions in plants. For example, amyloplasts store starch and chromoplasts
store pigment molecules that give some plants their vibrant orange and
yellow colors. Chloroplasts are plastids that carry out photosynthesis, a
process in which water and carbon dioxide are transformed into sugars.

Vacuoles are large vesicles bound by a single membrane. In many
plant cells, they occupy about 90 percent of the cellular space. They per-
form a variety of functions in the cell, including storage of organic com-
pounds, waste products, pigments, and poisonous compounds as well as
digestive functions.

All plant cells have a cell wall that surrounds the plasma membrane.
The cell wall of plants consists of a tough carbohydrate substance called
cellulose laid down in a medium or network of other carbohydrates. (A
carbohydrate is a compound consisting of carbon, hydrogen, and oxygen
found in plants and used as a food by humans and other animals.) The
cell wall provides an additional layer of protection between the contents
of the cell and the outside environment. The crunchiness of an apple, for
instance, is attributed to the presence of these cell walls.

[See also Chromosome; Enzyme; Neuron; Nucleic acid; Protein;
Reproduction; Respiration]

‡�Cell, electrochemical
Electrochemical cells are devices for turning chemical energy into elec-
trical energy or, alternatively, changing electrical energy into chemical
energy. The first type of cell is known as a voltaic, or galvanic, cell, while
the second type is an electrolytic cell. The voltaic cell with which you are
probably most familiar is the battery. Batteries consist of one or more
cells connected to each other. Electrolytic cells are less common in every-
day life, although they are important in many industrial operations, as in
the electroplating of metals.
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History
Cells that obtain electrical energy from chemical reactions were dis-

covered more than two centuries ago. Italian anatomist Luigi Galvani
(1737–1798) first observed this effect in 1771. He noticed that the mus-
cles of a dead frog twitched when the frog was being dissected. Galvani
thought the twitching was the result of “animal electricity” that remained
in the frog. Although his explanation was incorrect, credit for his obser-
vation of the effect is acknowledged in the name galvanic cell, which is
sometimes used for devices of this kind.

The correct explanation for the twitching of dead frog muscles was
provided by Italian physicist Alessandro Volta (1745–1827) two decades
later. Volta was able to prove that the twitching was caused by an elec-
tric current that was produced when two different metals touched the an-
imal’s bloodstream at the same time. Because of Volta’s contribution to
this field of science, electricity-generating electrochemical cells are also
called voltaic cells.

Voltaic cells
Voltaic cells contain three main components: two different metals,

a solution into which the two metals are immersed, and an external cir-
cuit (such as a wire) that connects the two metals to each other.

When a metal is immersed in a solution, such as a water solution 
of sulfuric acid, the metal tends to lose electrons. Each metal has a greater
or lesser tendency to lose electrons compared to other metals. For 
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Words to Know

Anode: The electrode in an electrochemical cell at which electrons are
given up to a reaction.

Cathode: The electrode in an electrochemical cell at which electrons
are taken up from a reaction.

Electrode: A material that will conduct an electrical current, usually a
metal, used to carry electrons into or out of an electrochemical cell.

Electrolysis: The process by which an electrical current causes a chem-
ical change, usually the breakdown of some substance.



example, imagine that a strip of copper metal and a strip of zinc metal
are both immersed in a solution of sulfuric acid. In this case, the zinc
metal has a greater tendency to lose electrons than does the copper metal.

Nothing happens if you immerse two separate metals in a solution
because any electrons lost by either metal have no place to go. But by at-
taching a wire across the top of the two metal strips, electrons are able to
travel from the metal that loses them most easily (zinc in this case) across
the wire to the metal that loses them less easily (copper in this case). You
can observe this effect if you connect an electrical meter to the wire join-
ing the two metals. When the metals are immersed into the sulfuric acid
solution, the needle on the electrical meter jumps, indicating that an elec-
trical current is flowing from one metal to the other.

Instead of connecting an electrical meter to the wire, you could in-
sert an appliance that operates on electricity. For example, if a lightbulb
is attached to the wire joining the two metal strips, it begins to glow. Elec-
trons produced at the zinc strip travel through the wire and the lightbulb,
causing it to light up.

Various factors determine the amount of electric current produced
by a voltaic cell. The most important of these is the choice of metals used
in the cell. Two metals with nearly equal tendencies to lose electrons will
produce only a small current. Two metals with very different tendencies
to lose electrons will produce a much larger current. Chemists have in-
vented a measure of the tendency of various substances to lose electrons
in a voltaic cell. They call that tendency the standard electrode potential
for the substance. A metal with one of the highest standard electrode po-
tentials is potassium metal, whose standard electrode potential is 2.92
volts. In comparison, a metal with a very low standard electrode poten-
tial is iron, with a value of 0.04 volt.

Electrolytic cell
An electrolytic cell is just the reverse of a voltaic cell. Rather than

producing electricity by means of chemical reactions, an electrolytic cell
uses electrical energy to make chemical reactions happen.

An electrolytic cell also consists of two metals immersed in a solu-
tion connected by means of an external wire. In this case, however, the
external wire is hooked to some source of electrical energy, such as a bat-
tery. Electrons flow out of the battery through the wire and into one of
the two metals. These two metals are known as electrodes. The electrode
on which electrons accumulate is the cathode, and the electrode from
which electrons are removed is the anode.
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The solution in an electrolytic cell is one that can be broken apart
by means of an electric current. A common example is the electrolysis of
water. When an electric current flows into water, it causes water mole-
cules to break apart, forming atoms of hydrogen and oxygen:

2 H2O * 2 H2 � O2

Hydrogen gas is given off at one electrode and oxygen gas at the other
electrode. The electrolysis of water is, in fact, one method for making hy-
drogen and oxygen gas for commercial and industrial applications. An-
other common use for electrolytic cells is in electroplating, in which one
metal is deposited on the surface of a second metal.

[See also Battery; Cathode]

‡�Cellular/digital 
technology

Cellular technology is the use of wireless communication, most commonly
associated with the mobile phone. The term cellular comes from the de-
sign of the system, which carries mobile phone calls from geographical
service areas that are divided into smaller pockets, called cells. Each cell
contains a base station that accepts and transfers the calls from mobile
phones that are based in its cell. The cells are interconnected by a cen-
tral controller, called the mobile telecommunications switching office
(MTSO). The MTSO connects the cellular system to the conventional
telephone network and it also records call information so users can be
charged appropriately. In addition, the MTSO system enables the signal
strength to be examined every few seconds—automatically by computer—
and then be switched to a stronger cell if necessary. The user does not
notice the “handoff” from one cell to another.

Traditional cellular technology uses analog service. This type of ser-
vice transmits calls in one continuous stream of information between the
mobile phone and the base station on the same frequency. Analog tech-
nology modulates (varies) radio signals so they can carry information such
as the human voice. The major drawback to using analog service is the
limitation on the number of channels that can be used.

Digital technology, on the other hand, uses a simple binary code to
represent any signal as a sequence of ones and zeros. The smallest unit
of information for the digital transmission system is called a bit, which
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is either one or zero. Digital technology encodes the user’s voice into a
bit stream. By breaking down the information into these small units, dig-
ital technology allows faster transmission of data and in a more secure
form than analog.

Development of cellular/digital technology
Prior to the late 1940s, when the mobile phone was in its early 

stages of development, it worked like a two-way radio, using one fre-
quency to send a user’s voice back and forth. At that time, the Federal
Communications Commission (FCC) limited the number of radio fre-
quencies available for transmitting signals from a mobile phone to one
transmission antenna per city. (The FCC is the government department
in charge of regulating anything that goes out over the airwaves, such as
telephone, television, and radio.) Approximately two dozen calls only
could be placed in each city at a single time. Mobile phone users often
had to wait up to a half hour to place a call. Because of the limited 
number of available frequencies, which allowed so few people to use the
technology at one time, communication companies did not want to de-
vote resources to researching a system that would not be widely used.
They did not want to spend development money on a project that had
such great limits.

During this time, communication researchers had begun to develop
the cellular phone system. They theorized that by establishing service 
areas divided in cells and then splitting the cells into smaller geographi-
cal areas and implementing frequency reuse (where the same channel may
be used for communication in cells located far apart enough to keep in-
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Words to Know

Analog: A method in which one type of data is represented by another
varying physical quantity.

Cell: Broadcasting zone in a geographical service area containing a
base station that accepts and transfers calls from mobile phones that
are based in the cell.

Digital: The opposite of analog, it is a way of showing the quantity of
something directly as digits or numbers.



terference low), base stations could handle increased calls. This increase
would then improve the useability of the mobile phone for consumers.
However, following through on that theory was not yet possible, as the
technology was still in its earliest stages.

Almost twenty years later, in 1968, the FCC reconsidered its earlier
position on radio frequency limitations. In an attempt to encourage com-
munication companies to develop better cellular systems, the FCC de-
cided to increase the number of available radio frequencies.

Mobile phone usage takes off
In 1977, two communication companies, AT&T and Bell Labs, be-

gan the experimental use of a cellular system. By 1979, the first com-
mercial cellular system debuted in Tokyo, Japan. In 1982, the FCC real-
ized the incredible potential cellular communication had and authorized
commercial cellular service in the United States. The first commercial
analog cellular service, Advanced Mobile Phone Service (AMPS), was
made available to the public in 1983 by the communication company
Ameritech. Five years later, the popularity of the mobile phone sky-
rocketed and the number of users went beyond one million. The need to
improve the constantly busy radio frequencies, however, became all too
apparent for the communication companies.

Fortunately, in 1987, the FCC announced that communication com-
panies could develop new technologies as an alternative to the then-
current standard of AMPS. The FCC sought an improvement in and 
enlargement of cellular service. By 1991, the Telecommunications In-
dustry Association (TIA) responded by creating personal communication
services (PCS) technology. This new technology generally employed the
use of all-digital wireless communication. The FCC announced in 1994
that it would allocate a spectrum (range of frequencies of sound waves)
specifically for the PCS technology, which helped push the speed of the
development of digital service.

Importance of cellular/digital technology
The development of cellular/digital technology is playing an in-

creasing importance in today’s business markets. More employees are
spending additional time away from their offices, thereby increasing the
necessity of mobile communication technologies such as the hand-held
phone, notebook computers, pagers, personal digital assistants, and palm-
top computers.

[See also Telephone]
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‡�Cellulose
Cellulose is the substance that makes up most of a plant’s cell walls. Since
it is made by all plants, it is probably the most abundant organic com-
pound on Earth. Aside from being the primary building material for plants,
cellulose has many others uses. According to how it is treated, cellulose
can be used to make paper, film, explosives, and plastics, in addition to
having many other industrial uses. The paper in this book contains cel-
lulose, as do some of the clothes you are wearing. For humans, cellulose
is also a major source of needed fiber in our diet.

The structure of cellulose
Cellulose is usually described by chemists and biologists as a com-

plex carbohydrate (pronounced car-bow-HI-drayt). Carbohydrates are or-
ganic compounds made up of carbon, hydrogen, and oxygen that func-
tion as sources of energy for living things. Plants are able to make their
own carbohydrates that they use for energy and to build their cell walls.
According to how many atoms they have, there are several different types
of carbohydrates, but the simplest and most common in a plant is glu-
cose. Plants make glucose (formed by photosynthesis) to use for energy
or to store as starch for later use. A plant uses glucose to make cellulose
when it links many simple units of glucose together to form long chains.
These long chains are called polysaccharides (meaning “many sugars”
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and pronounced pahl-lee-SAK-uh-rydes), and they form very long mole-
cules that plants use to build their walls.

It is because of these long molecules that cellulose is insoluble or
does not dissolve easily in water. These long molecules also are formed
into a criss-cross mesh that gives strength and shape to the cell wall. Thus
while some of the food that a plant makes when it converts light energy
into chemical energy (photosynthesis) is used as fuel and some is stored,
the rest is turned into cellulose that serves as the main building material
for a plant. Cellulose is ideal as a structural material since its fibers give
strength and toughness to a plant’s leaves, roots, and stems.

Cellulose and plant cells
Since cellulose is the main building material out of which plants are

made, and plants are the primary or first link in what is known as the food
chain (which describes the feeding relationships of all living things), cel-
lulose is a very important substance. It was first isolated in 1834 by the
French chemist Anselme Payen (1795–1871), who earlier had isolated the
first enzyme. While studying different types of wood, Payen obtained a
substance that he knew was not starch (glucose or sugar in its stored form),
but which still could be broken down into its basic units of glucose just
as starch can. He named this new substance “cellulose” because he had
obtained it from the cell walls of plants.

As the chief constituent (or main ingredient) of the cell walls of
plants, cellulose performs a structural or skeletal function. Just as our hard,
bony skeletons provide attachment points for our muscles and support our
bodies, so the rigidity or stiffness found in any plant is due to the strength
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Words to Know

Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Glucose: Also known as blood sugar; a simple sugar broken down in
cells to produce energy.

Photosynthesis: Chemical process by which plants containing chloro-
phyll use sunlight to manufacture their own food by converting carbon
dioxide and water to carbohydrates, releasing oxygen as a by-product.



of its cell walls. Examined under a powerful microscope, fibers of cellu-
lose are seen to have a meshed or criss-cross pattern that looks as if it
were woven much as cloth. The cell wall has been likened to the way re-
inforced concrete is made, with the cellulose fibers acting as the rebars
or steel rods do in concrete (providing extra strength). As the new cell
grows, layer upon layer of new material is deposited inside the last layer,
meaning that the oldest material is always on the outside of the plant.

Human uses of cellulose
Cellulose is one of the most widely used natural substances and has

become one of the most important commercial raw materials. The major
sources of cellulose are plant fibers (cotton, hemp, flax, and jute are al-
most all cellulose) and, of course, wood (about 42 percent cellulose). Since
cellulose is insoluble in water, it is easily separated from the other con-
stituents of a plant. Cellulose has been used to make paper since the Chi-
nese first invented the process around A.D.100. Cellulose is separated from
wood by a pulping process that grinds woodchips under flowing water.
The pulp that remains is then washed, bleached, and poured over a vi-
brating mesh. When the water finally drains from the pulp, what remains
is an interlocking web of fibers that, when dried, pressed, and smoothed,
becomes a sheet of paper.

Raw cotton is 91 percent cellulose, and its fiber cells are found on the
surface of the cotton seed. There are thousands of fibers on each seed, and
as the cotton pod ripens and bursts open, these fiber cells die. Because these
fiber cells are primarily cellulose, they can be twisted to form thread or
yarn that is then woven to make cloth. Since cellulose reacts easily to both
strong bases and acids, a chemical process is often used to make other prod-
ucts. For example, the fabric known as rayon and the transparent sheet of
film called cellophane are made using a many-step process that involves an
acid bath. In mixtures if nitric and sulfuric acids, cellulose can form what
is called guncotton or cellulose nitrates that are used for explosives. How-
ever, when mixed with camphor, cellulose produces a plastic known as cel-
luloid, which was used for early motion-picture film. However, because it
was highly flammable (meaning it could easily catch fire), it was eventu-
ally replaced by newer and more stable plastic materials. Although cellu-
lose is still an important natural resource, many of the products that were
made from it are being produced easier and cheaper using other materials.

Importance to human diet
Despite the fact that humans (and many other animals) cannot di-

gest cellulose (meaning that their digestive systems cannot break it down
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into its basic constituents), cellulose is nonetheless a very important part
of the healthy human diet. This is because it forms a major part of the di-
etary fiber that we know is important for proper digestion. Since we can-
not break cellulose down and it passes through our systems basically un-
changed, it acts as what we call bulk or roughage that helps the movements
of our intestines. Among mammals, only those that are ruminants (cud-
chewing animals like cows and horses) can process cellulose. This is be-
cause they have special bacteria and microorganisms in their digestive
tracts that do it for them. They are then able to absorb the broken-down
cellulose and use its sugar as a food source. Fungi are also able to break
down cellulose into sugar that they can absorb, and they play a major role
in the decomposition (rotting) of wood and other plant material.

[See also Plant]

‡�Centrifuge
A centrifuge is a device that uses centrifugal force to separate two or more
substances of different density or mass from each other. Centrifugal force
is the tendency of an object traveling around a central point to fly away
from that point in a straight line. A centrifuge is able to separate differ-
ent substances from each other because materials with heavier masses
move faster and farther away from the central point than materials with
lighter masses. The first successful centrifuge was invented in 1883 by
Swiss engineer Carl de Laval.

A centrifuge consists of a fixed base and center stem to which arms
or holders containing hollow tubes are attached. When the device is turned
on, the arms spin around the center stem at a high rate of speed. In the
process, the heavier material is thrown outward within the tube while the
lighter material stays near the center of the device.

Applications of the centrifuge
Large-scale centrifugation has found a great variety of commercial

and industrial uses. For example, the separation of cream from whole milk
has been accomplished by this process for more than a century. Today,
the food, chemical, and mineral industries use centrifuges to separate wa-
ter from all sorts of solids. Medical laboratories use centrifuges to sepa-
rate plasma from heavier blood cells.

Modern centrifuges can even separate mixtures of different sized mol-
ecules or microscopic particles such as parts of cells. These instruments,
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called ultracentrifuges, spin so fast that the centrifugal force created can
be more than one-half million times greater than the force of gravity.

Centrifuge studies have been very important in the development of
manned space flight programs. Human volunteers are placed into very
large centrifuges and then spun at high speeds. Inside the centrifuge, hu-
mans feel intense gravitational forces (g forces) similar to those that oc-
cur during the launch of space vehicles. Such experiments help space sci-
entists understand the limits of acceleration that humans can endure in
such situations.

[See also Gravity and gravitation]
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‡�Ceramic
Ceramic is a hard, brittle substance that resists heat and corrosion and is
made by heating a nonmetallic mineral or clay at an extremely high tem-
perature. The word ceramic comes from the Greek word for burnt mate-
rial, keramos. Ceramics are used to produce pottery, porcelain, china, and
ceramic tile. They may also be found in cement, glass, plumbing and con-
struction materials, and spacecraft components.

The basic ingredient in all forms of ceramics are silicates, the main
rock-forming minerals. Most silicates are composed of at least one type
of metal combined with silicon and oxygen. Feldspar and silica are ex-
ample of silicates. When silicates are combined with a liquid such as wa-
ter, they form a mixture that can be kneaded and shaped into any form.
After shaping, the object is dried and fired in a high-temperature oven
called a kiln. A glaze (a glasslike substance that makes a surface glossy
and watertight) may be added between drying and firing. From ancient
days to the present, this process has remained virtually the same, except
for the addition of mechanical aids.

Pottery
The oldest examples of pottery, found in Moravia (a region of the

Czech Republic) and dating back to 25,000 B.C., are animal shapes made
of fired clay. Potter’s wheels and kilns first appeared in Mesopotamia (an
ancient region in southwest Asia) around 3000 B.C. Some of the most fas-
cinating pottery in history was made by the ancient Greeks, whose vases
were skillfully decorated in the methods of black figure (black paint applied
to red clay) or red figure (black paint covering all but the design, which
stood out in red clay). Early Islamic potters of the Middle East produced
colorful, imaginatively glazed tiles and other items. Their elaborate pictor-
ial designs have provided archaeologists with many clues to their daily lives.

Perhaps the most renowned potters of all time are the Chinese, who
developed the finest form of pottery—porcelain. Made of kaolin (pro-
nounced KA-uh-lin; a white clay free of impurities) and petuntse (a
feldspar mineral that forms a glassy cement), porcelain is fired at ex-
tremely high temperatures. The result is a high-quality material that is
uniformly translucent, glasslike, and white. Porcelain was first made in
China during the T’ang Dynasty (618–906).

Modern ceramics
In the twentieth century, scientists and engineers acquired a much bet-

ter understanding of ceramics and their properties. During World War II
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(1939–45), a high demand for military materials hastened the evolution of
the science of ceramics. These materials are now found in a wide variety
of products, including abrasives, bathroom fixtures, and electrical insulation.

During the 1960s and 1970s, the growing fields of atomic energy,
electronics, communication, and space travel increased demand for more
sophisticated ceramic products. Because ceramics can withstand extreme
temperatures, they have been used in gas turbines and jet engines. The
undersides of the space shuttles are lined by some 20,000 individually
contoured silica fiber tiles that are bonded to a felt pad. The felt pad in
turn is bonded to the body of a shuttle. These ceramic tiles can withstand
a maximum surface temperature of 1,200 to 1,300°F (650 to 705°C).

In 1990, a team of Japanese scientists working for their government de-
veloped a stretchable material from silicon-based compounds. When made
into strips and heated, this special ceramic material can be stretched to two-
and-a-half times its original length without losing its hardness and durability.

‡�Cetaceans
Cetaceans (pronounced sih-TAY-shuns) include whales, dolphins, and
porpoises. Although ancient people believed they were fish, cetaceans are
aquatic mammals that bear live young, produce milk to feed their off-
spring, and have a bit of hair. The study of cetaceans is called cetology.

Although they have a fishlike shape, cetaceans are descended from
land animals and still retain some modified features of their ancestors.
They have the remains of a pelvic girdle, and the bones beneath their fore-
limbs, which are now used as flippers for swimming, show that they once
had five fingers. Like land animals they have lungs, but instead of nos-
trils cetaceans breathe air through blowholes on the top of their head.
They have no hind legs, and their tail has developed over time into a hor-
izontal fluke (a flat tail), used to propel the animal through the water.
Other physical changes include the addition of a thick layer of blubber to
insulate against the cold of the ocean depths.

Cetaceans belong to the order Cetacea and include the baleen whales
(ten species that live in the ocean) and the toothed whales, whose many
species (including dolphins and porpoises) are found in diverse habitats
from deep ocean to freshwater rivers.

Baleen whales
Baleen (pronounced buh-LEEN) whales are huge creatures that in-

clude the blue whale, the largest animal that has ever lived and that can
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reach a length of 100 feet (30 meters). Together with the finback, sei,
humpback, minke, and gray whales, the blue whale belongs to a family
of whales that migrates from cold polar waters to breed in warmer wa-
ters. The right whale, so-named because it was the “right one” for whalers,
does not have the dorsal fin of the other great whales. Baleen whales are
toothless; they eat by filtering tiny sea animals, or plankton, through rows
of flexible, horny plates called baleen that hang from their upper jaw. One
mouthful of water may contain millions of tiny prey. Baleen whales have
two blowholes (toothed whales have only one), and some species have
deep grooves on their throat and belly.

Toothed whales
The faster-moving, smaller-bodied toothed whales pursue squid,

fish, and, in the case of killer whales, sea birds and other mammals. Killer
whales have even been observed ganging up on and killing the much big-
ger gray whale. The largest of the toothed whales is the sperm whale. It
is also the deepest diver, plunging to depths of over half a mile in search
of giant squid. Its large, square head contains a cavity of oil that was used
in oil lamps before petroleum became available. Certain species of toothed
whales are very social, traveling in groups of dozens of animals. Bottle-
nosed dolphins and killer whales typically have social bonds with many
others of their species that may last for life.

Sensory perception
Cetaceans have good vision and excellent hearing. Toothed whales,

porpoises, and dolphins navigate and find food using echolocation, in
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Words to Know

Baleen: A flexible, horny substance making up two rows of plates that
hang from the upper jaws of baleen whales.

Echolocation: A method of locating objects by the echoes reflected
from sounds produced by certain animals.

Whaling: The harvesting of whales for their products by individuals or
commercial operations.



which they produce pulses of sound and listen for the echo. By deci-
phering objects based on the reflected echoes, these animals can obtain
an accurate picture of their physical environment.

Intelligence and communication
Cetaceans have relatively large brains and are highly intelligent an-

imals that exhibit curiosity, affection, jealousy, self-control, sympathy,
spite, and trick-playing. They communicate with each other by produc-
ing a great variety of sounds, from the moans and knocks of gray whales
to the eerie songs of humpbacks.

Commercial whaling and other threats
Commercial whaling has had a devastating effect on the world’s

great whale populations. Modern whaling methods may be viewed as in-
credibly inhumane. Whales today are killed by a harpoon that has a head
with four claws and one or more grenades attached. When a whale is
within range, the harpoon is fired into its body, and the head of the har-
poon explodes, tearing apart muscle and organs. The whale dives to es-
cape, but is hauled to the surface with ropes and is shot once again. Death
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may not be immediate, and the whale may struggle to live for 15 minutes
of more. Although many nations have agreed to end or curtail their whal-
ing practices, some have not.

Further dangers to cetacean species include (1) drift nets (now out-
lawed), in which they can become entangled, and (2) the use of purse-
seines (pronounced sane; nets whose ends are pulled together to form a
huge ball) for catching tuna, a method that has killed an estimated seven
million dolphins since 1959. Marine pollution and the loss of food sources
due to human activity are a continuing danger.

‡�Chaos theory
Chaos theory is the study of complex systems that, at first glance, appear
to follow no orderly laws of mathematics or science. Chaos theory is one
of the most fascinating and promising developments in late-twentieth-
century mathematics and science. It provides a way of making sense out
of phenomena such as weather patterns that seem to be totally without
organization or order.

Cause-and-effect and chaos
Scientists have traditionally had a rather strict cause-and-effect view

of the natural world. English physicist Isaac Newton once said that if he
could know the position and motion of every particle in the universe at
any one moment, he could predict the future of the universe into the in-
finite future. He believed that all those particles follow strict physical
laws. Since he knew (or so he thought) what those laws were, all he had
to do was to apply them to the particles at any one point in time.

On the other hand, scientists have always realized that some events
in nature appear to be just too complex to analyze by the laws of science.
One of the best examples is weather patterns. Even though scientists know
a great deal about the elements that make up weather, they have a very
difficult time predicting what weather patterns will be. The term chaos
has often been used to describe systems that are just too “messy” to un-
derstand by scientific analysis.

Origins of chaos theory
The rise of modern chaos theory can be traced to a few particularly

striking and interesting discoveries. One of these events occurred in the
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1890s when French mathematician Henri Poincaré was working on 
the problem of the interactions of three planets with one another. 
The problem should have been fairly straightforward, Poincaré thought,
since the gravitational laws involved were well known. The results of his
calculations were so unexpected, however, that he gave up his work. He
described those results as “so bizarre that I cannot bear to contemplate
them.”

Dutch engineer B. van der Pol encountered a similar problem in
working with electrical circuits. He started out with systems that could
easily be described by well-known mathematical equations. But the cir-
cuits he actually produced gave off unexpected and irregular noises for
which he could not account.

Then, in 1961, American meteorologist Edward Lorenz found yet
another example of chaotic behavior. Lorenz developed a system for pre-
dicting the weather based on 12 equations. The equations represented the
factors we know to affect weather patterns, including atmospheric pres-
sure, temperature, and humidity. What Lorenz found was that by making
very small changes in the initial numbers used in these equations, he could
produce wildly different results.
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Words to Know

Attractor: An element in a chaotic system that appears to be responsi-
ble for helping the system to settle down.

Cause-and-effect: The view that humans can understand why certain
events (effects) take place.

Chaos: Some behavior that appears to be so complex as to be inca-
pable of analysis by humans.

Chaos theory: Mathematical and scientific efforts to provide cause-
and-effect explanations for chaotic behavior.

Generator: Elements in a system that appear to be responsible for
chaotic behavior in the system.

Law: A statement in science that summarizes how some aspect of
nature is likely to behave. Laws have survived many experimental tests
and are believed to be highly dependable.



Generators and attractors
Scientists and mathematicians now view chaotic behavior in a dif-

ferent way. Instead of believing that such behavior is too complex ever
to understand, they have come to conclude that certain patterns exist
within chaos that can be discovered and analyzed. For example, certain
characteristics of a system appear to be able to generate chaotic behav-
ior. Such characteristics are known as generators because they cause the
chaotic behavior. Very small differences in a generator can lead to very
large differences in a system at a later point in time.

Researchers have also found that chaotic behavior sometimes has a
tendency to settle down to some form of predictable behavior. When this
happens, elements within the system appear to bring various aspects of
the chaos together into a more understandable pattern. Those elements are
given the name attractors because they appear to attract the parts of a
chaotic system to themselves.

Applications
In theory, studies of chaos have a great many possible applications.

After all, much of what goes on in the world around us seems more like
chaos than a neat orderly expression of physical laws. The weather may
be the best everyday example of that point. Although we know a great
deal about all the elements of which weather patterns are made, we still
have relatively modest success in predicting how those elements will come
together to produce a specific weather pattern. Studies of chaos theory
may improve these efforts.

Animal behavior also appears to be chaotic. Population experts
would like very much to know how groups of organisms are likely to
change over time. And, again, we know many of the elements that de-
termine those changes, including food supplies, effects of disease, and
crowding. Still, predictions of population changes—whether of white deer
in the wilds of Vermont or the population of your hometown—tend to be
quite inaccurate. Again, chaos theory may provide a way of making more
sense out of such apparently random behavior.

‡�Chemical bond
A chemical bond is any force of attraction that holds two atoms or ions
together. In most cases, that force of attraction is between one or more
negatively charged electrons held by one of the atoms and the positively
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charged nucleus of the second atom. Chemical bonds vary widely in their
strength, ranging from relatively strong covalent bonds (in which elec-
trons are shared between atoms) to very weak hydrogen bonds. The term
chemical bond also refers to the symbolism used to represent the force of
attraction between two atoms or ions. For example, in the chemical for-
mula H•O•H, the short dashed lines are known as chemical bonds.

History
Theories of chemical bonds go back a long time. One of the first

was developed by Roman poet Lucretius (c. 95–c. 55 B.C.), author of De
Rerum Natura (title means “on the nature of things”). In this poem, Lu-
cretius described atoms as tiny spheres with fishhook-like arms. Atoms
combined with each other, according to Lucretius, when the hooked arms
of two atoms became entangled with each other.

Such theories were pure imagination, however, for many centuries,
since scientists had no true understanding of an atom’s structure until the
beginning of the twentieth century. It was not until then that anything ap-
proaching a modern theory of chemical bonding developed.
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Words to Know

Covalent bond: A chemical bond formed when two atoms share one or
more pairs of electrons with each other.

Double bond: A covalent bond consisting of two pairs of electrons.

Electronegativity: A numerical method for indicating the relative ten-
dency of an atom to attract the electrons that make up a covalent bond.

Hydrogen bond: A chemical bond formed between two atoms or ions
with opposite charges.

Ionic bond: A chemical bond formed when one atom gains and a sec-
ond atom loses electrons. An ion is a molecule or atom that has lost
one or more electrons and is, therefore, electrically charged.

Multiple bond: A double or triple bond.

Polar bond: A covalent bond in which one end of the bond is more
positive than the other end.

Triple bond: A covalent bond consisting of three pairs of electrons.



Covalent bonding
Today, it is widely accepted that most examples of chemical bond-

ing represent a kind of battle between two atoms for one or more elec-
trons. Imagine an instance, for example, in which two hydrogen atoms
are placed next to each other. Each atom has a positively charged nucleus
and one electron spinning around its nucleus. If the atoms are close enough
to each other, then the electrons of both atoms will be attracted by both
nuclei. Which one wins this battle?

The answer may be obvious. Both atoms are exactly identical. Their
nuclei will pull with equal strength on both electrons. The only possible
result, overall, is that the two atoms will share the two electrons with each
other equally. A chemical bond in which two electrons are shared be-
tween two atoms is known as a covalent bond.

Ionic bonding
Consider now a more difficult situation, one in which two different

atoms compete for electrons. One example would be the case involving
a sodium atom and a chlorine atom. If these two atoms come close enough
to each other, both nuclei pull on all electrons of both atoms. In this case,
however, a very different result occurs. The chlorine nucleus has a much
larger charge than does the sodium nucleus. It can pull on sodium’s elec-
trons much more efficiently than the sodium nucleus can pull on the chlo-
rine electrons. In this case, there is a winner in the battle: chlorine is able
to pull one of sodium’s electrons away. It adds that electron to its own
collection of electrons. In a situation in which one atom is able to com-
pletely remove an electron from a second atom, the force of attraction be-
tween the two particles is known as an ionic bond.

Electronegativity
Most cases of chemical bonding are not nearly as clear-cut as the

hydrogen and the sodium/chlorine examples given above. The reason for
this is that most atoms are more nearly matched in their ability to pull
electrons than are sodium and chlorine, although not as nearly matched
as two identical atoms (such as two hydrogen atoms).

A method for expressing the pulling ability of two atoms was first
suggested by American chemist Linus Pauling (1901–1994). Pauling pro-
posed the name “electronegativity” for this property of atoms. Two atoms
with the same or similar electronegativities will end up sharing electrons
between them in a covalent bond. Two atoms with very different elec-
tronegativities will form ionic bonds.
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Polar and nonpolar bonds
In fact, most chemical bonds do not fall into the pure covalent or

pure ionic bond category. The major exception occurs when two atoms
of the same kind—such as two hydrogen atoms—combine with each other.
Since the two atoms have the same electronegativities, they must share
electrons equally between them.

Consider the situation in which aluminum and nitrogen form a chem-
ical bond. The electronegativity difference between these two atoms is
about 1.5. (For comparison’s sake, the electronegativity difference be-
tween sodium and chlorine is 2.1 and between hydrogen and hydrogen is
0.0.) A chemical bond formed between aluminum and nitrogen, then, is
a covalent bond, but electrons are not shared equally between them. In-
stead, electrons that make up the bond spend more of their time with 
nitrogen (which pulls more strongly on electrons) than with aluminum
(which pulls less strongly). A covalent bond in which electrons spend
more time with one atom than with the other is called a polar covalent
bond. In contrast, a bond in which electrons are shared equally (as in the
case of hydrogen) is called a nonpolar covalent bond.

Multiple bonds
All covalent bonds, polar and nonpolar, always consist of two elec-

trons. In some cases, both electrons come from one of the two atoms. In
most cases, however, one electron comes from each of the two atoms
joined by the bond.

In some cases, atoms may share more than two electrons. If so, how-
ever, they still share pairs only: two pairs or three pairs, for example. A
bond consisting of two pairs of (that is, four) electrons is called a double
bond. One containing three pairs of electrons is called a triple bond.

Other types of bonds
Other types of chemical bonds also exist. The atoms that make up

a metal, for example, are held together by a metallic bond. A metallic
bond is one in which all of the metal atoms share with each other a cloud
of electrons. The electrons that make up that cloud originate from the out-
ermost energy levels of the atoms.

A hydrogen bond is a weak force of attraction that exists between
two atoms or ions with opposite charges. For example, the hydrogen-
oxygen bonds in water are polar bonds. The hydrogen end of these bonds
are slightly positive, and the oxygen ends are slightly negative. Two mol-
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ecules of water placed next to each other will feel a force of attraction
because the oxygen end of one molecule feels an electrical force of at-
traction to the hydrogen end of the other molecule. Hydrogen bonds are
very common and extremely important in biological systems. They are
strong enough to hold substances together but weak enough to break apart
and allow chemical changes to take place within the system.

Van der Waals forces are yet another type of chemical bond. They
are named in honor of the Dutch physicist Johannes Diderik van der Waals
(1837–1923), who investigated the weak nonchemical bond forces be-
tween molecules. Such forces exist between particles that appear to be
electrically neutral. The electrons in such particles shift back and forth
very rapidly. That shifting of electrons means that some parts of the par-
ticle are momentarily charged, either positively or negatively. For this
reason, very weak, short-term forces of attraction can develop between
particles that are actually neutral.

‡�Chemical warfare
Chemical warfare involves the use of natural or synthetic (human-made)
substances to disable or kill an enemy or to deny them the use of resources
such as agricultural products or foliage in which to hide. The effects of
the chemicals may last only a short time, or they may result in permanent
damage and death. Most of the chemicals used are known to be toxic (poi-
sonous) to humans or plant life. In some cases, normally harmless chem-
icals have also been used to damage an enemy’s environment. Such ac-
tions have been called ecocide and are one method for disrupting an
enemy’s economic system. The deliberate dumping of large quantities of
crude oil on the land or in the ocean is an example of ecocide.

The appeal of chemicals as agents of warfare is their ability to cause
mass casualties or damage to an enemy with only limited risk to the forces
using the chemicals. Poisoning a town’s water supply, for example, poses
almost no threat to an attacking army. Yet the action could result in the
death of thousands of the town’s defenders. In many cases, chemicals are
not detectable by the enemy until it is too late for them to take action.

History
Chemical warfare dates back to the earliest use of weapons. Poi-

soned arrows and darts used for hunting by primitive peoples have also
been used as weapons in battles between tribal groups. In 431 B.C., the
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Spartans used burning sulfur and pitch to produce clouds of suffocating
sulfur dioxide in their sieges against Athenian cities. When the Romans
defeated the Carthaginians of North Africa in 146 B.C., they destroyed the
city of Carthage and spread salt on surrounding fields to destroy the agri-
cultural capability of the land. The Romans’ intent was to prevent the
Carthaginians from rebuilding their city.

Types of chemical agents
Chemical agents can be classified into several general categories,

ranging from those that cause relatively little harm to those that can cause
death. One group includes those that produce only temporary damage. As
an example, tear gas tends to cause coughing, sneezing, and general res-
piratory discomfort, but this discomfort passes within a relatively short
period of time.

Other agents cause violent skin irritation and blistering and may re-
sult in death. Still other agents are poisonous and are absorbed into the
victim’s bloodstream through the lungs or skin, causing death. Nerve
agents attack the nervous system and kill by causing the body’s vital func-
tions (respiration, circulation, etc.) to cease. Finally, other agents cause
psychological reactions including disorientation and hallucinations.

Another group of chemical agents include those that attack vegeta-
tion, damaging or killing plants. Some examples include defoliants that
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Words to Know

Defoliant: A chemical that kills the leaves of plants and causes them
to fall off.

Ecocide: Deliberate attempts to destroy or damage the environment
over a large area as a tactical element of a military strategy.

Harassing agent: A chemical that causes temporary damage to ani-
mals, including humans.

Herbicide: A chemical that kills entire plants, often selectively.

Nerve agent: A chemical that kills animals, including humans, by
attacking the nervous system and causing the disruption of vital func-
tions such as respiration and heartbeat.



kill a plant’s leaves, herbicides that kill the entire plant, and soil sterilants
that prevent the growth of new vegetation.

Antipersonnel agents: chemicals used against people. The
first large-scale use of poisonous chemicals in warfare occurred during
World War I (1914–18). More than 100,000 tons (90,000 metric tons) of
lethal chemicals were used by both sides in an effort to break the stale-
mate of endless trench warfare. The most commonly used chemicals were
four lung-destroying poisons: chlorine, chloropicrin, phosgene, and
trichloromethyl chloroformate, along with a skin-blistering agent known
as mustard gas, or bis(2-chloroethyl) sulfide. These poisons caused about
100,000 deaths and another 1.2 million injuries, almost all of which in-
volved military personnel.

In 1925, many of the world’s nations signed an agreement, called 
the Geneva Protocol, to discontinue production of chemical agents for 
military use. Despite this agreement, the United States, Britain, Japan, 
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Germany, Russia, and other countries all continued development of these
weapons during the period between World War I and World War II (the
1920s and most of the 1930s). This research included experimentation on
animals and humans. Although chemical weapons were not used very
widely during World War II (1939–45), the opposing sides had large stock-
piles ready to deploy against military and civilian targets.

During the civil war in Vietnam, the U.S. military used a “harass-
ing agent” during many of its operations. (The United States sided with
and supplied the South Vietnamese in the early 1960s and joined their
military efforts against the North in 1964.) The agent was a tear gas known
as CS or o-chlorobenzolmalononitrile. CS was not regarded as toxic to
humans and was intended only to make an area uninhabitable for 15 to
45 days. A total of about 9,000 tons (8,000 metric tons) of CS were sprayed
over 2.5 million acres (1.0 million hectares) of South Vietnam. Although
CS was classified as nonlethal (not deadly), several hundred deaths were
later reported when the gas was used in heavy concentrations in confined
spaces such as underground bunkers and bomb shelters.

Poisonous chemicals were also used during the Iran-Iraq War of
1981–87, especially by Iraqi forces. During that war, both soldiers and civil-
ians were targets of chemical weapons. Perhaps the most famous incident
was the gassing of Halabja, a town in northern Iraq that had been overrun
by Iranian-supported Kurds. The Iraqi military attacked Halabja with two
fast-acting neurotoxins, sarin and tabun. Sarin and tabun cause rapid death
by interfering with the transmission of nerve impulses. Muscular spasms
develop and a person dies when he or she is no longer able to breathe.
About 5,000 people, mostly civilians, were killed in this incident.

Use of herbicides during the Vietnam War. Herbicides are chem-
icals that were originally developed to kill weeds. However, they are just
as effective at killing agricultural crops as they are at killing weeds. Dur-
ing the Vietnam War, in addition to tear gas, the U.S. military relied heav-
ily on the use of herbicides as a weapon of war. The purpose of using
herbicides was twofold: first, to destroy enemy crops and disrupt their
food supply, and second, to remove forest cover in which enemy troops
might hide. Between 1961 and 1971, about 3.2 million acres (1.3 million
hectares) of forest and 247,000 acres (100,000 hectares) of Vietnamese
croplands were sprayed at least once. This area is equivalent to about one-
seventh of the total land area of South Vietnam.

The most commonly used herbicide was called Agent Orange, a
blend of two herbicides known as 2,4-D and 2,4,5-T. Two other herbi-
cides, picloram and cacodylic acid, were also used, but in much smaller
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amounts. In total, about 25,000 tons of 2,4-D, 21,000 tons of 2,4,5-T, and
1,500 tons of picloram were utilized as a result of U.S. military actions
during the war.

In particular, Agent Orange was sprayed at a rate of about 22.3
pounds per acre (25 kilograms per hectare). This rate is equivalent to about
10 times the rate at which those same chemicals are used for plant con-
trol purposes in forestry. The higher spray rate was used in Vietnam be-
cause the intention of the U.S. military was the ultimate destruction of
Vietnamese ecosystems (its communities of plants and animals).

The ecological damages caused by the military use of herbicides in
Vietnam were not studied in detail. However, a few casual surveys have
been made by some visiting ecologists. These scientists observed that
coastal mangrove forests (tropical trees and shrubs that form dense green-
ery) were especially sensitive to treatment with herbicides. About 36 
percent of the mangrove ecosystem of South Vietnam was sprayed with
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herbicides, a total of about 272,000 acres (110,000 hectares). Almost all
of the plant species of mangrove forests proved to be highly vulnerable
to herbicides, including the dominant species of tree, red mangrove.

Severe ecological effects of herbicide spraying were also observed
in the biodiverse upland forests of Vietnam, especially its rain forests.
Mature tropical forests in this region have many species of hardwood
trees. These forests are covered by a dense canopy consisting of complex
layers. As a result, a single spraying of herbicide typically kills only about
10 percent of the larger trees. However, the goal of the U.S. military was
to achieve a more extensive and longer-lasting defoliation. Hence, they
sprayed many areas more than once. In fact, about 34 percent of Vietnam
was treated with herbicides more than once.

The effects on animals of herbicide spraying in Vietnam are not well
documented. However, there are many accounts of reduced populations
of birds, mammals, reptiles, and other animals in the mangrove forests
treated with herbicides. In addition, large decreases in the yield of
nearshore fisheries have been attributed to the spraying of mangrove
ecosystems, which provide spawning and nursery habitat for the fish.

The effects on wild animals were probably caused mostly by habi-
tat changes resulting from herbicide spraying. However, there have also
been numerous reports of domesticated agricultural animals becoming ill
or dying. Because of the constraints of warfare, the specific causes of these
illnesses and deaths were never studied properly by veterinary scientists.
However, these ailments were commonly attributed to toxic effects of ex-
posure to herbicides, mostly ingested by the animals with their food.

Use of petroleum as a weapon during the Persian Gulf War.
Large quantities of petroleum are often spilled at sea during warfare,
mostly as the result of damage to oil tankers or other facilities such as
offshore production platforms. During the Iran-Iraq War of the 1980s and
the Persian Gulf War of 1991–92, however, oil spills were deliberately
used to gain military advantage, as well as to inflict economic damages
on the enemy’s postwar economy.

The world’s all-time largest oceanic spill of petroleum occurred dur-
ing the Persian Gulf War. The Iraqi military deliberately released almost
1 million tons (900,000 metric tons) of crude oil into the Persian Gulf
from several tankers and an offshore facility for loading tankers. In part,
the oil was spilled to establish a defensive barrier against an expected at-
tack by the anti-Iraqi coalition forces. The hope was that igniting the im-
mense quantities of spilled petroleum would create a floating inferno that
would provide an effective barrier against a seaborne invasion. It is be-
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lieved that the Iraqis also sought to contaminate the seawater used in de-
salination plants (salt removal facilities) that supply most of Saudi Ara-
bia with freshwater.

Controls over the use of chemical weapons
The first treaty to control the use of chemical weapons was the

Geneva Protocol, agreed upon in 1925 and subsequently signed by 132
nations. This treaty was prompted by the horrible uses of chemical
weapons during World War I. It banned the use of asphyxiating (suffo-
cating), poisonous, or other gases, as well as bacteriological (germ) meth-
ods of warfare. In spite of having signed this treaty, however, all major
nations are known to have continued research on new and more effective
chemical and bacteriological weapons.

In 1993, negotiators for various nations met at a Chemical Weapons
Convention and agreed to the destruction of all chemical weapons within
a 10 to 15 year period following ratification of a chemical weapons treaty.
By the end of 2000, 174 nations had signed, ratified, or acceded to the
treaty. In the long run, its effectiveness depends upon its ratification by
all countries having significant stockpiles of chemical weapons, the coun-
tries’ commitment to following the terms of the treaty, and the power of
an international monitoring program to expose and discipline member
countries ignoring the treaty.

Part of the problem in obtaining an effective chemical weapons treaty
is desire. Nations have to want to destroy their stockpiles of weapons and
discontinue making more of them. Another part of the problem is cost.
By one estimate, it will cost $16 to $20 billion just to safely destroy the
chemical weapons of the world’s two largest military powers, the United
States and Russia.

[See also Agent Orange; Agrochemicals; Poisons and toxins]

‡�Chemistry
Chemistry is the study of the composition of matter and the changes that
take place in that composition. If you place a bar of iron outside your win-
dow, the iron will soon begin to rust. If you pour vinegar on baking soda,
the mixture fizzes. If you hold a sugar cube over a flame, the sugar begins
to turn brown and give off steam. The goal of chemistry is to understand
the composition of substances such as iron, vinegar, baking soda, and sugar
and to understand what happens during the changes described here.
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History
Both the term chemistry and the subject itself grew out of an ear-

lier field of study known as alchemy. Alchemy has been described as a
kind of pre-chemistry, in which scholars studied the nature of matter—
but without the formal scientific approach that modern chemists use. The
term alchemy is probably based on the Arabic name for Egypt, al-Kimia,
or the “black country.”

Ancient scholars learned a great deal about matter, usually by trial-
and-error methods. For example, the Egyptians mastered many technical
procedures such as making different types of metals, manufacturing col-
ored glass, dying cloth, and extracting oils from plants. Alchemists of the
Middle Ages (400–1450) discovered a number of elements and com-
pounds and perfected other chemical techniques, such as distillation (pu-
rifying a liquid) and crystallization (solidifying substances into crystals).

The modern subject of chemistry did not appear, however, until the
eighteenth century. At that point, scholars began to recognize that research
on the nature of matter had to be conducted according to certain specific
rules. Among these rules was one stating that ideas in chemistry had to
be subjected to experimental tests. Some of the founders of modern chem-
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Words to Know

Analytical chemistry: That area of chemistry that develops ways to
identify substances and to separate and measure the components in a
compound or mixture.

Inorganic chemistry: The study of the chemistry of all the elements
in the periodic table except for carbon.

Organic chemistry: The study of the chemistry of carbon compounds.

Physical chemistry: The branch of chemistry that investigates the
properties of materials and relates these properties to the structure of
the substance.

Qualitative analysis: The analysis of compounds and mixtures to
determine the elements present in a sample.

Quantitative analysis: The analysis of compounds and mixtures to
determine the percentage of elements present in a sample.



istry include English natural philosopher Robert Boyle (1627–1691), who
set down certain rules on chemical experimentation; Swedish chemist Jöns
Jakob Berzelius (1779–1848), who devised chemical symbols, determined
atomic weights, and discovered several new elements; English chemist
John Dalton (1766–1844), who proposed the first modern atomic theory;
and French chemist Antoine-Laurent Lavoisier (1743–1794), who first ex-
plained correctly the process of combustion (or burning), established mod-
ern terminology for chemicals, and is generally regarded as the father of
modern chemistry.

Goals of chemistry
Chemists have two major goals. One is to find out the composition

of matter: to learn what elements are present in a given sample and in
what percentage and arrangement. This type of research is known as analy-
sis. A second goal is to invent new substances that replicate or that are

4 6 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Chemistry

In this 1964 photo, a photo-

graphic chemist conducts an

experiment on dye forma-

tion in a traditional chemi-

cal laboratory. (Reproduced

courtesy of the Library of

Congress.)

P



different from those found in nature. This form of research is known as
synthesis. In many cases, analysis leads to synthesis. That is, chemists
may find that some naturally occurring substance is a good painkiller.
That discovery may suggest new avenues of research that will lead to a
synthetic (human-made) product similar to the natural product, but with
other desirable properties (and usually lower cost). Many of the substances
that chemistry has produced for human use have been developed by this
process of analysis and synthesis.

Fields of chemistry
Today, the science of chemistry is often divided into four major ar-

eas: organic, inorganic, physical, and analytical chemistry. Each discipline
investigates a different aspect of the properties and reactions of matter.

Organic chemistry. Organic chemistry is the study of carbon com-
pounds. That definition sometimes puzzles beginning chemistry students
because more than 100 chemical elements are known. How does it hap-
pen that one large field of chemistry is devoted to the study of only one
of those elements and its compounds?

The answer to that question is that carbon is a most unusual ele-
ment. It is the only element whose atoms are able to combine with each
other in apparently endless combinations. Many organic compounds con-
sist of dozens, hundreds, or even thousands of carbon atoms joined to
each other in a continuous chain. Other organic compounds consist of car-
bon chains with other carbon chains branching off them. Still other or-
ganic compounds consist of carbon atoms arranged in rings, cages,
spheres, or other geometric forms.

The scope of organic chemistry can be appreciated by knowing that
more than 90 percent of all compounds known to science (more than 10
million compounds) are organic compounds.

Organic chemistry is of special interest because it deals with many of
the compounds that we encounter in our everyday lives: natural and syn-
thetic rubber, vitamins, carbohydrates, proteins, fats and oils, cloth, plas-
tics, paper, and most of the compounds that make up all living organisms,
from simple one-cell bacteria to the most complex plants and animals.

Inorganic chemistry. Inorganic chemistry is the study of the chem-
istry of all the elements in the periodic table except for carbon. Like their
cousins in the field of organic chemistry, inorganic chemists have pro-
vided the world with countless numbers of useful products, including fer-
tilizers, alloys, ceramics, household cleaning products, building materi-
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als, water softening and purification systems, paints and stains, computer
chips and other electronic components, and beauty products.

The more than 100 elements included in the field of inorganic chem-
istry have a staggering variety of properties. Some are gases, others are
solid, and a few are liquid. Some are so reactive that they have to be
stored in special containers, while others are so inert (inactive) that they
virtually never react with other elements. Some are so common they can
be produced for only a few cents a pound, while others are so rare that
they cost hundreds of dollars an ounce.

Because of this wide variety of elements and properties, most inor-
ganic chemists concentrate on a single element or family of elements or
on certain types of reactions.

Physical chemistry. Physical chemistry is the branch of chemistry
that investigates the physical properties of materials and relates these 
properties to the structure of the substance. Physical chemists study both
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organic and inorganic compounds and measure such variables as the tem-
perature needed to liquefy a solid, the energy of the light absorbed by a
substance, and the heat required to accomplish a chemical transformation.
A computer is used to calculate the properties of a material and compare
these assumptions to laboratory measurements. Physical chemistry is re-
sponsible for the theories and understanding of the physical phenomena
utilized in organic and inorganic chemistry.

Analytical chemistry. Analytical chemistry is that field of chemistry
concerned with the identification of materials and with the determination
of the percentage composition of compounds and mixtures. These two
lines of research are known, respectively, as qualitative analysis and quan-
titative analysis. Two of the oldest techniques used in analytical chem-
istry are gravimetric and volumetric analysis. Gravimetric analysis refers
to the process by which a substance is precipitated (changed to a solid)
out of solution and then dried and weighed. Volumetric analysis involves
the reaction between two liquids in order to determine the composition
of one or both of the liquids.

In the last half of the twentieth century, a number of mechanical sys-
tems have been developed for use in analytical research. For example,
spectroscopy is the process by which an unknown sample is excited (or
energized) by heating or by some other process. The radiation given off
by the hot sample can then be analyzed to determine what elements are
present. Various forms of spectroscopy are available (X-ray, infrared, and
ultraviolet, for example) depending on the form of radiation analyzed.

Other analytical techniques now in use include optical and electron
microscopy, nuclear magnetic resonance (MRI; used to produce a three-
dimensional image), mass spectrometry (used to identify and find out the
mass of particles contained in a mixture), and various forms of chro-
matography (used to identify the components of mixtures).

Other fields of chemistry. The division of chemistry into four ma-
jor fields is in some ways misleading and inaccurate. In the first place,
each of these four fields is so large that no chemist is an authority in any
one field. An inorganic chemist might specialize in the chemistry of sul-
fur, the chemistry of nitrogen, the chemistry of the inert gases, or in even
more specialized topics.

Secondly, many fields have developed within one of the four major
areas, and many other fields cross two or more of the major areas. For an
example of specialization, the subject of biochemistry is considered a sub-
specialty of organic chemistry. It is concerned with organic compounds
that occur within living systems. An example of a cross-discipline sub-

4 6 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Chemistry



ject is bioinorganic chemistry. Bioinorganic chemistry is the science deal-
ing with the role of inorganic elements and their compounds (such as iron,
copper, and sulfur) in living organisms.

At present, chemists explore the boundaries of chemistry and its con-
nections with other sciences, such as biology, environmental science, ge-
ology, mathematics, and physics. A chemist today may even have a so-
called nontraditional occupation. He or she may be a pharmaceutical
salesperson, a technical writer, a science librarian, an investment broker,
or a patent lawyer, since discoveries by a traditional chemist may expand
and diversify into a variety of fields that encompass our whole society.

[See also Alchemy; Mass spectrometry; Organic chemistry;
Qualitative analysis; Quantitative analysis; Spectroscopy]

‡�Cholesterol
Cholesterol is a waxy substance found in the blood and body tissues of
animals. It is an important structural component of animal cell membranes.
Cholesterol is a lipid, a group of fats or fatlike compounds that do not
dissolve in water. More specifically, it is a type of lipid known as a steroid.
Other steroids include hormones, which are chemical substances produced
by the body that regulate certain activities of cells or organs.

Cholesterol in the human body
Cholesterol is a biologically important compound in the human body.

It is produced by the liver and used in the manufacture of vitamin D,
adrenal gland hormones, and sex hormones. Large concentrations of cho-
lesterol are found in the brain, spinal cord, and liver. Gallstones that oc-
cur in the gall bladder are largely made up of cholesterol. It is also found
in bile (a fluid secreted by the liver), from which it gets its name: chol
(Greek for “bile”) plus stereos (Greek for “solid”).

Normally, cholesterol produced by the liver circulates in the blood
and is taken up by the body’s cells for their needs. Cholesterol can also be
removed from the blood by the liver and secreted in bile into the small in-
testine. From the intestine, cholesterol is released back into the bloodstream.

The body does not need cholesterol from dietary sources because
the liver makes cholesterol from other nutrients. Eating saturated fats 
can cause the liver to produce more cholesterol than the body needs.
Therefore, a diet high in saturated fats and cholesterol can raise blood
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cholesterol levels. Excess cholesterol that is not taken up by body cells
may be deposited in the walls of arteries.

Cholesterol and heart disease. There has been much debate in the
scientific community concerning the relationship between eating foods
high in cholesterol and developing atherosclerosis (the blockage of coro-
nary arteries with deposits of fatty material). Atherosclerosis impairs the
flow of blood through arteries and leads to heart disease. A high blood
cholesterol level is a risk factor for coronary artery disease.

Studies have shown that the major dietary cause of increased blood
cholesterol levels is eating foods high in saturated fats (found mostly in
animal products)—not foods containing cholesterol, as was once believed.
Smoking, lack of exercise, obesity, caffeine, and heredity are other fac-
tors influencing blood cholesterol levels.

“Good” cholesterol and “bad” cholesterol
Cholesterol is carried in the blood bound to protein molecules called

lipoproteins. Most of the cholesterol is transported on low-density lipopro-
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Atherosclerosis: A disease in which plaques composed of cholesterol
and fatty material form on the walls of arteries.

Bile: A fluid secreted by the liver that aids in the digestion of fats
and oils in the body.

High-density lipoprotein (HDL): A lipoprotein low in cholesterol that
is thought to protect against atherosclerosis.

Lipoprotein: A large molecule composed of a lipid (a fat or fatlike
compound), such as cholesterol, and a protein.

Low-density lipoprotein (LDL): A lipoprotein high in cholesterol that
is associated with increased risk of atherosclerosis.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Saturated fat: Fats that are solid at room temperature or that become
hard when exposed to cold temperatures.



teins (LDLs). LDL receptors on body cell membranes help regulate the
blood cholesterol level by binding with LDLs, which are then taken up
by the cells. However, if there are more LDLs than LDL receptors, the
excess LDLs, or “bad” cholesterol, can be deposited in the lining of the
arteries. High-density lipoproteins (HDLs), or “good” cholesterol, are
thought to help protect against damage to the artery walls by carrying ex-
cess LDL back to the liver.

[See also Circulatory system; Heart; Lipid; Nervous system]
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‡�Chromosome
A chromosome is a structure that occurs within cells and that contains the
cell’s genetic material. That genetic material, which determines how an
organism develops, is a molecule of deoxyribonucleic acid (DNA). A 
molecule of DNA is a very long, coiled structure that contains many iden-
tifiable subunits known as genes.

In prokaryotes, or cells without a nucleus, the chromosome is merely
a circle of DNA. In eukaryotes, or cells with a distinct nucleus, chromo-
somes are much more complex in structure.

Historical background
The terms chromosome and gene were used long before biologists

really understood what these structures were. When the Austrian monk
and biologist Gregor Mendel (1822–1884) developed the basic ideas of
heredity, he assumed that genetic traits were somehow transmitted from
parents to offspring in some kind of tiny “package.” That package was
later given the name “gene.” When the term was first suggested, no one
had any idea as to what a gene might look like. The term was used sim-
ply to convey the idea that traits are transmitted from one generation to
the next in certain discrete units.
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The term “chromosome” was first suggested in 1888 by the German
anatomist Heinrich Wilhelm Gottfried von Waldeyer-Hartz (1836–1921).
Waldeyer-Hartz used the term to describe certain structures that form dur-
ing the process of cell division (reproduction).

One of the greatest breakthroughs in the history of biology occurred
in 1953 when American biologist James Watson (1928– ) and English
chemist Francis Crick (1916– ) discovered the chemical structure of a
class of compounds known as deoxyribonucleic acids (DNA). The Wat-
son and Crick discovery made it possible to express biological concepts
(such as the gene) and structures (such as the chromosome) in concrete
chemical terms.

The structure of chromosomes and genes
Today we know that a chromosome contains a single molecule of

DNA along with several kinds of proteins. A molecule of DNA, in turn,
consists of thousands and thousands of subunits, known as nucleotides,
joined to each other in very long chains. A single molecule of DNA within
a chromosome may be as long as 8.5 centimeters (3.3 inches). To fit within
a chromosome, the DNA molecule has to be twisted and folded into a
very complex shape.

Imagine that a DNA molecule is represented by a formula such as
this:

-[-N1-N4-N2-N2-N2-N1-N3-N2-N3-N4-N1-N2-N3-N3-N1-N1-N2-N3-N4-]-

In this formula, the abbreviations N1, N2, N3, and N4 stand for the four
different nucleotides used in making DNA. The brackets at the beginning
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Deoxyribonucleic acid (DNA): The genetic material in the nucleus of
cells that contains information for an organism’s development.

Eukaryote: A cell with a distinct nucleus.

Nucleotide: The building blocks of nucleic acids.

Prokaryote: A cell without a nucleus.

Protein: Large molecules that are essential to the structure and func-
tioning of all living cells.



and end of the formula mean that the actual formula goes on and on. A
typical molecule of DNA contains up to three billion nucleotides. The
unit shown above, therefore, is no more than a small portion of the whole
DNA molecule.

Each molecule of DNA can be subdivided into smaller segments
consisting of a few thousand or a few tens of thousands of nucleotides.
Each of these subunits is a gene. Another way to represent a DNA mol-
ecule, then, is as follows:

-[-G-D-N-E-Y-D-A-B-W-Q-X-C-R-K-S-]-

where each different letter stands for a different gene.

The function of genes and chromosomes
Each gene in a DNA molecule carries the instructions for making a

single kind of protein. Proteins are very important molecules that perform
many vital functions in living organisms. For example, they serve as hor-
mones, carrying messages from one part of the body to another part; they
act as enzymes, making possible chemical reactions that keep the cell
alive; and they function as structural materials from which cells can be
made.

Every cell has certain specific functions to perform. The purpose of
a bone cell, for example, is to make more bone. The purpose of a pan-
creas cell, on the other hand, might be to make the compound insulin,
which aids in the manufacture of glucose (blood sugar).

The job of genes in a DNA molecule, therefore, is to tell cells how
to manufacture all the different chemical compounds (proteins) they need
to make in order to function properly. The way in which they carry out
this function is fairly straightforward. At one point in the cell’s life, its
chromosomes become untangled and open up to expose their genes. The
genes act as a pattern from which proteins can be built. The proteins that
are constructed in the cell are determined, as pointed out above, by the
instructions built into the gene.

When the proteins are constructed, they are released into the cell it-
self or into the environment outside the cell. They are then able to carry
out the functions for which they were made.

Chromosome numbers and Xs and Ys
Each species has a different number of chromosomes in their nuclei.

The mosquito, for instance, has 6 chromosomes. Lilies have 24, earth-
worms 36, chimps 48, and horses 64. The largest number of chromosomes
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are found in the Adder’s tongue fern, which has more than 1,000 chro-
mosomes. Most species have, on average, 10 to 50 chromosomes. With
46 chromosomes, humans fall well within this average.

The 46 human chromosomes are arranged in 23 pairs. One pair of
the 23 constitute the sex hormones, called the X and Y chromosomes.
Males have both an X and a Y chromosome, while females have two X
chromosomes. If a father passes on a Y chromosome, then his child will
be male. If he passes on an X chromosome, then the child will be female.
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The X chromosome is three times the size of the Y chromosome and car-
ries 100 times the genetic information.

However, in 2000, scientists announced that the X and Y chromo-
somes were once a pair of identical twins. These identical chromosomes
were found some 300 million years ago in reptiles, long before mammals
arose. The genes in these creatures did not decide sex on their own. They
responded to some environmental cue like temperature. That still goes on
today in the eggs of turtles and crocodiles. But in a single animal at that
time long ago, a mutation occurred on one of the pair of identical chro-
mosomes, creating what scientists recognize today as the Y chromo-
some—a gene that when present always produces a male.

[See also Genetic disorders; Genetic engineering; Genetics;
Mendelian laws of inheritance; Molecular biology; Mutation; Nucleic
acid; Protein]

‡�Cigarette smoke
Cigarette smoke contains cancer-causing substances called carcinogens.
Cigarette smoking is the major cause of lung cancer and emphysema (a
serious disease of the lungs). People who smoke are also at increased risk
for developing other cancers, heart disease, and chronic lung ailments. In
the United States alone, cigarette smoking is responsible for almost
500,000 premature deaths per year.

Cigarette smoke is called mainstream smoke when it is inhaled di-
rectly from a cigarette. Sidestream smoke is smoke that is emitted from
a burning cigarette and exhaled from a smoker’s lungs. Sidestream smoke
is also called environmental tobacco smoke or secondhand smoke. Pas-
sive smoking, or the inhaling of secondhand smoke by nonsmokers, is be-
lieved to be responsible for about 3,000 lung cancer deaths per year. Non-
smokers exposed to secondhand smoke also have a greater chance of
suffering from respiratory disorders.

Components of cigarette smoke
Over 4,000 different chemicals are present in cigarette smoke. Many

of these are carcinogenic, or capable of causing changes in the genetic
material of cells that can lead to cancer. Cigarette smoke contains nico-
tine, an addictive chemical, and carcinogenic tars. In addition, smoking
produces carbon monoxide, which has the effect of decreasing the amount
of oxygen in the blood.
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When cigarette smoke is inhaled, the chemicals contained in it are
quickly absorbed by the lungs and released into the bloodstream. From
the blood, these chemicals pass into the brain, heart, kidneys, liver, lungs,
gastrointestinal tract, muscle, and fat tissue. In pregnant women, cigarette
smoke crosses the placenta and may affect development of the fetus.

The health consequences of smoking
There is a strong relationship between the length of time a person

smokes, the number of cigarettes a person smokes each day, and the de-
velopment of smoking-related diseases. Simply put, the more one smokes,
the more one is likely to suffer ill effects.

Cigarette smoke weakens blood vessel walls and increases the level
of cholesterol in the blood, which can lead to atherosclerosis (a disease
in which fatty material is deposited in the arterial walls). It can cause the
coronary arteries to narrow, increasing the risk of heart attack due to im-
paired blood flow to the heart. Smoking also increases the risk of stroke
(a blood clot or rupture in an artery of the brain).

In addition to lung cancer, smoking can cause cancers of the mouth,
throat, voicebox, esophagus, stomach, cervix, and bladder. Drinking al-
cohol while smoking causes 75 percent of all mouth and throat cancers.
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People who have a tendency to develop cancer because of hereditary fac-
tors may develop the disease more quickly if they smoke.

Smoking is the leading cause of lung disease in the United States
and results in deaths from pneumonia, influenza, bronchitis, emphysema,
and chronic airway obstruction. Smoking increases mucus production in
the lungs and destroys cilia, the tiny hairlike structures that normally
sweep debris out of the lungs.

Nicotine addiction
The nicotine in cigarette smoke causes the release of a chemical in

the brain called dopamine. When the level of dopamine in the brain is in-
creased, a person experiences feelings of extreme pleasure and content-
ment. In order to sustain these feelings, the level of nicotine in the body
must remain constant; a smoker becomes dependent on the good feelings
caused by the release of dopamine and thus becomes addicted to nicotine.

[See also Addiction; Respiratory system]

‡�Circle
A circle can be defined as a closed curved line on which every point is
equally distant from a fixed point within it. Following is some of the ter-
minology used in referring to a circle:

1. The fixed point is called the center of the circle (C in Figure 1).
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Addiction: Compulsive use of a habit-forming substance.

Carcinogen: Any substance that is capable of causing cancer.

Dopamine: A chemical in the brain that is associated with feelings of
pleasure.

Nicotine: A poisonous chemical that is the addictive substance in cig-
arettes.

Secondhand smoke: The smoke emitted from a burning cigarette and
exhaled from a smoker’s lungs.



2. A line segment joining the center to any point on the circle is the
radius of the circle (CA in Figure 1).

3. A line segment passing through the center of the circle and join-
ing any two points on the circle is the diameter of the circle (DB in Fig-
ure 1). The diameter of a circle is twice its radius.

4. The distance around the circle is called the circumference of 
the circle.

5. Any portion of the curved line that makes up the circle is an arc
of the circle (for example, AB or DA in Figure 1).

6. A straight line inside the circle joining the two end points of an
arc is a chord of the circle (DE in Figure 1).

Mathematical relationships
One of the interesting facts about circles is that the ratio between

their circumference and their diameter is always the same, no matter what
size the circle is. That ratio is given the name pi (�) and has the value of
3.141592�. Pi is an irrational number. That is, it cannot be expressed as
the ratio of two whole numbers. The � added at the end of the value
above means that the value of pi is indeterminate: you can continue to di-
vide the circumference of any circle by its diameter forever and never get
an answer without a remainder.
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The area of any circle is equal to its radius squared multiplied by
�, or: A � �r2. The circumference of a circle can be found by multiply-
ing its diameter by � (C � �D) or twice its radius by � (C � 2�r).

‡�Circulatory system
The human circulatory system is responsible for delivering food, oxygen,
and other needed substances to all cells in all parts of the body while tak-
ing away waste products. The circulatory system is also known as the car-
diovascular system, from the Greek word kardia, meaning “heart,” and
the Latin vasculum, meaning “small vessel.” The basic components of the
cardiovascular system are the heart, the blood vessels, and the blood. As
blood circulates around the body, it picks up oxygen from the lungs, nu-
trients from the small intestine, and hormones from the endocrine glands,
and delivers these to the cells. Blood then picks up carbon dioxide and
cellular wastes from cells and delivers these to the lungs and kidneys,
where they are excreted.

The human heart
The adult heart is a hollow cone-shaped muscular organ located in

the center of the chest cavity. The lower tip of the heart tilts toward the
left. The heart is about the size of a clenched fist and weighs approxi-
mately 10.5 ounces (300 grams). A heart beats more than 100,000 times
a day and close to 2.5 billion times in an average lifetime. The peri-
cardium—a triple-layered sac—surrounds, protects, and anchors the heart.
Pericardial fluid located in the space between two of the layers reduces
friction when the heart moves.

The heart is divided into four chambers. A septum or partition di-
vides it into a left and right side. Each side is further divided into an up-
per and lower chamber. The upper chambers, the atria (singular atrium),
are thin-walled. They receive blood entering the heart and pump it to the
ventricles, the lower heart chambers. The walls of the ventricles are thicker
and contain more cardiac muscle than the walls of the atria. This enables
the ventricles to pump blood out to the lungs and the rest of the body.

The left and right sides of the heart function as two separate pumps.
The right atrium receives blood carrying carbon dioxide from the body
through a major vein, the vena cava, and delivers it to the right ventricle.
The right ventricle, in turn, pumps the blood to the lungs via the pul-
monary artery. The left atrium receives the oxygen-rich blood from the
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lungs from the pulmonary veins, and delivers it to the left ventricle. The
left ventricle then pumps it into the aorta, the major artery that leads to
all parts of the body. The wall of the left ventricle is thicker than the wall
of the right ventricle, making it a more powerful pump, able to push blood
through its longer trip around the body.

One-way valves in the heart keep blood flowing in the right direc-
tion and prevent backflow. The valves open and close in response to pres-
sure changes in the heart. Atrioventricular valves are located between the
atria and ventricles. Semilunar valves lie between the ventricles and the
major arteries into which they pump blood. People with a heart murmur
have a defective heart valve that allows the backflow of blood.

The heart cycle refers to the events that occur during a single heart-
beat. The cycle involves systole (the contraction phase) and diastole (the
relaxation phase). In the heart, the two atria contract while the two ven-
tricles relax. Then, the two ventricles contract while the two atria relax.
The heart cycle consists of a systole and diastole of both the atria and
ventricles. At the end of a heartbeat all four chambers rest. The average
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Artery: Vessel that transports blood away from the heart.

Atherosclerosis: Condition in which fatty material such as cholesterol
accumulates on artery walls forming plaque that obstructs blood flow.

Atrium: Receiving chamber of the heart.

Capillary: Vessel that connects artery to vein.

Diastole: Period of relaxation and expansion of the heart when its
chambers fill with blood.

Hormones: Chemical messengers that regulate body functions.

Hypertension: High blood pressure.

Sphygmomanometer: Instrument that measures blood pressure in mil-
limeters of mercury.

Systole: Rhythmic contraction of the heat.

Vein: Vessel that transports blood to the heart.

Ventricle: Pumping chamber of the heart.



heart beats about 75 times per minute, and each heart cycle takes about
0.8 seconds.

Blood vessels
The blood vessels of the body (arteries, capillaries, and veins) make

up a closed system of tubes that carry blood from the heart to tissues all
over the body and then back to the heart. Arteries carry blood away from
the heart, while veins carry blood toward the heart. Large arteries leave
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the heart and branch into smaller ones that reach out to various parts of
the body. These divide still further into smaller vessels called arterioles
that penetrate the body tissues. Within the tissues, the arterioles branch
into a network of microscopic capillaries. Substances move in and out of
the capillary walls as the blood exchanges materials with the cells. Be-
fore leaving the tissues, capillaries unite into venules, which are small
veins. The venules merge to form larger and larger veins that eventually
return blood to the heart.

The walls of arteries, veins, and capillaries differ in structure. In all
three, the vessel wall surrounds a hollow center through which the blood
flows. The walls of both arteries and veins are composed of three coats,
but they differ in thickness. The inner and middle coats of arteries are
thicker than those of veins. This makes arteries more elastic and capable
of expanding when blood surges through them from the beating heart.
The walls of veins are more flexible than artery walls. This allows skele-
tal muscles to contract against them, squeezing the blood along as it re-
turns to the heart. One-way valves in the walls of veins keep blood flow-
ing in one direction. The walls of capillaries are only one cell thick. Of
all the blood vessels, only capillaries have walls thin enough to allow the
exchange of materials between cells and the blood.

Blood pressure is the pressure of blood against the wall of an artery.
Blood pressure originates when the ventricles contract during the heart-
beat. It is strongest in the aorta and decreases as blood moves through
progressively smaller arteries. A sphygmomanometer (pronounced sfig-
moe-ma-NOM-i-ter) is an instrument that measures blood pressure in mil-
limeters (mm) of mercury. Average young adults have a normal blood
pressure reading of about 120 mm for systolic pressure and 80 mm for
diastolic pressure. Blood pressure normally increases with age.

Blood
Blood is liquid connective tissue. It transports oxygen from the lungs

and delivers it to cells. It picks up carbon dioxide from the cells and brings
it to the lungs. It carries nutrients from the digestive system and hormones
from the endocrine glands to the cells. It takes heat and waste products
away from cells. It protects the body by clotting and by fighting disease
through the immune system.

Blood is heavier and stickier than water, and has a temperature in
the body of about 100.4°F (38°C). Blood makes up approximately 8 per-
cent of an individual’s total body weight. A male of average weight has
about 1.5 gallons (5.5 liters) of blood in his body, while a female has
about 1.2 gallons (4.5 liters).
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Blood is composed of plasma (liquid portion) and blood cells.
Plasma, which is about 91.5 percent water, carries blood cells and helps
conduct heat. The three types of cells in blood are red blood cells (ery-
throcytes), white blood cells (leukocytes), and platelets (thrombocytes).
More than 99 percent of all the blood cells are red blood cells. They con-
tain hemoglobin, a red pigment that carries oxygen, and each red cell has
about 280 million hemoglobin molecules. White blood cells fight disease
organisms by destroying them or by producing antibodies. Platelets bring
about clotting of the blood.

Circulatory diseases. Two disorders that involve blood vessels are
hypertension and atherosclerosis. Hypertension, or high blood pressure,
is the most common circulatory disease. In about 90 percent of hyper-
tension sufferers, blood pressure stays high without any known physical
cause. Limiting salt and alcohol intake, stopping smoking, losing weight,
increasing exercise, and managing stress all help reduce blood pressure.
Medications also help control hypertension.

In atherosclerosis, fatty material such as cholesterol accumulates on
the artery wall forming plaque that obstructs blood flow. The plaque can
form a clot that breaks off, travels in the blood, and can block a smaller
vessel. A stroke may occur when a clot obstructs an artery or capillary in
the brain. Treatment for atherosclerosis includes medication, surgery, a
high-fiber diet low in fat, and exercise.

[See also Blood; Heart; Lymphatic system]

‡�Clone and cloning
A clone is a cell, group of cells, or organism produced by asexual repro-
duction that contains genetic information identical to that of the parent
cell or organism. Asexual reproduction is the process by which a single
parent cell divides to produce two new daughter cells. The daughter cells
produced in this way have exactly the same genetic material as that con-
tained in the parent cell.

Although some organisms reproduce asexually naturally, the term
“cloning” today usually refers to artificial techniques for achieving this
result. The first cloning experiments conducted by humans involved the
growth of plants that developed from grafts and stem cuttings. Modern
cloning practices that involve complex laboratory techniques is a rela-
tively recent scientific advance that is at the forefront of modern biology.
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Among these techniques is the ability to isolate and make copies of (clone)
individual genes that direct an organism’s development. Cloning has many
promising applications in medicine, industry, and basic research.

History of cloning
Humans have used simple methods of cloning such as grafting and

stem cutting for more than 2,000 years. The modern era of laboratory
cloning began in 1958 when the English-American plant physiologist
Frederick C. Steward (1904–1993) cloned carrot plants from mature sin-
gle cells placed in a nutrient culture containing hormones, chemicals that
play various and significant roles in the body.

The first cloning of animal cells took place in 1964. In the first step
of the experiment, biologist John B. Gurdon first destroyed with ultravi-
olet light the genetic information stored in a group of unfertilized toad
eggs. He then removed the nuclei (the part of an animal cell that contains
the genes) from intestinal cells of toad tadpoles and injected them into
those eggs. When the eggs were incubated (placed in an environment that
promotes growth and development), Gurdon found that 1 to 2 percent of
the eggs developed into fertile, adult toads.
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Words to Know

DNA (deoxyribonucleic acid): The specific molecules that contain
genetic information in an organism.

Embryo: The earliest stage of animal development in the uterus before
the animal is considered a fetus.

Genes: Specific biological components that carry the instructions for
the formation of an organisms and its specific traits, such as eye or
hair color.

Genetic engineering: The process of combining specific genes to
attain desired traits.

Genetics: The study of hereditary traits passed on through the genes.

Heredity: Characteristics passed on from parents to offspring.

Nucleus: Plural is nuclei; the part of the cell that contains most of its
genetic material, including chromosomes and DNA.



The first successful cloning of mammals was achieved nearly 
20 years later. Scientists in both Switzerland and the United States 
successfully cloned mice using a method similar to that of Gurdon. 
However, the Swiss and American methods required one extra step. 
After the nuclei were taken from the embryos of one type of mouse, 
they were transferred into the embryos of another type of mouse. The 
second type of mouse served as a surrogate (substitute) mother that 
went through the birthing process to create the cloned mice. The cloning
of cattle livestock was achieved in 1988 when embryos from prize cows
were transplanted to unfertilized cow eggs whose own nuclei had been
removed.

Dolly. All of the above experiments had one characteristic in common:
they involved the use of embryonic cells, cells at a very early stage of de-
velopment. Biologists have always believed that such cells have the abil-
ity to adapt to new environments and are able to grow and develop in a
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cell other than the one from which they are taken. Adult cells, they have
thought, do not retain the same adaptability.

A startling announcement in February 1997 showed the error in this
line of reasoning. The Scottish embryologist Ian Wilmut (1945– ) reported
that he had cloned an adult mammal for the first time. The product of the
experiment was a sheep named Dolly, seven months old at the time of
the announcement.

In Wilmut’s experiment, the nucleus from a normal embryonic cell
from an adult sheep was removed. A cell from another adult sheep’s mam-
mary gland was then removed and transferred to the empty cell from the
first sheep. The embryonic cell began to grow normally and a young sheep
(Dolly) was eventually born. A study of Dolly’s genetic make-up has
shown that she is identical to the second sheep, the adult female that sup-
plied the genetic material for the experiment.

Rapid advances in cloning
Advances in the cloning process have developed rapidly since 

Dolly made her debut. Only a year and a half after Dolly was cloned,
Ryuzo Yanagimachi, a biologist from the University of Hawaii, an-
nounced in July 1998 that he and his research team had made dozens of
mouse clones and even cloned some of those that had been first cloned.
What made the cloning of adult mice astounding is that mouse embryos
develop quickly after fertilization. Scientist had thought a mouse would
prove to be difficult or impossible to clone due to its embryonic devel-
opment. That cloning of dozens of adult mice took place only a little more
than a year after Dolly astounded the scientific world.

Later in 1998, a team of scientists led by Yukio Tsunoda from Kinki
University in Japan announced that they had cloned eight calves from a
single cow. Eighty percent of the embryos cloned survived until birth—
an excellent efficiency rate. Later, four of the eight calves died from causes
unrelated to cloning.

In January 2001, scientists in the United States announced they had
cloned an endangered species, a baby Asian ox called a gaur (pronounced
GOW-er). It was the scientific world’s first attempt at replicating an en-
dangered species. Scientists say such cloning could save endangered an-
imals from extinction or even bring back species already extinct. To clone
the gaur, the scientists removed the nucleus from a cow’s egg cell and re-
placed it with the nucleus of a gaur skin cell. They then placed the fer-
tilized egg cell in the womb of a domestic cow, which brought the gaur
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to term. Unfortunately, just 48 hours after the gaur baby was born, it died
of dysentery (diarrhea), which the scientists believed was not related to
the cloning. Undeterred, the scientists stated they had long-term goals for
more endangered species cloning research.

The cloning process
Simple organisms are relatively easy to clone. In some cases, entire

cells can be inserted into bacteria or a yeast culture that reproduces asex-
ually. As these cultures multiply, so do the cells inserted into them.

The cloning of higher animals is generally more difficult. One ap-
proach is to remove the nucleus of one cell by means of very delicate in-
struments and then to insert that nucleus into a second cell. Another
method is to divide embryo tissues and insert them into surrogate moth-
ers, where they then develop normally.

The benefits of cloning
The cloning of cells promises to produce many benefits in farming,

medicine, and basic research. In the realm of farming, the goal is to clone
plants that contain specific traits that make them superior to naturally oc-
curring plants. For example, field tests have been conducted using clones
of plants whose genes have been altered in the laboratory (by genetic en-
gineering) to produce resistance to insects, viruses, and bacteria. New
strains of plants resulting from the cloning of specific traits could also
lead to fruits and vegetables with improved nutritional qualities and longer
shelf lives, or new strains of plants that can grow in poor soil or even un-
der water.

A cloning technique known as twinning could induce livestock to
give birth to twins or even triplets, thus reducing the amount of feed
needed to produce meat. And as was shown, cloning also holds promise
for saving certain rare breeds of animals from extinction.

In the realm of medicine and health, gene cloning has been used 
to produce vaccines and hormones. Cloning techniques have already led
to the inexpensive production of the hormone insulin for treating diabetes
and of growth hormones for children who do not produce enough hor-
mones for normal growth. The use of monoclonal antibodies in disease
treatment and research involves combining two different kinds of cells
(such as mouse and human cancer cells) to produce large quantities of
specific antibodies. These antibodies are produced by the immune system
to fight off disease. When injected into the blood stream, the cloned an-
tibodies seek out and attack disease-causing cells anywhere in the body.
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The ethics of cloning
The scientific world continues to be amazed by the speed of the de-

velopment of cloning. Some scientists now suggest that the cloning of hu-
mans could occur in the near future. Despite the benefits of cloning and
its many promising avenues of research, however, certain ethical ques-
tions concerning the possible abuse of cloning have been raised. At the
heart of these questions is the idea of humans tampering with life in a
way that could harm society, either morally or in a real physical sense.
Some people object to cloning because it allows scientists to “act like
God” in the manipulation of living organisms.

The cloning of Dolly raised the debate over this practice to a whole
new level. It has become obvious that the technology for cloning Dolly
could also be used to clone humans. A person could choose to make two
or ten or a hundred copies of himself or herself by the same techniques
used with Dolly. This realization has stirred an active debate about the
morality of cloning humans. Some people see benefits from the practice,
such as providing a way for parents to produce a new child to replace one
dying of a terminal disease. Other people worry about humans taking into
their own hands the future of the human race.

At the beginning of the twenty-first century, many scientists say the
controversy over the ethics of cloning humans is exaggerated because of
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the unpredictability of cloning in general. While scientists have cloned
animals such as sheep, mice, cows, pigs, and goats (and have even made
clones of clones on down for six generations), fewer than 3 percent of all
those cloning efforts have succeeded. The animal clones that have been
produced often have health problems—developmental delays, heart de-
fects, lung problems, and malfunctioning immune systems. Scientists be-
lieve the breathtakingly rapid reprogramming in cloning can introduce
random errors into a clone’s DNA. Those errors have altered individual
genes in minor ways, and the genetic defects have led to the development
of major medical problems. Some scientists say this should make human
cloning out of the question, but others counter that cloning humans may
actually be easier and safer than cloning animals. Scientists agree that fur-
ther research in the field of cloning is needed.

[See also Genetic engineering; Nucleic acid; Reproduction]

‡�Clouds
Clouds are made up of minute water droplets or ice crystals that condense
in the atmosphere. The creation of a cloud begins at ground level. As the
Sun heats Earth’s surface, the warmed ground heats the surrounding air,
which then rises. This air contains variable amounts of water vapor that
has evaporated from bodies of water and plants on Earth’s surface. As
the warmed ground-level air rises, it expands, cooling in the process.
When the cooled air reaches a certain temperature, called the dew point,
the water vapor in the air condenses into tiny microscopic droplets, form-
ing a cloud. If condensation occurs below the freezing point (32°F; 0°C),
ice crystals form the cloud. Clouds appear white because sunlight reflects
off the water droplets. Thick clouds appear darker at the bottom because
sunlight is partially blocked.

Classification
English scientist Luke Howard (1772–1864) developed a system to

classify clouds in 1803. He grouped clouds into three major types: cu-
mulus (piled up heaps and puffs), cirrus (fibrous and curly), and stratus
(stretched out and layered). To further describe clouds, he combined these
terms and added descriptive prefixes, such as alto (high) and nimbus (rain).

The International Cloud Classification presently recognizes ten
forms of clouds, which are grouped into four height categories. Low-level
clouds range from ground level to 6,500 feet (2,000 meters); mid-level
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from 6,500 to 20,000 feet (2,000 to 6,100 meters); high-level from 20,000
to 40,000 feet (6,100 to 12,200 meters); and vertical from 1,600 to 20,000
feet (490 to 6,100 meters).

Low-level clouds: Stratus, nimbostratus, stratocumulus. There
are three forms of low-level clouds. Stratus clouds, the lowest, blanket
the sky and usually appear gray. They form when a large moist air mass
slowly rises and condenses. Fog is a stratus cloud at ground level. Nim-
bostratus clouds are thick, darker versions of stratus clouds. They usually
produce continuous rain or snow. Stratocumulus clouds are large, gray-
ish masses, spread out in a puffy layer. Sometimes they appear as rolls.
If they are thick enough, stratocumulus will produce light precipitation.

Middle-level clouds: Altostratus, altocumulus. The two forms
of mid-level clouds have the prefix “alto” added to their names. Altostra-
tus clouds appear as a uniform blue or gray sheet covering all or almost
all areas of the sky. The Sun or the Moon may be totally covered or shine
through very weakly. These clouds are usually layered, with ice crystals
at the top, ice and snow in the middle, and water droplets at the bottom.
Altostratus clouds yield very light precipitation. Altocumulus are dense,
fluffy white or grey balls or masses. When closely bunched together, they
appear like fish scales across the sky: this effect is called a mackerel sky.
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High-level clouds: Cirrus, cirrostratus, cirrocumulus. The three
forms of high-level clouds are called cirrus or have the prefix “cirro”
added to their names. Cirrus clouds, the highest, are made completely of
ice crystals (or needles of ice) because they form where freezing tem-
peratures prevail. Cirrus clouds are often called mares’ tails because of
their white, feathery or wispy appearance. Cirrostratus clouds are also
made completely of ice crystals. They usually cover the sky as a thin veil
or sheet of white. These clouds are responsible for the halos that occur
around the Sun or the Moon. Cirrocumulus clouds, the least common
clouds, are small roundish masses, often having a rippled appearance.
These clouds usually cover a large area. They are made of either ice crys-
tals or supercooled water droplets (droplets that stay in liquid form be-
low the freezing point).

Vertical clouds: Cumulus, cumulonimbus. Two forms of clouds
can extend thousands of feet in height. Flat-based cumulus clouds are ver-
tically thick and appear puffy, like heaps of mashed potatoes or heads of
cauliflower. They form when a column of warm air rises, expands, cools,
and condenses. Low-level cumulus clouds generally indicate fair weather,
but taller cumulus can produce moderate to heavy showers. Cumulonim-
bus clouds are thunderstorm clouds, rising in the air like a tower or moun-
tain. The peak of a mature cumulonimbus resembles the flattened shape
of an anvil. Because they often contain powerful updrafts and downdrafts,
cumulonimbus can create violent storms of rain, hail, or snow.

[See also Precipitation; Weather forecasting]

‡�Coal
Coal is a naturally occurring combustible material consisting primarily of
the element carbon. It also contains low percentages of solid, liquid, and
gaseous hydrocarbons and/or other materials, such as compounds of ni-
trogen and sulfur. Coal is usually classified into subgroups known as an-
thracite, bituminous, lignite, and peat. The physical, chemical, and other
properties of coal vary considerably from sample to sample.

Origins of coal
Coal is often referred to as a fossil fuel. That name comes from the

way in which coal was originally formed. When plants and animals die,
they normally decay and are converted to carbon dioxide, water, and other
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products that disappear into the environment. Other than a few bones, lit-
tle remains of the dead organism.

At some periods in Earth’s history, however, conditions existed that
made other forms of decay possible. The bodies of dead plants and ani-
mals underwent only partial decay. The products remaining from this par-
tial decay are coal, oil, and natural gas—the so-called fossil fuels.

To imagine how such changes may have occurred, consider the fol-
lowing possibility. A plant dies in a swampy area and is quickly covered
with water, silt, sand, and other sediments. These materials prevent the
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Anthracite: Hard coal; a form of coal with high heat content and a
high concentration of pure carbon.

Bituminous: Soft coal; a form of coal with less heat content and pure
carbon content than anthracite, but more than lignite.

British thermal unit (Btu): A unit for measuring heat content in the
British measuring system.

Coke: A synthetic fuel formed by the heating of soft coal in the
absence of air.

Combustion: The process of burning; a form of oxidation (reacting
with oxygen) that occurs so rapidly that noticeable heat and light are
produced.

Gasification: Any process by which solid coal is converted to a
gaseous fuel.

Lignite: Brown coal; a form of coal with less heat content and pure
carbon content than either anthracite or bituminous coal.

Liquefaction: Any process by which solid coal is converted to a liquid
fuel.

Oxide: An inorganic compound whose only negative part is the ele-
ment oxygen.

Peat: A primitive form of coal with less heat content and pure carbon
content than any form of coal.

Strip mining: A method for removing coal from seams located near
Earth’s surface.



plant debris from reacting with oxygen in the air and decomposing to car-
bon dioxide and water—a process that would occur under normal cir-
cumstances. Instead, anaerobic (pronounced an-nuh-ROBE-ik) bacteria
(bacteria that do not require oxygen to live) attack the plant debris and
convert it to simpler forms: primarily pure carbon and simple compounds
of carbon and hydrogen (hydrocarbons).

The initial stage of the decay of a dead plant is a soft, woody ma-
terial known as peat. In some parts of the world, peat is still collected
from boggy areas and used as a fuel. It is not a good fuel, however, as it
burns poorly and produces a great deal of smoke.

If peat is allowed to remain in the ground for long periods of time,
it eventually becomes compacted. Layers of sediment, known as over-
burden, collect above it. The additional pressure and heat of the overbur-
den gradually converts peat into another form of coal known as lignite or
brown coal. Continued compaction by overburden then converts lignite
into bituminous (or soft) coal and finally, into anthracite (or hard) coal.

Coal has been formed at many times in the past, but most abun-
dantly during the Carboniferous Age (about 300 million years ago) and
again during the Upper Cretaceous Age (about 100 million years ago).

Today, coal formed by these processes is often found layered be-
tween other layers of sedimentary rock. Sedimentary rock is formed when
sand, silt, clay, and similar materials are packed together under heavy
pressure. In some cases, the coal layers may lie at or very near Earth’s
surface. In other cases, they may be buried thousands of feet underground.
Coal seams usually range from no more than 3 to 200 feet (1 to 60 me-
ters) in thickness. The location and configuration of a coal seam deter-
mines the method by which the coal will be mined.

Composition of coal
Coal is classified according to its heating value and according to 

the percentage of carbon it contains. For example, anthracite contains the
highest proportion of pure carbon (about 86 to 98 percent) and has the
highest heat value (13,500 to 15,600 Btu/lb; British thermal units per
pound) of all forms of coal. Bituminous coal generally has lower con-
centrations of pure carbon (from 46 to 86 percent) and lower heat values
(8,300 to 15,600 Btu/lb). Bituminous coals are often subdivided on the
basis of their heat value, being classified as low, medium, and high volatile
bituminous and subbituminous. Lignite, the poorest of the true coals in
terms of heat value (5,500 to 8,300 Btu/lb), generally contains about 46
to 60 percent pure carbon. All forms of coal also contain other elements
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present in living organisms, such as sulfur and nitrogen, that are very low
in absolute numbers but that have important environmental consequences
when coals are used as fuels.

Properties and reactions
By far the most important property of coal is that it burns. When

the pure carbon and hydrocarbons found in coal burn completely, only
two products are formed, carbon dioxide and water. During this chemi-
cal reaction, a relatively large amount of heat energy is released. For this
reason, coal has long been used by humans as a source of energy for heat-
ing homes and other buildings, running ships and trains, and in many in-
dustrial processes.

Environmental problems associated with burning coal. The
complete combustion of carbon and hydrocarbons described above rarely
occurs in nature. If the temperature is not high enough or sufficient oxy-
gen is not provided to the fuel, combustion of these materials is usually
incomplete. During the incomplete combustion of carbon and hydrocar-
bons, other products besides carbon dioxide and water are formed. These
products include carbon monoxide, hydrogen, and other forms of pure
carbon, such as soot.

During the combustion of coal, minor constituents are also oxidized
(meaning they burn). Sulfur is converted to sulfur dioxide and sulfur tri-
oxide, and nitrogen compounds are converted to nitrogen oxides. The in-
complete combustion of coal and the combustion of these minor con-
stituents results in a number of environmental problems. For example, soot
formed during incomplete combustion may settle out of the air and deposit
an unattractive coating on homes, cars, buildings, and other structures. Car-
bon monoxide formed during incomplete combustion is a toxic gas and
may cause illness or death in humans and other animals. Oxides of sulfur
and nitrogen react with water vapor in the atmosphere and then settle out
in the air as acid rain. (Acid rain is thought to be responsible for the de-
struction of certain forms of plant and animal—especially fish—life.)

In addition to these compounds, coal often contains a small per-
centage of mineral matter: quartz, calcite, or perhaps clay minerals. These
components do not burn readily and so become part of the ash formed
during combustion. This ash then either escapes into the atmosphere or
is left in the combustion vessel and must be discarded. Sometimes coal
ash also contains significant amounts of lead, barium, arsenic, or other
elements. Whether airborne or in bulk, coal ash can therefore be a seri-
ous environmental hazard.
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Coal mining
Coal is extracted from Earth using one of two major methods: sub-

surface or surface (strip) mining. Subsurface mining is used when seams
of coal are located at significant depths below Earth’s surface. The first
step in subsurface mining is to dig vertical tunnels into the earth until the
coal seam is reached. Horizontal tunnels are then constructed off the ver-
tical tunnel. In many cases, the preferred way of mining coal by this
method is called room-and-pillar mining. In room-and-pillar mining, ver-
tical columns of coal (the pillars) are left in place as the coal around them
is removed. The pillars hold up the ceiling of the seam, preventing it from
collapsing on miners working around them. After the mine has been aban-
doned, however, those pillars may collapse, bringing down the ceiling of
the seam and causing the collapse of land above the old mine.

Surface mining can be used when a coal seam is close enough to
Earth’s surface to allow the overburden to be removed easily and inex-
pensively. In such cases, the first step is to strip off all of the overburden
in order to reach the coal itself. The coal is then scraped out by huge
power shovels, some capable of removing up to 100 cubic meters at a
time. Strip mining is a far safer form of coal mining for coal workers, but
it presents a number of environmental problems. In most instances, an
area that has been strip-mined is terribly scarred. Restoring the area to its
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original state can be a long and expensive procedure. In addition, any wa-
ter that comes in contact with the exposed coal or overburden may be-
come polluted and require treatment.

Resources
Coal is regarded as a nonrenewable resource, meaning it is not re-

placed easily or readily. Once a nonrenewable resource has been used up,
it is gone for a very long time into the future, if not forever. Coal fits that
description, since it was formed many millions of years ago but is not be-
ing formed in significant amounts any longer. Therefore, the amount of
coal that now exists below Earth’s surface is, for all practical purposes,
all the coal available for the foreseeable future. When this supply of coal
is used up, humans will find it necessary to find some other substitute to
meet their energy needs.

Large supplies of coal are known to exist (proven reserves) or thought
to be available (estimated resources) in North America, Russia and other
parts of the former Soviet Union, and parts of Asia, especially China and
India. China produces the largest amount of coal each year, about 22 per-
cent of the world’s total, with the United States (19 percent), the former
members of the Soviet Union (16 percent), Germany (10 percent), and
Poland (5 percent) following.

China is also thought to have the world’s largest estimated resources
of coal, as much as 46 percent of all that exists. In the United States, the
largest coal-producing states are Montana, North Dakota, Wyoming,
Alaska, Illinois, and Colorado.

Uses
For many centuries, coal was burned in small stoves to produce heat

in homes and factories. As the use of natural gas became widespread in
the latter part of the twentieth century, coal oil and coal gas quickly be-
came unpopular since they were somewhat smoky and foul smelling. To-
day, the most important use of coal, both directly and indirectly, is still
as a fuel, but the largest single consumer of coal for this purpose is the
electrical power industry.

The combustion of coal in power-generating plants is used to make
steam, which, in turn, operates turbines and generators. For a period of
more than 40 years beginning in 1940, the amount of coal used in the
United States for this purpose doubled in every decade. Although coal is
no longer widely used to heat homes and buildings, it is still used in in-
dustries such as paper production, cement and ceramic manufacture, iron
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and steel production, and chemical manufacture for heating and for steam
generation.

Another use for coal is in the manufacture of coke. Coke is nearly
pure carbon produced when soft coal is heated in the absence of air. In
most cases, 1 ton of coal will produce 0.7 ton of coke in this process.
Coke is valuable in industry because it has a heat value higher than any
form of natural coal. It is widely used in steelmaking and in certain chem-
ical processes.

Conversion of coal
A number of processes have been developed by which solid coal

can be converted to a liquid or gaseous form for use as a fuel. Conver-
sion has a number of advantages. In a liquid or gaseous form, the fuel
may be easier to transport. Also, the conversion process removes a num-
ber of impurities from the original coal (such as sulfur) that have envi-
ronmental disadvantages.

One of these conversion methods is known as gasification. In gasifi-
cation, crushed coal is forced to react with steam and either air or pure oxy-
gen. The coal is converted into a complex mixture of gaseous hydrocar-
bons with heat values ranging from 100 Btu to 1000 Btu. One day it may
be possible to construct gasification systems within a coal mine, making it
much easier to remove the coal (in a gaseous form) from its original seam.

In the process of liquefaction, solid coal is converted to a petroleum-
like liquid that can be used as a fuel for motor vehicles and other appli-
cations. On the one hand, both liquefaction and gasification are attractive
technologies in the United States because of its very large coal resources.
On the other hand, the wide availability of raw coal means that expen-
sive new technologies have been unable to compete economically with
the natural product.

[See also Carbon family; Petroleum; Pollution]

‡�Coast and beach
The coast and beach, where the continents meet the ocean, are ever-
changing environments where the conflicting processes of erosion (wear-
ing away) and sedimentation (building up) take place. Coast is the land
that borders an ocean or large body of water. Beach refers to a much
smaller land region, usually just the area directly affected by wave action.
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Coasts
Coasts are generally classified into two types: emergent and sub-

mergent. Emergent coasts are those that are formed when sea level de-
clines. Areas that were once covered by the sea emerge and form part of
the landscape. This new land area, which was once protected underwa-
ter, is now attacked by waves and eroded. If the new land is a cliff, waves
may undercut it, eventually causing the top portions of the cliff to fall
into the sea. When this happens, the beach is extended at its base. Along
emergent coast shorelines the water level is quite shallow for some dis-
tance offshore. Much of the coast along California is emergent coast.

Submergent coasts are those that are formed when sea level rises,
flooding formerly exposed land areas. Valleys near coastal areas that had
been carved out by rivers become estuaries, or arms of the sea that ex-
tend inland to meet the mouth of a river, for example, Chesapeake Bay
in Virginia and Maryland. Hilly terrains become collections of islands,
such as those off the coast of Maine.

Beaches
Most of the sand and other sediments making up a beach are sup-

plied by weathered and eroded rock from the mainland that is deposited
by rivers at the coast. At the beach, wave action moves massive amounts
of sand. As waves approach shallow water, they slow down because of
friction with the bottom. They then become steeper and finally break. It
is during this slowing and breaking that sand gets transported.

When a breaking wave washes up onto the beach, it does so at a
slight angle, moving sand both toward and slightly down the beach. When
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Emergent coast: A coast that is formed when sea level declines and is
characterized by wave-cut cliffs and formerly underwater beaches.

Longshore drift: Movement of sand parallel to the shore, caused by
slowing and breaking waves approaching the shore at an angle.

Submergent coast: A coast that is formed when sea level rises and is
characterized by drowned river valleys.



the water sloshes back, it does so directly, without any angle. As a result,
the water moves the sand along the beach in a zigzag pattern. This is
called longshore drift. The magnitude and direction of longshore drift de-
pends on the strength of the waves and the angle at which they approach,
and these may vary with the season.

Barrier islands
A barrier island is a long, thin, sandy stretch of land that lies paral-

lel to a mainland coast. Between the barrier island and the mainland is a
calm, protected water body such as a lagoon or bay. If the coastline has
a broad, gentle slope, strong waves and other ocean currents carry sand
offshore and then deposit it, creating these islands. In the United States,
most barrier islands are found along the Gulf Coast and the Atlantic Coast
as far north as Long Island, New York.

Sand being moved by longshore drift and being replenished on
beaches by eroding highlands is a natural, constant cycle. Beaches erode,
however, when humans intervene in the cycle, often by building on coastal
land. Two methods used to remedy beach erosion include pumping sand
onto beaches from offshore and building breakwaters away from shore to
stop longshore drift.

[See also Erosion; Ocean; Tides]
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‡�Cocaine
Cocaine is a powerful drug that stimulates the body’s central nervous sys-
tem. Prepared from the leaves of the coca shrub that grows in South Amer-
ica, it increases the user’s energy and alertness, reduces appetite and the
need for sleep, and heightens feelings of pleasure. Although United States
law makes its manufacture and use for nonmedical purposes illegal, many
people are able to obtain it illegally.

A powerful stimulant
Aside from a few extremely limited medical uses, cocaine has no

other purpose except to give a person an intense feeling of pleasure known
as a “high.” While this may not seem like such a bad thing, the great num-
ber of physical side effects that accompany that high, combined with the
powerful psychological dependence it creates, makes it an extremely dan-
gerous drug to take. As a very powerful stimulant, cocaine not only gives
users more energy, it makes them feel confident and even euphoric (pro-
nounced yew-FOR-ik)—meaning they are extremely elated or happy, usu-
ally for no reason. This feeling of elation and power makes users believe
they can do anything, yet when this high wears off, they usually feel up-
set, depressed, tired, and even paranoid.

Cocaine has a very interesting history: It has gone from being con-
sidered a mild stimulant and then a wonder drug, to a harmless “recre-
ational” drug, and finally to a powerfully addictive and very dangerous
illegal drug. Although cocaine has, in fact, been all of these things at one
time or another, we know it today to be an addictive drug that can wreck
a person physically, mentally, and socially. It can also easily kill people.

History and European discovery
Cocaine is extracted from the leaves of the coca shrub (Erythroxy-

lum coca), which grows in the tropical forests on the slopes of the An-
des Mountains of Peru. A second species, Erythroxylum novagranatense,
grows naturally in the drier mountainous regions of Columbia. For thou-
sands of years, the native populations of those areas chewed the leaves
of these plants to help them cope with the difficulty of living at such a
high altitude. Chewing raw coca leaves (usually combined with ashes or
lime) reduced their fatigue and suppressed their hunger, making them bet-
ter able to handle the hard work they had to do to live so high up in the
mountains. The coca leaves were also used during religious ceremonies
and for rituals such as burials. The feelings that the leaves gave to their
chewers made them consider the coca plant to be a gift from the gods.
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Once European explorers started coming to the Americas in the late
fifteenth century, it was only a matter of time until invaders, such as the
Spanish, came to the New World seeking riches. By the time the Span-
ish arrived in what is now Peru, the people of that land, known as the In-
cas, were already a civilization in decline, and they were easily subdued
and conquered. The Spaniards eventually learned that giving coca leaves
to native workers enabled them to force the workers to do enormous
amounts of work in the gold and silver mines that were located in high
altitudes. For the next two hundred years, although some coca plants were
taken back to Europe, they were not popular or well-known since they
did not travel well and were useless if dried out. Further, the Europeans
did not like all the chewing and spitting required to get at the plant’s ac-
tive ingredient, and until this part of the plant could be isolated, coca
leaves were not very much in demand.

Active part isolated
All of this changed by the middle of the nineteenth century when

German physician Albert Niemann perfected the process of isolating the
active part of the drug and improved the process of making it. Niemann
extracted a purified form of cocaine from the coca leaves, and wrote about
the anesthetic or numbing feeling obtained when he put it on his tongue.
Cocaine then began its inevitable introduction into medicine, drink, and
finally drug abuse. First it was considered by many doctors to be a won-
der drug, and they began prescribing it for all sorts of physical and men-
tal problems. By the 1880s, cocaine was even added to a very popular
“medicinal” wine called Vin Mariani. The famous Austrian physician Sig-
mund Freud (1856–1939), who would become the founder of psycho-
analysis, published a paper in 1884 that made many wrong medical claims
for cocaine. Although he would later withdraw his claims, Freud did write
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Coca leaves: Leaves of the coca plant from which cocaine is extracted.

Crack: A smokable and inexpensive form of pure cocaine sold in the
form of small pellets or “rocks.”

Euphoria: A feeling of elation.



at the time, “The use of coca in moderation is more likely to promote
health than to impair it.”

Popular use
In 1888, a soft drink named “Coca-Cola” was developed in Amer-

ica that contained cocaine and advertised itself as “the drink that relieves
exhaustion.” By 1908, however, the makers of Coca-Cola realized their
mistake and removed all the cocaine from it, using only caffeine as a stim-
ulant. By then, the initial enthusiasm for cocaine was seen to be unde-
served, and many cases of overuse and dependence eventually forced law-
makers to take action against it. Consequently, in 1914 the United States
introduced the Harrison Narcotic Act, which made cocaine illegal. After
that, cocaine use was popular only with a fairly small number of artists,
musicians, and the very rich, until the 1970s. In that decade, cocaine use
skyrocketed as many young people who had earlier smoked marijuana

5 0 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Cocaine

Coca Plant

Erythroxylum coca

Crude Cocaine
(low concentration)

• Used by chewing the leaves for a slow, low intensity effect LOWER ADDICTION RISK

Cocaine Hydrochloride
(high concentration)

• Used by snorting for an intense effect after 3-5 minutes

• Used intravenously for an immediate, very intense effect

HIGH ADDICTION RISK

VERY HIGH ADDICTION RISK

Free Base
(high concentration)
• Used by smoking for an

immediate, very intense effect

VERY HIGH
ADDICTION RISK

Chemical
extraction

Crack
(high concentration)
• Used by smoking for an immediate
   effect of the highest intensity

HIGHEST
ADDICTION RISK

Purification
with ether
(complicated)

Purification with baking soda
(less complicated)

Unprocessed leaves

The ways in which the 

coca plant is processed to

make various illegal and

dangerous drugs. (Repro-

duced by permission of 

The Gale Group.)



took to cocaine as a drug they believed had no side effects, was safe, and
was not addictive.

Popular overuse
All of these beliefs were eventually seen to be terribly untrue, as a

cocaine epidemic in the 1980s claimed many lives, such as that of co-
median John Belushi, and wrecked numerous other lives, such as that of
the comedian Richard Pryor. Once it is understood what happens to a per-
son’s nervous system when he or she ingests or takes in cocaine, it is not
surprising that the results are often bad and sometimes tragic. The cocaine
sold on the streets is usually a white crystalline powder or an off-white
chunky material. It is usually diluted with other substances, like sugar,
and is introduced into a person’s body by sniffing, swallowing, or in-
jecting it. Most people “snort” the powder or inhale it through their nose,
since any of the body’s mucous membranes will absorb it into the blood-
stream. Injecting the drug means that it must first be turned into a liquid.
Both ways create an immediate effect. Smoking “crack” cocaine delivers
a more potent high, since crack is distilled cocaine. In its “rock” form it
cannot be snorted, but is smoked in pipes. The name “crack” comes from
the crackling sound these rock crystals make when heated and burned.

Effects on the brain
However the active part of the drug gets into the body, it delivers

the same effect to the person’s central nervous system, depending on the
amount taken and the user’s past drug experience. Usually within sec-
onds, it travels to the brain and produces a sort of overall anesthetic ef-
fect because it interferes with the transmission of information from one
nerve cell to another. Since this interference is going on within the re-
ward centers of the brain, the user experiences a fairly short-term high
that is extremely pleasurable. Physically, the user’s heart is racing, and
his blood pressure, respiration, and body temperature also increase. The
user feels temporarily more alert and energetic. The problem is that these
feelings do not last very long, and the user must do more cocaine to re-
capture them.

In tests with experimental animals, cocaine is the only drug that the
animals will repeatedly and continuously demand on their own to the point
of killing themselves. Although cocaine is not physically addictive the
way heroin is (meaning that the user physically craves the drug and suf-
fers withdrawal when off it), it nonetheless creates a profound psycho-
logical dependence in which the mind craves the ecstasy that comes with
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the drug. Further, since the user experiences fatigue and depression when
he or she stops, there is little reason to want to quit. Over time, these crav-
ings get stronger and stronger, and the user can only think of how to get
another “hit.” This obviously makes them unable to live a normal life
without the drug, which has by now taken over their lives.

Effects of abuse
Severe and heavy overuse can make the abuser suffer dizziness,

headache, anxiety, insomnia, depression, hallucinations, and have prob-
lems moving about. The increase in blood pressure can cause bleeding in
the brain as well as breathing problems, both of which have killed many
a user. Often, even physically fit people like Len Bias, the All-American
basketball star from the University of Maryland, can suddenly die from
ingesting cocaine. The medical risks associated with this drug are great,
especially since there is no antidote for an overdose. Taking cocaine also
has legal consequences, and besides the disorder and dysfunction it brings
to a person’s life, it can also land them in jail. Many American schools
also have a zero-tolerance policy, as do many companies and other orga-
nizations.

Overall, despite the glamour that some people see in the drug, the
disadvantages far outweigh the temporary advantages, and rather than im-
proving a person’s life, it can only do the opposite.

[See also Addiction]

‡�Cockroaches
Cockroaches are winged insects found in nearly every part of the world.
Although they are one of the most primitive living insects, they are very
adaptable and highly successful. Some of the species have invaded hu-
man habitats and are considered pests since they can spread disease.

“Crazy bug”
Cockroaches or roaches belong to the order Blattaria, which means

“to shun the light.” They were given this scientific name because they
sleep and rest during daylight hours and come out mainly at night. Their
common name, however, is a version of the Spanish word cucaracha,
which means “crazy bug.” If you have ever seen one running away from
you in a typical wild and zigzagging way, you know how they got their
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name. There are some 4,000 species or kinds of cockroaches living in
nearly every habitat except Antarctica. All of them prefer to live where
it is warm and moist, or where they can at least get water, so it is not sur-
prising that they will move into people’s homes if given the chance. Ac-
tually, only about 35 of these species are ever associated with people, and
the other nearly 4,000 species live throughout the world, although the
largest numbers are found in the tropics.

Cockroaches can be interesting, and some would even say fascinat-
ing. They can range in length from only 0.1 to 3.2 inches (2.5 to 8.1 cen-
timeters). They seldom use their wings to fly, although some can fly
around. Their bodies have a waxy covering that keeps them from drown-
ing. They also can swim and stay underwater for as long as ten minutes.
They will rest in one spot without moving for eighteen hours a day, and
can go a long time without food. They eat only at night. As for what they
eat, they are omnivorous (pronounced om-NIH-vaw-rus), meaning that
they can and will eat anything, plant or animal. The more we learn about
their diet, the more disgusting they seem, since they eat everything, in-
cluding animal feces. Although they will eat wood, which is made up of
cellulose, they are unable to digest it on their own and, thus, depend on
certain protozoa (pronounced pro-toe-ZO-uh) or single-celled organisms
that live in their digestive tracts or gut, to break the cellulose down. They
make sure they always have these protozoa in their systems by eating the
feces of other cockroaches.

A versatile insect
Cockroaches are escape artists whose zigzag darting is done at what

seems lightning speed. They can climb easily up vertical surfaces and have
such flat bodies that they can hide in the tiniest of cracks and crevices.
They have compound eyes (honeycomb-like light sensors) and antennae
that are longer than their bodies, which they use to taste, smell, and feel.
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Exoskeleton: An external skeleton.

Omnivorous: Plant- and meat-eating.

Oviparous: Producing eggs that hatch outside the body.



They even have a special organ in their mouths that allows them to taste
something without actually eating it. Each of their six strong legs has three
sets of “knees,” all of which can sense vibrations and therefore serve as an
early warning system. They also have little motion detectors on their rear
end, which explains why they are so hard to catch and stomp. Although
females mate only once in their lifetimes, they will stay fertilized all their
lives and keep producing eggs without the help of a male cockroach.

Habits and anatomy
Like most other insects, cockroaches have an exoskeleton, meaning

their skeleton is located on the outside of their bodies. They have three
simple body parts: the head, thorax, and abdomen. Their head is domi-
nated by their long antennae that are constantly moving and sensing the
environment. These long, whiplike feelers are used to taste, smell, and
feel things, as well as to locate water. To a cockroach, its antennae are
more important than its compound eyes on top of its head. Their mouths
have jaws that move from side to side instead of up and down, and their
versatile mouths allow them to bite, chew, lick, or even lap up their food.
They also have unique parts in their mouth called “palpi” that come in
handy when humans try to poison them since it allows them to taste some-
thing without having actually to eat it.

Its thorax is the middle section of the body;
the insect’s six legs and two wings are attached
to it. Two claws on each foot, plus hairs on their
legs, enable them to hold on tightly or climb a
wall easily. Their legs are strong and can propel
them up to 3 miles (4.8 kilometers) per hour. The
abdomen is the largest part of their body, and has
several overlapping sections or plates that look
like body armor. Their brain is not a single or-
gan in their head, but is rather more like a single
nerve that runs the length of their bodies. Their
heart is simple, too, looking more like a tube with
valves, and their blood is clear. They do not have
lungs, but instead breathe through ten pair of
holes located on top of the thorax.

Although females mate only once with a
male, they stay fertilized and will keep making
baby roaches until they die. Most species are
oviparous (pronounced o-VIH-puh-rus), meaning
the fertilized eggs are laid and hatch outside of
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the mother’s body. She can produce up to fifty babies at once, sometimes
within only three weeks. The hatched eggs produce nymphs (pronounced
NIMFS), which look like miniature adults. As the new roach grows, it
sheds or cracks its outer skin and drops it or molts, growing a new, larger
covering. Its does this as much as twelve times before it reaches adult-
hood. Cockroaches can live anywhere from two to four years.

Aside from most people’s natural dislike of any sort of “bug” crawl-
ing around where they live, the fact that cockroaches can carry disease-
causing microorganisms gives us a very good reason not to want to have
them in our homes. Outside or in their natural habitat, they have many
natural enemies, including birds, reptiles, mammals, and even other in-
sects. But in our homes none of these usually exist, so cockroaches can
reproduce continuously unless removed. Poisons must be used carefully
in the home, and it is important first to deny cockroaches access to the in-
doors by filling cracks to the outdoors. Their food supply can be restricted
if we do not leave out any food overnight and keep the kitchen counters
and floors swept of crumbs. Leaky faucets and half-full glasses will also
provide them with the water they need, so it is important to deny this.

There are four common types of cockroaches that many of us know,
sometimes too well. The dark American cockroach is large and is some-
times called a “water bug” or “palmetto bug.” The German cockroach is
the smallest and has two black streaks down its back. The Australian cock-
roach is a smaller version of its American cousin, and the Oriental cock-
roach is reddish-brown or black and is often called a “black beetle.” De-
spite most people’s natural dislike of cockroaches, some keep them as pets
in an escape-proof terrarium. This recalls an old Italian expression that is
translated as “Every cockroach mother thinks her baby is beautiful.”

[See also Insects; Invertebrates]

‡�Coelacanth
A coelacanth (pronounced SEE-luh-kanth) is a large, primitive fish found
in the Indian Ocean. Described as a “living fossil” and once thought to
be extinct, this deep-sea fish is believed to form one of the “missing links”
in the evolution from fish to land animals.

An “extinct” discovery
Until December 1938, the coelacanth was known only by the fossil

record that suggested it had lived as long as 350 million years ago in what

5 0 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Coelacanth



is called the Devonian period, and that it probably went extinct some 70
million years ago. It was identified scientifically as part of the extinct sub-
class of Crossopterygii (pronounced kross-op-teh-RIH-jee), which means
a “lobe-finned fish.” Until 1938, most scientists believed the coelacanth
had disappeared along with the dinosaurs at the end of the Cretaceous
(pronounced kree-TAY-shus) period. However, during that year, fisher-
man off the eastern coast of South Africa caught a 5-foot (1.5-meter) fish
with deep-blue scales and bulging blue eyes that was strange enough to
make them bring it to a local museum. The curator, Courtney Latimer,
could not identify it, but knew that it was important enough to contact 
J. L. B. Smith, a leading South African ichthyologist (pronounced ik-thee-
OL-low-jist), a zoologist who specializes in fishes. Smith then pronounced
the fish to be a coelacanth, and this “living fossil” became the zoologi-
cal find of the century. Soon after the discovery and publicity, other fish-
erman from nearby islands were reporting that they too had caught these
strange fish that were not good to eat.

Missing link between fish and mammals?
One of the reasons that this discovery caused so much excitement

was that in 1938 the coelacanth was thought to be a direct ancestor of
tetrapods (pronounced TEH-truh-pods), or four-limbed land animals. This
was believable because the coelacanth is unlike any other fish. Coelacanth
means “hollow spine” in Greek, and, in fact, this strange creature seems
to be a combination of two very different types of fish: those that are
made of cartilage, like sharks, and all the other regular bony fishes. Its
backbone is a long tube of cartilage instead of being a rigid backbone,
yet it has a bony head, teeth, and scales. It is a carnivorous (pronounced
kar-NIH-vor-us) predator—meaning that it catches, kills, and eats its 
live prey—and has impressive jaws and rows of small, sharp teeth. Most 
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Carnivorous: Meat-eating.

Extinct: No longer alive on Earth.

Missing link: An absent member needed to complete a series or resolve
a problem.



important, it has four muscular, limblike fins underneath its body that it
uses like legs to perch or support itself on the ocean bottom. This led
some to believe that it actually used these jointed fins to “walk” on the
bottom like a four-legged animal. However, recent molecular analysis in-
dicates that the lungfish, instead of the coelacanth, is genetically the clos-
est living fish that is a relative of land animals.

The modern coelacanth
Since that first discovery of a living coelacanth in 1938, additional

coelacanths have been caught not only off the southern tip of Africa but
off Sulawesi, Indonesia, as well, suggesting that they are more numerous
than believed. Today’s coelacanths are larger than those found as fossils,
and they can grow to be more than 5 feet (1.5 meters) long and weigh as
much as 180 pounds (82 kilograms). Scientists still do not know a great
deal about them, and it was not until 1975 when a female was dissected
that scientists learned that the coelacanth gives birth to live “pups.” Zo-
ologists believe that females do not reach sexual maturity until after 20
years of age and that the gestation (pronounced jes-TAY-shun) period, or
the time it takes to develop a newborn, is about 13 months. Females give
birth to between 5 and 25 pups, which are capable of surviving on their
own after birth.
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Although there are more coelacanths than at first supposed, they are
still recognized as an endangered species. The main reason for this is that
they are a highly specialized species that has adapted itself to a narrow
habitat range. This means that they can only survive in the cool, deep wa-
ters—over 650 feet (200 meters) deep—around volcanic islands. Further,
they are a highly specialized fish, resting in lava caves during the day and
hunting and feeding at night. Although they move with slow, almost bal-
letlike motion, they are excellent predators who can move surprisingly
fast when they ambush a smaller fish for a meal. Along with the nautilus
(pronounced NAW-tih-lus) and horseshoe crab, the coelacanth is one of
the “living fossils” of the sea, since they have changed little from their
ancient ancestors.

[See also Fish]

‡�Cognition
Cognition is the act of knowing or the process involved in knowing. When
we “know” something, it means that we are not only aware or conscious
of it, but that we can, in a way, make some sort of judgment about it.
Cognition is therefore a very broad term that covers a complicated men-
tal process involving such functions as perception, learning, memory, and
problem solving.

How we know
The nature of cognition, or how we know, has been the subject of

investigation since the time of the ancient Greeks. It has been studied by
both philosophers and scientists. Around 1970, a new field of investiga-
tion called cognitive psychology began to emerge. Many of its practi-
tioners study the brain and compare it to a computer in terms of its in-
formation storage and retrieval functions. However, most people who
study cognition recognize that they are not focusing just on how the brain
works as an organ, but are really more concerned with how the mind ac-
tually works. While there are still several competing theories all trying to
explain how the mind works (or how we know), one idea common to
most of them is that the mind builds concepts—which are like large sym-
bolic groupings, patterns, or categories—that represent actual things in
the real world. It then uses these concepts or patterns that it has already
built when it meets a new object or event, and it can then compare the
new object to the concept it has already stored.
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Elements of cognition
Cognition includes several elements or processes that all work to

describe how our knowledge is built up and our judgments are made.
Among these many elements are the processes of perceiving, recogniz-
ing, conceptualizing, learning, reasoning, problem solving, memory, and
language. Some of these processes may include others (for example, prob-
lem solving might be considered to be part of reasoning).

Perception. Perception or perceiving refers to the information we get
from our five senses (sight, hearing, touch, smell, and taste). Studies have
shown that our human senses perceive or take in far more information or
data than our nervous systems can ever process or pay attention to. We
get around this by organizing this data into chunks or groups, so that when
we see a new object (such as a new type of car), we automatically com-
pare it against the vast number of patterns or concepts we already have
stored in our brains. When we find that it matches a concept—since we
probably already have a general idea of what “carness” is, for example—
we do not have to then process every little bit of detailed information
about this new car to know that it is a car (that is, in order to perceive it
or recognize and understand it as a car). At the end of this process, we
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Cognitive psychology: School of psychology that focuses on how peo-
ple perceive, store, and interpret information through such thought
processes as memory, language, and problem solving.

Language: The use by humans of voice sounds and written symbols
representing those sounds in organized combinations to express and to
communicate thoughts and feelings.

Learning: Thorough knowledge or skill gained by study.

Memory: The power or ability of remembering past experiences.

Perception: The ability, act, or process of becoming aware of one’s
surrounding environment through the senses.

Reasoning: The drawing of conclusions and judgments through the use
of reason.



have made a judgment of some sort about this new thing. Once scientists
discovered this aspect of perception, they were better able to explain how
people often see what they expect to see and are sometimes in fact mis-
taken. This happens when we take only that first, matching impression of
something and conclude that it is correct (that is, that the reality is the
same as the idea of it we have in our minds) without taking the time to
check out all the details of a thing. However, this ability to conceptual-
ize or to create concepts in our minds is very important and is one of the
key functions or processes of cognition or knowing.

Reasoning and problem solving. Reasoning could be described as
the process by which people systematically develop different arguments
and, after consideration, arrive at a conclusion by choosing one. Like rea-
soning, problem solving also involves comparing things, but it is always
aimed at coming to some sort of a solution. We usually do this by creat-
ing models of the problem in our minds and then comparing and judging
the possible solutions. One thing we know about reasoning and problem
solving is that it is usually much more difficult for people to do when it
remains in the abstract. In other words, most people can more easily solve
a problem if it is concrete than if it remains abstract. A common exam-
ple given is the game “Rock breaks scissors, scissors cut paper, paper
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covers rock.” When stated abstractly (A breaks B, B cuts C, and C cov-
ers A), we can easily become confused.

Learning. Swiss psychologist Jean Piaget (1896–1980) spent a lifetime
studying how children learn, and he identified three stages that children
go through as they grow and develop. In the first and simplest stage, an
infant believes that an object is still where he or she first saw it, even
though the infant had seen it moved to another place. In the second stage,
the young child knows that it is at times separate from its environment
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and has developed concepts for things whether he or she is presently in-
volved with them or not. The final, more mature stage has the older child
understanding how to use symbols for things (such as things having names)
and developing the ability to speak and use those symbols in language.

Memory. Memory, or the ability to recall something that was learned,
is another cognitive function that is very important to learning. Scientists
usually divide it into short-term and long-term memory. Our short-term
memory seems to have a limited capacity, is very much involved with
our everyday speech, and appears very important to our identity or our
sense of self (who we are). Long-term memory stores information for
much longer periods of time and seems to show no limitations at all. The
three basic processes common to both types of memory—encoding or
putting information into memory, storage, and retrieval—are exactly those
used in today’s computers.

Language. Although many animals besides human beings have a brain,
nervous system, and some cognitive functions (that is, they share in a way
many of the same processes of cognition), the one function of cognition
that sets humans apart from other animals is the ability to communicate
through language. Humans are unique in that they can express concepts
as words. Some say that it is through studying language that we will gain
an understanding of how the mind works. We do know that we form sen-
tences with our words that allows us to express not just a single concept
but complex ideas, rules, and propositions.

Understanding cognition or figuring out the process involved in
knowing is something science has only really just begun. However, the
combined work of philosophers, psychologists, and other scientists using
new technologies for studying the brain may result in the next great sci-
entific breakthrough—the explanation of how the human brain carries out
its mental task of knowing.

[See also Brain; Psychology]

‡�Colloid
Colloids are mixtures whose particles are larger than the size of a molecule
but smaller than particles that can be seen with the naked eye. Colloids are
one of three major types of mixtures, the other two being solutions and sus-
pensions. The three kinds of mixtures are distinguished by the size of the
particles that make them up. The particles in a solution are about the size
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of molecules, approximately 1 nanometer (1 billionth of a meter) in diam-
eter. Those that make up suspensions are larger than 1,000 nanometers. Fi-
nally, colloidal particles range in size between 1 and 1,000 nanometers.
Colloids are also called colloidal dispersions because the particles of which
they are made are dispersed, or spread out, through the mixture.

Types of colloids
Colloids are common in everyday life. Some examples include

whipped cream, mayonnaise, milk, butter, gelatin, jelly, muddy water,
plaster, colored glass, and paper.

Every colloid consists of two parts: colloidal particles and the dis-
persing medium. The dispersing medium is the substance in which the
colloidal particles are distributed. In muddy water, for example, the col-
loidal particles are tiny grains of sand, silt, and clay. The dispersing
medium is the water in which these particles are suspended.

Colloids can be made from almost any combination of gas, liquid,
and solid. The particles of which the colloid is made are called the dis-
persed material. Any colloid consisting of a solid dispersed in a gas is
called a smoke. A liquid dispersed in a gas is referred to as a fog.

Properties of colloids
Each type of mixture has special properties by which it can be iden-

tified. For example, a suspension always settles out after a certain period
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Types of Colloids
Dispersed Dispersed Dispersed Dispersed
Material in Gas in Liquid in Solid

Gas (bubbles) Not possible Foams: soda pop; Solid foams:
whipped cream; plaster; pumice
beaten egg whites

Liquid (droplets) Fogs: mist; clouds; Emulsions: milk; butter; cheese
hair sprays blood; mayonnaise

Solid (grains) Smokes: dust; Sols and gels: Solid sol: pearl;
industrial smoke gelatin; muddy water; colored glass;

jelly; starch solution porcelain; paper



of time. That is, the particles that make up the suspension separate from
the medium in which they are suspended and fall to the bottom of a con-
tainer. In contrast, colloidal particles typically do not settle out. Like the
particles in a solution, they remain in suspension within the medium that
contains them.

Colloids also exhibit Brownian movement. Brownian movement is
the random zigzag motion of particles that can be seen under a micro-
scope. The motion is caused by the collision of molecules with colloid
particles in the dispersing medium. In addition, colloids display the Tyn-
dall effect. When a strong light is shone through a colloidal dispersion,
the light beam becomes visible, like a column of light. A common ex-
ample of this effect can be seen when a spotlight is turned on during a
foggy night. You can see the spotlight beam because of the fuzzy trace
it makes in the fog (a colloid).
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‡�Color
Color is a property of light that depends on the frequency of light waves.
Frequency is defined as the number of wave segments that pass a given
point every second. In most cases, when people talk about light, they are
referring to white light. The best example of white light is ordinary sun-
light: light that comes from the Sun.

Light is a form of electromagnetic radiation: a form of energy car-
ried by waves. The term “electromagnetic radiation” refers to a vast range
of energy waves, including gamma rays, X rays, ultraviolet rays, visible
light, infrared radiation, microwaves, radar, and radio waves. Of all these
forms, only one can be detected by the human eye: visible light.

White light and color
White light (such as sunlight) and colors are closely related. A piece

of glass or crystal can cause a beam of sunlight to break up into a rain-
bow: a beautiful separation of colors. The technical term for a rainbow is
a spectrum. The colors in a spectrum range from deep purple to brilliant
red. One way to remember the colors of the spectrum is with the mnemonic
device (memory clue) ROY G. BIV, which stands for Red, Orange, Yel-
low, Green, Blue, Indigo, and Violet.

English physicist Isaac Newton (1642–1727) was the first person to
study the connection between white light and colors. Newton caused a
beam of white light to fall on a glass prism and found that the white light
was broken up into a spectrum. He then placed a second prism in front
of the first and found that the colors could be brought back together into
a beam of white light. A rainbow is a naturally occurring illustration of
Newton’s experiment. Instead of a glass prism, though, it is tiny droplets
of rainwater that cause sunlight to break up into a spectrum of colors, a
spectrum we call a rainbow.

Color and wavelength
The word “color” actually refers to the light of a particular color, such

as red light, yellow light, or blue light. The color of a light beam depends
on just one factor: the wavelength of the light. Wavelength is defined as
the distance between two exactly identical parts of a given wave. Red light
consists of light waves with a wavelength of about 700 nanometers (bil-
lionths of a meter), yellow light has wavelengths of about 550 nanometers,
and blue light has wavelengths of about 450 nanometers. But the wave-
lengths of colored light are not limited to specific ranges. For example,
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waves that have wavelengths of 600, 625, 650, and 675 nanometers would
have orange, orangish-red, reddish-orange, and, finally, red colors.

The color of objects
Light can be seen only when it reflects off some object. For exam-

ple, as you look out across a field, you cannot see beams of light passing
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Words to Know

Color: A property of light determined by its wavelength.

Colorant: A chemical substance—such as ink, paint, crayons, or
chalk—that gives color to materials.

Complementary colors: Two colors that, when mixed with each other,
produce white light.

Electromagnetic radiation: A form of energy carried by waves.

Frequency: The number of segments in a wave that pass a given point
every second.

Gray: A color produced by mixing white and black.

Hue: The name given to a color on the basis of its frequency.

Light: A form of energy that travels in waves.

Nanometer: A unit of length; this measurement is equal to one-
billionth of a meter.

Pigment: A substance that displays a color because of the wavelengths
of light that it reflects.

Primary colors: Colors that, when mixed with each other, produce
white light.

Shade: The color produced by mixing a color with black.

Spectrum: The band of colors that forms when white light is passed
through a prism.

Tint: The color formed by mixing a given color with white.

Tone: The color formed by mixing a given color with gray (black and
white).

Wavelength: The distance between two exactly identical parts of a wave.



through the air, but you can see the green of trees, the brown of fences,
and the yellow petals of flowers because of light reflected by these objects.

To understand how objects produce color, imagine an object that re-
flects all wavelengths of light equally. When white light shines on that
object, all parts of the spectrum are reflected equally. The color of the
object is white. (White is generally not regarded as a color but as a com-
bination of all colors mixed together.)

Now imagine that an object absorbs (soaks up) all wavelengths of light
that strike it. That is, no parts of the spectrum are reflected. This object is
black, a word that is used to describe an object that reflects no radiation.

Finally, imagine an object that reflects light with a wavelength of
about 500 nanometers. Such an object will absorb all wavelengths of light
except those close to 500 nanometers. It will be impossible to see red
light (700 nanometers), violet light (400 nanometers), or blue light (450
nanometers) because those parts of the spectrum are all absorbed by the
object. The only light that is reflected—and the only color that can be
seen—is green, which has a wavelength of about 500 nanometers.

Primary and complementary colors
White light can be produced by combining all colors of the spec-

trum at once, as Newton discovered. However, it is also possible to make
white light by combining only three colors in the spectrum: red, green,
and blue. For this reason, these three colors of light are known as the pri-
mary colors. (For more on the concept of primary colors, see subhead ti-
tled “Pigments.”) In addition to white light, all colors of the spectrum can
be produced by an appropriate mixing of the primary colors. For exam-
ple, red and green lights will combine to form yellow light.

It is also possible to make white light by combining only two col-
ors, although these two colors are not primary colors. For example, the
combination of a bluish-violet light and a yellow light form white light.
Any two colors that produce white light, such as bluish-violet and yel-
low, are known as complementary colors.

The language of colors
A special vocabulary is used to describe colors. The fundamental

terms include:

Hue: The basic name of a color, as determined by its frequency.
Light with a wavelength of 600 nanometers is said to have an orange hue.

Gray: The color produced by mixing white and black.
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Shade: The color produced by mixing a color with black. For ex-
ample, the shade known as maroon is formed by mixing red and black.

Tint: The color formed by mixing a color with white. Pink is pro-
duced when red and white are mixed.

Tone: The color formed by mixing a color with gray (black and
white). Red plus white plus black results in the tone known as rose.

Pigments
A pigment is a substance that reflects only certain wavelengths of 

light. Strictly speaking, there is no such thing as a white pigment because
such a substance would reflect all wavelengths of light. A red pigment 
is one that reflects light with a wavelength of about 700 nanometers; a 
blue pigment is one that reflects light with a wavelength of about 450
nanometers.

The rules for combining pigment colors are different from those for
combining light colors. For example, combining yellow paint and blue
paint produces green paint. Combining red paint with yellow paint pro-
duces orange paint. And combining all three of the primary colors of
paints—yellow, blue, and red—produces black paint.
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Other color phenomena
Color effects occur in many different situations in the natural world.

For example, the swirling colors in a soap bubble are produced by inter-
ference, a process in which light is reflected from two different surfaces
very close to each other. The soap bubble is made of a very thin layer of
soap: the inside and outside surfaces are less than a millimeter away from
each other. When light strikes the bubble, then, it is reflected from both
the outer surface and from the inside surface of the bubble. The two re-
flected beams of light interfere with each other in such a way that some
wavelengths of light are reinforced, while others are canceled out. It is
by this mechanism that the colors of the soap bubble are produced.

[See also Light; Spectroscopy]

‡�Combustion
Combustion is the chemical term for a process known more commonly
as burning. It is one of the earliest chemical changes noted by humans,
due at least in part to the dramatic effects it has on materials. Early hu-
mans were probably amazed and frightened by the devastation resulting
from huge forest fires or by the horror of seeing their homes catch fire
and burn. But fire (combustion)—when controlled and used correctly—
was equally important to their survival, providing a way to keep warm
and to cook their meals.

Today, the mechanism by which combustion takes place is well un-
derstood and is more correctly defined as a form of oxidation. This oxi-
dation occurs so rapidly that noticeable heat and light are produced. In
general, the term “oxidation” refers to any chemical reaction in which a
substance reacts with oxygen. For example, when iron is exposed to air,
it combines with oxygen in the air. That form of oxidation is known as
rust. Combustion differs from rust in that the oxidation occurs much more
rapidly, giving off heat in the process.

History
Probably the earliest scientific attempt to explain combustion was

made by Johann Baptista van Helmont, a Flemish physician and alchemist
who lived from 1580 to 1644. Van Helmont observed the relationship be-
tween a burning material and the resulting smoke and flame it produced.
He concluded that combustion involved the escape of a “wild spirit” 
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(spiritus silvestre) from the burning material. This explanation was later
incorporated into the phlogiston theory (pronounced flow-JIS-ten), a way
of viewing combustion that dominated the thinking of scholars for the
better part of two centuries.

According to the phlogiston theory, combustible materials contain
a substance—phlogiston—that is given off by the material as it burns. A
noncombustible material, such as ashes, will not burn, according to this
theory, because all phlogiston contained in the original material (such as
wood) had been driven out. The phlogiston theory was developed pri-
marily by German alchemist Johann Becher (1635–1682) and his student
Georg Ernst Stahl (1660–1734) at the end of the seventeenth century.

Although scoffed at today, the phlogiston theory explained what was
known about combustion at the time of Becher and Stahl. One serious
problem with the theory, however, involved weight changes. Many ob-
jects actually weigh more after being burned than before. How this could
happen when phlogiston escaped from the burning material? One expla-
nation that was offered was that phlogiston had negative weight. Many
early chemists thought that such an idea was absurd, but others were will-
ing to consider the possibility. In any case, precise measurements had not
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Chemical bond: Any force of attraction between two atoms.

Fossil fuel: A fuel that originates from the decay of plant or animal
life; coal, oil, and natural gas are the fossil fuels.

Industrial Revolution: The period, beginning about the middle of the
eighteenth century, during which humans began to use steam engines
as a major source of power.

Internal-combustion engine: An engine in which the chemical reac-
tion that supplies energy to the engine takes place within the walls of
the engine (usually a cylinder) itself.

Oxide: An inorganic compound (one that does not contain carbon)
whose only negative part is the element oxygen.

Thermochemistry: The science that deals with the quantity and nature
of heat changes that take place during chemical reactions and/or
changes of state (for instance, from solid to liquid or gas).



yet become an important feature of chemical studies, so loss of weight
was not a huge barrier to the acceptance of the phlogiston concept.

Modern theory
Even with all its problems, the phlogiston theory remained popular

among chemists for many years. In fact, it was not until a century later that
someone proposed a radically new view of the phenomenon. That person
was French chemist Antoine Laurent Lavoisier (1743–1794). One key hint
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that helped unravel the mystery of the combustion process was the discov-
ery of oxygen by Swedish chemist Karl Wilhelm Scheele (1742–1786) in
1771 and by English chemist Joseph Priestley (1733–1804) in 1774.

Lavoisier used this discovery to frame a new definition of combus-
tion. Combustion, he theorized, is the process by which some material
combines with oxygen. For example, when coal burns, carbon in the coal
combines with oxygen to form carbon dioxide. Proposing a new theory
of combustion was not easy. But Lavoisier conducted a number of ex-
periments involving very careful weight measurements. His results were
so convincing that the new oxidation theory was widely accepted in a rel-
atively short period of time.

Lavoisier began another important line of research related to com-
bustion. This research involved measuring the amount of heat generated
during oxidation. His earliest experiments involved the study of heat lost
by a guinea pig during respiration (breathing), which Lavoisier called a
combustion. He was assisted in his work by another famous French sci-
entist, Pierre Simon Laplace (1749–1827).

As a result of their research, Lavoisier and Laplace laid down one
of the fundamental principles of thermochemistry, the study of heat
changes that take place during chemical reactions. The duo found that the
amount of heat needed to decompose (break down) a compound is the
same as the amount of heat liberated (freed, or given up) during the com-
pound’s formation from its elements. This line of research was further de-
veloped by Swiss-Russian chemist Henri Hess (1802–1850) in the 1830s.
Hess’s development and extension of the work of Lavoisier and Laplace
has earned him the title of father of thermochemistry.

Heat of combustion
From a chemical standpoint, combustion is a process in which some

chemical bonds are broken and new chemical bonds are formed. The net
result of these changes is a release of energy, known as the heat of com-
bustion. For example, suppose that a gram of coal is burned in pure oxy-
gen with the formation of carbon dioxide as the only product. The first
step in this reaction requires the breaking of chemical bonds between car-
bon atoms and between oxygen atoms. In order for this step to occur, en-
ergy must be added to the coal/oxygen mixture. For example, a lighted
match must be touched to the coal.

Once the carbon-carbon and oxygen-oxygen bonds have been bro-
ken, new bonds can be formed. These bonds join carbon atoms with oxy-
gen atoms in the formation of carbon dioxide. The carbon-oxygen bonds
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contain less energy than did the original carbon-carbon and oxygen-
oxygen bonds. The excess energy is released in the form of heat—the
heat of combustion. The heat of combustion of one mole of carbon, for
example, is about 94 kilocalories. That number means that each time one
mole of carbon is burned in oxygen, 94 kilocalories of heat are given off.
(A mole is a unit used to represent a certain number of particles, usually
atoms or molecules.)

Applications
Humans have been making practical use of combustion for thou-

sands of years. Cooking food and heating homes have long been two ma-
jor applications of the combustion reaction. With the development of the
steam engine by Denis Papin, Thomas Savery, Thomas Newcomen, and
others at the beginning of the eighteenth century, however, a new use for
combustion was found: performing work. Those first engines employed
the combustion of some material, usually coal, to produce heat that was
used to boil water. The steam that was produced was then able to move
pistons (sliding valves) and drive machinery. That concept is essentially
the same one used today to operate fossil-fueled electrical power plants.

Before long, inventors found ways to use steam engines in trans-
portation, especially in railroad engines and steam ships. However, it was
not until the discovery of a new type of fuel—gasoline and its chemical
relatives—and a new type of engine—the internal-combustion engine—
that modern methods of transportation became common. Today, most
forms of transportation depend on the combustion of a hydrocarbon fuel
(a compound of hydrogen and carbon) such as gasoline, kerosene, or diesel
oil to produce the energy that drives pistons and moves vehicles.

Environmental issues
The use of combustion as a power source has had such a dramatic

influence on human society that the period after 1750 has sometimes been
called the Fossil Fuel Age. Still, the widespread use of combustion for
human applications has always caused significant environmental prob-
lems. Pictures of the English countryside during the Industrial Revolution
(a major change in the economy that resulted from the introduction of
power-driven machinery in the mid-eighteenth century), for example, usu-
ally show huge clouds of smoke given off by the burning of wood and
coal in steam engines.

At the dawn of the twenty-first century, modern societies continued
to face environmental problems created by the enormous combustion of
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carbon-based fuels. For example, one product of any combustion reaction
in the real world is carbon monoxide. Carbon monoxide is a toxic (poi-
sonous; potentially deadly) gas that sometimes reaches dangerous con-
centrations in urban areas around the world. Oxides of sulfur (produced
by the combustion of impurities in fuels) and oxides of nitrogen (pro-
duced at high temperatures) can also have harmful effects. The most com-
mon problem associated with these oxides is the formation of acid rain
and smog. Even carbon dioxide itself, the primary product of combus-
tion, can be a problem: it is thought to be at the root of recent global cli-
mate changes because of the enormous concentrations it has reached in
the atmosphere.

[See also Chemical bond; Heat; Internal-combustion engine; 
Oxidation-reduction reaction; Pollution]

‡�Comet
A comet—a Greek word meaning “long-haired”—is best described as a
dirty snowball. It is a clump of rocky material, dust, and frozen methane,
ammonia, and water that streaks across the sky on a long, elliptical (oval-
shaped) orbit around the Sun. A comet consists of a dark, solid nucleus
(core) surrounded by a gigantic, glowing mass (coma). Together, the core
and coma make up the comet’s head, seen as a glowing ball from which
streams a long, luminous tail. The tail (which always points away from
the Sun) is formed when a comet nears the Sun and melted particles and
gases from the comet are swept back by the solar wind (electrically
charged particles that flow out from the Sun). A tail can extend as much
as 100 million miles (160 million kilometers) in length.

Age-old fascination
Through the ages, comets were commonly viewed as omens, both good

and bad, because of their unusual shape and sudden appearance. A comet
appearing in 44 B.C. shortly after Roman dictator Julius Caesar was mur-
dered was thought to be his soul returning. A comet that appeared in 684
was blamed for an outbreak of the plague that killed thousands of people.

For centuries, many people believed Earth was at the center of the
solar system, with the Sun and other planets orbiting around it. They also
believed that comets were a part of Earth’s atmosphere. In the sixteenth
century, Polish astronomer Nicolaus Copernicus (1473–1543) proposed a
theory that placed the Sun at the center of the solar system, with Earth
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and the other planets in orbit around it. Once astronomers finally deter-
mined that comets existed in space beyond Earth’s atmosphere, they tried
to determine the origin, formation, movement, shape of orbit, and mean-
ing of comets.

Halley’s comet
In 1687, English astronomer Edmond Halley (pronounced HAL-ee;

1656–1742) calculated the paths traveled by 24 comets. Among these, he
found three—those of 1531, 1607, and 1682—with nearly identical paths.
This discovery led him to conclude that comets follow an orbit around the
Sun, and thus reappear periodically. Halley predicted that this same comet
would return in 1758. Although he did not live to see it, his prediction
was correct, and the comet was named Halley’s comet. Usually appear-
ing every 76 years, the comet passed by Earth in 1835, 1910, and 1986.

During its last pass over the planet, Halley’s comet was explored by
the European Space Agency probe Giotto. The probe came within 370
miles (596 kilometers) of Halley’s center, capturing fascinating images
of the 9-mile-long, 5-mile-wide (15-kilometer-long, 8-kilometer-wide)
potato-shaped core marked by hills and valleys. Two bright jets of dust
and gas, each 9 miles (15 kilometers) long, shot out of the core. Giotto’s
instruments detected the presence of water, carbon, nitrogen, and sulfur
molecules. It also found that the comet was losing about 30 tons of wa-
ter and 5 tons of dust each hour. This means that although the comet will
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Astronomical unit (AU): Standard measure of distance to celestial
objects, equal to the average distance from Earth to the Sun: 93 mil-
lion miles (150 million kilometers).

Coma: Glowing cloud of mass surrounding the nucleus of a comet.

Ellipse: An oval or elongated circle.

Interstellar medium: Space between stars, consisting mainly of empty
space with a very small concentration of gas atoms and tiny solid par-
ticles.

Nucleus: Core or center of a comet.



survive for hundreds more orbits, it will eventually disintegrate. Halley’s
comet will next pass by Earth in the year 2061.

Comet Hale-Bopp
On July 22, 1995, American astronomer Alan Hale and American

amateur stargazer Thomas Bopp independently discovered a new comet
just beyond the orbit of Jupiter. Considered by many astronomers to be
one of the greatest comets of all time, Comet Hale-Bopp is immense. Its
core is almost 25 miles (40 kilometers) in diameter, more than 10 times
that of the average comet and 4 times that of Halley’s comet. Hale-Bopp’s
closest pass to Earth occurred on March 22, 1997, when it was 122 mil-
lion miles (196 million kilometers) away. Despite its great distance from
Earth, the huge comet was visible to the naked eye for months before and
after that date. Astronomers believed it was one of the longest times any
comet had been visible. They estimate that Hale-Bopp will next visit the
vicinity of Earth 3,000 years from now.
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Nourishing snowballs
In mid-1997, scientists announced that small comets about 40 feet

(12 meters) in diameter are entering Earth’s atmosphere at a rate of about
43,000 a day. The discovery was made by the polar satellite launched by
the National Aeronautics and Space Administration (NASA) in early
1996. American physicist Louis A. Frank, the principal scientist for the
visible imaging system of the satellite, first proposed the existence of the
bombarding comets in 1986.

These comets do not strike the surface of Earth because they break
up at heights of 600 to 15,000 miles (960 to 24,000 kilometers) above
ground. Sunlight then vaporizes the remaining small icy fragments into
huge clouds. As winds disperse these clouds and they sink lower in the
atmosphere, the water vapor contained within condenses and falls to the
surface as rain. Scientists estimate that this cosmic rain adds one inch of
water to Earth’s surface every 10,000 to 20,000 years. Over the immense
span of Earth’s history (4.5 billion years), this amount of water could have
been enough to fill the oceans.

Scientists also speculate that the simple organic chemicals (carbon-
rich molecules) these comets contain might have fallen on Earth as it was
first developing. They may have provided the groundwork for the devel-
opment of the wide range of life on the planet.

The origin of comets
Comets are considered among the most primitive bodies in the so-

lar system. They are probably debris from the formation of our sun and
planets some 4.5 billion years ago. The most commonly accepted theory
about where comets originate was suggested by Dutch astronomer Jan
Oort in 1950. He believed that over 100 billion inactive comets lie at the
frigid, outer edge of the solar system, somewhere between 50,000 and
150,000 astronomical units (AU) from the Sun. (One AU equals the dis-
tance from Earth to the Sun.) They remain there in an immense band,
called the Oort cloud, until the gravity of a passing star jolts a comet into
orbit around the Sun.

In 1951, another Dutch astronomer, Gerard Kuiper, suggested that
there is a second reservoir of comets located just beyond the edge of our
solar system, around 1,000 times closer to the Sun than the Oort cloud.
His hypothetical Kuiper Belt was confirmed in 1992 when astronomers
discovered the first small, icy object in a ring of icy debris orbiting the
Sun. This ring is located between Neptune and Pluto (sometimes beyond
Pluto, depending on its orbit), some 3.6 billion miles (5.8 billion kilo-
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meters) from Earth. Since 1992, astronomers have discovered more than
150 Kuiper Belt objects. Many of them are upwards of 60 miles (96 kilo-
meters) in diameter. Several are much larger. In 2000, astronomers 
discovered one, which they call Varuna, that measures 560 miles (900
kilometers) in diameter, about one-third the size of the planet Pluto. As-
tronomers believe the ring is filled with hundreds of thousands of small,
icy objects that are well-preserved remnants of the early solar system.
They are interested in studying these objects because they want to know
more about how Earth and the other major planets formed.

The death of comets
There are many theories as to what happens at the end of a comet’s

life. The most common is that the comet’s nucleus splits or explodes,
which may produce a meteor shower. It has also been proposed that comets
eventually become inactive and end up as asteroids. One more theory
states that gravity or some other disturbance causes a comet to exit the
solar system and travel out into the interstellar medium.

[See also Meteors and Meteorites]

‡�Compact disc
A compact disc (CD), or optical disc, is a thin, circular wafer of clear plas-
tic and metal measuring 4.75 inches (120 centimeters) in diameter with a
small hole in its center. CDs store different kinds of data or information:
sound, text, or pictures (both still and moving). Computer data is stored
on CDs in a format called CD-ROM (Compact Disc-Read Only Memory).

All CDs and CD-ROMs are produced the same way. Digital data
(the binary language of ones and zeroes common to all computers) is en-
coded onto a master disc, which is then used to create copies of itself. A
laser burns small holes, or pits, into a microscopic layer of metal, usually
aluminum. These pits correspond to the binary ones. Smooth areas of the
disc untouched by the laser, called land, correspond to the binary zeros.
After the laser has completed burning all the pits, the metal is coated with
a protective layer.

Audio CDs
Audio or music CDs were introduced in 1982. They offered many

advantages over phonograph records and audio tapes, including smaller
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size and better sound quality. By 1991, CDs had come to dominate 
the record industry. In an audio CD player, a small infrared laser shines
upon the pits and land on the metal layer of the disc as the disc spins.
Land reflects the laser light while pits do not. A mirror or prism between
the laser and the disc picks up the reflected light and bounces it onto 
a photosensitive diode (an electronic device that is sensitive to light). 
The diode converts the light into a coded string of electrical impulses.
The impulses are then transformed into waves for playback through stereo
speakers.

CD-ROMs
CD-ROMs (and audio CDs) contain information that cannot be

erased or added to once the discs have been created. While audio CDs
contain only sound information, CD-ROMs store incredible amounts of
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text, graphic (video), or sound information. Discs that contain informa-
tion in more than one of these media are referred to as multimedia. Since
video and sound require large amounts of disc storage space, most mul-
timedia CD-ROMs are text-based with some video or sound features
added. Information on a CD-ROM is retrieved the same way it is on an
audio CD: a laser beam scans tracks of microscopic holes on a rotating
disc, eventually converting the information into the proper medium. Be-
cause of their high information storage capacity, CD-ROMs have become
the standard format for such large published works as software docu-
mentation and encyclopedias.

WORMs
WORM (Write Once, Read Many) systems are a little more com-

plicated than CD-ROM systems. Writable WORM discs are made of dif-
ferent material than consumer CD-ROMs. When a WORM disc is cre-
ated, a laser does not burn pits into a microscopic layer of metal as with
a CD-ROM. Instead, in a heat-sensitive film a laser creates distortions
that reflect light. These distortions represent bits of data. To read the disc,
the laser is scanned over the surface at lower power. A detector then reads
and decodes the distortions to obtain the original signal.

WORM discs allow the user to write new information onto the op-
tical disc. Multiple writing sessions may be needed to fill the disc. Once
recorded, however, the data is permanent. It cannot be rewritten or erased.
WORM discs are especially suited to huge databases (like those used by
banks, insurance companies, and government offices) where information
might expand but not change.

MODs
Magneto-optical discs (MODs) are rewritable, and operate differ-

ently than either ROM or WORM disc. Data is not recorded as distor-
tions of a heat-sensitive layer within the disc. Rather, it is written using
combined magnetic and optical techniques. Digital data (binary ones and
zeros) is encoded in the optical signal from the laser in the usual manner.
Unlike the ROM or WORM discs, however, the MOD write layer is mag-
netically sensitive. An external magnet located on the write/read head
aligns the binary ones and zeros in different directions. The MOD is read
by scanning a laser over the spinning disc and evaluating the different di-
rections of the digital data. The MOD is erased by orienting the external
magnet so that digital zeros are recorded over the whole disc.

[See also Computer, digital; DVD technology; Laser]
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‡�Complex numbers
Complex numbers are numbers that consist of two parts, one real and one
imaginary. An imaginary number is the square root of a real number, such
as √�4. The expression √�4 is said to be imaginary because no real num-
ber can satisfy the condition stated. That is, there is no number that can
be squared to give the value �4, which is what √�4 means. The imagi-
nary number √�1 has a special designation in mathematics. It is repre-
sented by the letter i.

Complex numbers can be represented as a binomial (a mathematical
expression consisting of one term added to or subtracted from another) of
the form a � bi. In this binomial, a and b represent real numbers and i �
√�1. Some examples of complex numbers are 3 � i, �� � 7i, and �6 � 2i.

The two parts of a complex number cannot be combined. Even
though the parts are joined by a plus sign, the addition cannot be per-
formed. The expression must be left as an indicated sum.

History
One of the first mathematicians to realize the need for complex num-

bers was Italian mathematician Girolamo Cardano (1501–1576). Around
1545, Cardano recognized that his method of solving cubic equations of-

ten led to solutions containing the square
root of negative numbers. Imaginary num-
bers did not fully become a part of math-
ematics, however, until they were studied
at length by French-English mathemati-
cian Abraham De Moivre (1667–1754), 
a Swiss family of mathematicians named
the Bernoullis, Swiss mathematician
Leonhard Euler (1707–1783), and others
in the eighteenth century.

Arithmetic
In many ways, operations with com-

plex numbers follow the same rules as
those for real numbers. Two exceptions to
those rules arise because of the nature of
complex numbers. First, what appears to
be an addition operation, a � bi, must be
left uncombined. Second, the general ex-
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pression for any imaginary number, such as i2 � �1, violates the rule
that the product of two numbers of a like sign is positive.

The general rules for working with complex numbers are as follows:

1. Equality: To be equal, two complex numbers must have equal
real parts and equal imaginary parts. That is, assume that we know that
the expressions (a � bi) and (c � di) are equal. That condition can be
true if and only if a � c and b � d.

2. Addition: To add two complex numbers, the real parts and the
imaginary parts are added separately. The following examples illustrate
this rule:

(a � bi) � (c � di) � (a � c) � (b � d)i

(3 � 5i) � (8 � 7i) � 11 � 2i

3. Subtraction: To subtract a complex number, subtract the real part
from the real part and the imaginary part from the imaginary part. For ex-
ample:

(a � bi) � (c � di) � (a � c) � (b � d)i

(6 � 4i) � (3 � 2i) � 3 � 6i

4. Zero: To equal zero, a complex number must have both its real
part and its imaginary part equal to zero. That is, a � bi � 0 if and only
if a � 0 and b � 0.

5. Opposites: To form the opposite of a complex number, take the
opposite of each part. The opposite of a � bi is �(a � bi), or �a � (�b)i.
The opposite of 6 � 2i is �6 � 2i.

6. Multiplication: To form the product of two complex numbers,
multiply each part of one number by each part of the other. The product
of (a � bi) � (c � di) is ac � adi � bci � bdi2. Since bdi2 � �bd, the
final product is ac � adi � bci � bd. This expression can be expressed

5 3 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Complex numbers

Words to Know

Complex number: A number composed of two separate parts, a real
part and an imaginary part, joined by a � sign.

Imaginary number: A number whose square (the number multiplied by
itself) is a negative number.



as a complex number as (ac � bd) � (ad � bc)i. Similarly, the product
(5 � 2i) � (4 � 3i) is 14 � 23i.

7. Conjugates: Two numbers whose imaginary parts are opposites
are called complex conjugates. The complex numbers a � bi and a � bi
are complex conjugates because the terms bi have opposite signs. Pairs
of complex conjugates have many applications because the product of 
two complex conjugates is real. For example, (6 � 12i) � (6 � 12i) �
36 � 144i2, or 36 � 144 � 180.

8. Division: Division of complex numbers is restricted by the 
fact that an imaginary number cannot be divided by itself. Division can
be carried out, however, if the divisor is first converted to a real number.
To make this conversion, the divisor can be multiplied by its complex
conjugate.

Graphical representation
After complex numbers were discovered in the eighteenth century,

mathematicians searched for ways of representing these combinations of
real and imaginary numbers. One suggestion was to represent the num-
bers graphically, as shown in Figure 1. In graphical systems, the real part
of a complex number is plotted along the horizontal axis and the imagi-
nary part is plotted on the vertical axis. Thus, in Figure 1, point A stands
for the complex number 2 � 2i and point B stands for the complex num-
ber �2 � i.

Uses of complex numbers
For all the “imaginary” component they contain, complex numbers

occur frequently in scientific and engineering calculations. Whenever the
solution to an equation yields the square root of a negative number (such
as √–9), complex numbers are involved. One of the problems faced by a
scientist or engineer, then, is to figure out what the imaginary and com-
plex numbers represent in the real world.

‡�Composite materials
A composite material (or just composite) is a mixture of two or more ma-
terials with properties superior to the materials of which it is made. Many
common examples of composite materials can be found in the world
around us. Wood and bone are examples of natural composites. Wood

5 3 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Composite
materials



consists of cellulose fibers embedded in a compound called lignin. The
cellulose fibers give wood its ability to bend without breaking, while the
lignin makes wood stiff. Bone is a combination of a soft form of protein
known as collagen and a strong but brittle mineral called apatite.

Traditional composites
Humans have been using composite materials for centuries, long be-

fore they fully understood the structures of such composites. The impor-
tant building material concrete, for example, is a mixture of rocks, sand,
and Portland cement. Concrete is a valuable building material because it
is much stronger than any one of the individual components of which it
is made. Interestingly enough, two of those components are themselves
natural composites. Rock is a mixture of stony materials of various sizes,
and sand is a composite of small-grained materials.

Reinforced concrete is a composite developed to further improve the
strength of concrete. Steel rods embedded in concrete add both strength
and flexibility to the concrete.

Cutting wheels designed for use with very hard materials are also
composites. They are made by combining fine particles of tungsten car-
bide with cobalt powder. Tungsten carbide is one of the hardest materi-
als known, so the composite formed by this method can be used to cut
through almost any natural or synthetic material.

Some forms of aluminum siding used in homes are also composite
materials. Thin sheets of aluminum metal are attached to polyurethane
foam. The polyurethane foam is itself a composite consisting of air mixed
with polyurethane. Joining the polyurethane foam to the aluminum makes
the aluminum more rigid and provides excellent insulation, an important
property for the walls of a house.
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Fiber: In terms of composite fillers, a fiber is a filler with one long
dimension.

Matrix: The part of the composite that binds the filler.

Particle: In terms of composite fillers, a particle is a filler with no
long dimension.



In general, composites are developed because no single structural
material can be found that has all of the desired characteristics for a given
application. Fiber-reinforced composites, for example, were first devel-
oped to replace aluminum alloys (mixtures), which provide high strength
and fairly high stiffness at low weight but corrode rather easily and can
break under stress.

Composite structure
Composites consist of two parts: the reinforcing phase and the

binder, or matrix. In reinforced concrete, for example, the steel rods are
the reinforcing phase; the concrete in which the rods are embedded are
the binder or matrix.

In general, the reinforcing phase can exist in one of three forms: par-
ticles, fibers, or flat sheets. In the cutting wheels described above, for ex-
ample, the reinforcing phase consists of tiny particles of cobalt metal in
a binder of tungsten carbide. A plastic fishing rod is an example of a com-
posite in which the reinforcing phase is a fiber. In this case, the fiber is
made of threadlike strips of glass placed in an epoxy matrix. (Epoxy is a
strong kind of plastic.) An example of a flat sheet reinforcing phase is
plywood. Plywood is made by gluing together thin layers of wood so that
the wood grain runs in different directions.

The binder or matrix in each of these cases is the material that sup-
ports and holds in place the reinforcing material. It is the tungsten car-
bide in the cutting wheel, the epoxy plastic in the fishing rod, or the glue
used to hold the sheets of wood together.

High-performance composites
High-performance composites are composites that perform better

than conventional structural materials such as steel and aluminum alloys.
They are almost all fiber-reinforced composites with polymer (plasticlike)
matrices.

The fibers used in high-performance composites are made of a 
wide variety of materials, including glass, carbon, boron, silicon carbide,
aluminum oxide, and certain types of polymers. These fibers are gener-
ally interwoven to form larger filaments or bundles. Thus, if one fiber or
a few individual fibers break, the structural unit as a whole—the filament
or bundle—remains intact. Fibers usually provide composites with the
special properties, such as strength and stiffness, for which they are de-
signed.
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In contrast, the purpose of the matrix in a high-performance com-
posite is to hold the fibers together and protect them from damage from
the outside environment (such as heat or moisture) and from rough han-
dling. The matrix also transfers the load placed on a composite from one
fiber bundle to the next.

Most matrices consist of polymers such as polyesters, epoxy vinyl,
and bismaleimide and polyimide resins. The physical properties of any
given matrix determine the ultimate uses of the composite itself. For ex-
ample, if the matrix melts or cracks at a low temperature, the composite
can be used for applications only at temperatures less than that melting
or cracking point.

‡�Composting
Composting is the process of arranging and manipulating plant and 
animal materials so that they are gradually broken down, or decomposed,
by soil bacteria and other organisms. The resulting decayed organic 
matter is a black, earthy-smelling, nutritious, spongy mixture called com-
post or humus. Compost is usually mixed with other soil to improve the
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soil’s structural quality and to add nutrients for plant growth. Compost-
ing is a method used by gardeners to produce natural fertilizer for grow-
ing plants.

Why compost?
Compost added to soil aids in its ability to hold oxygen and water

and to bind to certain nutrients. It improves the structure of soils that are
too sandy to hold water or that contain too much clay to allow oxygen to
penetrate. Compost also adds mineral nutrients to soil. Compost mixed
with soil makes the soil darker, allowing it to absorb the Sun’s heat and
warm up faster in the spring.

Adding compost to soil also benefits the environment. The improved
ability of the soil to soak up water helps to prevent soil erosion caused
by rainwater washing away soil particles. In addition, composting recy-
cles organic materials that might otherwise be sent to landfills.

Composting on any scale
Composting can be done on a small scale by homeowners using a

small composting bin or a hole where kitchen wastes are mixed with grass
clippings, small branches, shredded newspapers, or other organic matter.
Communities may have large composting facilities to which residents
bring grass, leaves, and branches to be composted as an alternative to dis-
posal in a landfill. Sometimes sewage sludge, the semisolid material from
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Words to Know

Decomposition: The breakdown of complex organic materials into sim-
ple substances by the action of microorganisms.

Humus: Decayed plant or animal matter.

Microorganism: A living organism that can only be seen through a
microscope.

Nutrient: Any substance required by a plant or animal for energy and
growth.

Organic: Made of or coming from living matter.



sewage treatment plants, is added. The resulting humus is used to condi-
tion soil on golf courses, parks, and other municipal grounds.

Materials to compost
Most organic (carbon-containing) materials can be composted—

shredded paper, hair clippings, food scraps, coffee grounds, eggshells, fire-
place ashes, chopped-up Christmas trees, and seaweed among them. Meat
is omitted because it can give off bad odors during decomposition and at-
tract rats and other pests. The microorganisms needed to break down the
organic matter are supplied by adding soil or humus to the compost heap.
Manure from farm or zoo animals makes an excellent addition to compost.
Wastes from household pets are not used because they may carry disease.

How a compost heap works
A compost heap needs both water and oxygen to work efficiently.

More importantly, the contents must be turned regularly to expose all ar-
eas to oxygen, which raises the temperature of the compost.

The processes that occur within a compost heap are microbio-
logical, chemical, and physical. Microorganisms break down the chemi-
cal bonds of organic materials in the presence of oxygen and moisture,
giving off heat. Some organisms work on the compost pile physically 
after it has cooled to normal air temperature. Organisms such as mites,
snails, slugs, beetles, and worms digest the organic materials, adding their
nutrient-filled excrement to the humus.

The nutrients
During the composting process, organic material is broken down

into mineral nutrients such as nitrogen. Plants absorb nutrients through
their roots and use them to make chlorophyll, proteins, and other sub-
stances needed for growth. Chlorophyll is the green pigment in plant
leaves that captures sunlight for photosynthesis, the process in which
plants use light energy to manufacture their own food.

[See also Agrochemicals; Recycling; Waste management]

‡�Compound, chemical
A chemical compound is a substance composed of two or more ele-
ments chemically combined with each other. Compounds are one of three
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general forms of matter. The other two are elements and mixtures. His-
torically, the distinction between compounds and mixtures was often un-
clear. Today, however, the two can be distinguished from each other on
the basis of three primary criteria.

First, compounds have constant and definite compositions, while
mixtures may exist in virtually any proportion. A sample of water always
consists of 88.9 percent oxygen and 11.1 percent hydrogen. It makes no
difference whether the water comes from Lake Michigan, the Grand River,
or a cloud in the sky. Its composition is always the same.

By comparison, a mixture of hydrogen and oxygen gases can have any
composition whatsoever. You can make a mixture of 90 percent hydrogen
and 10 percent oxygen; 75 percent hydrogen and 25 percent oxygen; 50 per-
cent hydrogen and 50 percent oxygen; or any other combination.

Second, the elements that make up a compound lose their charac-
teristic elemental properties when they become part of the compound. In
contrast, the elements that make up a mixture retain those properties. In
a mixture of iron and sulfur, for example, black iron granules and yellow
sulfur crystals often remain recognizable. Also, the iron can be extracted
from the mixture by means of a magnet, or the sulfur can be dissolved
out with carbon disulfide. Once the compound called iron(II) sulfide has
been formed, however, both iron and sulfur lose those properties. Iron
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Words to Know

Family: A group of chemical compounds with similar structure and
properties.

Functional group: A group of atoms that give a molecule certain dis-
tinctive chemical properties.

Mixture: A combination of two or more substances that are not chemi-
cally combined with each other and that can exist in any proportion.

Molecule: A particle made by the chemical combination of two or more
atoms; the smallest particle of which a compound is made.

Octet rule: A hypothesis that atoms having eight electrons in their
outermost energy level tend to be stable and chemically unreactive.

Oxide: An inorganic compound whose only negative part is the ele-
ment oxygen.

Opposite Page: 
The difference between a

mixture and a compound.

(Reproduced by permission of

The Gale Group.)



cannot be extracted from the compound with a magnet, and sulfur can-
not be dissolved out of the compound with carbon disulfide.

Third, some visible evidence—usually heat and light—accompanies
the formation of a compound. But no observable change
takes place in the making of a mixture. A mixture of iron
and sulfur can be made simply by stirring the two elements
together. But the compound iron(II) sulfide is produced only
when the two elements are heated. Then, as they combine
with each other, they give off a glow.

History
Prior to the 1800s, the term “compound” did not have

a precise meaning: the same word was used to describe
both a mixture and a compound. Scientists at that time could
not measure the composition of materials very accurately.
Only very rough balances were available, so no measure-
ment of weight could be trusted to any great extent.

Thus, suppose that a chemist in 1800 reported the
composition of water as 88.9 percent oxygen and 11.1 per-
cent hydrogen, and a second chemist reported 88.6 percent
oxygen and 11.4 percent hydrogen. The question, then, was
whether different samples of water had different composi-
tions or whether the balances used to measure the compo-
nents were just inaccurate. In the former case, the term
compound would have no meaning, since water’s compo-
sition would not always be the same. In the latter case, wa-
ter could be thought of as a compound, and the differences
in composition reported could be attributed to problems
with weighing, not with the composition of water.

This debate raged for many years among chemists.
Gradually, balances became more and more accurate, and
experimental results became more and more consistent.
By about 1800, it had become obvious that something like
a compound really did exist. And the most important char-
acteristic of the compound was that its composition was
always and everywhere exactly the same.

Formation of compounds
Compounds form when two or more elements com-

bine with each other. When a sodium metal is added to
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chlorine gas, a burst of light is produced. The elements sodium and chlo-
rine come together to form the compound known as sodium chloride, or
ordinary table salt.

The formation of compounds can be understood by examining
changes that take place on an atomic level. (An atom is the smallest 
part of an element that can exist alone.) Those changes are covered by 
a scientific law known as the octet rule. The octet rule states that all 
atoms tend to be stable if they have eight electrons (an octet) in their 
outermost energy level. (That law is modified somewhat for the very 
lightest elements.) The tendency of elements to combine with each other
to form compounds is an effort on the part of atoms to form complete
octets. In the case of sodium chloride, a compound is formed when sodium
atoms give away electrons to chlorine atoms. At the conclusion of this
exchange, both sodium atoms and chlorine atoms have complete outer 
energy levels.
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Coordination Compounds

What do hemoglobin, chlorophyll, and vitamin B12 all have in
common? They are members of a class of compounds known as coordi-
nation compounds. Coordination compounds consist of two parts: a
central metal atom surrounded by a group of atoms known as ligands.
Some common ligands are water, ammonia, carbon monoxide, the chlo-
ride ion, the cyanide ion, and the thiocyanate ion. In coordination
compounds, ligands cluster around the central metal atom in groups of
four, six, or some other number. The central difference among hemo-
globin, chlorophyll, and vitamin B12 is the metal at the center of the
compound.

A special class of coordination compounds is known as
chelates. Their name comes from the Greek word chela, or “claw.” 
The ligands in a chelate grab the metal ion like a claw and hold it
tightly. One example of a chelating agent is the compound known 
as ethylenediaminetetraacetic acid (or EDTA). EDTA can be used to
soften water because it “clamps on” to calcium ions that make water
hard. It is also used to treat people who have been poisoned by lead,
mercury, or other toxic metals. The EDTA grabs onto the metal ions 
in the blood and removes them from the body, thus preventing harm
to a person.



Atoms can satisfy the octet rule by methods other than the gain and
loss of electrons. They can, for example, share electrons with each other.
The joining together of two atoms as a result of the gain and loss or shar-
ing of electrons is known as chemical bonding. Chemical bonds are the
forces that hold elements together in a compound.

Types of compounds
Most of the ten million or so chemical compounds that are known

today can be classified into a relatively small number of subgroups or
families. More than 90 percent of these compounds are designated as or-
ganic compounds because they contain the element carbon. In turn, or-
ganic compounds can be further subdivided into a few dozen major fam-
ilies such as the alkanes, alkenes, alkynes, alcohols, aldehydes, ketones,
carboxylic acids, and amines. Each of these families can be recognized
by the presence of a characteristic functional group that strongly deter-
mines the physical and chemical properties of the compounds that make
up that family. For example, the functional group of the alcohols is the
hydroxyl group (•OH) and that of the carboxylic acids is the carboxyl
group (•COOH).

An important subset of organic compounds are those that occur in
living organisms: the biochemical compounds. In general, biochemical
compounds can be classified into four major families: carbohydrates, pro-
teins, nucleic acids, and lipids. Members of the first three families are
grouped together because of common structural features and similar phys-
ical and chemical properties. Members of the lipid family are classified as
such on the basis of their solubility (ability to dissolve). They tend not to
be soluble in water, but soluble in organic (or carbon-containing) liquids.

Inorganic compounds are typically classified into one of five major
groups: acids, bases, salts, oxides, and others. Acids can be defined as
compounds that produce hydrogen ions when placed into water. Bases,
in contrast, are compounds that produce hydroxide ions when placed into
water. Oxides are compounds whose only negative part is oxygen. Salts
are compounds that consist of two parts, one positive (the cation) and one
negative (the anion). The cation can be of any element or group of ele-
ments except hydrogen, while the anion may be of any atom or group of
atoms except the hydroxide group.

This system of classification is useful in grouping compounds that
have many similar properties. For example, all acids have a sour taste,
leave a pink stain on litmus paper, and react with bases to form salts. One
drawback of the system, however, is that it may not give a sense of the
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enormous diversity of compounds that exist within a particular family.
For example, the element chlorine forms at least five common acids,
known as hydrochloric, hypochlorous, chlorous, chloric, and perchloric
acids. For all their similarities, these five acids also have important dis-
tinctive properties.

[See also Element, chemical]

‡�Computer, analog
A digital computer performs calculations based solely upon numbers or
symbols. An analog computer, on the other hand, translates continuously
changing quantities (such as temperature, pressure, weight, or speed) into
corresponding voltages or gear movements. It then performs “calculations”
by comparing, adding, or subtracting voltages or gear motions in various
ways. The final result is sent to an output device such as a cathode-ray
tube or pen plotter on a roll of paper. Common devices such as thermostats
and bathroom scales are actually simple analog computers: they “com-
pute” one thing by measuring another. They do not count.

Early analog computers
The earliest known analog computer is an astrolabe. First built in

Greece around the second century B.C., the device uses gears and scales
to predict the motions of the Sun, planets, and stars. Other early measur-
ing devices are also analog computers. Sundials trace a shadow’s path to
show the time of day. The slide rule (a device used for calculation that
consists of two rules with scaled numbers) was invented about 1620 and
is still used, although it has been almost completely replaced by the elec-
tronic calculator.

Modern analog computers
Vannevar Bush, an electrical engineer at the Massachusetts Institute

of Technology (MIT), created in the 1930s what is considered to be the
first modern computer. He and a team from MIT’s electrical engineering
staff, discouraged by the time-consuming mathematical computations re-
quired to solve certain engineering problems, began work on a device to
solve these equations automatically. In 1935, they unveiled the second ver-
sion of their device, dubbed the “differential analyzer.” It weighed 100
tons and contained 150 motors and hundreds of miles of wires connecting
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relays and vacuum tubes. By present standards the machine was slow, only
about 100 times faster than a human operator using a desk calculator.

In the 1950s, RCA produced the first reliable design for a fully elec-
tronic analog computer. By this time, however, many of the most com-
plex functions of analog computers were being assumed by faster and
more accurate digital computers. Analog computers are still used today
for some applications, such as scientific calculation, engineering design,
industrial process control, and spacecraft navigation.

[See also Computer, digital]

‡�Computer, digital
The digital computer is a programmable electronic device that processes
numbers and words accurately and at enormous speed. It comes in a va-
riety of shapes and sizes, ranging from the familiar desktop microcom-
puter to the minicomputer, mainframe, and supercomputer. The super-
computer is the most powerful in this list and is used by organizations
such as NASA (National Aeronautics and Space Administration) to
process upwards of 100 million instructions per second.

The impact of the digital computer on society has been tremendous;
in its various forms, it is used to run everything from spacecraft to fac-
tories, health-care systems to telecommunications, banks to household
budgets.

The story of how the digital computer evolved is largely the story
of an unending search for labor-saving devices. Its roots go back beyond
the calculating machines of the 1600s to the pebbles (in Latin, calculi)
that the merchants of Rome used for counting and to the abacus of the
fifth century B.C. Although none of these early devices were automatic,
they were useful in a world where mathematical calculations performed
by human beings were full of human error.

The Analytical Engine
By the early 1800s, with the Industrial Revolution well underway,

errors in mathematical data had grave consequences. Faulty navigational
tables, for example, were the cause of frequent shipwrecks. English math-
ematician Charles Babbage (1791–1871) believed a machine could do
mathematical calculations faster and more accurately than humans. In
1822, he produced a small working model of his Difference Engine. The
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machine’s arithmetic functioning was limited, but it could compile and
print mathematical tables with no more human intervention needed than
a hand to turn the handles at the top of the model.

Babbage’s next invention, the Analytical Engine, had all the essen-
tial parts of the modern computer: an input device, a memory, a central
processing unit, and a printer.

Although the Analytical Engine has gone down in history as the
prototype of the modern computer, a full-scale version was never built.
Even if the Analytical Engine had been built, it would have been pow-
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ered by a steam engine, and given its purely mechanical components, its
computing speed would not have been great. In the late 1800s, American
engineer Herman Hollerith (1860–1929) made use of a new technology—
electricity—when he submitted to the United States government a plan
for a machine that was eventually used to compute 1890 census data. Hol-
lerith went on to found the company that ultimately became IBM.

Mammoth modern versions
World War II (1939–45) marked the next significant stage in the

evolution of the digital computer. Out of it came three mammoth com-
puters. The Colossus was a special-purpose electronic computer built by
the British to decipher German codes. The Mark I was a gigantic electro-
mechanical device constructed at Harvard University. The ENIAC was a
fully electronic machine, much faster than the Mark I.

The ENIAC operated on some 18,000 vacuum tubes. If its electronic
components had been laid side by side two inches apart, they would have
covered a football field. The computer could be instructed to change pro-
grams, and the programs themselves could even be written to interact with
each other. For coding, Hungarian-born American mathematician John von
Neumann proposed using the binary numbering system, 0 and 1, rather
than the 0 to 9 of the decimal system. Because 0 and 1 correspond to the
on or off states of electric current, computer design was greatly simplified.

Since the ENIAC, advances in programming languages and elec-
tronics—among them, the transistor, the integrated circuit, and the mi-
croprocessor—have brought about computing power in the forms we
know it today, ranging from the supercomputer to far more compact per-
sonal models.

Future changes to so-called “computer architecture” are directed at
ever greater speed. Ultra-high-speed computers may run by using super-
conducting circuits that operate at extremely cold temperatures. Integrated
circuits that house hundreds of thousands of electronic components on
one chip may be commonplace on our desktops.

[See also Computer, analog; Computer software]

‡�Computer software
Computer software is a package of specific instructions (a program) writ-
ten in a defined order that tells a computer what to do and how to do it.
It is the “brain” that tells the “body,” or hardware, of a computer what to
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do. “Hardware” refers to all the visible components in a computer sys-
tem: electrical connections, silicon chips, disc drives, monitor, keyboard,
printer, etc. Without software, a computer can do nothing; it is only a col-
lection of circuits and metal in a box.

History
The first modern computers were developed by the United States

military during World War II (1939–45) to calculate the paths of artillery
shells and bombs. These computers used vacuum tubes that had on-off
switches. The settings had to be reset by hand for each operation.

These very early computers used the familiar decimal digits (0 to 9)
to represent data (information). Computer engineers found it difficult 
to work with 10 different digits. John von Neumann (1903–1957), a 
Hungarian-born American mathematician, decided in 1946 to abandon the
decimal system in favor of the binary system (a system using only 0 and
1; “bi” means two). That system has been used ever since.

How a computer uses the binary system
Although computers perform seemingly amazing feats, they actually

understand only two things: whether an electrical “on” or “off” condition
exists in their circuits. The binary numbering system works well in this sit-
uation because it uses only the 0 and 1 binary digits (later shortened to
bits). Binary 1 represents on and binary 0 represents off. Program instruc-
tions are sent to the computer by combining bits together in groups of six
or eight. This process takes care of the instructional part of programs.

Computer codes
Data—in the form of decimal numbers, letters, and special charac-

ters—also has to be available in the computer. For this purpose, the
EBCDIC and ASCII codes were developed.
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Computer hardware: The physical equipment used in a computer system.

Computer program: Another name for computer software, a series of
commands or instructions that a computer can interpret and execute.



EBCDIC (pronounced EB-see-dick) stands for Extended Binary
Coded Decimal Interchange Code. It was developed by IBM Corporation
and is used in most of its computers. In EBCDIC, eight bits are used to
represent a single character.

ASCII (pronounced AS-key) is American Standard Code for Infor-
mation Interchange. ASCII is a seven-bit code developed in a joint effort
by several computer manufacturers to create a standard code that could
be used on any computer, regardless who made it. ASCII is used in most
personal computers today and has been adopted as a standard by the U.S.
government.

The development of computer languages
The first modern computer was named ENIAC for Electronic Nu-

merical Integrator And Calculator. It was assembled in 1946. Most pro-
gramming was done by and for military and scientific users. That began
to change after Grace Hopper, an American computer scientist and naval
officer, developed FLOW-MATIC, or assembly language, as it came to
be called. It uses short names (known as mnemonics or memory aids) to
represent common sequences of instructions. These instructions are in turn
translated back into the zeroes and ones of machine language when the
program is run. This was an important step toward developing “user-
friendly” computer software. FLOW-MATIC was one of the first “high-
level” computer languages.

Soon, other high-level computer languages were developed. By
1957, IBM had created FORTRAN, a language specifically designed for
scientific and engineering work involving complicated mathematical for-
mulas. FORTRAN stands for FORmula TRANslater. It became the first
high-level programming language to be used by many computer users.
COBOL (COmmon Business Oriented Language) was developed in 1959
to help businesses organize records and manage data files.

During the first half of the 1960s, two professors at Dartmouth Col-
lege developed BASIC (Beginner’s All-purpose Symbolic Instruction
Code). This was the first widespread computer language designed for and
used by nonprofessional programmers. It was extremely popular through-
out the 1970s and 1980s. Its popularity was increased by the development
and sale of personal computers, many of which already had BASIC pro-
grammed into their memories.

Types of computer software
The development of high-level languages helped to make comput-

ers common objects in workplaces and homes. Computers, of course, must
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have the high-level language command translated back into machine lan-
guage before they can act on it. The programs needed to translate high-
level language back into machine language are called translator programs.
They represent another type of computer software.

Operating system software is yet another type of software that must
be in a computer before it can read and use commercially available 
software packages. Before a computer can use application software, such
as a word-processing or a game-playing package, the computer must 
run the instructions through the operating system software. This contains
many built-in instructions, so that each piece of application software 
does not have to repeat simple instructions, like telling the computer 
how to print something out. DOS (Disc Operating System) is a popular
operating system software program for many personal computers used 
today.

Application software. Once some type of operating system software
is loaded into a computer, the computer can load and understand many
other types of software. Software can tell computers how to create doc-
uments, to solve simple or complex calculations for business people and
scientists, to play games, to create images, to maintain and sort files, and
to complete hundreds of other tasks.

Word-processing software makes writing, rewriting, editing, cor-
recting, arranging, and rearranging words convenient. Database software
enables computer users to organize and retrieve lists, facts, and invento-
ries, each of which may include thousands of items. Graphics software
lets you draw and create images.

Desktop publishing software allow people to arrange photos, pic-
tures, and words on a page before any printing is done. With desktop pub-
lishing and word-processing software, there is no need for cutting and
pasting layouts. Entire books can be written and formatted by the author.
The printed copy or even just a computer disk with the file can be deliv-
ered to a traditional printer without the need to reenter all the words on
a typesetting machine.

Software for games can turn a computer into a spaceship, a battle-
field, or an ancient city. As computers get more powerful, computer games
get more realistic and sophisticated.

Communications software allows people to send and receive com-
puter files and faxes over phone lines. Transferring files, sending and re-
ceiving data, using data stored on another computer, and electronic mail
(e-mail) systems that allow people to receive messages in their own “mail-
boxes” are some common uses of communications software.
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The Y2K hubbub
As the end of the 1990s approached, the world became preoccupied

or perhaps even obsessed with the coming of the year 2000, nicknamed
“Y2K” (Y for year and 2 times K, a standard designation for a thousand).
Many feared that at the stroke of midnight between December 31, 1999,
and January 1, 2000, computers and computer-assisted devices would
come crashing down.

The so-called Y2K bug was a fault built into computer software be-
cause early developers of computer programs were uncertain that com-
puters would even have a future. To save on memory and storage wher-
ever possible, these developers built in standardized dates with two digits
each for the day, month, and year. For instance, January 2, 1961, was read
as 010261. However, this short form could also mean January 2, 1561,
or January 2, 2161.

By the mid-1970s, programmers were beginning to recognize the
potential obstacle. They began experimenting with plugging 2000-plus
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dates into their systems and software; they quickly found the dates 
did not compute. However, it was not until 1995 that the U.S. Congress,
the media, and the public all seemed to “discover” that the end was draw-
ing near. As of 1999, 1.2 trillion lines of computer code needed to be
fixed. Left uncorrected, the Y2K bug could have fouled computers that
controlled power grids, air traffic, banking systems, and phone networks,
among other systems. In response, businesses and governments around
the world spent over $200 billion to reprogram and test vulnerable 
computers.

When the year 2000 became a reality, the anticipated computer
glitches never materialized: power plants kept working, airplanes kept fly-
ing, and nuclear missiles were kept on the ground. Problems that did arise
were minor and were quickly fixed with hardly anyone noticing. There
were many other added benefits of the money and time spent on the Y2K
problem: Businesses and governments upgraded their computers and other
equipment. With the help of the World Bank and other Y2K funders,
poorer countries were given machines and Internet connections they were
allowed to keep. Many U.S. businesses weeded out older machines, com-
bined similar systems, and catalogued their software and computers. In
the end, individuals, businesses, and countries learned to work together
to overcome a common problem.

[See also CAD/CAM; Internet]

‡�Conservation laws
Conservation laws are scientific statements that describe the amount of
some quantity before and after a physical or chemical change.

Conservation of mass and energy
One of the first conservation laws to be discovered was the conser-

vation of mass (or matter). Suppose that you combine a very accurately
weighed amount of iron and sulfur with each other. The product of that
reaction is a compound known as iron(II) sulfide. If you also weigh very
accurately the amount of iron(II) sulfide formed in that reaction, you will
discover a simple relationship: The weight of the beginning materials (iron
plus sulfur) is exactly equal to the weight of the product or products of
the reaction (iron(II) sulfide). This statement is one way to express the
law of conservation of mass. A more formal definition of the law is that
mass (or matter) cannot be created or destroyed in a chemical reaction.
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A similar law exists for energy. When you turn on an electric heater,
electrical energy is converted to heat energy. If you measure the amount
of electricity supplied to the heater and the amount of heat produced by
the heater, you will find the amounts are equal. In other words, energy is
conserved in the heater. It may take various forms, such as electrical en-
ergy, heat, magnetism, or kinetic energy (the energy of an object due to
its motion), but the relationship is always the same: The amount of en-
ergy used to initiate a change is the same as the amount of energy de-
tected at the end of the change. In other words, energy cannot be created
or destroyed in a physical or chemical change. This statement summa-
rizes the law of conservation of energy.

At one time, scientists thought that the law of conservation of mass
and the law of conservation of energy were two distinct laws. In the early
part of the twentieth century, however, German-born American physicist
Albert Einstein (1879–1955) demonstrated that matter and energy are two
forms of the same thing. He showed that matter can change into energy
and that energy can change into matter. Einstein’s discovery required a
restatement of the laws of conservation of mass and energy. In some in-
stances, a tiny bit of matter can be created or destroyed in a change. The
quantity is too small to be measured by ordinary balances, but it still
amounts to something. Similarly, a small amount of energy can be cre-
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Angular momentum: For objects in rotational (or spinning) motion,
the product of the object’s mass, its speed, and its distance from the
axis of rotation.

Conserved quantities: Physical quantities, the amounts of which
remain constant before, during, and after some physical or chemical
process.

Linear momentum: The product of an object’s mass and its velocity.

Mass: A measure of the quantity of matter.

Subatomic particle: A particle smaller than an atom, such as a pro-
ton, neutron, or electron.

Velocity: The rate at which the position of an object changes with
time, including both the speed and the direction.



ated or destroyed in a change. But, the total amount of matter PLUS en-
ergy before and after a change still remains constant. This statement is
now accepted as the law of conservation of mass and energy.

Examples of the law of conservation of mass and energy are com-
mon in everyday life. The manufacturer of an electric heater can tell con-
sumers how much heat will be produced by a given model of heater. The
amount of heat produced is determined by the amount of electrical cur-
rent that goes into the heater. Similarly, the amount of gasoline that can
be formed in the breakdown of petroleum can be calculated by the amount
of petroleum used in the process. And the amount of nuclear energy pro-
duced by a nuclear power plant can be calculated by the amount of 
uranium-235 used in the plant.

Calculations such as these are never quite as simple as they sound.
We think of an electric lightbulb, for example, as a way of changing elec-
trical energy into light. Yet, more than 90 percent of that electricity is 
actually converted to heat. (Baby chicks are kept warm by the heat of
lightbulbs.) Still, the conservation law holds true. The total amount of en-
ergy produced in a lightbulb (heat plus light) is equal to the total amount
of energy put into the bulb in the form of electricity.

Other conservation laws
Conservation of electric charge. Most physical properties abide
by conservation laws. Electric charge is another example. Electric charge
is the property that makes you experience a shock or spark when you
touch a metal doorknob after shuffling your feet across a rug. It is also
the property that produces lightning. Electric charge comes in two vari-
eties: positive and negative.

The law of conservation of electric charge states that the total 
electric charge in a system is the same before and after any kind of change.
Imagine a large cloud of gas with 1,000 positive (�) charges and 950
negative (�) charges. The total electrical charge on the gas would be
1,000� � 950� � 50�. Next, imagine that the gas is pushed together
into a much smaller volume. Whatever else you may find out about this
change, you can know one fact for certain: the total electric charge on the
gas will continue to be 50�.

Conservation of momentum. Two of the most useful conservation
laws apply to the property known as momentum. Linear momentum is
defined as the product of an object’s mass and its velocity. (Velocity is
the rate at which the position of an object changes with time, including
both the speed and the direction.) A 200-pound football player moving
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with a speed of 10 miles per hour has a linear momentum of 200 pounds
� 10 miles per hour, or 2,000 pound-miles per hour. In comparison, a
100-pound sprinter running at a speed of 20 miles per hour has exactly
the same liner momentum: 100 pounds � 20 miles per hour, or 2,000
pound-miles per hour.

Linear momentum is consumed in any change. For example, imag-
ine a rocket ship about to be fired into space (Figure 1a). If the rocket
ship is initially at rest, its speed is 0, so its momentum must be 0. No
matter what its mass is, the linear momentum of the rocket is mass � 0
miles per hour � 0. The important fact that the conservation of linear mo-
mentum tells us is that, whatever else happens to the rocket ship, its fi-
nal momentum will also be 0.

What happens when the rocket is fired, then, as in Figure 1b? Hot
gases escape from the rear of the rocket ship. The momentum of those
gases is equal to their total mass (call that mg) times their velocity (vg),
or mgvg. We’ll give this number a negative sign (�mgvg) to indicate that
the gases are escaping backward, or to the left.

The law of conservation of linear momentum says, then, that the
rocket has to move in the opposite direction, to the right or the � direc-
tion, with a momentum of mgvg. That must be true because then �mgvg

(from the gases) plus �mgvg (from the rocket) � 0. If you know the mass
of the rocket, you can find the speed with which it will travel to the right.
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A second kind of momentum is angular momentum. The most fa-
miliar example of angular momentum is probably a figure skater spinning
on the ice. The skater’s angular momentum depends on three properties:
her mass (or weight), the speed with which she is spinning, and the ra-
dius of her body.

At the beginning of a spin, the skater’s arms may be extended out-
ward, producing a large radius (the distance from the center of her body
to the outermost part of his body). As she spins, she may pull her arms
inward, bringing them to her side. What happens to the skater’s angular
momentum during the spin?

We can neglect the skater’s mass, since she won’t gain or lose any
weight during the spin. The only factors to consider are the speed of her
spin and her body radius. The law of conservation of angular momentum
says that the product of these two quantities at the beginning of the spin
(v1r1) must be the same as the product of the two quantities at the end of
the spin (m2r2). So m1r1 � m2r2 must be true. But if the skater makes the
radius of her body smaller, this equality can be true only if her velocity
increases. This fact explains what you actually see on the ice. As a spin-
ning skater pulls her arms in (and the body radius gets smaller), her spin-
ning speed increases (and her velocity gets larger).

Conservation of parity. Conservation laws are now widely regarded
as some of the most fundamental laws in all of nature. It was a great
shock, therefore, when two American physicists, Val Lodgson Fitch
(1923– ) and James Watson Cronin (1931– ), discovered in the mid-1960s
that certain subatomic particles known as K-mesons appear to violate a
conservation law. That law is known as the conservation of parity, which
defines the basic symmetry of nature: that an object and its mirror image
will behave the same way. Scientists have not yet fully explained this un-
expected experimental result.

‡�Constellation
A constellation is a group of stars that form a long-recognized pattern in
the sky, as viewed from Earth. The stars that make up a constellation do
not represent any meaningful order in the universe. Those stars may be
at very different distances from Earth and from one another. Constella-
tions seen from Earth would be shaped much differently and would be
unrecognizable if viewed from another part of our galaxy.
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The naming of constellations dates back to ancient civilizations. Al-
though some constellations may resemble the animals, objects, or people
for which they were named, others were merely named in honor of those
figures. Many of the constellations were originally given Greek names
and are related to ancient mythology. These names were later replaced by
their Latin equivalents, names by which they are still known today.

Stargazing, however, was not limited to the ancient Greeks and Ro-
mans. Many cultures looked to celestial bodies to understand the creation
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Asterism: Familiar star pattern that is not a constellation.

Celestial sphere: The sky or imaginary sphere that surrounds Earth
and provides a visual surface on which astronomers plot celestial
objects and chart their apparent movement due to Earth’s rotation.

Ecliptic: The apparent path of the Sun, the Moon, and the major plan-
ets among the stars in one year, as viewed from Earth.

The constellation Orion, the

Great Hunter. The three

closely placed stars just 

left of center in this photo

mark Orion’s belt. (Repro-

duced courtesy of National

Aeronautics and Space

Administration.)



and structure of the universe and their place in it. Their naming of the dif-
ferent stars reflects their views or mythology. For example, the constella-
tions the Romans called Ursa Major and Cassiopeia (pronounced kas-ee-
o-PEE-a) were called Whirling Man and Whirling Woman by the Navajo.

Some familiar star groups known by common names are not con-
stellations at all. These groups are called asterisms. Two examples are the
Big Dipper and the Little Dipper. The Big Dipper, also known as the
Plough, is part of the constellation Ursa Major (the Great Bear). The Lit-
tle Dipper is part of the constellation Ursa Minor.

Eighty-eight constellations encompass the present-day celestial
sphere (the sky or imaginary sphere that surrounds Earth). Each of these
constellations is associated with a definite region in the celestial sphere.
The yearly path of the Sun, the Moon, and the major planets among the
stars, as viewed from Earth, is called the ecliptic. Twelve constellations
are located on or near the ecliptic. These constellations—Aries, Taurus,
Gemini, Cancer, Leo, Virgo, Libra, Scorpio, Sagittarius, Capricornus,
Aquarius, and Pisces—are known as the constellations of the zodiac. The
remaining constellations can be viewed in the celestial sphere during the
year from either the Northern Hemisphere (28 constellations) or the South-
ern Hemisphere (48 constellations).

The daily rotation of Earth on it axis causes the constellations to ap-
pear to move westward across the sky each night. The yearly revolution
of Earth around the Sun, which brings about the seasons, causes differ-
ent constellations to come into view during the seasons.

[See also Star]

‡�Continental margin
The continental margin is that underwater plain connected to continents,
separating them from the deep ocean floor. The continental margin is usu-
ally divided into three major sections: the continental shelf, the conti-
nental slope, and the continental rise.

Continental shelf
Continental shelves are the underwater, gradually sloping ledges of

continents. They tend to be quite flat, with an average seaward slope of
less than 10 feet per mile (about 3 meters per kilometer). They vary in
width from almost zero to more than 930 miles (1,500 kilometers), with
a worldwide average of about 50 miles (80 kilometers). The widest shelves
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are in the Arctic Ocean off the northern coasts of Siberia and North Amer-
ica. Narrow shelves are found off the western coasts of North and South
America. The average depth at which the continental shelf begins to fall
off toward the ocean floor (the beginning of the continental slope) is about
430 feet (130 meters).

Changes in sea level during Earth’s history have alternatingly ex-
posed and then covered portions of the continental shelf. During lowered
sea level, land plants and animals, including humans and their ancestors,
lived on the shelf. Today, their remains are often found there. For exam-
ple, 12,000-year-old bones of mastodons, extinct relatives of the elephant,
have been recovered off the coast of the northeastern United States.

Vast deposits of muds, sands, and gravels compose the continental
shelf. Most commercial fishing takes place in the rich waters above the
shelf. Many nations around the world claim ownership of the extensive
oil, natural gas, mineral, and other natural resource deposits beneath the
continental shelf adjacent to their land areas. Many nations also dump
much of their waste in the ocean over the continental shelves.

Continental slope
At the seaward edge of the continental shelf is an immense drop-

off. The steep edge where this occurs is known as the continental slope.
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Continental rise: A region at the base of the continental slope in
which eroded sediments are deposited.

Continental shelf: A gently sloping, submerged ledge of a continent.

Continental shelf break: The outer edge of the continental shelf, at
which the ocean floor drops off quite sharply in the continental slope.

Continental slope: A steeply sloping stretch of the ocean that reaches
from the outer edge of the continental shelf to the continental rise
and deep ocean bottom.

Submarine canyon: A steep V-shaped feature cut out of the continen-
tal slope by underwater rivers known as turbidity currents.

Turbidity current: An underwater movement of water, mud, and other
sediments.



The break point between the shelf and slope is sometimes known as the
continental shelf break. The continental slopes are the most dramatic cliffs
on the face of Earth. They may drop from a depth of 650 feet (200 me-
ters) to more than 10,000 feet (3,000 meters) over a distance of 60 miles
(100 kilometers). In the area of ocean trenches, the drop-off may be even
more severe, from 650 feet (200 meters) to more than 33,000 feet (10,000
meters). In general, the steepest slopes tend to be found in the Pacific
Ocean, and the least steep slopes in the Atlantic and Indian Oceans.

Submarine canyons. The most distinctive features of the continental
slopes are submarine canyons. These are V-shaped features, often with
tributaries, similar to canyons found on dry land. The deepest of the sub-
marine canyons easily rival the size of the Grand Canyon of the Colorado
River. Submarine canyons are created by the eroding flow of underwater
rivers that travel across the continental slopes (and sometimes the conti-
nental shelf) carrying with them sediments that originated on the conti-
nents. These rivers are known as turbidity currents.

Continental rise
Sediments eroded off continental land, after being carried across the

shelf and down the continental slope, are finally deposited at the base of
the slope in a region of the ocean known as the continental rise. The deep
ocean floor begins at the seaward edge of the rise. By some estimates,
half of all the sediments laid down on the face of the planet are found in
the gently sloping, smooth-surfaced continental rises.

[See also Ocean]

‡�Contraception
Contraception, also called birth control, is the deliberate effort to halt con-
ception a child (to keep a woman from becoming pregnant). Attempts to
prevent pregnancy date back to ancient times and cultures. Some form of
contraception is used by more than half the women in the United States.
Although widespread, contraception remains controversial, with some re-
ligious and political groups opposed to distribution of contraceptives.

Ancient methods in use today
Some early methods of contraception involved techniques still used

today. Gum arabic—a substance with which Egyptians coated tampons
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to kill sperm—is used to make spermicides contained in modern contra-
ceptive jellies and foams. The ancient practice of prolonged nursing of
infants to prevent conception of future children remains in current use,
although it is by no means 100 percent effective. The modern diaphragm
has its origin in a device made from bamboo that Asian women used as
a barrier to the cervix (the opening to the uterus, or womb). The Chinese
promoted “coitus interruptus,” the withdrawal of the man’s penis from
the woman’s vagina before ejaculation. Probably the most common con-
traceptive method in the world, this practice has resulted in numerous ac-
cidental pregnancies. The rhythm method (in which intercourse is avoided
on the days of the month when a woman is most likely to become preg-
nant) was and remains the only form of birth control approved by the Ro-
man Catholic Church.

Evolution of the condom
The practice of using condoms to prevent pregnancy and sexually

transmitted diseases began in the sixteenth century, when cloth condoms
were promoted to protect against syphilis. By the eighteenth century, con-
doms were made of animal membrane, making them waterproof and more
effective as birth control devices. Latex (rubber) condoms were first pro-
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Fallopian tube: One of a pair of structures in the female reproductive
system that carries eggs from the ovaries to the uterus.

Fertilization: The union of an egg and sperm to form a new individual.

Hormone: A chemical messenger or substance produced by the body
that has an effect on organs in other parts of the body.

Ovary: One of a pair of female reproductive organs that produces eggs
and female sex hormones.

Ovulation: The release of an egg, or ovum, from an ovary.

Ovum: A mature female sex cell produced in the ovaries.

Sperm: A mature male sex cell secreted in semen during male ejacula-
tion.

Uterus: The female organ in which the fetus develops before birth.



duced during the Industrial Revolution (about 1750 to about 1850). The
emergence of acquired immunodeficiency syndrome (AIDS) in the 1980s
again resulted in the widespread promotion of condom use as an effec-
tive barrier to disease.

Modern methods of contraception
Contraceptive devices that were developed in the late nineteenth cen-

tury and are still used today include the diaphragm, a rubber cap that fits
over the cervix and prevents the passage of sperm into the uterus; the con-
traceptive sponge, also a device used to cover the cervix before sexual
intercourse; and foams and jellies containing spermicides that are inserted
into the vagina before intercourse.

Advances in medical knowledge led to the development in the 1960s
of the IUD (or intrauterine device), which is placed in the uterus to pre-
vent or interrupt the process of conception. Birth control pills, approved
for use in 1960 and the most popular contraceptive in the United States,
contain hormones that are released into a woman’s system on a regular
basis (some are taken 21 days per month, others are taken every day) to
prevent pregnancy. Different pills act in different ways: some inhibit ovu-
lation (the release of an egg from the ovary), some prevent implantation
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of a fertilized egg (thereby denying cells the nourishment they need to
develop into an embryo), and some thicken the secretions throughout the
woman’s reproductive system so that her partner’s sperm has less of a
chance to meet her egg.

Other recent developments include a matchsticklike device that is
implanted under the skin of a woman’s upper arm; it lasts about five years,
releasing a contraceptive into the bloodstream that inhibits ovulation. An
injectable form of contraceptive provides protection from pregnancy for
three months at a time, but the most common reported side effects—
including significant weight gain and mood swings—make this an unat-
tractive choice for many women. In addition, a condom that can be in-
serted into the vagina of females became available in the mid-1990s, but
its effectiveness is still being debated.

In 2000, in a landmark decision that received both widespread praise
and protest, the U.S. Food and Drug Administration (FDA) approved the
marketing of an abortion-inducing pill. This was the first alternative to
surgical abortion approved in the United States. The prescription drug,
called mifepristone or RU-486, was first developed in France in 1980. As
of the end of 2000, 16 countries around the world had approved its use.

An abortion using mifepristone takes place in three steps. First, in
a doctor’s office, a woman is given a pregnancy test. If she is pregnant
and it has been no longer than seven weeks since her last menstrual pe-
riod, she is given three pills of mifepristone. The drug blocks the hor-
mone progesterone, which is required to maintain a pregnancy. The
woman then returns to the doctor’s office within two days to take two
tablets of a second drug, misoprostol. This second drug is a hormonelike
substance that causes a woman’s uterus to contract, expelling the fetal tis-
sue, usually within six hours of taking the drug. Fourteen days later, she
returns to her doctor’s office and is checked to make sure she is no longer
pregnant and no fetal tissue remains in her uterus. About 5 percent of the
time, the abortion is incomplete and a woman will have to have a surgi-
cal abortion. Mifepristone fails completely in about 1 percent of the
women who take it. The side effects of this abortion procedure are sim-
ilar to a spontaneous miscarriage: uterine cramping, bleeding, nausea, 
and fatigue.

Sterilization
Sterilization, the surgical alteration of a male or female to prevent

them from bearing children, is the most common form of birth control for
women in the United States. In men, the operation is called a vasectomy.
It is a simple out-patient procedure that involves snipping the vessel
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through which sperm passes so that semen—the off-white secretion ejected
from the penis at the time of sexual climax—no longer contains sperm.

In women, sterilization involves a procedure called tubal ligation,
in which the fallopian tubes that carry eggs from the ovaries to the uterus
are tied or clipped. An egg that is released by an ovary during ovulation
does not reach the uterus, thus preventing fertilization.

Challenges of contraception
Developing a foolproof method of birth control that has little or no

side effects, is simple to use, and is agreeable to both men and women is
a challenge. Sterilization is such a method, but only if the person under-
going the operation no longer wants to bear children.

Unwanted pregnancies can be measured by the rate of abortion (the
ending of a pregnancy). Although many women who undergo abortions
do not practice birth control, some pregnancies are the result of contra-
ceptive failure. Abortion rates typically are highest in countries where
contraceptives are not readily available. Some experts believe that easier
access to contraceptive services would result in lower rates of accidental
pregnancy and abortion.

[See also Fertilization; Reproduction]

‡�Coral
Corals are a group of small, tropical marine animals that attach them-
selves to the seabed and form extensive reefs, commonly in shallow,
warm-water seas. These reefs are made up of the calcium-carbonate (lime-
stone) skeletons of dead coral animals. Coral reefs form the basis of com-
plex marine food webs that are richer in species than any other ecosys-
tem (community of plants and animals).

Biology of corals
A coral, or polyp, lives inside a cup-shaped skeleton that it secretes

around itself. Resembling a sea anemone, a coral is a jelly-like sac attached
at one end in its skeleton. The open end, the mouth, is fringed with sting-
ing tentacles. A coral feeds by sweeping the water with its tentacles and
stunning microscopic prey, which it then draws inside itself. Individual
corals that gather together in large colonies are usually under one-eighth
inch (3 millimeters) long. Living corals are often beautifully colored.
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Corals reproduce two ways. Fertilized eggs released by the corals
hatch to form larvae. After settling on a suitable surface, the larvae se-
cretes its own limestone cup and grows into a mature coral, thus begin-
ning a new colony. Corals also reproduce by budding, or forming new
corals attached to themselves by thin sheets of tissue and skeletal mater-
ial. In this way, corals grow into large, treelike structures.

Formation of coral reefs
Coral reefs are formed mainly by the hard skeletons of corals and

the limestone deposits of coralline algae and other marine animals. Reefs
grow upward as generations of corals produce limestone skeletons, die,
and become the base for a new generation. Coral reefs lie in a zone of wa-
ter 30°N to 30°S of the equator. Reef-forming coral animals flourish only
in water under 100 feet (30 meters) deep and warmer than 72°F (22°C).

Coral reefs are classified into three main types. Fringing reefs grow
close to the shore of a landmass, extending out like a submerged plat-
form. Barrier reefs also follow a coastline, but are separated from it by
wide expanses of water. Atolls are ring-shaped reefs surrounding lagoons.

The Great Barrier Reef of northeast Australia is the largest structure on
Earth created by a living thing. It is 10 to 90 miles (16 to 145 kilometers)
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wide and about 1,250 miles (2,010 kilometers) long, and is separated from
the shore by a lagoon 10 to 150 miles (16 to 240 kilometers) wide.

Ecology of coral reefs and the damage 
caused by humans

With it numerous crevices and crannies, a coral reef is a home and
feeding ground for countless numbers of fascinating marine life-forms.
No ecosystem on Earth plays host to the diversity of inhabitants as found
in and around a coral reef. Except for mammals and insects, almost every
major group of animals is represented. More than 200 coral species alone
are found in the Great Barrier Reef.

Coral reefs also benefit humans by protecting shorelines from the full
onslaught of storm-driven waves. Humans, however, are responsible for
causing severe damage to coral reefs. Reefs are often destroyed by collec-
tors, who use coral to create jewelry, and fisherman, who use poison or
dynamite to catch fish. Because corals need sunlight and sediment-free wa-
ter to survive, water pollution poses a grave danger. Oil spills, the dump-
ing of sewage wastes, and the runoff of soil and agricultural chemicals such
as pesticides all threaten the delicately balanced ecosystem of coral reefs.

The extent of the damage done to the world’s coral reefs was made
clear by a report issued at the end of the year 2000. The Global Coral Reef
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Monitoring Network, an international environmental monitoring organiza-
tion, issued the report with data gathered from scientists around the globe.
According to the report, the world has lost 27 percent of its coral reefs.
Some of those reefs can never be recovered, while some could possibly
come back. Most of the damaged reefs were found in the Persian Gulf, the
Indian Ocean, the waters around Southeast and East Asia, and the Caribbean
and adjacent Atlantic. The report pointed out that global warming was the
biggest threat facing coral reefs, followed by water pollution, sediment from
coastal development, and destructive fishing techniques (such as using dy-
namite and cyanide). If nothing is done to stop the destruction caused by
humans, 60 percent of the world’s coral reefs will disappear by 2030.

‡�Correlation
As used in mathematics, correlation is a measure of how closely two vari-
ables change in relationship to each other. For example, consider the vari-
ables height and age for boys and girls. In general, one could predict that
the older a child is, the taller he or she will be. A baby might be 12 inches
long; an 8-year-old, 36 inches; and a 15-year old, 60 inches. This rela-
tionship is called a positive correlation because both variables change in
the same direction: as age increases, so does height.

A negative correlation is one in which variables change in the op-
posite direction. An example of a negative correlation might be grades in
school and absence from class. The more often a person is absent from
class, the poorer his or her grades are likely to be.

The two variables compared to each other in a correlation are called
the independent variable and the dependent variable. As the names sug-
gest, an independent variable is one whose change tends to be beyond 
human control. Time is often used as an independent variable because it
goes on whether we like it or not. In the simplest sense, time always in-
creases, it never decreases.

A dependent variable is one that changes as the result of changes in
the independent variable. In a study of plant growth, plant height might
be a dependent variable. The amount by which a plant grows depends on
the amount of time that has passed.

Correlation coefficient
Statisticians have invented mathematical devices for measuring 

the amount by which two variables are correlated with each other. The
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correlation coefficient, for example, ranges in value from �1 to �1. A
correlation coefficient of �1 means that two variables are perfectly cor-
related with each other. Each distinct increase or decrease in the inde-
pendent variable is accompanied by an exactly similar increase or de-
crease in the dependent variable. A correlation coefficient of �0.75 means
that a change in the independent variable will be accompanied by a com-
parable increase in the dependent variable a majority of the time. A cor-
relation coefficient of 0 means that changes in the independent and de-
pendent variable appear to be random and completely unrelated to each
other. And a negative correlation coefficient (such as �0.69) means that
two variables respond in opposite directions. When one increases, the
other decreases, and vice versa.

Understanding the meaning of correlation
It is easy to misinterpret correlational measures. They tell us noth-

ing at all about cause and effect. For example, suppose that you measured
the annual income of people from age 5 to age 25. You would probably
find the two variables—income and age—to be positively correlated. The
older people become, the more money they are likely to earn.

The wrong way to interpret that correlation is to say that growing
older causes people to earn more money. Of course, that isn’t true. The
correlation can be explained in other ways. Obviously, a 5-year-old child
can’t earn money the way an 18-year-old or a 25-year-old can. Measures
of correlation, such as the correlation coefficient, simply tell whether two
variables change in the same way or not without providing any informa-
tion as to the reason for that relationship.
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Words to Know

Correlation coefficient: A numerical index of a relationship between
two variables.

Negative correlation: Changes in one variable are reflected by
changes in the second variable in the opposite direction.

Positive correlation: Changes in one variable are reflected by similar
changes in the second variable.



Of course, scientists often design an experiment so that a measure
of correlation will have some meaning. A nutrition experiment might be
designed to test the effect of feeding rats a certain kind of food. The ex-
perimenter may arrange conditions so that only one factor—the amount
of that kind of food—changes in the experiment. Every other condition
is left the same throughout the experiment. In such a case, the amount of
food is the independent variable and changes in the rat (such as weight
changes) are considered the dependent variable. Any correlation between
these two variables might then suggest (but would not prove) that the food
being tested caused weight changes in the rat.

‡�Cosmic ray
Cosmic rays are invisible, highly energetic particles of matter reaching
Earth from all directions in space. Physicists divide cosmic rays into two
categories: primary and secondary. Primary cosmic rays originate far out-
side Earth’s atmosphere. Secondary cosmic rays are particles produced
within Earth’s atmosphere as a result of collisions between primary cos-
mic rays and molecules in the atmosphere.

Discovery of cosmic rays
The existence of cosmic radiation (energy in the form of waves or

particles) was first discovered in 1912 by Austrian-American physicist
Victor Hess during a hot-air balloon flight. Hess was trying to measure
the background radiation that seemed to come from everywhere on the
ground. The higher he went in the balloon, however, the more radiation
he found. Hess concluded that there was radiation coming into our at-
mosphere from outer space.

Although American physicist Robert A. Millikan named these en-
ergy particles “cosmic rays” in 1925, he did not known what they were
made of. In the decades since, physicists have learned much about cos-
mic rays, but their origin remains a mystery.

The nature of cosmic rays
An atom of a particular element consists of a nucleus surrounded by

a cloud of electrons, which are negatively charged particles. The nucleus
is made up of protons, which have a positive charge, and neutrons, which
have no charge. These particles can be broken down further into smaller
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elements, which are called subatomic particles. Cosmic rays consist of
nuclei and various subatomic particles. Most cosmic rays are protons that
are the nuclei of hydrogen atoms. The nuclei of helium atoms, made up
of a proton and a neutron, are the next common elements in cosmic rays.
Together, hydrogen and helium nuclei make up about 99 percent of the
primary cosmic radiation.

Primary cosmic rays enter Earth’s atmosphere at a rate of 90 percent
the speed of light, or about 167,654 miles (269,755 kilometers) per sec-
ond. They then collide with gas molecules present in the atmosphere. These
collisions result in the production of secondary cosmic rays of photons,
neutrons, electrons, and other subatomic particles. These particles in turn
collide with other particles, producing still more secondary radiation.
When this cascade of collisions and particle production is quite extensive,
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Words to Know

Electron: A negatively charged particle, ordinarily occurring as part of
an atom.

Electron volt (eV): The unit used to measure the energy of cosmic rays.

Neutron: Particle in the nucleus of an atom that possesses no charge.

Nucleus: The central mass of an atom, composed of neutrons and pro-
tons.

Photon: Smallest individual unit of electromagnetic radiation.

Primary cosmic ray: Cosmic ray originating outside Earth’s atmosphere.

Proton: Positively charged particle composing part of the nucleus of
an atom. Primary cosmic rays are mostly made up of single protons.

Radiation: Energy in the form of waves or particles.

Secondary cosmic ray: Cosmic ray originating within Earth’s atmos-
phere as a result of a collision between a primary cosmic ray and some
other particle or molecule.

Shower: Also air shower or cascade shower; a chain reaction of collisions
between cosmic rays and other particles, producing more cosmic rays.

Subatomic particle: Basic unit of matter and energy smaller than 
an atom.



it is known as a shower, air shower, or cascade shower. Secondary cos-
mic rays shower down to Earth’s surface and even penetrate it.

Primary cosmic rays typically have energies that measure in the bil-
lions of electron volts (abbreviated eV). Energy is lost in collisions with
other particles, so secondary cosmic rays are typically less energetic than
primary ones. As the energies of the particles decrease, so do the show-
ers of particles through the atmosphere.

The origin of cosmic rays
The ultimate origin of cosmic radiation is still not completely under-

stood. Some of the radiation is believed to have been produced in the big
bang at the origin of the universe. Low-energy cosmic rays are produced by
the Sun, particularly during solar disturbances such as solar flares. Explod-
ing stars, called supernovas, are also believed to be a source of cosmic rays.

[See also Big bang theory; Particle detectors]
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‡�Cosmology
Cosmology is the study of the origin, evolution, and structure of the uni-
verse. This science grew out of mythology, religion, and simple obser-
vations and is now grounded in mathematical theories, technological 
advances, and space exploration.

Ancient astronomers in Babylon, China, Greece, Italy, India, and
Egypt made observations without the assistance of sophisticated instru-
ments. One of their first quests was to determine Earth’s place in the 
universe. In A.D. 100, Alexandrian astronomer Ptolemy suggested that
everything in the solar system revolved around Earth. His theory, known
as the Ptolemaic system (or geocentric theory), was readily accepted (es-
pecially by the Christian Church) and remained largely unchallenged for
1,300 years.

A Sun-centered solar system
In the early 1500s, Polish astronomer Nicolaus Copernicus (1473–

1543) rose to challenge the Ptolemaic system. Copernicus countered that
the Sun was at the center of the solar system with Earth and the other
planets in orbit around it. This sun-centered theory, called the Coperni-
can system (or heliocentric theory), was soon supported with proof by
Danish astronomer Tycho Brahe (1546–1601) and German astronomer
Johannes Kepler (1571–1630). This proof consisted of careful calcula-
tions of the positions of the planets. In the early 1600s, Kepler developed
the laws of planetary motion, showing that the planets follow an ellipse,
or an oval-shaped path, around the Sun. He also pointed out that the uni-
verse was bigger than previously thought, although he still had no idea
of its truly massive size.

The first astronomer to use a telescope to study the skies was Ital-
ian Galileo Galilei (1564–1642). His observations, beginning in 1609,
supported the Copernican system. In the late 1600s, English physicist
Isaac Newton (1642–1727) introduced the theories of gravity and mass,
explaining how they are both responsible for the planets’ motion around
the Sun.

Over the next few centuries, astronomers and scientists continued to
make additions to people’s knowledge of the universe. These included the
discoveries of nebulae (interstellar clouds) and asteroids (small, rocky
chunks of matter) and the development of spectroscopy (the process of
breaking down light into its component parts).
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Modern cosmology
During the first two decades of the twentieth century, physicists and

astronomers looked beyond our solar system and our Milky Way galaxy,
forming ideas about the very nature of the universe. In 1916, German-
born American physicist Albert Einstein (1879–1955) developed the gen-
eral theory of relativity, which states that the speed of light is a constant
and that the curvature of space and the passage of time are linked to grav-
ity. A few years later, Dutch astronomer Willem de Sitter (1872–1934)
used Einstein’s theory to suggest that the universe began as a single point
and has continued to expand.

In the 1920s, American astronomer Edwin Hubble (1889–1953) 
encountered observable proof that other galaxies exist in the universe 
besides our Milky Way. In 1929, he discovered that all matter in the 
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Asteroid: Relatively small, rocky chunk of matter that orbits the Sun.

Copernican system: Theory proposing that the Sun is at the center of
the solar system and all planets, including Earth, revolve around it.

Gravity: Force of attraction between objects, the strength of which
depends on the mass of each object and the distance between them.

Light-year: Distance light travels in one solar year, roughly 5.9 tril-
lion miles (9.5 trillion kilometers).

Mass: Measure of the total amount of matter in an object.

Nebula: Cloud of interstellar gas and dust.

Ptolemaic system: Theory proposing that Earth is at the center of the
solar system and the Sun, the Moon, and all the planets revolve
around it.

Radiation: Energy in the form of waves or particles.

Spectroscopy: Process of separating the light of an object (generally,
a star) into its component colors so that the various elements present
within that object can be identified.

Speed of light: Speed at which light travels in a vacuum: 186,282
miles (299,728 kilometers) per second.



universe was moving away from all other matter, proving de Sitter’s the-
ory that the universe was expanding.

Creation of the universe
Astronomers have long been interested in the question of how the

universe was created. The two most popular theories are the big bang the-
ory and the steady-state theory. Belgian astrophysicist Georges-Henri
Lemaître (1894–1966) proposed the big bang theory in 1927. He sug-
gested that the universe came into being 10 to 15 billion years ago with
a big explosion. Almost immediately, gravity came into being, followed
by atoms, stars, and galaxies. Our solar system formed 4.5 billion years
ago from a cloud of dust and gas.

In contrast, the steady-state theory claims that all matter in the uni-
verse has been created continuously, a little at a time at a constant rate,
from the beginning of time. The theory, first elaborated in 1948 by 
Austrian-American astronomer Thomas Gold, also states that the universe
is structurally the same all over and has been forever. In other words, the
universe is infinite, unchanging, and will last forever.

Astronomers quickly abandoned the steady-state theory when mi-
crowave radiation (energy in the form of waves or particles) filling space
throughout the universe was discovered in 1964. The existence of this ra-
diation—called cosmic microwave background—had been predicted by
supporters of the big bang theory. In April 1992, NASA (National Aero-
nautics and Space Administration) announced that its Cosmic Background
Explorer (COBE) satellite had detected temperature fluctuations in the
cosmic microwave background. These fluctuations indicated that gravi-
tational disturbances existed in the early universe, which allowed matter
to clump together to form large stellar bodies such as galaxies and plan-
ets. This evidence all but proves that a big bang is responsible for the ex-
pansion of the universe.

Continued discoveries
At the end of the twentieth century, astronomers continued to revise

their notion of the size of the universe. They repeatedly found that it is
larger than they thought. In 1991, astronomers making maps of the uni-
verse discovered great “sheets” of galaxies in clusters and super-clusters
filling areas hundreds of millions of light-years in diameter. They are sep-
arated by huge empty spaces of darkness, up to 400 million light-years
across. And in early 1996, the Hubble Space Telescope photographed at
least 1,500 new galaxies in various stages of formation.
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In the late 1990s, while studying a certain group of supernovas, as-
tronomers discovered that older objects in the group were receding at a
speed similar to younger objects. In a “closed” universe, the expansion
of the universe should slow down as it ages. Older supernovas should be
receding more rapidly than younger ones. This is the theory that as-
tronomers used to put forth: that at some future point the universe would
stop expanding and then close back in on itself, an inverted big bang.
However, with this recent finding, astronomers tend to believe that the
universe is “open,” meaning that the universe will continue its outward
expansion for billions of years until everything simply burns out.

[See also Big bang theory; Dark matter; Doppler effect; Galaxy;
Redshift; Relativity, theory of]

‡�Cotton
Cotton is a fiber obtained from various species of woody plants and is
the most important and widely used natural fiber in the world. The lead-
ing cotton-producing countries are China (the world’s biggest producer),
the United States, India, Pakistan, Brazil, and Egypt. The world produc-
tion of cotton in the early 1990s was about 21 million tons (19 million
metric tons) per year. The world’s largest consumers of cotton are the
United States and Europe.
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Creationism

Creationism is a theory about the origin of the universe and
all life in it. Creationism holds that Earth is perhaps less than 10,000
years old, that its physical features (mountains, oceans, etc.) were
created as a result of sudden calamities, and that all life on the
planet was miraculously created as it exists today. It is based on the
account of creation given in the Old Testament of the Bible.

Because Creationism is not based on any presently held scien-
tific principles, members of the scientific community dismiss it as a
possible theory on how the universe was created. However, people who
strongly believe in Creationism feel that it should be taught as a part of
science education. The heated debate between the two sides continues.



History
Cotton was one of the first cultivated plants, and it has been a part

of human culture since prehistoric times. There is evidence that the cot-
ton plant was cultivated in India as long as 5,000 years ago. Specimens
of cotton cloth as old as 5,000 years have been found in Peru, and sci-
entists have found 7,000-year-old specimens of the cotton plant in caves
near Mexico City, Mexico.

Cotton plant
Cotton is primarily an agricultural crop, but it can also be found

growing wild. There are more than 30 species of cotton plants, but only
4 are used to supply the world market for cotton. The cotton plant grows
to a height of 3 to 6 feet (0.9 to 1.8 meters), depending on the species
and the region where it is grown. The leaves are heart-shaped, lobed, 
and coarse veined, somewhat resembling a maple leaf. The plant has 
many branches with one main central stem. Overall, the plant is cone- or
pyramid-shaped.

The seeds of the cotton plant are contained in capsules, or bolls.
Each seed is surrounded by 10,000 to 20,000 soft fibers, white or creamy

5 7 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Cotton

Cotton plants in cultivation

in North Carolina. (Repro-

duced by permission of JLM
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in color. After the boll matures and bursts open, the fibers dry out and
become tiny hollow tubes that twist up, making the fiber very strong.

Growing, harvesting, and processing
Cotton requires a long growing season (from 180 to 200 days), sunny

and warm weather, plenty of water during the growth season, and dry
weather for harvest. Cotton grows near the equator in tropical and 
semitropical climates. The cotton belt in the United States reaches from
North Carolina down to northern Florida and west to California. Cotton
plants are subject to numerous insect pests, including the destructive 
boll weevil.

For centuries, harvesting was done by hand. Cotton had to be picked
several times in the season because bolls of cotton do not all ripen at the
same time. The cotton gin, created by American inventor Eli Whitney
(1765–1825) in 1793, mechanized the process of separating seeds from
fibers, revolutionizing the cotton industry.

Before going to the gin, harvested cotton is dried and put through
cleaning equipment that removes leaves, dirt, twigs, and other unwanted
material. After cleaning, the long fibers are separated from the seeds with
a cotton gin and then packed tightly into 500-pound (225-kilogram) bales.
Cotton is classified according to its staple (length of fiber), grade (color),
and character (smoothness). At a textile mill, cotton fibers are spun into
yarn and then woven or knitted into cloth. At an oil mill, cottonseed oil
is extracted from cotton seeds for use in cooking oil, shortening, soaps,
and cosmetics.

‡�Coulomb
A coulomb (abbreviation: C) is the standard unit of charge in the metric
system. It was named after French physicist Charles A. Coulomb (1736–
1806), who formulated the law of electrical force that now carries his
name. (A physicist is one who studies the science of matter and energy.)

Coulomb’s law concerns the force that exists between two charged
particles. Suppose that two ping-pong balls are suspended in the air by
threads at a distance of two inches from each other. Then suppose that
both balls are given a positive electrical charge. Since both balls carry the
same electrical charge, they will tend to repel—or push away from—each
other. How large is this force of repulsion?
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History
The period between 1760 and 1780 was one in which physicists were

trying to answer that very question. They already had an important clue as
to the answer. A century earlier, English physicist Isaac Newton (1642–
1727) had discovered the law of gravity. Two objects attract each other,
that law says, with a force that depends on the masses of the two bodies
and the distance between them. The law is an inverse square law. That is,
as the distance between two objects doubles (increases by 2), the force be-
tween them decreases by one-fourth (1 � 22). As the distance between the
objects triples (increases by 3), the force decreases by one-ninth (1 � 32).
Perhaps, physicists thought, a similar law might apply to electrical forces.

The first experiments in this field were conducted by Swiss mathe-
matician Daniel Bernoulli (1700–1782) around 1760. Bernoulli’s exper-
iments were apparently among the earliest studies in the field of elec-
tricity that used careful measurements. Unfamiliar with such techniques,
however, most scientists paid little attention to Bernoulli’s results.

About a decade later, two early English chemists—Joseph Priestley
(1733–1804) and Henry Cavendish (1731–1810)—carried out experi-
ments similar to those of Bernoulli. Priestley and Cavendish concluded
that electrical forces are indeed similar to gravitational forces. But they
did not discover a concise mathematical formula like Newton’s.

The problem of electrical forces was finally solved by Coulomb in
1785. The French physicist designed an ingenious apparatus for measur-
ing the small force that exists between two charged bodies. The appara-
tus is known as a torsion balance.
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Words to Know

Electrolytic cell: Any cell in which an electrical current is used to
bring about a chemical change.

Proportionality constant: A number that is introduced into a propor-
tionality expression in order to make it into an equality.

Quantitative: Any type of measurement that involves a mathematical
measurement.

Torsion: A twisting force.



A torsion balance consists of two parts. One part is a horizontal bar
made of a material that does not conduct electricity. Suspended from each
end of the bar by means of a thin fiber of metal or silk is a ping-pong-
like ball. Each of the two balls is given an electrical charge. Finally, a
third ball is placed next to one of the balls hanging from the torsion bal-
ance. In this arrangement, a force of repulsion develops between the two
adjacent balls (balls that are side by side). As they push away from each
other, they cause the metal or silk fiber to twist. The amount of twist that
develops in the fiber can be measured and can be used to calculate the
force existing between the bodies.

Coulomb’s law
The results of this experiment allowed Coulomb to write a mathe-

matical equation for electrical force. The equation is similar to that for
gravitational forces. Suppose that the charges on two bodies are repre-
sented by the letters q1 and q2, and the distance between them by the let-
ter r. Then the electrical force between the two is proportional to q1 times
q2 (q1 � q2). It is also inversely proportional to the distance, or 1/r2.

The term inverse means that as one variable increases, the other de-
creases. As the distance between two charged particles increases, the force
decreases. Furthermore, the change occurs in a square relationship. That
is, as with gravitational forces, when the distances doubles (increases by
2), the force decreases by one-fourth (by ���). When the distance triples
(increases by 3), the force decreases by one-ninth (by ����), and so on.

Electrical and magnetic forces are closely related to each other, so
it is hardly surprising that Coulomb also discovered a similar law for mag-
netic force a few years later. The law of magnetic force says that it, too,
is an inverse square law.

Applications
Coulomb’s law is one of the basic laws of physics (the science of

matter and energy). Anyone who studies electricity uses this principle over
and over again. But Coulomb’s law is used in other fields of science as
well. One way to think of an atom, for example, is as a collection of elec-
trical charges. Protons each carry one unit of positive electricity, and elec-
trons carry one unit of negative electricity. (Neutrons carry no electrical
charge and are, therefore, of no interest from an electrical standpoint.)

Therefore, chemists (who study atoms) have to work with Coulomb’s
law. How great is the force of repulsion among protons in an atomic nu-
cleus? How great is the force between the protons and electrons in an atom?
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How great is the electrical force between two adjacent atoms? Chemical
questions like these can all be answered by using Coulomb’s law.

Another application of Coulomb’s law is in the study of crystal struc-
ture. Crystals are made of charged particles called ions. Ions arrange them-
selves in any particular crystal (such as a crystal of sodium chloride, or
table salt) so that electrical forces are balanced. By studying these forces,
mineralogists can better understand the nature of specific crystal structures.

Electrolytic cells
The coulomb (as a unit) can be thought of in another way, as given

by the following equation: 1 coulomb � 1 ampere � 1 second. The am-
pere (amp) is the metric unit used for the measurement of electrical current.
(Electrical appliances in the home operate on a certain number of amps.)
One amp is defined as the flow of electrical charge per second of time. Thus,
by multiplying the number of amps by the number of seconds that elapse,
the total electrical charge (number of coulombs) can be calculated.

This information is of significance in the field of electrochemistry
because of a discovery made by British scientist Michael Faraday (1791–
1867) around 1833. Faraday discovered that a given quantity of electri-
cal charge passing through an electrolytic cell will cause a given amount
of chemical change in that cell. For example, if one mole of electrons
flows through a cell containing copper ions, one mole of copper will be
deposited on the cathode or electrode of that cell. (A mole is a unit used
to represent a certain number of particles, usually atoms or molecules.)
The Faraday relationship is fundamental to the practical operation of many
kinds of electrolytic cells.

[See also Electric current]

‡�Crops
Crops are plants or animals or their products cultivated (grown,

tended, and harvested) by humans as a source of food, materials, or en-
ergy. Humans are rather particular in their choice of crops. Though they
select a wide range of useful species of plants and animals to raise, there
are vast diversities of species available in particular places or regions.

Farming can involve the cultivation of plants and livestock on farms,
fish and other aquatic animals in aquaculture, and trees in agroforestry
plantations.
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Plants
Hundreds of species of plants are cultivated by humans under man-

aged conditions. However, a remarkably small number of species con-
tribute greatly to the global harvest of plant crops. Ranked in order of
their annual production, the world’s 15 most important food crops are:
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Agroforestry: Cultivation of crops of trees under managed conditions,
usually in single-species plantations.

Aquaculture: Managed breeding of aquatic animals and plants for use
as food.

Fallow: Cultivated land that is allowed to lie idle during the growing
season so that it can recover some of its nutrients and organic matter.

Organic matter: Remains, residues, or waste products of any living
organism.

An orchard of olive trees in

the Aegean coast of Turkey.

(Reproduced by permission of

JLM Visuals.)



sugar cane, wheat, rice, corn (maize), white potatoes, sugar beets, barley,
sweet potatoes, cassava, soybeans, wine grapes, tomatoes, bananas,
legumes (beans and peas), and oranges.

Most farm crops are managed as annual plants, meaning they are
cultivated in a cycle of one year or less. This is true of all of the grains
and legumes and most vegetables. Other species, however, are managed
as perennial plants, which once established are capable of yielding crops
on a continued basis. This is typically the manner in which tree-fruit crops
such as oranges are managed and harvested.

Some crops are cultivated to produce important medicines. An ex-
ample is rosy periwinkle, which produces several chemicals that are ex-
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Foot-and-mouth disease

Diseases and severe weather can easily destroy the crops—
animals or plants—cultivated on a farm. The effect can be economi-
cally devastating. One such agricultural blight occurred in England in
early 2001. In February of that year, on a farm in Essex in eastern
England, 27 pigs contracted foot-and-mouth disease (also called hoof-
and-mouth disease).

This virus affects animals with hooves, such as cattle, pigs,
sheep, goats, and deer. Elephants, rats, and hedgehogs are also sus-
ceptible. Animals afflicted with the disease suffer from fever, followed
by the eruption of blisters in the mouth, on the hooves or feet, on
tender skin areas such as the udder in females, and in the nostrils.
The blisters grow large, then break, exposing raw surfaces. Eating
becomes difficult and painful. Because the soft tissues under the
afflicted animal’s hooves are inflamed, the animal becomes lame and
may even shed its hooves. Pregnant female animals often abort and
dairy cattle may give less milk. The disease is rarely fatal, although it
can cause death in very young animals. Only very rarely is the disease
transmitted to humans. When it has been, only mild symptoms have
appeared.

Foot-and-mouth disease is a highly contagious virus spread by
direct or indirect contact. It can be carried by birds, on clothes, on
the tires of vehicles, on dust, and in infected meat eaten by animals.
It can travel many miles simply borne on the wind. Once an animal is
infected, symptoms begin to show one to ten days later. Heat, sun-



tremely useful in the treatment of certain types of cancers. Other crops
are cultivated to produce extremely profitable but illegal drugs for un-
lawful markets. Examples of these sorts of crops include marijuana, coca,
and opium poppy.

Animals
Enormous numbers of domesticated animals are raised by humans

for use as food and materials. In many cases, the animals are used to pro-
duce some product that can be harvested without killing the animals. For
example, milk can be continuously collected from various species of mam-
mals, especially cows. Similarly, chickens can produce eggs regularly.
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light, and disinfectants destroy the virus. Scientists have made
progress in developing a vaccine against the disease, but the cost of
vaccinating all susceptible animals (possibly up to $1 billion a year) is
seen by some public officials as prohibitive. Consequently, to prevent
a widespread outbreak that could cause massive production losses,
infected animals must be destroyed by incineration and affected areas
must be isolated.

The most serious outbreak in the United States occurred in
1914 when animals in 22 states and the District of Columbia were
stricken. The last major incidence of foot-and-mouth disease in England
occurred in 1967. Some 440,000 animals were slaughtered, costing the
farming industry $200 million (equivalent to $2.3 billion today).

Within weeks of the 2001 outbreak in England, hundreds of
thousands of animals were infected and had to be killed and inciner-
ated. Many others who were not infected were killed as a precaution-
ary measure to stop the spread. The virus soon showed up in other
European countries: France, the Netherlands, and Ireland all reported
confirmed cases. Farming was not the only industry hit hard by the
outbreak. Tourism was also severely affected as footpaths and walking
trails in the English countryside that meandered near farms were
closed to the public in an effort to halt the spread of the virus. The
tourism industry lost an estimated $150 million a week as a result.
The total cost to all industries affected in England (farming, sports,
tourism) was estimated to be over $13 billion.



However, these plus many other domesticated animals are routinely
slaughtered for their meat. The populations of some of these domesticated
animals are enormously large. In addition to 6 billion people, the world
today supports about 1.7 billion sheep and goats; 1.3 billion cows; 0.9
billion pigs; and 0.3 billion horses, camels, and water buffalo. In addi-
tion, there are about 10 to 11 billion domestic fowl, most of which are
chickens.

Aquaculture
Aquaculture refers to the managed breeding of aquatic animals and

plants for use as food. Increasingly, aquaculture or fish farming is seen

5 8 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Crops

Mad-cow disease

Mad-cow disease (known properly as bovine spongiform
encephalopathy or BSE) is another disease that can destroy a popula-
tion of farm animals. Unlike foot-and-mouth disease, mad-cow disease
primarily attacks cattle, and it is fatal. Even more, mad-cow disease
has spawned a human form of the disease called variant Creutzfeldt-
Jacob disease (vCJD). At present, vCJD is incurable and fatal.

Scientists believe mad-cow disease is caused not by a bac-
terium or virus but by a self-replicating, abnormally folded protein
called a prion. Scientists are still unsure of the complete nature of this
agent. It resists freezing, drying, and heating at normal cooking tem-
peratures, even those used for pasteurization and sterilization. Once
inside an animal, it incubates for a period of four or five years. Once
the disease appears, the animal is dead within weeks or months. The
abnormal protein affects the brain and spinal cord of cattle, converting
normal proteins into the abnormal form. The accumulation of abnormal
proteins in the brain is marked by the formation of spongy holes. Cows
afflicted with the disease grow ill-tempered and wobbly, lose weight,
then suffer seizures, paralysis, blindness, and, finally, death.

In 1984, on a farm in South Downs, England, a number of
cows died from a strange malady that veterinarians could not identify.
Two years later, the scientific community specifically diagnosed the
malady as mad-cow disease. In 1988, officials in England ordered the
destruction of stricken cows and banned the use of cows, sheep, and
other various hoofed animals in cattle feed. However, the banned 



as an alternative to the exploitation of wild species of aquatic animals and
plants.

Most freshwater aquaculture occurs in inland areas where there are
many ponds and small lakes. Freshwater aquaculture is particularly im-
portant in Asia, where various species of fish, especially carp and tilapia,
are raised in artificial ponds. In North America, the most common species
of fish grown in small ponds are rainbow trout and catfish.

Aquaculture is also becoming increasingly important along sheltered
ocean coastlines in many parts of the world. In the tropics, extensive 
areas of mangrove forest are being converted into shallow ponds for 
the cultivation of prawns. In North America and Western Europe, the 
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cattle feed was exported to other countries for another eight years.
Between 1988 and 1996, nations in Asia alone bought nearly 1 million
tons (0.9 million metric tons).

Between November 1986 and December 2000, approximately
180,000 cases of mad-cow disease were confirmed in England. The epi-
demic peaked in the period 1992 to 1993 with almost 1,000 cases
reported a week. Since that time, the disease has been reported in
domestic cattle in Ireland, France, Portugal, and Switzerland, and in a
number of countries that received cattle feed from England. No cases
of mad-cow disease have been found in the United States. England has
banned the recycling of farm animals and has stopped exporting meat-
based cattle feed. It has also spent billions of dollars destroying and
disposing of cows, both those that were infected and those that were
merely old.

The first person to develop symptoms of what turned out to
be vCJD became ill in January 1994. Scientists now believe this brain-
wasting malady, with symptoms similar to mad-cow disease, is caused
by eating the meat of animals who suffered from mad-cow disease. The
incubation period for vCJD is thought to be between ten and sixteen
years. From the time it was first identified until December 2000, 87
cases of vCJD were reported in England, 3 in France, and 1 in the
Republic of Ireland. Because of its long incubation period, scientists
are unsure how many more cases of vCJD will arise around the world in
the future.



cultivation of Atlantic salmon became an extensive industry in the late
twentieth century, using pens floating in shallow, coastal bays and some-
times in the open ocean.

Agroforestry
In agroforestry, trees are raised as a source of lumber, pulpwood, or

fuel. In many regions, this sort of intensive forestry is being developed
as an alternative to the harvesting of natural forests.

In temperate zones, the most important trees grown are species of
pine, spruce, larch, and poplar. Depending on the species and site condi-
tions, these trees can be harvested after a growth period of only 10 to 60
years, compared with 60 to more than 100 years for natural, unmanaged
forests in the same regions.

In the tropics, fast-growing, high-yield species of trees are grown
for use locally as fuel, animal fodder, lumber, and pulpwood. Various 
tree species include pine, eucalyptus she-oak, and tree-legumes. Slower-
growing tropical hardwoods, such as mahogany and teak, are grown for
their high-quality lumber.

Climate and crops
Climate dominates agriculture, second only to irrigation. Crops are

especially vulnerable to weather variations, such as late or early frosts,
heavy rains, or drought. Because of their ability to grow within a climate
range, rice, wheat, and corn have become the dominant crops globally.

These crops all need a wet season for germination and growth, fol-
lowed by a dry season to allow spoilage-free storage. Rice was domesti-
cated in the monsoonal lands of Southeast Asia, while wheat originated
in the Fertile Crescent of the Middle East. Historically, wheat was planted
in the fall and harvested in late spring, coinciding with the cycle of wet
and dry seasons in the Mediterranean region. Corn needs the heavy sum-
mer rains provided by the Mexican highland climate.

Other crops are prevalent in areas with less suitable climates. These
include barley in semiarid lands (those with light rainfall); oats and pota-
toes in cool, moist lands; rye in colder climates with short growing sea-
sons; and dry rice on hillsides and drier lands.

Although food production is the main emphasis in farming, more
and more industrial applications have evolved. Cloth fibers, such as cot-
ton, have been a mainstay, but paper products and many chemicals now
come from cultivated plants.
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Crop rotation
When farmers grow two or more crops alternately on the same land,

they are rotating crops. Farmers rotate crops to control erosion; promote
the fertility of the soil; and control weeds, insects, and plant diseases.

Farmers have been following the practice of crop rotation since the
time of the ancient Romans. With the advent of chemical fertilizers fol-
lowing World War II (1939–45), crop rotation fell out of favor somewhat.
Farmers could provide their crops with nutrients without leaving some of
their lands fallow (plowed and tilled but unseeded) each year. But some
farmers eventually returned to the practice of rotating crops as a way to
improve the structure and health of their soils.

Farmers rotate crops to assure that the soil is covered for as much
of the year as possible to protect it from exposure to water, wind, and
other elements that cause erosion. On sloping lands, rotating crops in-
creases the organic content (remains or residue of living organisms) and
overall stability of the soil, further decreasing the chance for erosion. An-
other method farmers use to increase the organic matter of soil is to plant
rotation crops that help build the structure of the soil, such as alfalfa,
sweet clover, or red clover. When plowed under the soil, these crops de-
compose quickly, giving the soil a high level of nutrients.
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To control insects and weeds, farmers can rotate crops that have dif-
ferent characteristics: rotate weed-suppressing crops with those that do
not suppress weeds and rotate crops susceptible to specific insects with
those that are not. If the same crop is not grown in the same field one
year after another, the reproductive cycles of insects preying on a specific
plant are interrupted. Farmers can also control insects by planting next to
each other certain crops that do not attract the same insects.

[See also Agriculture; Agrochemicals; Aquaculture; Forestry;
Organic farming]

‡�Crustaceans
The crustaceans are a group of animals that belong to the class Crustacea
in the phylum Arthropoda (organisms with segmented bodies, jointed legs
or wings, and an external skeleton). The class includes a wide variety of
familiar animals, such as barnacles, crabs, crayfish, copepods, shrimp,
prawns, lobsters, water fleas, and wood lice. More than 30,000 species of
crustacea have been identified, the majority of which live in water. Species
that live in moist habitats on land, such as wood lice and pill bugs, are
believed to have evolved from marine species.

Most crustaceans are free-living but some species are parasitic. Some
even live on other crustaceans. Some species are free-swimming, while
others crawl or burrow in soft sediments.

General structural characteristics
Despite such an extraordinary diversity of species, many crustaceans

have a similar structure and way of life. The distinctive head usually bears
five pairs of appendages (limblike attachments). Two pairs of these ap-
pendages are antennae that are used to detect food as well as to sense changes
in humidity and temperature. Another pair of appendages are mandibles
(jaws) that are used for grasping and tearing food. The final two pairs of
appendages are maxillae, armlike projections used for feeding purposes.

The main part of the body is taken up with the thorax and abdomen.
Both of these segments are covered with a tough outer skeleton, or exo-
skeleton. The exoskeleton is generally harder than it is in other arthro-
pods because it contains limestone in addition to chitin (pronounced
KITE-in), the usual skeletal material.

Attached to the trunk region are a number of other appendages which
vary both in number and purpose in different species. In crabs, for ex-
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ample, one pair of appendages may be modified for swimming, another
for feeding, another for carrying eggs, and yet another for catching prey.

Life patterns
Crustaceans exhibit a wide range of feeding techniques. The sim-

plest of these techniques are used by species such as the tiny shrimps and
copepods that practice filter feeding. In filter feeding, an animal rhyth-
mically waves many fine oarlike structures known as setae back and forth.
This motion creates a mini water current towards the mouth. Plankton and
other suspended materials are carried into special filters and then trans-
ferred to the mouth.

Larger species such as crabs and lobsters are active hunters of small
fish and other organisms. Other species adopt a scavenging role, feeding
on dead animals or plants and other waste materials.
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Words to Know

Appendage: A limblike attachment extending from the main part of an
animal’s body.

Arthropoda: The largest single animal phylum, consisting of organisms
with segmented bodies, jointed legs or wings, and exoskeletons.

Dioecious: A type of animal that exists as either male or female.

Exoskeleton: An external skeleton.

Free-living: An organism that is able to move about in its search for
food and is not attached to some other organism as, for example, a
parasite.

Hermaphrodite: An organism with both male and female sex cells.

Larva: An immature form of an organism capable of surviving on its own.

Molt: The process by which an organism sheds its outermost layer of
feathers, fur, skin, or exoskeleton.

Parasite: An organism that lives in or on a host organism and that
gets its nourishment from that host.

Seta: A thin, whiskerlike projection extending from the body of an
organism.



Smaller forms of crustaceans obtain the oxygen they need by gas
exchange through their entire body surface. Most crustaceans, however,
have special gills that serve as a means of obtaining oxygen. Simple ex-
cretory organs provide for the removal of body wastes such as ammonia
and urea. Most crustaceans have a series of well-developed sensory or-
gans that include not only eyes, but also a range of chemical and tactile
(touch) receptors. All crustaceans are probably capable of detecting a light
source, but in some of the more developed species, definite shapes and
movements may also be detected.

Breeding strategies vary considerably among crustaceans. Most
species are dioecious (pronounced die-EE-shus), that is, are either male
or female. But some, such as the barnacles, are hermaphroditic. An her-
maphroditic animal is one that possesses both male and female sex or-
gans. Fertilization usually occurs sexually between two individuals. The
fertilized eggs then mature either in a specialized brood chamber in some
part of the female’s body or attached directly to some external appendage
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such as a claw. Most aquatic species hatch into a free-swimming larvae
that progress through a series of body molts (where they shed their skin)
until finally arriving at the adult size.

‡�Cryobiology
Cryobiology is the study of the effects of very low temperatures on liv-
ing things. Cryobiology can be used to preserve, store, or destroy living
cells. At very low temperatures, cellular metabolism (all the chemical re-
actions that drive the activities of cells) essentially stops. Freezing tech-
nology is used for food preservation, blood storage at hospitals and blood
banks, sperm and egg storage, preservation of some transplant tissues, and
certain delicate surgeries. Cryopreservation, the freezing and eventual
thawing of living material, is the most advanced use of this technology.

History
Ice has been used to slow the decay of food for centuries, but the

widespread industrial use of freezing has occurred only in about the last
100 years with advances in refrigeration and cryotechnology. By the
1940s, red blood cells were being frozen to provide blood supplies as
needed to the wounded during World War II (1939–45). Not long after-
ward, farmers began freezing the sperm of bulls in order to impregnate
cows at distant locations.

The cryopreservation of single cells or small clumps of cells has
been carried out successfully. However, preservation of whole live organs
by freezing is more difficult and—as of the beginning of the twenty-first
century—have largely failed.

Cellular cryopreservation
Cryopreservation involves keeping cells at extremely low tempera-

tures until they are needed. Careful steps must be taken to insure that the
frozen cells will survive and be in good condition when they are thawed.
It is important that cells be healthy prior to freezing. Cryopreservation
places stress on cells that can cause even some healthy ones to perish dur-
ing the freezing and thawing process.

Medical and surgical applications
The most successful medical applications of cryopreservation are in

blood storage and the field of fertility. Blood banks can freeze rare and
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individual blood types for up to 10 years. Patients who have leukemia (a
type of cancer) and must undergo radiation treatments can have their
sperm and bone marrow cells, which are radiation sensitive, frozen and
stored for later use. Some men undergoing a vasectomy (a sterilization
procedure) store sperm so that they have the option of fathering a child
at a later date. In addition, fertilized eggs have been successfully frozen
and thawed for placement into the female’s uterus, or womb.

Medical scientists can also use freezing technology during surgical
procedures to improve a patient’s prognosis (the outcome of the surgery).
In transplant surgery, eye or skin tissue to be transplanted is sometimes
frozen before use. Cryosurgery is the freezing of unwanted tissue, such
as precancerous lesions or warts, in order to destroy it. A major advan-
tage of cryosurgery is that it produces less scarring than surgery in which
the tissue is removed by cutting. Cold temperatures are also sometimes
used to cool patients before an operation. When a patient’s brain and heart
are cooled, they need less oxygen, thereby permitting longer surgery.

[See also Cryogenics]

‡�Cryogenics
Cryogenics is the science of producing and studying low-temperature con-
ditions. The word cryogenics comes from the Greek word cryos, mean-
ing “cold,” combined with a shortened form of the English verb “to gen-
erate.” It has come to mean the generation of temperatures well below
those of normal human experience. More specifically, a low-temperature
environment is termed a cryogenic environment when the temperature
range is below the point at which permanent gases begin to liquefy. Per-
manent gases are elements that normally exist in the gaseous state and
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Words to Know

Cryopreservation: The preservation of cells by keeping them at
extremely low temperatures.

Cryosurgery: Surgery that involves the freezing of tissue to be treated
or operated on.



were once believed impossible to liquefy. Among others, they include
oxygen, nitrogen, hydrogen, and helium.

The origin of cryogenics as a scientific discipline coincided with 
the discovery by nineteenth-century scientists that the permanent gases
can be liquefied at exceedingly low temperatures. Consequently, the 
term “cryogenic” applies to temperatures from approximately �100°C
(�148°F) down to absolute zero (the coldest point a material could reach).

The temperature of any material—solid, liquid, or gas—is a mea-
sure of the energy it contains. That energy is due to various forms of mo-
tion among the atoms or molecules of which the material is made. A gas
that consists of very rapidly moving molecules, for example, has a higher
temperature than one with molecules that are moving more slowly.

In 1848, English physicist William Thomson (later known as Lord
Kelvin; 1824–1907) pointed out the possibility of having a material in
which particles had ceased all forms of motion. The absence of all forms
of motion would result in a complete absence of heat and temperature.
Thomson defined that condition as absolute zero.

Thomson’s discovery became the basis of a temperature scale based
on absolute zero as the lowest possible point. That scale has units the
same size as the Celsius temperature scale but called kelvin units (ab-
breviation K). Absolute zero is represented as 0 K, where the term 
degree is omitted and is read as zero kelvin. The Celsius equivalent of 
0 K is �273°C, and the Fahrenheit equivalent is �459°F. One can con-
vert between Celsius and Kelvin scales by one of the following equations:

°C � K � 273 or K � °C � 273

5 9 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Cryogenics

Words to Know

Absolute zero: The lowest temperature possible at which all molecular
motion ceases. It is equal to �273°C (�459°F).

Kelvin temperature scale: A temperature scale based on absolute zero
with a unit, called the kelvin, having the same size as a Celsius
degree.

Superconductivity: The ability of a material to conduct electricity
without resistance. An electrical current in a superconductive ring will
flow indefinitely if a low temperature (about �260°C) is maintained.



Cryogenics, then, deals with producing and maintaining environments at
temperatures below about 173 K.

One aspect of cryogenics involves the development of methods for
producing and maintaining very low temperatures. Another aspect includes
the study of the properties of materials at cryogenic temperatures. The me-
chanical and electrical properties of many materials change very dramat-
ically when cooled to 100 K or lower. For example, rubber, most plastics,
and some metals become exceedingly brittle. Also many metals and ce-
ramics lose all resistance to the flow of electricity, a phenomenon called
superconductivity. In addition, helium that is cooled to very nearly ab-
solute zero (2.2 K) changes to a state known as superfluidity. In this state,
helium can flow through exceedingly narrow passages with no friction.

History
Cryogenics developed in the nineteenth century as a result of efforts

by scientists to liquefy the permanent gases. One of the most successful of
these scientists was English physicist Michael Faraday (1791–1867). By
1845, Faraday had managed to liquefy most permanent gases then known
to exist. His procedure consisted of cooling the gas by immersion in a bath
of ether and dry ice and then pressurizing the gas until it liquefied.

Six gases, however, resisted every attempt at liquefaction and were
known at the time as permanent gases. They were oxygen, hydrogen, ni-
trogen, carbon monoxide, methane, and nitric oxide. The noble gases—
helium, neon, argon, krypton, and xenon—were yet to be discovered. Of
the known permanent gases, oxygen and nitrogen (the primary con-
stituents of air), received the most attention.

For many years investigators labored to liquefy air. Finally, in 1877,
Louis Cailletet (1832–1913) in France and Raoul Pictet (1846–1929) in
Switzerland succeeded in producing the first droplets of liquid air. Then,
in 1883, the first measurable quantity of liquid oxygen was produced by
S. F. von Wroblewski (1845–1888) at the University of Krakow. Oxygen
was found to liquefy at 90 K, and nitrogen at 77 K.

Following the liquefaction of air, a race to liquefy hydrogen ensued.
James Dewar (1842–1923), a Scottish chemist, succeeded in 1898. He
found the boiling point of hydrogen to be a frosty 20 K. In the same year,
Dewar succeeded in freezing hydrogen, thus reaching the lowest temper-
ature achieved to that time, 14 K. Along the way, argon was discovered
(1894) as an impurity in liquid nitrogen. Somewhat later, krypton and
xenon were discovered (1898) during the fractional distillation of liquid
argon. (Fractional distillation is accomplished by liquefying a mixture of
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gases, each of which has a different boiling point. When the mixture is
evaporated, the gas with the highest boiling point evaporates first, fol-
lowed by the gas with the second highest boiling point, and so on.)

Each of the newly discovered gases condensed at temperatures
higher than the boiling point of hydrogen but lower than 173 K. The last
element to be liquefied was helium gas. First discovered in 1868 in the
spectrum of the Sun and later on Earth (1885), helium has the lowest boil-
ing point of any known substance. In 1908, Dutch physicist Heike Kamer-
lingh Onnes (1853–1926) finally succeeded in liquefying helium at a tem-
perature of 4.2 K.

Methods of producing cryogenic temperatures
Cryogenic conditions are produced by one of four basic techniques:

heat conduction, evaporative cooling, cooling by rapid expansion (the
Joule-Thomson effect), and adiabatic demagnetization. The first two are
well known in terms of everyday experience. The third is less well known
but is commonly used in ordinary refrigeration and air conditioning units,
as well as in cryogenic applications. The fourth process is used primar-
ily in cryogenic applications and provides a means of approaching ab-
solute zero.
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Heat conduction is a relatively simple concept to understand. When
two bodies are in contact, heat flows from the body with the higher tem-
perature to the body with a lower temperature. Conduction can occur be-
tween any and all forms of matter, whether gas, liquid, or solid. It is es-
sential in the production of cryogenic temperatures and environments. For
example, samples may be cooled to cryogenic temperatures by immers-
ing them directly in a cryogenic liquid or by placing them in an atmos-
phere cooled by cryogenic refrigeration. In either case, the sample cools
by conduction (or transfer) of heat to its colder surroundings.

The second process for producing cryogenic conditions is evapora-
tive cooling. Humans are familiar with this process because it is a mech-
anism by which our bodies lose heat. Atoms and molecules in the gaseous
state are moving faster than atoms and molecules in the liquid state. Add
heat energy to the particles in a liquid and they will become gaseous. Liq-
uid perspiration on human skin behaves in this way. Perspiration absorbs
body heat, becomes a gas, and evaporates from the skin. As a result of
that heat loss, the body cools down.

In cryogenics, a container of liquid is allowed to evaporate. Heat
from within the liquid is used to convert particles at the surface of the
liquid to gas. The gas is then pumped away. More heat from the liquid
converts another surface layer of particles to the gaseous state, which is
also pumped away. The longer this process continues, the more heat is
removed from the liquid and the lower its temperature drops. Once some
given temperature is reached, pumping continues at a reduced level in or-
der to maintain the lower temperature. This method can be used to reduce
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Boiling Point
Cryogen ˚F ˚C K

Oxygen –297 –183 90
Nitrogen –320 –196 77
Hydrogen –423 –253 20
Helium –452 –269 4.2
Neon –411 –246 27
Argon –302 –186 87
Krypton –242 –153 120
Xenon –161 –107 166

Cryogens and Their Boiling Points



the temperature of any liquid. For example, it can be used to reduce the
temperature of liquid nitrogen to its freezing point or to lower the tem-
perature of liquid helium to approximately 1 K.

A third process makes use of the Joule-Thomson effect, which was
discovered by English physicist James Prescott Joule (1818–1889) and
William Thomson, Lord Kelvin, in 1852. The Joule-Thomson effect de-
pends on the relationship of volume (bulk or mass), pressure, and tem-
perature in a gas. Change any one of these three variables, and at least
one of the other two (or both) will also change. Joule and Thomson found,
for example, that allowing a gas to expand very rapidly causes its tem-
perature to drop dramatically. Reducing the pressure on a gas accom-
plishes the same effect.

To cool a gas using the Joule-Thomson effect, the gas is first pumped
into a container under high pressure. The container is fitted with a valve
with a very small opening. When the valve is opened, the gas escapes from
the container and expands quickly. At the same time, its temperature drops.
The first great success for the Joule-Thomson effect in cryogenics was
achieved by Kamerlingh Onnes in 1908 when he liquefied helium.

The Joule-Thomson effect is an important part of our lives today,
even though we may not be aware of it. Ordinary household refrigerators
and air conditioners operate on this principle. First, a gas is pressurized
and cooled to an intermediate temperature by contact with a colder gas
or liquid. Then, the gas is expanded, and its temperature drops still fur-
ther. The heat needed to keep this cycle operating comes from the inside
of the refrigerator or the interior of a room, producing the desired cool-
ing effect.

The fourth process for producing cryogenic temperatures uses a phe-
nomenon known as adiabatic demagnetization. Adiabatic demagnetiza-
tion makes use of special substances known as paramagnetic salts. A para-
magnetic salt consists of a very large collection of particles that act like
tiny (atom-sized) magnets. Normally these magnetic particles are spread
out in all possible directions. As a result, the salt itself is not magnetic.
That condition changes when the salt is placed between the poles of a
magnet. The magnetic field of the magnet causes all the tiny magnetic
particles in the salt to line up in the same direction. The salt becomes
magnetic, too.

At this exact moment, however, suppose that the external magnet is
taken away and the paramagnetic salt is placed within a liquid. Almost
immediately, the tiny magnetic particles within the salt return to their 
random, every-which-way condition. To make this change, however, the
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particles require an input of energy. In this example, the energy is taken
from the liquid into which the salt was placed. As the liquid gives up en-
ergy to the paramagnetic salt, its temperature drops.

Adiabatic demagnetization has been used to produce some of the
coldest temperatures ever observed—within a few thousandths of a de-
gree kelvin of absolute zero. A related process involving the magnetiza-
tion and demagnetization of atomic nuclei is known as nuclear demag-
netization. With nuclear demagnetization, temperatures within a few
millionths of a degree of absolute zero have been reached.

Applications
Following his successful liquefaction of helium in 1908, Kamerlingh

Onnes turned his attention to the study of properties of other materials at
very low temperatures. The first property he investigated was the electri-
cal resistance of metals. Electrical resistance is the tendency of a sub-
stance to prevent the flow of an electrical current through it. Scientists
had long known that electrical resistance tends to decrease with decreas-
ing temperature. They assumed that resistance would completely disap-
pear at absolute zero.

Research in this area had great practical importance. All electrical
appliances (ovens, toasters, television sets, and radios, for example) op-
erate with low efficiency because so much energy is wasted in overcom-
ing electrical resistance. An appliance with no electrical resistance could
operate at much less cost than existing appliances.

What Onnes discovered, however, was that for some metals, elec-
trical resistance drops to zero very suddenly at temperatures above ab-
solute zero. The effect is called superconductivity and has some very im-
portant applications in today’s world. For example, superconductors are
used to make magnets for particle accelerators (devices used, among other
things, to study subatomic particles such as electrons and protons) and
for magnetic resonance imaging (MRI) systems (a diagnostic tool used in
many hospitals).

The discovery of superconductivity led other scientists to study a
variety of material properties at cryogenic temperatures. Today, physi-
cists, chemists, material scientists, and biologists study the properties of
metals, as well as the properties of insulators, semiconductors, plastics,
composites, and living tissue. Over the years, this research has resulted
in the identification of a number of useful properties. One such property
common to most materials that are subjected to extremely low tempera-
tures is brittleness. The recycling industry takes advantage of this by im-
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mersing recyclables in liquid nitrogen, after which they are easily pul-
verized and separated for reprocessing.

Still another cryogenic material property that is sometimes useful is
that of thermal contraction. Materials shrink when cooled. To a point
(about the temperature of liquid nitrogen), the colder a material gets the
more it shrinks. An example is the use of liquid nitrogen in the assembly
of some automobile engines. In order to get extremely tight fits when in-
stalling valve seats, for instance, the seats are cooled to liquid nitrogen
temperatures, whereupon they contract and are easily inserted in the en-
gine head. When they warm up, a perfect fit results.

Cryogenic liquids are also used in the space program. For example,
cryogenic materials are used to propel rockets into space. A tank of liq-
uid hydrogen provides the fuel to be burned and a second tank of liquid
oxygen is provided for combustion.

Another space application of cryogenics is the use of liquid helium
to cool orbiting infrared telescopes. Infrared telescopes detect objects in
space not from the light they give off but from the infrared radiation (heat)
they emit. However, the operation of the telescope itself also gives off
heat. What can be done to prevent the instrument from being blinded by
its own heat to the infrared radiation from stars? The answer is to cool
parts of the telescope with liquid helium. At the temperature of liquid he-
lium (1.8 K) the telescope can easily pick up infrared radiation of the
stars, whose temperature is about 3 K.

‡�Crystal
A crystal is a solid whose particles are arranged in an orderly, repeating,
geometric pattern. Crystals come in all sizes and shapes. Regular table
salt, for instance, consists of tiny cubic particles called salt crystals.

Crystals at the atomic level
The crystal shapes that we can see with our naked eye reflect a sim-

ilar geometric pattern that exists at the level of atoms. For example, the
substance we call salt is actually a chemical compound called sodium
chloride. Sodium chloride is made of sodium ions and chloride ions. Each
sodium ion is a tiny particle carrying a single positive electric charge.
Each chloride ion is a tiny particle carrying a single negative charge.

A crystal of table salt consists of trillions and trillions of sodium ions
and chloride ions. The way in which these ions arrange themselves in a
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salt crystal depends on two factors: the size of each ion and the electric
charge on each ion. Recall that similar (or like) electric charges repel each
other, and unlike charges attract each other. That fact means that all of the
sodium ions tend to repel each other. They will get as far from each other
as possible in a salt crystal. The same is true of the chloride ions.

On the other hand, positively charged sodium ions will be attracted
by negatively charged chloride ions. Sodium ions and chloride ions will
try to get as close to each other as possible. Obviously some kind of com-
promise position has to be found that allows these forces of attraction and
repulsion to be balanced against each other. Size can make a difference,
too. Chloride ions are much larger than sodium ions, and this affects the
shape of salt crystals.

Unit cells and crystal lattice
The final compromise that best satisfies charge and size factors in

sodium chloride is a cube. One sodium ion occurs at each of the alternate
corners of the cube. One chloride ion occurs at the other alternate corners
of the cube. In this arrangement, sodium ions and chloride ions are held
together by forces of electrical attraction, but ions of the same kind are
kept as far from each other as possible.
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The basic shape that satisfies charge and size factors is known as a
unit cell. Thus, for sodium chloride, the unit cell is a cube. Other geo-
metric arrangements are also possible. For example, the problem of bal-
ancing electric charges for a crystal of calcium chloride is different than
it is for sodium chloride. The calcium ions in calcium chloride each have
a positive electric charge of two units. A different geometric arrangement
is necessary to accommodate doubly charged calcium ions and singly
charged chloride ions.

There are seven geometric shapes that crystals can assume. In a
tetragonal crystal system, for example, ions are arranged at the corners of
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a rectangular box whose end is a square. In an orthorhombic crystal sys-
tem, ions are arranged at the corners of a rectangular box whose end is a
rectangle.

If you could look at a crystal of table salt with a microscope you
would see a vast system of unit cells. That system is known as a crystal
lattice. As shown in the photo of salt (on p. 602), a crystal lattice is sim-
ply many unit cells—all exactly alike—joined to each other. For this rea-
son, the crystal shape that you can actually see for a crystal of table salt
reflects exactly what the unit cell for sodium chloride looks like.

‡�Currents, ocean
Currents are steady, smooth movements of water following either a
straight or circular path. All of the water in the oceans on Earth are in
constant circulation. The two main types of ocean currents are surface
currents and deep water or bottom currents.

Surface currents
Surface currents are the most obvious type of current. They are cre-

ated mainly by prevailing winds, such as trade winds around the equator
or westerly winds over the middle latitudes. When wind blows across the
water surface, it sets the water in motion. Surface currents can extend to
depths of about 65 feet (20 meters).

Landmasses—continental coasts and islands—also affect surface
currents. Landmasses act as barriers to the natural path of currents. With-
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out landmasses, there would be a uniform ocean movement from west to
east at middle latitudes and from east to west near the equator and at the
poles. Instead, landmasses deflect currents or split them up into branches.
This deflection, combined with the rotation of Earth on it axis, forces sur-
face currents to flow in circular patterns. These patterns, called gyres (pro-
nounced JEYE-ers), flow clockwise in the Northern Hemisphere and
counterclockwise in the Southern Hemisphere.

Surface currents help to moderate Earth’s temperatures. As surface
currents move, they absorb heat in the tropical regions and release it in
colder environments near the poles. The Gulf Stream, a major surface cur-
rent that originates in the Gulf of Mexico, illustrates this. Traveling at an
average of 4 miles (6.4 kilometers) per hour, it carries warm water up the
east coast of North America and flows across the Atlantic Ocean, where
it warms the climate of England and Northern Europe.

Deep water currents
Deep water currents move very slowly, usually around 1 inch (2.5

centimeters) per second. However, they are responsible for circulating 90
percent of Earth’s ocean water. This circulation influences not only
weather patterns but the overall health of the oceans.

Deep water currents are set in motion by variations in water den-
sity, which is directly related to temperature and salinity, or salt level.
Colder, saltier water is heavier than warmer, fresher water. Water near
the poles is colder and saltier than water near the equator. This cold wa-
ter sinks and flows beneath the ocean surface toward the equator, where
it is warmed. It then rises to replace the water that surface currents con-
stantly carry toward the poles.

[See also Ocean; Oceanography; Tides]

‡�Cybernetics
Cybernetics is the study of communication and control processes in liv-
ing organisms and machines. Cybernetics analyzes the ability of humans,
animals, and some machines to respond to or make adjustments based
upon input from the environment. This process of response or adjustment
is called feedback or automatic control. Feedback helps people and ma-
chines control their actions by telling them whether they are proceeding
in the right direction.
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For example, a household thermostat uses feedback when it turns a
furnace on or off based on its measurements of temperature. A human be-
ing, on the other hand, is such a complex system that the simplest action
involves complicated feedback loops. A hand picking up a glass of milk
is guided continually by the brain that receives feedback from the eyes
and hand. The brain decides in an instant where to grasp the glass and
where to raise it in order to avoid collisions and prevent spillage.

The earliest known feedback control mechanism, the centrifugal
governor, was developed by the Scottish inventor James Watt in 1788.
Watt’s steam engine governor kept the engine running at a constant rate.

Systems for guiding missiles
The principles for feedback control were first clearly defined by

American mathematician Norbert Wiener (1894–1964). With his col-
league Julian Bigelow, Wiener worked for the U.S. government during
World War II (1939–45), developing radar and missile guidance systems
using automatic information processing and machine controls.

After the war, Wiener continued to work in machine and human
feedback research. In 1950, he published The Human Use of Human Be-
ings: Cybernetics and Society. In this work, Wiener cautioned that an in-
creased reliance on machines might start a decline in human intellectual
capabilities. Wiener also coined the word “cybernetics,” which comes
from the Greek word kybernetes, meaning “steersman.”

Cybernetics and industry
With the advent of the digital computer, cybernetic principles such

as those described by Wiener were applied to increasingly complex 
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tasks. The result was machines with the practical ability to carry out 
meaningful work. In 1946, Delmar S. Harder devised one of the earliest
such systems to automate the manufacture of car engines at the Ford Mo-
tor Company. The system involved an element of thinking: the machines
regulated themselves, without human supervision, to produce the desired
results. Harder’s assembly-line automation produced one car engine every
14 minutes, compared with the 21 hours if had previously taken human
workers.

By the 1960s and 1970s, the field of cybernetics, robotics, and ar-
tificial intelligence began to skyrocket. A large number of industrial and
manufacturing plants devised and installed cybernetic systems such as ro-
bots in the workplace. In 1980, there were roughly 5,000 industrial ro-
bots in the United States. By the early twenty-first century, researchers
estimated there were as many as 500,000.

Considerable research is now focused on creating computers that
imitate the workings of the human mind. The eventual aim, and the con-
tinuing area of research in this field, is the production of a neural com-
puter, in which the architecture of the human brain is reproduced. The
system would be brought about by transistors and resistors acting such as
neurons, axons, and dendrites do in the brain. The advantage of neural
computers is they will be able to grow and adapt. They will be able to
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learn from past experience and recognize patterns. This will enable them
to operate intuitively, at a faster rate, and in a predictable manner.

[See also Artificial intelligence; Computer, digital; Robotics]

‡�Cyclamate
Cyclamate is the name given to a family of organic compounds that be-
came popular in the 1950s as artificial sweeteners. They are about 30
times as sweet as ordinary table sugar (sucrose) but have none of sugar’s
calories. By the mid-1960s, a combination of cyclamate and saccharin
(another artificial sweetener) known as Sucaryl had become one of the
most popular alternatives to sugar.

Trouble arose in 1969, however. A scientific study showed that
among rats fed a high dose of Sucaryl for virtually their whole lives, about
15 percent developed bladder cancer. Presented with this information, the
U.S. Food and Drug Administration (FDA) decided to ban the use of cy-
clamate in foods. In 1973, Abbott Laboratories, the makers of cyclamate,
petitioned the FDA to change its mind and allow the use of cyclamates
once more. Abbott presented a number of studies showing that cyclamate
does not cause bladder cancer in rats or have other harmful health effects.

The FDA studied Abbott’s petition for seven years before deciding
to reject it. Cyclamate remained banned for use in foods. In 1982, Abbott
submitted a second petition asking for approval of cyclamate. As of the
beginning of 2001, the FDA had not acted on that petition.

What makes this case of special interest is that a potentially impor-
tant food additive has been banned on the basis of a single scientific study.
More than two dozen other studies on its safety reportedly failed to show
the same results. Furthermore, the second component of Sucaryl—sac-
charin—has also been shown to cause bladder cancer in experimental an-
imals. Yet the FDA continues to allow its use in foods.

‡�Cyclone and anticyclone
A cyclone is a storm or system of winds that rotates around a center of
low atmospheric pressure. An anticyclone is a system of winds that ro-
tates around a center of high atmospheric pressure. Distinctive weather
patterns tend to be associated with both cyclones and anticyclones. Cy-

6 0 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Cyclone and
anticyclone



clones (commonly known as lows) generally are indicators of rain, clouds,
and other forms of bad weather. Anticyclones (commonly known as highs)
are predictors of fair weather.

Winds in a cyclone blow counterclockwise in the Northern Hemi-
sphere and clockwise in the Southern Hemisphere. Winds in an anti-
cyclone blow just the opposite. Vertical air movements are associated with
both cyclones and anticyclones. In cyclones, air close to the ground is
forced inward toward the center of the cyclone, where pressure is lowest.
It then begins to rise upward, expanding and cooling in the process. This
cooling increases the humidity of the rising air, which results in cloudi-
ness and high humidity in the cyclone.

In anticyclones, the situation is reversed. Air at the center of an 
anticyclone is forced away from the high pressure that occurs there. That
air is replaced in the center by a downward draft of air from higher alti-
tudes. As this air moves downward, it is compressed and warmed. This
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warming reduces the humidity of the descending air, which results in few
clouds and low humidity in the anticyclone.

Hurricanes and typhoons
Cyclones that form over warm tropical oceans are called tropical cy-

clones (they are also known as tropical storms or tropical depressions).
Tropical cyclones usually move toward the west with the flow of trade
winds. A tropical cyclone that drastically increases in intensity is known
as a hurricane when it occurs in the Atlantic Ocean or adjacent seas. To
be classified as a hurricane, a tropical cyclone must produce winds over
74 miles (119 kilometers) per hour. Hurricanes usually generate off the
coast of West Africa and move westward toward Central America and the
eastern United States. They increase in size and strength until they reach
land or more northern latitudes. In addition to high, sustained winds, hur-
ricanes deliver heavy rain and devastating ocean waves.

In the western Pacific Ocean and adjacent seas, a hurricane is known
as a typhoon. This word comes from the Cantonese tai-fung, meaning
“great wind.”

[See also Atmospheric pressure; Storm surge; Tornado;
Weather; Wind]
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‡�Dam
Dams are structures that hold back water in a stream or river, forming a
lake or reservoir behind the wall. Dams are used as flood control devices
and as sources of hydroelectric power and water for crops. Dams are de-
signed to resist the force of the water against them, the force of standing
water—not a running stream.

Dam construction
There are five main types of dams: arch, buttress, earth, gravity, and

rock-fill. Arch dams are curved upstream, into the water they hold back.
They are typically built in narrow canyons, where the high rocky walls
of the canyon can withstand the pressure of the water as it pushes off the
arch and against the walls.

A buttress dam uses the force of the water to support it. A slab of con-
crete is tilted at a 45-degree angle and has buttresses (supports) on the op-
posite side of the water. While the water pushes down on the slab, the but-
tresses push up against it. These counterforces keep the slab in balance.
Because of the large number of steel beams needed in construction, however,
these dams are no longer popular because steel and labor are too expensive.

An earth dam may be a simple embankment or mound of earth
(gravel, sand, clay) holding back water. An earth dam might also have a
core of cement or a watertight material lining the upstream side.

A gravity dam, made of cement or masonry, withstands the force of
the water behind it with its weight. To accomplish this, a gravity dam’s
base must have a width that is at least two-thirds the total height of the
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dam. The dam wall is typically given a slight curve, which adds extra
strength and watertightness.

Rock-fill dams are embankments of loose rocks covering a water-
tight core, such as clay. The upstream side of a rock-fill dam might also
be constructed with a watertight material.

Impact of dams
While dams can help save lives, irrigate farmland, and provide hy-

droelectric power, they can also damage farmland and the environment.
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Building a dam changes the ecology of the surrounding area, flooding the
habitats of plants and animals. Currently, before a dam is built a full-scale
environmental impact study is made to determine if any endangered
species would be threatened by a dam’s construction.

In some areas of the world, however, progress far outweighs the
need to protect endangered species or the lives of many people. This 
seems to be the case, with the giant Three Gorges Dam being built on the
Yangtze River in central China. Expected to be completed sometime in
2003, the dam will create the world’s largest hydroelectric project and a
huge new lake. It will stretch nearly 1 mile (1.6 kilometers) across and
tower 575 feet (175 meters) above the world’s third-longest river. Its reser-
voir would stretch more than 350 miles (563 kilometers) upstream. By
the time the newly created reservoir reaches its maximum height in 2008,
it is estimated that 1.1 million people will have been relocated (some
sources say as many as 1.9 million people). Many international organi-
zations have criticized the project, saying it threatens the environment and
dislocates many people who are merely being resettled in already over-
crowded areas.

‡�Dark matter
Dark matter is the term astronomers use to describe material in the uni-
verse that does not emit or reflect light and is, therefore, invisible. Stars,
nebulae, and galaxies are examples of luminous objects in the sky. How-
ever, luminous matter appears to make up only a small fraction of all the
matter in the universe, perhaps only up to 10 percent. The rest of the mat-
ter is cold and dark, hidden from people’s direct view.

The principal way dark matter can be detected is by observing its
gravitational effect on nearby objects. Although dark matter does not
shine, it still exerts a gravitational force on the matter around it. As-
tronomers believe that dark matter is a “cosmic glue” holding together
rapidly spinning galaxies and controlling the rate at which the universe
expands.

How can we know what we cannot see?
Understanding something that cannot be seen is difficult, but it is

not impossible. Present-day astronomers study dark matter by its effects
on the bright matter that can be observed. It was in the 1930s that Swiss
astronomer Fritz Zwicky first pointed out that dark matter must exist.
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Zwicky claimed that the mass of known matter in galaxies is not great
enough to generate the gravitational force to hold a cluster of galaxies to-
gether. Each independent galaxy moves at too great a speed for galaxies
to remain in a cluster. Yet the galaxies were not spinning away from each
other. They had to be held together by a gravitational field created by un-
detected mass.

More than 40 years later, American astronomer Vera Rubin found
that the same principle is true within a single galaxy. The mass of stars
alone do not exert enough gravitational pull to hold the galaxy together.
She discovered that stars in the far reaches of the galaxy rotate about the
galactic center at the same speed as stars close to the center. Rubin con-
cluded that some invisible, massive substance surrounds a galaxy, exert-
ing gravitational force on all its stars.

Sources of dark matter?
Astronomers have only been able to speculate on the composition

of dark matter. One source of dark matter might be the diffuse, dark “halo”
of gas in and around galaxies that increases their mass. Another might be
dark objects called MACHOs (MAssive Compact Halo Objects) that lurk
invisibly in the halos surrounding galaxies and galactic clusters. MACHOs
are planets or stars made up of ordinary matter that are too faint to be ob-
served directly. However, they can act as a gravitational lens and mag-
nify the brightness of brighter stars behind them.
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Astronomers have also considered that dark matter may be super-
massive black holes (single points of infinite mass and gravity formed
from the collapse of burned-out massive stars) at the centers of galaxies.
These black holes may be contributing several hundred million or even a
billion solar masses to the galaxies in which they reside. One more pos-
sible source of dark matter could be multitudes of WIMPs (Weakly In-
teracting Massive Particles), exotic, unfamiliar particles that may exist all
around us. Astronomers have theorized about the existence of these par-
ticles, although experiments have not yet confirmed their presence.
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The search for the truth about dark matter is inextricably tied in with
other outstanding questions in cosmology: How much mass does the uni-
verse contain? How did galaxies form? Will the universe expand forever?
Dark matter is so important to the understanding of the size, shape, and
ultimate fate of the universe that the search for it will very likely domi-
nate astronomy until an answer is found.

‡�Dating techniques
Dating techniques are procedures used by scientists to determine the age
of an object or a series of events. The two main types of dating methods
are relative and absolute. Relative dating methods are used to determine
only if one sample is older or younger than another. Absolute dating meth-
ods are used to determine an actual date in years for the age of an object.

Relative dating
Before the advent of absolute dating methods in the twentieth cen-

tury, nearly all dating was relative. The main relative dating method is
stratigraphy (pronounced stra-TI-gra-fee), which is the study of layers of
rocks or the objects embedded within those layers. This method is based
on the assumption (which nearly always holds true) that deeper layers of
rock were deposited earlier in Earth’s history, and thus are older than
more shallow layers. The successive layers of rock represent successive
intervals of time.

Since certain species of animals existed on Earth at specific times
in history, the fossils or remains of such animals embedded within those
successive layers of rock also help scientists determine the age of the lay-
ers. Similarly, pollen grains released by seed-bearing plants became fos-
silized in rock layers. If a certain kind of pollen is found in an archaeo-
logical site, scientists can check when the plant that produced that pollen
lived to determine the relative age of the site.

Absolute dating
Absolute dating methods are carried out in a laboratory. Absolute

dates must agree with dates from other relative methods in order to be
valid. The most widely used and accepted form of absolute dating is ra-
dioactive decay dating.

Radioactive decay dating. Radioactive decay refers to the process
in which a radioactive form of an element is converted into a nonra-
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dioactive product at a regular rate. The nucleus of every radioactive ele-
ment (such as radium and uranium) spontaneously disintegrates over time,
transforming itself into the nucleus of an atom of a different element. In
the process of disintegration, the atom gives off radiation (energy emit-
ted in the form of waves). Hence the term radioactive decay. Each ele-
ment decays at its own rate, unaffected by external physical conditions.
By measuring the amount of original and transformed atoms in an object,
scientists can determine the age of that object.

The age of the remains of plants, animals, and other organic mate-
rial can be determined by measuring the amount of carbon-14 contained
in that material. Carbon-14, a radioactive form of the element carbon, is
created in the atmosphere by cosmic rays (invisible, high-energy particles
that constantly bombard Earth from all directions in space). When car-
bon-14 falls to Earth, it is absorbed by plants. These plants are eaten by
animals who, in turn, are eaten by even larger animals. Eventually, the
entire ecosystem (community of plants and animals) of the planet, in-
cluding humans, is filled with a concentration of carbon-14. As long 
as an organism is alive, the supply of carbon-14 is replenished. When 
the organism dies, the supply stops, and the carbon-14 contained in the
organism begins to spontaneously decay into nitrogen-14. The time it 
takes for one-half of the carbon-14 to decay (a period called a half-life)
is 5,730 years. By measuring the amount of carbon-14 remaining, scien-
tists can pinpoint the exact date of the organism’s death. The range of
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Cosmic rays: Invisible, high-energy particles that constantly bombard
Earth from all directions in space.

Dendrochronology: Also known as tree-ring dating, the science concerned
with determining the age of trees by examining their growth rings.

Half-life: Measurement of the time it takes for one-half of a radioac-
tive substance to decay.

Radioactive decay: The predictable manner in which a population of
atoms of a radioactive element spontaneously disintegrate over time.

Stratigraphy: Study of layers of rocks or the objects embedded within
those layers.



conventional radiocarbon dating is 30,000 to 40,000 years. With sensi-
tive instrumentation, this range can be extended to 70,000 years.

In addition to the radiocarbon dating technique, scientists have de-
veloped other dating methods based on the transformation of one element
into another. These include the uranium-thorium method, the potassium-
argon method, and the rubidium-strontium method.

Thermoluminescence. Thermoluminescence (pronounced ther-moe-
loo-mi-NES-ence) dating is very useful for determining the age of pot-
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tery. When a piece of pottery is heated in a laboratory at temperatures
more than 930°F (500°C), electrons from quartz and other minerals in the
pottery clay emit light. The older the pottery, the brighter the light that
will be emitted. Using thermoluminescence, pottery pieces as old as
100,000 years can be dated with precision.

Tree-ring dating. Known as dendrochronology (pronounced den-dro-
crow-NOL-o-gee), tree-ring dating is based on the fact that trees produce
one growth ring each year. Narrow rings grow in cold or dry years, and
wide rings grow in warm or wet years. The rings form a distinctive pat-
tern, which is the same for all members in a given species and geographical
area. Thus, the growth pattern of a tree of a known age can be used as a
standard to determine the age of similar trees. The ages of buildings and
archaeological sites can also be determined by examining the ring pat-
terns of the trees used in their construction. Dendrochronology has a range
of 1 to 10,000 years or more.

‡�DDT (dichlorodiphenyl-
trichloroethane)

DDT is a synthetic chemical compound once used widely in the United
States and throughout the world as a pesticide (a chemical substance used
to kill weeds, insects, rodents, or other pests). It is probably best known
for its dual nature: although remarkably effective in destroying certain
living things that are harmful to plants and animals, it can also be ex-
tremely dangerous to humans and the environment.

The abbreviation DDT stands for dichlorodiphenyltrichloroethane.
DDT was first produced in the laboratory in 1873. For more than half a
century, it was little more than a laboratory curiosity—a complicated syn-
thetic (produced by scientists) compound with no apparent use.

Then, in 1939, Swiss chemist Paul Hermann Müller (1899–1965)
discovered that DDT was highly poisonous to insects. The discovery was
very important because of its potential for use in killing insects that cause
disease and eat agricultural crops. For his work, Müller was awarded the
Nobel Prize in medicine in 1948.

DDT as an insecticide
During and after World War II (1939–45), DDT became extremely

popular among public health workers, farmers, and foresters. Peak pro-
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duction of the compound reached 386 million pounds (175 million kilo-
grams) globally in 1970. Between 1950 and 1970, 22,204 tons (20,000
metric tons) of DDT was used annually in the former Soviet Union. The
greatest use of DDT in the United States occurred in 1959, when 79 mil-
lion pounds (36 million kilograms) of the chemical were sprayed.

By the early 1970s, however, serious questions were being raised
about the environmental effects of DDT. Reports indicated that harmless
insects (such as bees), fish, birds, and other animals were being killed or
harmed as a result of exposure to DDT. The pesticide was even blamed
for the near-extinction of at least one bird, the peregrine falcon. Convinced
that the environmental damage from DDT was greater than the compound’s
possible benefits, the U.S. Environmental Protection Agency banned the
use of DDT in the United States in 1973. Its use in certain other countries
has continued, however, since some nations face health and environmen-
tal problems quite different from those of the United States.

DDT’s environmental problems arise because of two important prop-
erties: persistence and lipid-solubility. The term persistence refers to the
fact that DDT does not break down very easily. Once the pesticide has
been used in an area, it is likely to remain there for many years. In addi-
tion, DDT does not dissolve in water, although it does dissolve in fatty
or oily liquids. (The term lipid-solubility is used because fats and oils are
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members of the organic family known as lipids.) Since DDT is not solu-
ble in water, it is not washed away by the rain, adding to its persistence
in the environment. But since DDT is lipid-soluble, it tends to concen-
trate in the body fat of animals. The following sequence of events shows
how DDT can become a problem for many animals in a food web.

DDT is used today in such African nations as Zimbabwe and Ethiopia
to control mosquitoes and the tsetse fly. These two insects cause serious
diseases, such as malaria and sleeping sickness. DDT saves lives when
used on the tsetse fly in Lake Kariba in Zimbabwe. But once sprayed on
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the lake, DDT does not disappear very quickly. Instead, it is taken up by
plants and animals that live in the lake. Studies have shown that the con-
centration of DDT in the lake itself is only 0.002 parts per billion. But al-
gae in the lake have a concentration of 2.5 parts per million. Other mem-
bers of the food web also accumulate DDT from the organisms they eat.
Fish that feed on the algae have DDT levels of 2 parts per million; tiger-
fish and cormorants (both of whom live on the algae-eating fish) have lev-
els of 5 and 10 parts per million, respectively; and crocodiles (who eat
both tiger-fish and cormorants) have levels as high as 34 parts per million.

Bans on the use of DDT in the United States and some other na-
tions have given ecosystems in those countries a chance to recover. Pop-
ulations of peregrine falcons, for example, have begun to stabilize and
grow once again. Many other animal species are no longer at risk from
DDT. Of course, poor nations continue to face a more difficult choice
than does the United States, since they must balance the protection of the
health of their human populations against the protection of their natural
ecosystems.

In December 2000, in a convention organized by the United Nations
Environment Program, 122 nations agreed to a treaty banning twelve very
toxic chemicals. Included among the twelve was DDT. However, the
treaty allowed the use of DDT to combat malaria until other alternatives
become available. Before it can take effect, the treaty must be ratified by
50 of the nations that agreed to it in principle.

‡�Dementia
Dementia is a decline in a person’s ability to think and learn. It is an ir-
reversible mental condition. Occurring mainly in older people, dementia
is characterized by memory loss, the inability to concentrate and make
judgments, and the general loss of other intellectual abilities.

The two most common forms of dementia are senile dementia and
Alzheimer’s disease. Senile dementia, or senility, is the loss of mental ca-
pacities as a result of old age. It is considered a normal part of the aging
process, and generally occurs very late in life. Alzheimer’s disease, on the
other hand, is not a normal result of aging and can begin in late middle age.

The deterioration of brain tissue occurs much more quickly in those
people suffering from Alzheimer’s disease than in those suffering from
senility. Alzheimer’s disease is marked first by forgetfulness, followed by
memory loss and disorientation, then by severe memory loss, confusion,
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and delusions. There is no effective treatment or cure for the disease and
its cause is unknown.

Dementia may result from several other conditions characterized by
progressive deterioration of the brain. The three most common of these
are Pick’s disease, Parkinson’s disease, and Huntington’s disease.

Like Alzheimer’s disease, Pick’s disease affects the brain’s cortex—
the outer part where most of the higher mental functions take place. How-
ever, Pick’s disease affects different parts of the cortex than does
Alzheimer’s disease. This influences the order in which symptoms ap-
pear. The earliest symptoms of Pick’s disease include personality changes
such as loss of tact (politeness) and concern for others. Loss of language
skills occurs afterward, while memory and knowledge of such things as
where one is and the time of day are preserved until much later.

Both Parkinson’s disease and Huntington’s disease initially affect
deeper brain structures, those that control muscular movements. Symp-
toms of Parkinson’s disease, which begins in middle to later life, include
trembling of the lips and hands, loss of facial expression, and muscular
rigidity. In later stages, about 50 percent of patients with the disease de-
velop some degree of dementia. Huntington’s disease, which strikes in
middle age, is first marked by involuntary muscular movements. Shortly
after, patients suffering from the disease begin to have trouble thinking
clearly and remembering previous events. In later stages of the illness,
Huntington patients cannot walk or care for themselves.

[See also Alzheimer’s disease; Nervous system]

‡�Density
Density is defined as the mass of a unit volume of some material. The
term unit volume means the amount contained in one volumetric unit of
measurement: one cubic foot, one liter, or one milliliter, for example. The
density of pure iron, for instance, is 7.87 grams per cubic centimeter (7.87
g/cm3). That statement means that one cubic centimeter (1 cm3) of iron
has a mass of 7.87 grams.

Density is an important measurement because it allows for the com-
parison of the heaviness of two materials. Rather than asking, “Which is
heavier: iron or StyrofoamTM?,” the proper question to ask is: “Which 
is more dense: iron or StyrofoamTM?” This question is more appropriate 
because it asks about a comparison between equal amounts of two dif-
ferent materials.
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Specific gravity
Another form of measurement closely associated with density is 

specific gravity. The specific gravity of a material is the density of that
material compared to the density of some standard. For solids and liq-
uids, the most common standard is water, whose density is 1.00 gram per
cubic centimeter. The specific gravity of iron, then, is its density (7.87
grams per cubic centimeter) divided by the density of water (1.00 gram
per cubic centimeter). You can see that the numerical value for the spe-
cific gravity of a solid or liquid is always the same as that of its density.
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The reason is that the divisor in every case is 1 gram per cubic centime-
ter, the density of water. For iron, the specific gravity is 7.87. The only
difference between density and specific gravity for solids and liquids is
that specific gravity has no label. In dividing 7.87 grams per cubic cen-
timeter by 1.00 gram per cubic centimeter, the labels divide out (cancel),
leaving only the number.

The specific gravity of gases is somewhat more difficult since the
most common standards are air (density � 1.293 grams per cubic cen-
timeter) or hydrogen (density � 0.0899 gram per cubic centimeter). The
specific gravity of oxygen using air as a standard, then, is its density
(1.429 grams per cubic centimeter) divided by the density of air (1.293
grams per cubic centimeter), or 1.105. Using hydrogen as a standard, the
specific gravity of oxygen is 1.429 grams per cubic centimeter � 0.0899
gram per cubic centimeter, or 15.9.

‡�Dentistry
Dentistry is the medical field concerned with the treatment and care of
the teeth, the gums, and the oral cavity. This includes treating teeth dam-
aged by tooth decay, accidents, or disease. Dentistry is considered an in-
dependent medical art, with its own licensing procedure. Orthodontics is
the branch of dentistry concerned with tooth problems such as gaps be-
tween the teeth, crowded teeth, and irregular bite. Periodontics, another
branch, focuses on gum problems.

Historical dental practices
Dental disease has been one of the most common ailments known

to humankind. Ancient men and women worked hard to alleviate dental
pain. As early as 1550 B.C., Egyptians used various remedies for
toothache, which included such familiar ingredients as dough, honey,
onions, incense, and fennel seeds.

The Egyptians also turned to superstition for help in preventing tooth
pain. The mouse, which was considered to be protected by the Sun and
capable of fending off death, was often used by individuals with a
toothache. A common remedy involved applying half of the body of a
dead mouse to the aching tooth while the body was still warm.

The Greek physician Hippocrates (c. 460–c. 377 B.C.), considered
the father of medicine, believed that food lodged between teeth was re-
sponsible for tooth decay. He suggested pulling teeth that were loose and
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decayed. Hippocrates also offered advice for bad breath. He suggested a
mouth wash containing oil of anise seed, myrrh, and white wine.

Clean teeth were valued by the ancient Romans. Rich families had
slaves clean their mouths using small sticks of wood and tooth powder.
Such powders could include burned eggshell, bay leaves, and myrrh. These
powders could also include more unusual ingredients, such as burned heads
of mice and lizard livers. Earthworms marinated in vinegar were used for
a mouth wash, and urine was thought of as a gum strengthener.

The Chinese were the first to develop an amalgam (mixture of metals)
filling, which was mentioned in medical texts as early as 659. The Chinese
also developed full dentures by the twelfth century and invented the tooth-
brush model for our contemporary toothbrushes in the fifteenth century.

The writings of Abu al-Qasim (936–1013), a Spanish Arab surgeon,
influenced Islamic and European medical practitioners. He described surgery
for dental irregularities, the use of gold wire to make teeth more stable, and
the use of artificial teeth made of ox-bone. Abu al-Qasim (also known as
Abulcasis) was one of the first to document the size and shape of dental
tools, including drawings of dental saws, files, and extraction forceps.

The father of modern dentistry is considered to be French dentist
Pierre Fauchard (1678–1761). Fauchard’s work included filling teeth with
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Amalgam: Mixture of mercury and other metal elements used in mak-
ing tooth cements.

Bridge: Partial denture anchored to adjacent teeth.

Denture: Set of false teeth.

Gingivitis: Gum inflammation.

Orthodontics: Branch of dentistry concerned with tooth problems such
as gaps between the teeth, crowded teeth, and irregular bite.

Periodontics: Branch of dentistry focusing on gum problems.

Periodontitis: Gum disease involving damage to the periodontal liga-
ment, which connects each tooth to the bone.

Plaque: Deposit of bacteria and their products on the surface of teeth.



lead or gold leaf tin foil. He also made various types of dentures and
crowns from ivory or human teeth. In his influential writings, Fauchard
explained how to straighten teeth and how to protect teeth against peri-
odontal damage. Fauchard also took aim at some of the dental supersti-
tions of the day, which included the mistaken belief that worms in the
mouth played a role in tooth decay.

The development of many dental tools and practices in the nine-
teenth century laid the groundwork for present-day dentistry. Many of the
great advances were made by Americans. The world’s first dental school,
the Baltimore College of Dentistry, opened in 1847. Around this time,
anesthesia such as ether and nitrous oxide (laughing gas) was first used
by dentists on patients having their teeth pulled. The practice of dentistry
was further changed by the development of a drill powered by a foot pedal
in 1871 and powered by electricity in 1872.

Another major discovery of the era was the X ray by German physi-
cist Wilhelm Conrad Röntgen (1845–1923) in 1895. The first X ray of
the teeth was made in 1896. Contemporary dentists continue to use X rays
extensively to determine the condition of the teeth and the roots.

Cavities and fillings
Dental cavities, or caries, are perhaps the most common type of pre-

sent-day oral disease. Cavities occur when bacteria forms a dental plaque
on the surface of the tooth. Plaque, which is sticky and colorless, is a de-
posit of bacteria and their products. After the plaque is formed, food and
the bacteria combine to create acids that slowly dissolve the substance of
the tooth. The result is a hole in the tooth that must be filled or greater
damage may occur, including eventual loss of the tooth.

The process of fixing dental cavities can be a short procedure de-
pending on the size of the cavity. Small cavities may require no anesthe-
sia and minimal drilling. Extensive dental cavities may require extensive
drilling and novocaine or nitrous oxide to dull the pain. The process of
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filling a cavity typically begins with the dentist using a drill or a hand
tool to grind down the part of the tooth surrounding the cavity. The den-
tist then shapes the cavity, removes debris from the cavity, and dries it
off. A cement lining is then added to insulate the inside of the tooth. The
cavity is filled by inserting an amalgam or some other substance in small
increments, compressing the material soundly.

Teeth are usually filled with an amalgam including silver, copper,
tin, mercury, indium, and palladium. Other materials may be used for
front teeth where metallic fillings would stand out. These include plastic
composite material, which can be made to match tooth color.

Tooth replacement
Teeth that have large cavities, are badly discolored, or badly broken

are often capped with a crown, which covers all or part of the damaged
tooth. A crown can be made of gold or dental porcelain. Dental cement
is used to keep the crown in place.

Bridges are devices that clasp new teeth in place, keep decayed teeth
strong, and support the teeth in a proper arrangement. Some are remov-
able by the dentist, and may be attached to the mouth by screws or soft
cement. Others, called fixed bridges, are intended to be permanent.
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Dentures, a set of replacement teeth, are used when all or a large
part of the teeth must be replaced. New teeth can be made of acrylic resin
or porcelain. A base in which to set the teeth must be designed to fit the
mouth exactly. An impression of the existing teeth and jaws is taken to
form this base. Modern dentists generally use acrylic plastics as the base
for dentures. Acrylic plastic is mixed as a dough, heated, molded, and set
in shape.

Gum disease
Gum disease is an immense problem among adults. Common gum

diseases include gingivitis and periodontitis. Gingivitis is the inflamma-
tion of gum tissue, and is marked by bleeding, swollen gums. Periodon-
titis involves damage to the periodontal ligament, which connects each
tooth to the bone. It also involves damage to the alveolar bone to which
teeth are attached.

Periodontitis and gingivitis are caused primarily by bacterial dental
plaque. This plaque includes bacteria that produces destructive enzymes
in the mouth. These enzymes can damage cells and connective tissue. Un-
treated periodontal disease results in exposure of tooth root surfaces and
pockets between the teeth and supporting tissue. This leaves teeth and
roots open to decay, ending in tooth loss. When damage from the disease
is too great, periodontal surgery is performed to clean out and regenerate
the damaged area.

The art of moving teeth
The position of teeth in the mouth can be shaped and changed grad-

ually using pressure. To straighten teeth, dentists usually apply braces.
Braces are made up of a network of wires and bands of stainless steel or
clear plastic. The bands are often anchored on the molars at the back of
the mouth and the wires are adjusted to provide steady pressure on the
surface of the teeth. This pressure slowly moves the teeth to a more de-
sirable location in the mouth and enables new bone to build up where it
is needed. Braces are usually applied to patients in their early teens and
are worn for a specific period of time.

‡�Depression
Depression is one of the most common mood disorders. Everyone expe-
riences depressed moods from time to time. More commonly referred to
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as “having the blues” or “being down in the dumps,” the sad or depressed
mood usually lasts for only a short period. When the feeling persists for
weeks without apparent reason, however, it may be a sign of major de-
pression, a psychiatric disorder.

The symptoms of major depression include a sad or depressed mood
or a marked lack of interest and pleasure in almost all activities. This feel-
ing persists for most of the day, nearly every day, for at least two weeks.
In addition, many or all of the following symptoms occur: (1) loss of ap-
petite; (2) fatigue (tiredness); (3) difficulty sleeping; (4) feelings of guilt
or worthlessness; (5) lack of concentration; (6) thoughts of death, often
including suicidal thoughts or plans, or even a suicide attempt.

People with major depression are also very likely to experience
headaches, stomachaches, or pains or aches almost anywhere in their bod-
ies. Major depression affects twice as many women during their lifetimes
as it does men.

Causes of depression
No one knows the fundamental cause of major depression. Scien-

tists believe this disorder might be caused by a low level of certain chem-
icals in the body known as neurotransmitters (pronounced nur-o-trans-
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Bipolar disorder: Formerly manic-depressive illness, a condition in
which a patient exhibits both an excited state called mania and a
depressed state.

Electroconvulsive therapy: A form of treatment for depression in
which an electric current is passed through the brain to produce con-
vulsions.

Lithium: Natural mineral salt used as a medication to treat bipolar
disorder.

Mania: Condition in which a person experiences exaggerated levels of
elation.

Neurotransmitter: Chemical that transmits electrical impulses from
one cell in the nervous system to another.



MI-ter). These are chemicals that transmit information (electrical im-
pulses) from one cell in the nervous system to another.

Thus, depression may be more a biological than a psychological dis-
order. This conclusion is supported by the way depression often runs in
families: up to 25 percent of those with depression have a relative with a
mood disorder of some kind. Furthermore, if one member of a pair of
identical twins has major depression, the odds are about two in five that
the other one will, too.
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No one is quite sure why major depression affects more women than
men. It could be that women, because of their monthly hormonal changes,
are more biologically vulnerable. Another explanation might be that our
society puts added pressures and limitations on women’s lives, which
could lead to feelings of helplessness and depression. One more expla-
nation could be that women and men experience the same rate of de-
pression, but that women are more open about their feelings and are more
inclined to seek professional help if they have a problem.

Bipolar disorder
Another mood disorder is bipolar disorder (formerly called manic-

depressive disorder). At first, bipolar disorder often seems to be depres-
sion. A person suffering from either of these disorders experiences 
periods of depression. However, in bipolar disorder, a person goes from
periods of depression into periods of exaggerated elation (happiness),
called mania. Manic people have excessive energy. They may feel exu-
berant, creative, and ready to take on the world. They often feel that they
need little sleep and may even get only three or four hours of sleep dur-
ing the manic episode. Other symptoms of mania include irritability, rapid
and loud speech, and an inflated self-confidence.

Treatment
Medications known as antidepressants are considered standard ther-

apy for depression. These medications raise the level of certain neuro-
transmitters in the body. Psychotherapy, used either alone or along with
medication, is also an effective treatment for depression. Psychotherapy
allows the psychiatrist to help a depressed person change his or her dis-
torted views and beliefs about themselves and the world.

Both medication and psychotherapy typically take several weeks or
months to become fully effective, and neither can help everyone. For those
who are not helped, or whose symptoms are very severe, an alternative
is electroconvulsive therapy (ECT; sometimes informally called shock
therapy). In this therapy, electrodes are applied to the head (or to one side
of the head) and the patient receives an electric shock strong enough to
cause muscle spasms and convulsions.

The main drawback to ECT is temporary memory loss. Patients usu-
ally recover most of their missing memories within six to nine months.
However, the few days immediately before the therapy are permanently
lost. Since ECT can be a life-saving treatment for severely depressed peo-
ple, it is appropriate when nothing else can provide help fast enough.
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Bipolar disorder is most often treated with lithium, a natural min-
eral salt. While there has been a great deal of success in treating bipolar
disorder patients with lithium and returning them to a normal life, re-
searchers are not exactly sure how it works. It is a nonaddictive medica-
tion, but its dosage must be carefully monitored. Possible side effects of
lithium therapy are stomachache, nausea, vomiting, diarrhea, hand
tremors, thirst, fatigue, and muscle weakness.

Lithium therapy now allows many people with bipolar disorder to
participate in ordinary everyday life. Seventy to 80 percent of bipolar pa-
tients respond well to lithium treatment without any serious side effects.

‡�Desert
A desert is an arid land area that generally receives less than 10 inches
(250 millimeters) of rainfall per year. What little water it does receive is
quickly lost through evaporation. Average annual precipitation in the
world’s deserts ranges from about 0.4 to 1 inch (10 to 25 millimeters) in
the driest areas to 10 inches (250 millimeters) in semiarid regions.

Other features that mark desert systems include high winds, low hu-
midity, and temperatures that can fluctuate dramatically. It is not un-
common for the temperature to soar above 90°F (32°C) and then drop be-
low 32°F (0°C) in a single day in the desert.

Most of the world’s desert ecosystems (communities of plants and
animals) are located in two belts near the tropics at 30 degrees north and
30 degrees south of the equator. These areas receive little rainfall because
of the downward flow of dry air currents that originate at the equator. As
this equatorial air moves north and south, it cools and loses whatever
moisture it contains. Once this cool, dry air moves back toward Earth’s
surface, it is rewarmed, making it even drier. Over the desert areas, the
dry air currents draw moisture away from the land on their journey back
toward the equator.

Deserts around the world
The vast Sahara Desert in northern Africa encompasses an area 3,000

miles (4,800 kilometers) wide and 1,000 miles (1,600 kilometers) deep.
Sand composes just 20 percent of the Sahara, while plains of rock, peb-
ble, and salt flats, punctuated by mountains, make up the rest. The Sa-
hara can experience temperatures that rise and fall 100°F (38°C) in a sin-
gle day. Decades can go by without rain. By contrast, the Gobi Desert,
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covering 500,000 square miles (1,295,000 square kilometers) in north-
central Asia, sits at a higher altitude than the Sahara. As a result, tem-
peratures in the Gobi remain below freezing most of the year.

The Kalahari and Namib Deserts lie in the southern portion of 
Africa. The desert region that fills the interior of Australia is known as
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Words to Know

Arid land: Land that receives less than 10 inches (250 millimeters) of
rainfall annually and has a high rate of evaporation.

Desert pavement: Surface of flat desert lands covered with closely
spaced, smooth rock fragments that resemble cobblestones.

Desert varnish: Dark film of iron oxide and manganese oxide on the
surface of exposed desert rocks.

Rain-shadow deserts: Areas that lie in the shadow of mountain ranges
and receive little precipitation.

Cactus in the Sonoran

Desert in Organ Pipe Cactus

National Park, Arizona.

(Reproduced by permission of

The Stock Market.)



the Outback. Antarctica, the land mass at the southern pole of the globe,
is a polar desert. One of the driest places on Earth, it receives only a dust-
ing of snow each year. Warmest summer temperatures in Antarctica reach
only 25°F (�4°C).

The deserts of the United States are located at higher latitudes and
in higher altitudes than is typical of many other arid regions of the world.
Death Valley in California is both extremely arid and extremely hot in
the summer. South of it are the relatively cooler and wetter Mojave and
Sonoran Deserts.

Rain-shadow deserts
Rain-shadow deserts are those that lie in the shadow of mountain

ranges. As air ascends on one side of a range, it releases any moisture it
carries. Once on the other side, the air contains little moisture, forming
deserts in the slope of the range. Among rain-shadow deserts are Death
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Valley (in the shadow of the Sierra Nevadas) and Argentina’s Patagon-
ian and Monte Deserts (in the shadow of Chile’s Andes).

Desert topography
Dunes, wind-blown piles of sand, are the most common image of a

desert landscape. Wind constantly sculpts sand piles into a wide variety
of shapes. Dunes move as wind bounces sand up the dune’s gently slop-
ing windward side (facing the wind) to the peak of the slope. At the peak
the wind’s speed drops and sends sand cascading down the steeper lee
side (downwind). As this process continues, the dune migrates in the di-
rection the wind blows. Given enough sand and time, dunes override other
dunes to thicknesses of thousands of feet, as in the Sahara Desert.

Sand carried by the wind can act as an abrasive on the land over
which it flows. Rocks on the floor of a desert can become polished in this
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Desertification

Desertification refers to the gradual transformation of produc-
tive land into that with desertlike conditions. Desertification may
occur in rain forests and tropical mountainous areas. Even a desert
itself can become desertified, losing its sparse collection of plants and
animals and becoming a barren wasteland.

Desertification occurs in response to continued land abuse, and
may be brought about by natural or man-made actions. Among the nat-
ural forces are constant wind and water (which erode topsoil) and long-
term changes in rainfall patterns (such as a drought). The list of human
actions includes overgrazing of farm animals, strip mining, the deple-
tion of groundwater supplies, the removal of forests, and the physical
compacting of the soil (such as by cattle and off-road vehicles).

Almost 33 percent of Earth’s land surface is desert, a propor-
tion that is increasing by as much as 40 square miles (64 square kilo-
meters) each day. The arid lands of North America are among those
most affected by desertification: almost 90 percent are moderately to
severely desertified.

Fortunately, scientists believe that severe desertification is
rare. Many feel that most desertified areas can be restored to produc-
tivity through careful land management.



way. Closely spaced, smooth rock fragments that resemble cobblestones
on the surface of flat lands are referred to as desert pavement. The dark
film of iron oxide and manganese oxide on the surface of the exposed
rocks is called desert varnish.

Life in the desert
The plants and animals that are able to survive the extremes of desert

conditions have all evolved ways of compensating for the lack of water.
Plants that are able to thrive in the desert include lichens (algae and fungi
growing together). Lichens have no roots and can absorb water and nu-
trients from rain, dew, and the dust on which they grow. Succulent plants,
such as cacti, quickly absorb rainwater when it comes and store it in their
stems and leaves, if they have them. Other plants store nutrients in their
roots and stems. Many desert shrubs have evolved into upside-down cone
shapes. They collect large amounts of rain on their surfaces, then funnel
it down to their bases.

Deserts are not lifeless, but are inhabited by insects, arachnids (spi-
ders and scorpions), reptiles, birds, and mammals. Unlike plants, these
animals can seek shelter from the scorching sun, cold, and winds by crawl-
ing into underground burrows. Many have adapted to the harsh desert en-
vironment by developing specific body processes. Some small mammals,
such as rodents, excrete only concentrated urine and dry feces, and per-
spire little as a way of conserving body fluids. The camel’s body tem-
perature can soar to 105°F (41°C) before this mammal sweats. It can lose
up to one-third of its body weight and replace it at a single drinking.

[See also Biome]

‡�Diabetes mellitus
Diabetes mellitus is a disease caused by the body’s inability to use the
hormone insulin. Insulin is normally produced in the pancreas, a gland
attached to the small intestine. Its function is to convert carbohydrates
into glucose. Glucose (also known as blood sugar) is the compound used
by cells to obtain the energy they need to survive, reproduce, and carry
out all their normal functions.

When cells are unable to use glucose for these functions, they use
fat instead. One product of the metabolism of fats is a group of com-
pounds known as ketones. Ketones tend to collect in the blood and dis-
rupt brain functions.
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Common signs of diabetes are excessive thirst, urination, and fa-
tigue. The long-term effects of diabetes include loss of vision, decreased
blood supply to the hands and feet and pain. If left untreated, diabetes can
produce coma and cause death.

Types
Two types of diabetes mellitus are known. Type I diabetes is also

called juvenile or insulin-dependent diabetes. Type I diabetes occurs when
the pancreas fails to produce enough insulin. Type II diabetes is also called
adult-onset or noninsulin-dependent diabetes. Type II diabetes results
when the pancreas does produce insulin but, for some reason, the body is
unable to use the insulin normally. Type I diabetes can usually be con-
trolled by doses of insulin and a strict diet. Type II diabetes is often caused
by obesity and is usually controlled by diet alone.

Incidence
More than 12 million Americans are affected by diabetes. An an-

nual increase of about 5 percent in the disease is attributed both to the
population’s increased rate of longevity and a rising rate of obesity. Ex-
perts believe that for each reported new case of diabetes, there is an un-
reported one because symptoms of the early stages of adult diabetes tend
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Words to Know

Glucose: A simple sugar that serves as the source of energy for cells.

Hormone: Chemicals that regulate various body functions.

Insulin-dependent diabetes: Also known as juvenile or Type I dia-
betes; a form of diabetes that requires the daily injection of insulin.

Ketones: Organic compounds formed during the breakdown of fats that
can have harmful effects on the brain.

Noninsulin-dependent diabetes: Also known as adult-onset or Type II
diabetes; a form of diabetes that is often caused by obesity and can
be controlled by diet, exercise, and oral medication rather than daily
injections of insulin.

Pancreas: The organ responsible for secreting insulin.



to go unrecognized. Symptoms usually progress from mild to severe as
the disease progresses.

Approximately 300,000 deaths each year in the United States are at-
tributed to diabetes. Its prevalence increases with age, from about 0.2 per-
cent in persons under 17 years of age to about 10 percent in persons aged
65 years and over. Females have a higher rate of incidence for the dis-
ease, while higher income groups in the United States show a lesser in-
cidence than lower income groups. The incident rate is markedly differ-
ent among ethnic groups. It is 20 percent higher in non-Caucasians than
in Caucasians. However, for reasons as yet unknown, the rate of diabetes
in ethnic groups such as Native Americans, Latin Americans, and Asian
Americans is especially high and continues to rise.

History
The symptoms of diabetes were identified 3,500 years ago in Egypt

and were also known in ancient India, China, Japan, and Rome. The Per-
sian physician Avicenna (980–1037) described the disease and its conse-
quences. The English epidemiologist Thomas Willis (1621–1675) was the
first modern physician to discover that the urine of diabetics tasted sweet.
This characteristic of the disease explains its name since diabetes refers
to the frequent urination associated with the condition and mellitus refers
to the honeylike taste of the urine.

The role of insulin in the metabolism of glucose was first suggested
by the English physiologist Edward Sharpey-Schäfer (1850–1935) in
1916. Five years later, insulin was first isolated by the Canadian physi-
ologists Frederick Banting (1891–1941) and Charles Best (1899–1978).
In 1922, Banting and Best first used insulin to successfully treat a dia-
betic patient, 14-year-old Leonard Thompson, of Toronto, Ontario.

‡�Diagnosis
Diagnosis is the process of identifying a disease or disorder in a person
by examining the person and studying the results of medical tests.

The process of diagnosis begins when a patient appears before a
doctor with a set of symptoms, such as pain, nausea, fever, or some other
unusual feeling. In many cases, the diagnosis is relatively simple. The
physician can decide by making a few simple observations as to the pa-
tient’s problem and can prescribe a proper treatment. At other times, the

6 4 0 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Diagnosis



symptoms may be more difficult to interpret, and making a diagnosis may
require laboratory tests and other kinds of examinations.

Sources of information
In order to make a diagnosis, a physician searches for information

from three major sources: the patient himself or herself, a physical ex-
amination, and a laboratory examination.

Patient information. Patient information is obtained by asking the
patient a variety of questions about his or her previous health history and
present symptoms. For example, the patient who is experiencing unusual
pains may be asked to tell how long the pains have persisted, where they
are located, the type of pain experienced, and whether the pain is con-
stant or intermittent.

A patient’s occupation may have a bearing on his or her illness. Per-
haps he or she works around chemicals that may cause illness. A job that
requires repeated bending and lifting may result in muscle strain or back
pain. A police officer or fire fighter may have periods of boredom inter-
rupted by periods of stress or fear.
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Words to Know

Benign: Noncancerous.

Biopsy: The removal and examination of tissue from a person’s body.

Invasive: A technique that involves entering the body.

Laparoscope: A device consisting of a long flexible tube that contains
a light source that allows a physician to look into the abdominal cav-
ity without making a large incision in the abdominal wall.

Laparotomy: A process by which the abdominal wall is opened in order
to allow a physician to look inside.

Malignant: Cancerous.

Palpation: A technique used by doctors that involves the use of fin-
gers to touch and feel various parts of a patient’s body.

Stethoscope: A device that magnifies sounds produced in the human
body.



The medical history of a patient’s family may also be helpful. Some
diseases are hereditary and some, although not hereditary, are more likely
to occur if the patient’s parent or other close relative has had such a dis-
ease. For example, the person whose father has had a heart attack is more
likely to have a heart attack than is a person whose family has been free
of heart disease.

Personal habits, such as smoking or drinking large amounts of al-
cohol, also contribute to disease. Lack of exercise, lack of sleep, and an
unhealthy diet are all involved in bringing about symptoms of disease.

The physical examination. In addition to exploring the patient’s
clinical history, the physician will carry out a physical examination to fur-
ther narrow the list of possible medical problems. The patient’s temper-
ature, blood pressure, and rate of respiration will be measured. He or she
will be weighed and his or her height measured. The physician will ex-
amine the eardrums and look into the throat for signs of inflammation,
infection, or other abnormal conditions.

The heart and lungs can be examined superficially (from outside the
body) using a stethoscope. A stethoscope allows the physician to hear ab-
normalities in the heartbeat or in the functioning of the heart valves. The
presence of water or other fluid in the lungs can also be heard with a
stethoscope. The physician can also study sounds made by the intestines
by listening to them through the stethoscope.

A physician may also use a technique called palpation, in which the
physician uses his or her fingers to probe the abdomen for signs of pain
or an abnormal lump or growth. The doctor also feels the neck, the area
under the armpit, and other areas to locate any enlarged lymph nodes, a
sign of an infection. Such probing also may bring to light the presence of
a tender area previously unknown to the patient.

If the patient is complaining of an injury, the physician can care-
fully palpate around the injury to determine its size. He or she can bend
a leg or arm to determine whether a joint has been broken. Similar tech-
niques also reveal whether a ligament (tissue that connects bones) has
been torn and if it may need surgical correction.

The laboratory examination. The physician also may decide to have
laboratory tests performed on various fluids taken from the patient. The
most common fluids used are blood, urine, stomach fluid, and spinal fluid.
As an example, tests of the blood reveal the number of white and red
blood cells. An elevated number of white blood cells indicates an infec-
tion is present, but does not pinpoint the location of the infection. Blood
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also carries hormones and other components that are directly affected by
disease or inflammation.

The modern clinical laboratory is one of automation and high tech-
nology. At one time, a laboratory technician was required to mix together
the chemicals needed for each clinical test. Newer technology requires
only that a blood specimen be placed in one end of a machine. The blood
is carried through the machine, where minute amounts of the chemicals
are added as needed, and test results are printed out automatically. This
technology also enables the measurement of blood or urine components
in amounts much smaller than previous technology allowed. In some
cases, a single microgram (one-millionth of a gram) can be detected in
blood, urine or some other fluid.

The physician also may want to obtain X rays of an injured area to
rule out the possibility of a fractured bone. (X rays are a form of elec-
tromagnetic radiation that can penetrate solids. They are used to generate
images of bones and other tissues.) The presence of a heart condition can
often be determined by taking an electrocardiogram (ECG), which mea-
sures the electrical activity of the heart. Changes in an ECG can indicate
the presence of heart disease or give evidence of a past heart attack. CAT
(computerized axial tomography) scans use X rays to produce images 
of one layer of hard or soft tissue, a procedure useful in detecting small
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tumors. Magnetic resonance imaging (MRI) uses radio waves in a mag-
netic field to generate images of a layer of the brain, heart, or other or-
gan. Ultrasound waves are also sometimes used to detect tumors.

Other laboratory specimens can be obtained by invasive techniques.
An invasive technique is one in which a physician cuts open the body to
look directly inside it for possible medical problems. For example, a physi-
cian who finds a suspicious lump or swelling can remove part of the lump
and send it to the laboratory to be examined. The surgical removal of tis-
sue for testing is called a biopsy. In the laboratory, the specimen is sliced
very thinly, dyed to highlight differences in tissues, and examined under
the microscope. This procedure enables the physician to determine
whether the lump is malignant (cancerous) or benign (noncancerous).

The method of actually looking into the body cavity used to consist
of a major surgical procedure called a laparotomy. In that procedure, an
incision is made in the abdomen so the physician can look at each organ
and other internal structures in order to determine the presence of disease
or a parasite. Today, the laparotomy is carried out using a flexible tube
called a laparoscope. The laparoscope is inserted into the body through a
small incision. It is attached to a television monitor that gives the physi-
cian an enlarged view of the inside of the body. The flexibility of the la-
paroscope allows the instrument to be guided around the organs. A light
attached to the scope helps the physician see each organ. The laparoscope
is also equipped with a tiny device to collect specimens or to suction blood
out of the abdomen.

‡�Dialysis
Dialysis is a process by which small molecules in a solution are separated
from large molecules. Dialysis has a number of important commercial and
industrial applications and plays a crucial role in maintaining the health
of humans. For some people, in fact, the term dialysis refers to a specific
kind of medical treatment in which a machine (the dialysis machine) takes
on the functions of a human kidney. Dialysis machines have made pos-
sible the survival of thousands of people who would otherwise have died
as a result of kidney failure.

Dialysis is a specific example of a more general process known as
diffusion. Diffusion was first described by Scottish chemist Thomas Gra-
ham (1805–1869) around 1861. Graham studied the movement of mole-
cules of different sizes through a semipermeable membrane. (A semiper-
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meable membrane is a thin sheet of material that allows some substances
to pass through—or diffuse—but not others.) Many tissues in the human
body are semipermeable membranes. Graham discovered that some sub-
stances, such as the sodium and chloride ions of which ordinary table salt
is composed, diffuse through a semipermeable membrane up to 50 times
as fast as other substances, such as ordinary table sugar.

Today we know the reason behind Graham’s observation. Semiper-
meable membranes are not actually solid sheets of material. Instead, they
contain tiny holes too small to be seen by the unaided eye. Those holes
are just large enough to allow tiny particles like sodium and chloride ions
to pass through, but they are too small to permit the passage of large mol-
ecules, such as those of sugar.

In a typical dialysis experiment, a bag made of a semipermeable
membrane is filled with a solution to be dialyzed. The bag is then sus-
pended in a stream of running water. Small particles in the solution within
the bag gradually diffuse across the semipermeable membrane and are
carried away by the running water. Larger molecules are essentially re-
tained within the bag. By this process, a highly efficient separation of
substances can be achieved.

Kidney dialysis
The kidney is a dialyzing organ. Blood that enters the kidney has a

great variety of materials in it; some are essential (important, necessary)
to human life, others are harmful to life. Proteins circulating in the blood,
for example, have many critical bodily functions, such as protecting
against disease and carrying “messages” from one part of the body to 
another. But other materials in blood are waste products of bodily func-
tions that must be eliminated. If they remained in blood, they would cause
illness or death. Urea, formed during the breakdown of proteins, is one
such compound.

Blood that passes through the kidney is dialyzed to separate essen-
tial compounds from harmful compounds. Protein molecules are too large
to go through semipermeable membranes in the kidney and are retained
in the blood. Urea molecules are much smaller than protein molecules.
They pass through those membranes and into urine, in which they are ex-
creted from the body.

The dialysis machine. Sometimes a person’s kidneys may be dam-
aged by disease or physical injury. They are no longer able to dialyze
blood properly. At one time, people in this situation died because of 
the accumulation of poisonous materials (such as urea) in their blood.
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Then, in the 1910s, scientists invented an artificial kidney machine that
could be used to dialyze blood. A pioneer in this research was American
biochemist John Jacob Abel (1857–1938).

In the kidney machine, blood is removed from a person’s arm, passed
through a dialyzing system, and then returned to the patient. The machine
functions much as a natural kidney would—with one important excep-
tion. A natural kidney has a mechanism known as reverse dialysis for re-
turning to the body certain small molecules (primarily glucose) that should
not be excreted. The kidney machine is unable to do so, and glucose that
it removes must be replaced by intravenous injection.

Electrodialysis
Another form of dialysis is known as electrodialysis. In electrodial-

ysis, an electrical field is set up around a dialysis apparatus. The electri-
cal field causes charged particles in a solution to pass through the semi-
permeable membrane more quickly than they would without the field.
Any large molecules in the solution, though, remain where they are.

One possible application of electrodialysis is the desalination of 
water. In this procedure, sodium ions and chloride ions from the salt in
seawater are forced out, leaving pure water behind.

[See also Diffusion]

‡�Diesel engine
A diesel engine is a type of internal-combustion engine developed by Ger-
man engineer Rudolf Diesel (1858–1913) in the late nineteenth century.
His original design called for the use of coal dust as fuel, but most mod-
ern diesel engines burn low-cost fuel oil. Whereas gasoline engines (found
in the majority of present-day automobiles) use an electric spark to ignite
the premixed fuel-air blend, diesel engines use compressed air to ignite
the fuel.

In both gasoline and diesel engines, fuel is ignited in a cylinder, or
chamber. Inside the sealed, hollow cylinder is a piston (a solid cylinder)
that is attached at the bottom to a crankshaft. The movement of the pis-
ton up and down turns the crankshaft, which transfers that movement
through various gears to the drive wheels in an automobile.

In a diesel engine cylinder, the piston completes one up-and-down
cycle in four strokes: intake, compression, power, and exhaust. During
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the intake stroke, the piston moves downward, sucking air into the cylin-
der through an open intake valve. On the compression stroke, the intake
valve closes and the piston rises, compressing the air in the cylinder and
causing it to become heated. While the air is being compressed, a fuel
pump sprays fuel into the cylinder to mix with the air. When the com-
pressed, hot air reaches the right temperature, it ignites the fuel, driving
the piston down on the power stroke. As the piston rises on the exhaust
stroke, the exhaust valve opens and the gases created by explosion of the
fuel (exhaust) pass out of the cylinder. Then the cycle repeats.

The entire combustion cycle takes but a fraction of a second. Diesel
engines can operate from several hundred up to almost one thousand 
revolutions per minute. The high pressure created in the cylinders dur-
ing compression requires diesel engines to be strongly constructed 
and, thus, much heavier than gasoline engines. This weight cuts into their
fuel efficiency. Diesel engines also emit high levels of foul-smelling 
exhaust.

However, diesel engines are more powerful than conventional gaso-
line engines and run on a less costly fuel. First installed on a ship in 1910
and in an automobile in 1922, they are generally used in large vehicles
such as locomotives, trucks, and buses, and in heavy construction and
agricultural machinery. Because of their ability to burn crude fuels while
delivering an efficient amount of the fuel’s energy as usable power, diesel
engines are almost the only choice for industrial power throughout the
world.

[See also Internal-combustion engine]
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‡�Diffraction
Diffraction is the bending of waves (such as light waves or sound waves)
as they pass around an obstacle or through an opening. Anyone who has
watched ocean waves entering a bay or harbor has probably witnessed
diffraction. As the waves strike the first point of land, they change di-
rection. Instead of moving into the bay or harbor parallel to (in the same
direction as) land, they travel at an angle to it. The narrower the opening,
the more dramatic the effect. As waves enter a narrow harbor opening,
such as San Francisco’s Golden Gate, they change from a parallel set of
wave fronts to a fan-shaped pattern.

The diffraction of light has many important applications. For ex-
ample, a device known as the diffraction grating is used to break white
light apart into its colored components. Patterns produced by diffraction
gratings provide information about the kind of light that falls on them.

Fundamentals
All waves are subject to diffraction when they encounter an obsta-

cle in their path. Consider the shadow of a flagpole cast by the Sun on
the ground. From a distance the darkened zone of the shadow gives the
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impression that light traveling in a straight line from the Sun was blocked
by the pole. But careful observation of the shadow’s edge will reveal that
the change from dark to light is not abrupt. Instead, there is a gray area
along the edge that was created by light that was bent—or diffracted—at
the side of the pole.

When a source of waves, such as a lightbulb, sends a beam through
an opening, or aperture, a diffraction pattern will appear on a screen placed
behind the aperture. The diffraction pattern will look something like the
aperture (perhaps a slit, a circle, or a square) but it will be surrounded by
some diffracted waves that give it a fuzzy appearance.

The diffraction that occurs depends primarily on two variables: the
wavelength of the wave and the size of the opening or aperture through
which the waves pass. (Wavelength is defined as the distance between two
identical parts of a wave, such as two consecutive crests of a wave. The
only difference between waves of light, waves of radar, waves of X rays,
and of many other kinds of waves is their wavelength—and their frequency,
which depends on their wavelength.) The wavelength of light, for exam-
ple, is in the range of 400 to 700 nanometers (billionths of a meter). In com-
parison, the wavelength of radar waves ranges from about 0.1 to 1 meter.

When the wavelength of a wave is much smaller than the aperture
through which it travels, the observed diffraction is small. A beam of light
traveling through a window, for example, has a wavelength many tril-
lions of times smaller than the window opening. It would be difficult to 
observe diffraction in this situation. But a beam of light passing through
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Words to Know

Diffraction pattern: The wave pattern observed after a wave has
passed through a diffracting aperture (or opening).

Frequency: The number of segments in a wave that pass a given point
every second.

Interference pattern: Alternating bands of light and dark that result
from the mixing of two waves.

Wavelength: The distance between two identical parts of a wave, such
as two consecutive crests of the wave.

X-ray diffraction: A method used for studying the structure of crystals.



a tiny pin hole produces a different effect. In this case, a diffraction pat-
tern can be seen quite clearly.

Applications
Diffraction gratings. A diffraction grating is a tool whose operation
is based on the diffraction of light. It consists of a flat plate (usually made
of glass or plastic) into which are etched thousands of thin slits or grooves.
The accuracy of the grating depends on the grooves’ being parallel to each
other, equally spaced, and equal in width.

When light strikes a diffraction grating, it is diffracted by each of
the thousands of grooves individually. The diffracted waves that are pro-
duced then mix or interfere with each other in different ways, depending
on the source of the light beam. Light from a sodium vapor lamp, from
a mercury (fluorescent) lamp, and from an incandescent lamp all produce
different light patterns in a diffraction grating.

Scientists have recorded the kind of light pattern (spectrum) pro-
duced when each of the different chemical elements is heated and its light
shined on a diffraction grating. In studying the light of an unknown ob-
ject (such as a star), then, the diffraction grating spectrum can be com-
pared to the known spectra of elements. In this way, elements in the un-
known object can be identified.

X-ray diffraction. In the 1910s, William Henry (1862–1942) and
William Lawrence Bragg (1890–1971), a father-and-son team of English
physicists, had an interesting idea for using diffraction. They set out to
find the very finest diffraction grating anyone could imagine and decided
that a crystal—such as a crystal of ordinary table salt—fit the bill. The
atoms and ions that make up a crystal are arranged in the same way as
the grooves of a diffraction grating. Crystalline atoms and ions are laid
out in very orderly rows at exactly the same distance from each other, as
is the case with a diffraction grating. But the size of the “grooves” in a
crystal (the space between atoms and ions) is much smaller than in any
human-made diffraction grating.

The Braggs set to work experimenting with crystals and diffraction.
Unfortunately, the wavelength of a light wave was too large to be dif-
fracted by atoms and ions in a crystal. But X rays—which have a much
smaller wavelength than light waves—would diffract perfectly off rows
of atoms or ions in a crystal.

When the Braggs shined X rays off various crystals, they made a
fascinating discovery. For each type of crystal studied, a unique pattern
of fuzzy circles was produced. X rays had been diffracted according to
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the ways in which atoms or ions were arranged in the crystal. The Braggs
had discovered a method for determining how atoms or ions are arranged
in a given crystal. That method, known as X-ray crystallography, is now
one of the most powerful tools available to chemists for analyzing the
structure of substances.

[See also Hologram and holography; Wave motion]

‡�Diffusion
Diffusion is the movement of molecules from a region of high concentra-
tion to one of low concentration. If you have ever opened a bottle of cologne
or perfume, you have witnessed diffusion. Molecules of the scent escape
from the container, where they are present in very high concentration. They
spread outward in every direction to regions where they are in low con-
centration. Your nose is able to detect the smell of the cologne or perfume
even if you are quite a distance from the bottle that has been opened.

Diffusion occurs in all states of matter: solid, liquid, and gas. It oc-
curs rapidly enough to be observable in a reasonable period of time, how-
ever, only in liquids and gases.

You can demonstrate diffusion easily in your home. Fill a glass with
water. Then add 10 drops of ink (any color) to the water very carefully.
The ink sinks to the bottom of the glass because it is more dense than
water. Place the glass in a place where it will not be disturbed and make
observations of it every day. Over time, the colored ink at the bottom of
the glass spreads upward. It moves from a region of high concentration
to one of low concentration.

Eventually, the water in the glass is the same shade: a grey, light
blue, or pink throughout. The original black, blue, or red ink has been di-
luted with water to produce the paler shade. Diffusion eventually stops
because no region of high ink concentration remains. The concentration
of ink and water is the same throughout the glass. That rule applies to all
cases of diffusion. When differences in concentration no longer exist, dif-
fusion stops.

Osmosis
Osmosis is diffusion through a membrane. The membrane acts as a

barrier between two solutions of different concentration. One substance
(usually water) travels from an area of high concentration to one of low
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concentration. Osmosis can be compared to the examples of diffusion
given above involving perfume and ink. In those cases, no barrier was
present to separate perfume from air or ink from water. Diffusion took
place directly between two materials.

In contrast, a barrier is always present with osmosis. That barrier is
usually called a semipermeable membrane because it allows some kinds
of materials to pass through, but not others.

The most familiar example of osmosis through a semipermeable
membrane may be a living cell. Cells contain semipermeable membranes
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that act something like a plastic baggy holding cell contents inside. The
cell membrane is not a solid material, however, but a thin sheet con-
taining many tiny holes. (Imagine a self-sealing sandwich bag—its sur-
face dotted with minuscule holes—then filled with water.) The holes 
allow small molecules and ions (such as molecules of water and sodium
ions) to pass through, but trap larger molecules (such as proteins) inside
the cell.

[See also Dialysis]

‡�Digestive system
The digestive system is a group of organs responsible for the conversion
of food into nutrients and energy needed by the body. In humans, the di-
gestive system consists of the mouth, esophagus, stomach, and small and
large intestines. The digestive tube made up by these organs is known as
the alimentary canal.

Several glands—salivary glands, liver, gall bladder, and pancreas—
also play a part in digestion. These glands secrete digestive juices con-
taining enzymes that break down the food chemically into smaller mole-
cules that are more easily absorbed by the body. The digestive system
also separates and disposes of waste products ingested with the food.

Ingestion
Food taken into the mouth is first broken down into smaller pieces

by the teeth. The tongue then rolls these pieces into balls called boluses.
Together, the sensations of sight, taste, and smell of the food cause the
salivary glands, located in the mouth, to produce saliva. An enzyme in
the saliva called amylase begins the breakdown of carbohydrates (starch)
into simple sugars.

The bolus, which is now a battered, moistened, and partially di-
gested ball of food, is swallowed, moving to the pharynx (throat) at 
the back of the mouth. In the pharynx, rings of muscles force the food
into the esophagus, the first part of the upper digestive tube. The esoph-
agus extends from the bottom part of the throat to the upper part of the
stomach.

The esophagus does not take part in digestion. Its job is to move the
bolus into the stomach. Food is moved through the esophagus (and other
parts of the alimentary canal) by a wavelike muscular motion known as
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peristalsis (pronounced pear-i-STALL-sis). This motion consists of the al-
ternate contraction and relaxation of the smooth muscles lining the tract.

At the junction of the esophagus and stomach there is a powerful
muscle—the esophageal sphincter—that acts as a valve to keep food and
stomach acids from flowing back into the esophagus and mouth.
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Words to Know

Alimentary canal: Tube formed by the pharynx, esophagus, stomach,
and intestines through which food passes.

Amylase: Digestive enzyme that breaks down carbohydrates to simple
sugars.

Bile: Bitter, greenish liquid produced in the liver and stored in the
gall bladder that dissolves fats.

Bolus: Battered, moistened, and partially digested ball of food that
passes from the mouth to the stomach.

Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Chyme: Thick liquid of partially digested food passed from the stom-
ach to the small intestine.

Enzyme: Any of numerous complex proteins that are produced by living
cells and spark specific biochemical reactions.

Esophagitis: Commonly known as heartburn, an inflammation of the
esophagus caused by gastric acids flowing back into the esophagus.

Gastric juice: Digestive juice produced by the stomach wall that con-
tains hydrochloric acid and the enzyme pepsin.

Pepsin: Digestive enzyme that breaks down protein.

Peristalsis: Wavelike motion of the digestive system that moves food
through the system.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Ulcer: Inflamed sore or lesion on the skin or a mucous membrane of
the body.

Villi: Fingerlike projections found in the small intestine that increase
the absorption area of the intestine.



Digestion in the stomach
Chemical digestion begins in the stomach. The stomach is a large,

hollow, pouched-shaped muscular organ. Food in the stomach is broken
down by the action of gastric juice, which contains hydrochloric acid and
pepsin (an enzyme that digests protein). The stomach begins its produc-
tion of gastric juice while food is still in the mouth. Nerves from the
cheeks and tongue are stimulated and send messages to the brain. The
brain in turn sends messages to nerves in the stomach wall, stimulating
the secretion of gastric juice before the arrival of food. The second sig-
nal for gastric juice production occurs when food arrives in the stomach
and touches the lining.

Gastric juice is secreted from the linings of the stomach walls, along
with mucus that helps to protect the stomach lining from the action of the
acid. Three layers of powerful stomach muscles churn food into a thick
liquid called chyme (pronounced KIME). From time to time, chyme is
passed through the pyloric sphincter, the opening between the stomach
and the small intestine.

Digestion and absorption in 
the small intestine

The small intestine is a long, narrow tube running from the stom-
ach to the large intestine. The small intestine is greatly coiled and twisted.
Its full length is about 20 feet (6 meters). The small intestine is subdi-
vided into three sections: the duodenum (pronounced do-o-DEE-num),
the jejunum (pronounced je-JOO-num), and the ileum (pronounced 
ILL-ee-um).

The duodenum is about 10 inches (25 centimeters) long and connects
with the lower portion of the stomach. When chyme reaches the duodenum,
it is further broken down by intestinal juices and through the action of the
pancreas and gall bladder. The pancreas is a large gland located below the
stomach that secretes pancreatic juice into the duodenum through the pan-
creatic duct. There are three enzymes in pancreatic juice that break down
carbohydrates, fats, and proteins. The gall bladder, located next to the liver,
stores bile produced by the liver. While bile does not contain enzymes, it
contains bile salts that help to dissolve fats. The gall bladder empties bile
into the duodenum when chyme enters that portion of the intestine.

The jejunum is about 8.2 feet (2.5 meters) long. The digested car-
bohydrates, fats, proteins, and most of the vitamins, minerals, and iron
are absorbed in this section. The inner lining of the small intestine is com-
posed of up to five million tiny, fingerlike projections called villi. The
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villi increase the rate of absorption of nutrients into the bloodstream by
greatly increasing the surface area of the small intestine.

The ileum, the last section of the small intestine, is the longest, mea-
suring 11 feet (3.4 meters). Certain vitamins and other nutrients are ab-
sorbed here.

Absorption and elimination 
in the large intestine

The large intestine is wider and heavier than the small intestine.
However, it is much shorter—only about 5 feet (1.5 meters) long. It rises
up on the right side of the body (the ascending colon), crosses over to the
other side underneath the stomach (the transverse colon), descends on the
left side, (the descending colon), then forms an s-shape (the sigmoid colon)
before reaching the rectum and anus. The muscular rectum, about 6 inches
(16 centimeters) long, expels feces (stool) through the anus, which has a
large muscular sphincter that controls the passage of waste matter.

The large intestine removes water from the waste products of di-
gestion and returns some of it to the bloodstream. Fecal matter contains
undigested food, bacteria, and cells from the walls of the digestive tract.
Millions of bacteria in the large intestine help to produce certain B vita-
mins and vitamin K. These vitamins are absorbed into the bloodstream
along with the water.

Disorders of the digestive system
Among the several disorders that affect the digestive system are

esophagitis (heartburn) and ulcers. Esophagitis is an inflammation of the
esophagus caused by gastric acids flowing back into the esophagus. Mild
cases of this condition are usually treated with commercial antacids.

Stomach ulcers are sores that form in the lining of the stomach. They
may vary in size from a small sore to a deep cavity. Ulcers that form in
the lining of the stomach and the duodenum are called peptic ulcers be-
cause they need stomach acid and the enzyme pepsin to form. Duodenal
ulcers are the most common type. They tend to be smaller than stomach
ulcers and heal more quickly. Any ulcer that heals leaves a scar.

Until the early 1990s, the medical community generally believed
that ulcers were caused by several factors, including stress and a poor
diet. However, medical researchers soon came to believe that a certain
bacterium that can live undetected in the mucous lining of the stomach
was responsible. This bacterium irritated and weakened the lining, mak-
ing it more susceptible to damage by stomach acids.
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The digestive process
begins in the mouth,
where ingested food is
chewed and softened
by saliva for about a
minute. A swallowable
amount of food is
separated off from the
mass by the tongue
and made into a ball
called a bolus at the
back of the mouth.

Bolus

Tongue

Soft palate

Nasal cavity

Epiglottis

In swallowing, the bolus is forced back into the pharynx by
the tongue; a flap of tissue called the epiglottis covers the
opening to the larynx and the soft palate closes over the
opening to the nasal cavity to prevent food from entering
these respiratory passageways.

A process called peristalsis takes about three minutes to
move the bolus into the stomach: muscles that run lengthwise
on the esophagus contract, shortening the passageway
ahead of the bolus, and muscles that circle the esophagus
constrict behind it, pushing it ahead.

The inner lining of the stomach is wrinkled
with folds called rugae. As more and more
food enters the stomach, the rugae smooth
out, stretching the capacity of the stomach
to more than a quart (liter).

Over a 2-4 hour period, the muscular wall of
the stomach churns and mashes its contents, and gastric
juices break down connective tissues within ingested
meat and kill bacteria, reducing the food to a semisolid
mixture called chyme.

Although water, salts, and alcohol pass into the bloodstream
through the stomach, the major site for nutrient absorpton is
the small intestine. The breakdown of food is completed by
enzymes secreted by the pancreas, and by bile secreted by
the liver and the gall bladder.

The material that makes the 1-4 hour journey through the
small intestine without being digested and absorbed and arrives
at the large intestine is mostly waste; in a process taking from 10
hours to several days, water, vitamins, and salts are removed
and passed on to the bloodstream, and the rest, consisting of
undigested food, bacteria, small amounts of fat, and cells from
the walls of the digestive tract, is passed into the rectum, where
it is eliminated from the body.

Esophagus

Stomach

Rugae

Duodenum

Small
intestine

Large
intestine

Appendix

Rectum

Pancreas

Gall bladder

Bile duct

Liver

Pharynx

Bolus

Villus
Artery
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The inner lining of the small
intestine is composed of up to
five million tiny, finger like
projections called villi, which
increase the rate of nutrient
absorption by extending the
surface of the small intestine
to about five times that of the
surface of the skin.



It is believed that about 80 percent of stomach ulcers may be caused
by the bacterial infection. With this discovery, ulcer patients today are
being treated with antibiotics and antacids rather than special diets or ex-
pensive medicines.

‡�Dinosaur
Dinosaurs are a group of now-extinct, terrestrial reptiles in the order Di-
nosauria. They lived during the Mesozoic Era, from about 225 million
years ago to 66 million years ago. Species of dinosaurs ranged from
chicken-sized creatures such as the 2-pound (1-kilogram) predator Comp-
sognathus to colossal, herbivorous animals known as sauropods weigh-
ing more than 80 tons (72 metric tons). The sauropods were larger than
any terrestrial animals that lived before or since.

Some dinosaurs were enormous, awesomely fierce predators, while
others were mild-mannered plant eaters. The word dinosaur is derived
from two Greek words meaning “terrible lizard.” The name comes from
the fact that the remains of the earliest dinosaurs discovered were very
large and showed they had a lizardlike appearance.

Biology of the dinosaurs
The dinosaurs shared some common physical characteristics, such as

the presence of two openings on opposite sides of their skulls and 25 ver-
tebrae. However, the dinosaurs also differed from each other in many im-
portant ways. They displayed an enormous range of forms and functions,
and they filled a wide array of ecological niches. Some of the dinosaurs
were, in fact, quite bizarre in their shape and, undoubtedly, their behavior.

Most species of dinosaurs had a long tail and long neck, but this was
not the case for all species. Most of the dinosaurs walked on their four legs,
although some species were bipedal, using only their rear legs for locomo-
tion. Their forelegs were greatly reduced in size and probably used only for
grasping. The species that walked on four legs were all peaceful herbivores.
In contrast, many of the bipedal dinosaurs were fast-running predators.

The teeth of dinosaur species were highly diverse. Many species were
exclusively herbivorous, and their teeth were correspondingly adapted for
cutting and grinding vegetation. Other dinosaurs were fierce predators, and
their teeth were shaped like serrated (notched) knives. These teeth were
undoubtedly used to seize and stab their prey, cutting it into smaller pieces
that could be swallowed whole.
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Until recently, it was widely believed that dinosaurs were rather stu-
pid, slow-moving, cold-blooded creatures. However, some scientists now
believe that dinosaurs were intelligent, social, quick-moving, and proba-
bly warm-blooded animals. This question is still rather controversial. Sci-
entists have not yet reached agreement as to whether at least some of the
dinosaurs were able to regulate their body temperature by producing heat
through metabolic reactions.

Evidence for the existence of dinosaurs
Humans have never lived at the same time as dinosaurs on Earth.

Yet, a surprising amount is known about these remarkable reptiles. Evi-
dence about the existence and nature of dinosaurs has been obtained from
fossilized traces left by these animals in sediment deposits.

The first evidence suggesting the existence of dinosaurs was the dis-
covery of traces of their ancient footprints in sedimentary rocks. Sedi-
mentary rocks are formed when sand, silt, clay and other materials are
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Words to Know

Bipedal: Walking on two feet.

Carnivore (carnivorous): Meat-eating.

Embryo: The earliest stage of animal development in the uterus before
the animal is considered a fetus.

Extinct: No longer alive on Earth.

Fossil: Evidence of plant or animal life preserved in earth, usually in
rocks.

Herbivore (herbivorous): Plant-eating.

Ornithischian dinosaurs: Dinosaurs with birdlike characteristics.

Predator: An animal that eats other animals.

Saurischian dinosaurs: Dinosaurs with reptilelike characteristics.

Sauropods: A group of large saurischian herbivores.

Terrestrial: Relating to the land.

Thecodonts: Early reptiles regarded as ancestors of the dinosaurs.



packed together under great pressure. Dinosaurs left their footprints in
soft mud as they moved along a marine shore or riverbank. That mud was
subsequently covered over as a new layer of sediment accumulated, and
later solidified into rock. Under very rare circumstances, this process pre-
served traces of the footprints of dinosaurs. Interestingly, the footprints
were initially attributed to giant birds. They were somewhat similar to
tracks made by the largest of the living birds, such as the ostrich and emu.

The first fossilized skeletal remains to be identified as those of gi-
ant, extinct reptiles were discovered by miners in western Europe. These
first discoveries were initially presumed to be astonishingly gigantic, ex-
tinct lizards. However, several naturalists recognized substantial anatom-
ical differences between the fossil bones and those of living reptiles. The
first of these finds were bones of a 35- to 50-foot-long (10 to 15 meters)
carnivore named Megalosaurus and a large herbivore named Iguanodon.
Fossils of both were found in sedimentary rocks in mines in England, Bel-
gium, and France.

Discoveries of fantastic, extinct oversized reptiles in Europe were
soon followed by even more exciting finds of dinosaur fossils in North
America and elsewhere. These events captured the fascination of both nat-
uralists and the general public. Museums started to develop extraordinary
displays of reassembled dinosaur skeletons.
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This initial period of discoveries occurred in the late nineteenth and
early twentieth centuries. During this period many of the most important
finds were made by North American paleontologists (scientists who study
fossils). An intense scientific interest grew over these American discover-
ies of fossilized bones of gargantuan, seemingly preposterous animals. Un-
fortunately, the excitement and scientific frenzy led to a rather passionate
competition among some paleontologists, who wanted to be known for
discovering the biggest, or the fiercest, or the weirdest dinosaurs.

Other famous discoveries of fossilized dinosaur bones have been
made in the Gobi Desert of eastern Asia. Some of those finds include
nests with eggs that contain fossilized embryos (the earliest stage of de-
velopment). The embryos have been used to study dinosaur development.
Some nests contain hatchlings, suggesting that dinosaur parents cared for
their young. In addition, the clustering of the nests of some dinosaurs sug-
gests that the animals had led a social life. They may have nested together,
for example, for mutual protection against predatory dinosaurs.

By now, fossilized dinosaur bones have been discovered on all con-
tinents. Discoveries of fossils in the high Arctic and in Antarctica sug-
gest that the climate there was much warmer when dinosaurs roamed
Earth. It also is likely that polar dinosaurs were migratory, traveling to
high latitudes to feed and breed during the summer and returning to lower
latitudes during the winter.

Although the most important fossil records of dinosaurs involve their
bones, other sorts of evidence exist as well. In addition to footprints, eggs,
and nests, imprints of dinosaur skin, feces, rounded gizzard stones, and
even possible stomach contents have been found. In early 2000, paleon-
tologists announced they had discovered the fossilized heart of a dinosaur
that had died some 66 million years ago. Uncovered in South Dakota, the
heart was encased in a natural sarcophagus of stone in the chest cavity of
a dinosaur’s fossil skeleton.

Fossilized plant remains are sometimes associated with deposits of
dinosaur fossils. These finds allow scientists to make inferences as to the
habitats of these animals. Inferences also can be based on the geological
context of the locations of fossils, for example, their nearness to a marine
shore, or geographical position, as is the case of polar dinosaurs. All of
these types of information have been studied and used to infer the shape,
physiology, behavior, and ecological relationships of extinct dinosaurs.

Major groups of dinosaurs
Scientists have only incomplete knowledge of the way in which di-

nosaurs were related to each other and to other major groups of reptiles.
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The reason for this fact, of course, is that dinosaurs can be studied only
through their fossilized remains. These remains are often rare and frag-
mentary, especially those that are millions or hundreds of millions of years
old. Nevertheless, some dinosaur species bear clear resemblances to each
other, while also being obviously distinct from certain other dinosaurs.

The dinosaurs evolved from a group of early reptiles known as the-
codonts, which arose during the Permian period (290 million to 250 mil-
lion years ago) and were dominant throughout the Triassic (250 million
to 208 million years ago). It appears that two major groups of dinosaurs
evolved from the thecodonts, the ornithischian (“bird hips”) dinosaurs and
the saurischian (“lizard hips”) dinosaurs. These two groups are distin-
guished largely on the basis of the anatomical structure of their pelvic or
hip bones. In general, dinosaurs can be classified as carnivorous (meat-
eating) or herbivorous (plant-eating).

Carnivorous dinosaurs. The carnosaurs were a group of saurischian
predators that grew large and had enormous hind limbs but tiny fore limbs.
Tyrannosaurus rex, perhaps the best known of all dinosaurs, was once
considered the largest carnivore that ever stalked Earth’s landscape. Its
scientific name is derived from Greek words for “absolute ruler lizard.”
This fearsome predator reached a maximum length of 40 feet (12 meters),
and may have weighed as much as 7 to 9 tons (6.5 to 8 metric tons).
Tyrannosaurus rex had a massive head and a mouth full of about 60 dag-
ger-shaped, sharp, serrated teeth. Those teeth grew to a length of 6 inches
(15 centimeters) and were renewed throughout the life of the animal. This
predator probably ran in a lumbering fashion on its powerful hind legs.
The hind legs also may have been used as sharp-clawed, kicking weapons.
Scientists think that Tyrannosaurus rex may have initially attacked its
prey with powerful head-butts and then torn the animal apart with its enor-
mous jaws. Alternatively, Tyrannosaurus rex may have been primarily a
scavenger of dead dinosaurs. The relatively tiny fore legs of Tyran-
nosaurus rex probably only had minor uses. The long and heavy tail of
the dinosaur was used as a counterbalance for the animal while it was
running and as a stabilizing prop while it was standing.

Tyrannosaurus rex’s distinction as the largest carnivore was taken
away in 2000 when a team of scientists announced they had discovered
the fossilized bones of a previously unknown dinosaur species that had
lived about 100 million years ago. The bones of six of the dinosaurs were
unearthed in Patagonia, a barren region on the eastern slopes of the An-
des Mountains in South America. The scientists estimated that the nee-
dle-nosed, razor-toothed, meat-eating giant measured up to 45 feet (14
meters) in length. Like Tyrannosaurus rex, it had a tail and short front
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legs, but it was heavier and had slightly shorter back legs. It also was
probably more terrifying than Tyrannosaurus rex.

Not all of the dinosaurian predators were enormous. Deinonychus,
for example, was a dinosaur that grew to about 10 feet (3 meters) and
weighed about 220 pounds (100 kilograms). Deinonychus was one of the
so-called “running lizards.” These dinosaurs were fast, agile predators that
probably hunted in packs. As a result, Deinonychus was probably a fear-
some predator of animals much larger than itself. One of Deinonychus’s
hind claws was enlarged into a sharp, sicklelike, slashing weapon. The
claw was probably used to slash and tear apart its victim.
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The most infamous small carnivorous dinosaur is Velociraptor, or
“swift plunderer.” Velociraptor attained a length of about 6 feet (2 me-
ters). Restorations of this fearsome, highly intelligent, pack-hunting
“killing machine” were used in the popular movie Jurassic Park.

Herbivorous dinosaurs. The sauropods were a group of large sauris-
chian herbivores that included the world’s largest-ever terrestrial animals.
This group rumbled along on four enormous, pillarlike, roughly equal-
sized legs, with a long tail trailing behind. Sauropods also had very long
necks, and their heads were relatively small. Their teeth were peglike 
and were used primarily for grazing rather than for chewing their diet of
plant matter. Digestion was probably aided by large stones in an enor-
mous gizzard, in much the same way that modern, seed-eating birds grind
their food.

Perhaps the most famous of all sauropods was Apatosaurus, previ-
ously known as Brontosaurus. (The Apatosaurus was the first of the two
to be discovered, and what was thought to be a different dinosaur, the
Brontosaurus, was discovered later. In the 1980s it was discovered that
they were really the same dinosaur, so they are all now referred to as Ap-
atosaurus.) Apatosaurus achieved a length of 65 feet (20 meters) and a
weight of 30 tons (27 metric tons).
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Diplodocus was related to Brontosaurus, but had a much longer
body. A remarkably complete skeleton of Diplodocus has been found that
is 90 feet (27 meters) long overall, with a 25-foot (8-meter) neck, a 45-
foot (14-meter) tail, and an estimated body weight of 11 tons (10 metric
tons). Brachiosaurus was an even larger herbivore, with a length as great
as 100 feet (30 meters) and an astonishing weight that may have reached
80 tons (73 metric tons).

What became of the dinosaurs?
Many theories have been proposed to explain the extinction of the

last of the dinosaurs about 65 million years ago. Some of the more in-
teresting ideas include the intolerance of these animals to rapid climate
change, the emergence of new species of plants that were toxic to the her-
bivorous dinosaurs, an inability to compete successfully with the rapidly
evolving mammals, destruction of dinosaur nests and eggs by mammalian
predators, and some sort of widespread disease to which dinosaurs were
not able to develop immunity. All of these hypotheses are interesting, but
the supporting evidence for any of them is not enough to convince most
paleontologists that the dinosaurs became extinct for any of these reasons.

Perhaps the most widely accepted theory today is based on the be-
lief that a planet-wide catastrophe resulted in the extinction not only of
the dinosaurs but also of hundreds of other species. Scientists have now
found evidence that such a catastrophe may have occurred when a large
asteroid struck Earth 65 million years ago off the northern tip of the Yu-
catan Peninsula of Mexico. In such an impact, huge amounts of dust and
debris would have been thrown into the atmosphere. Carbonates and sul-
fate rocks would have also been vaporized, releasing chemicals into the
atmosphere that produced sulfur and the greenhouse gas carbon dioxide.
The dust and rocks would have blocked out sunlight for an extended pe-
riod of time, perhaps for years, which would have killed off plants in large
numbers. Deprived of plants, choking on carbon dioxide, and suffering
showers of caustic sulfuric acid rain, the dinosaurs would have died out.

[See also Evolution; Fossil and fossilization; Geologic time; Pa-
leontology]

‡�Diode
A diode is an electronic device that has two electrodes (conductors of elec-
trical currents) arranged in such a way that electrons (subatomic particle
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having a negative charge) can flow in only one direction. Because of this
ability to control the flow of electrons, a diode is commonly used as a
rectifier—a device that converts alternating current into direct current.
(Alternating current is an electric current that flows first in one direction
and then in the other. But alternating current fed into a diode can move
in one direction only, thereby converting the current to a one-way flow
known as a direct current.)

Types of diodes
In general, two types of diodes exist. Older diodes were vacuum

tubes containing two metal components, while newer diodes are solid-
state devices consisting of one n-type and one p-type semiconductor.
(Solid-state devices are electronic devices that take advantage of the spe-
cial conducting properties of solids. Semiconductors are substances that
conduct an electric current but do so very poorly.)

Vacuum tube diode. The working element in a vacuum tube diode
is a metal wire or cylinder known as the cathode. Surrounding the cath-
ode or placed at some distance from it is a metal plate. The cathode and
plate are sealed inside a glass tube from which all air is removed. The
cathode is also attached to a heater which, when turned on, causes the
cathode to glow. As the cathode glows, it emits electrons. The diode acts
as a rectifier, allowing the flow of electrons in only one direction, from
cathode to plate.

Semiconductors. Newer types of diodes are made from n-type semi-
conductors and p-type semiconductors. N-type semiconductors contain
small impurities that provide an excess of electrons with the capability of
moving through a system. P-type semiconductors contain small impuri-
ties that provide an excess of positively charged “holes” that are capable
of moving through the system.

A semiconductor diode is made by joining an n-type semiconductor
with a p-type semiconductor through an external circuit containing a source
of electrical current. The current is able to flow from the n-semiconduc-
tor to the p-semiconductor, but not in the other direction. In this sense, the
n-semiconductor corresponds to the cathode and the p-semiconductor to
the plate in the vacuum tube diode. The semiconductor diode has most of
the same functions as the older vacuum diode, but it operates much more
efficiently and takes up much less space than does a vacuum diode.

[See also Cathode; Electrical conductivity; Electric current]
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‡�Dioxin
The term dioxin refers to a large group of organic compounds that are
structurally related to benzene (a colorless, flammable, and toxic [poiso-
nous] liquid hydrocarbon, meaning it contains both carbon and hydrogen
atoms) and may contain one or more chlorine atoms in their structures.
Those compounds that do contain chlorine are known as chlorinated diox-
ins and are of the greatest environmental interest today.

Production and use
Dioxins have no particular uses. They are not manufactured inten-

tionally but are often formed as by-products of other chemical procedures.
Two such processes involve the manufacture of 2,4,5-T (2,4,5-trichloro-
phenoxyacetic acid) and hexachlorophene. 2,4,5-T was once a popular
herbicide (weed-killing agent), while hexachlorophene was an antibacte-
rial agent used in soaps and other cleaning products. The use of both com-
pounds has now been banned in the United States.

Dioxins are also formed as by-products of other industrial operations,
such as the incineration of municipal wastes and the bleaching of wood pulp.

Toxicity
All 75 chlorinated dioxins known to science are believed to be toxic

to some organisms at one level or another. The most toxic of these com-
pounds is believed to be TCDD, or 2,3,7,8-tetrachlorodibenzo-p-dioxin.
The differences in toxicities of the chlorinated dioxins is illustrated by
the effects of TCDD on guinea pigs, hamsters, and humans.

The toxicity of a substance is commonly measured by a property
known as LD50. LD50 stands for “lethal dose—50 percent.” That is, the
LD50 for a substance is the amount of that substance needed to kill one-
half of a test population of animals in some given period of time, usually
a few days.

The LD50 for TCDD for guinea pigs is 0.0006 mg/kg (milligrams per
kilogram). That is, adding no more than 0.0006 milligram of TCDD per
kilogram of body weight will kill half of any given population of guinea
pigs. In contrast, the LD50 for hamsters is 0.045 milligrams per kilogram,
making them thousands of times more resistant to TCDD than guinea pigs.

The LD50 for TCDD for humans cannot be determined the way it 
is for experimental animals. (Scientists can’t just add TCDD to the diet
of humans to see how much is needed to kill half the individuals in a
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sample.) However, researchers do have data about the health effects of
TCDD on humans from other sources. The most important of these sources
are studies of: (1) industrial exposures to toxins of chemical workers, (2)
people living near a toxic waste dump at Times Beach, Missouri, and (3)
an accidental release of TCDD at Seveso, Italy, in 1976.

The accident in Italy involved an explosion at a chemical plant that
released between 2 to 10 pounds (1 and 5 kilograms) of TCDD to the sur-
roundings. Residues as large as 51 ppm (parts per million) were later de-
tected in environmental samples. This accident caused the deaths of some
livestock and 187 cases of chloracne among humans. Chloracne is a skin
condition caused by exposure to chlorine or certain of its compounds. But
scientific studies failed to find increased rates of disease among those ex-
posed to TCDD or a higher rate of birth defects among the offspring of
pregnant women in the population.

Overall, studies suggest that humans are among those animals least
affected by TCDD. Chloracne is probably the most common symptom of
exposure to TCDD. The data on other health effects, such as disease (pri-
marily cancer), deaths, and birth defects are much less clear. Some sci-
entists argue that—except for massive exposures to the chemical—TCDD
should be of little or no concern to health scientists. Other scientists are
especially troubled, however, by possible effects resulting from long-term
exposures to even small doses of TCDD.

TCDD in Vietnam
Some of the most troubling questions about dioxin concern the use

of Agent Orange during the Vietnam War (a civil war between commu-
nist North Vietnam and noncommunist South Vietnam, fought mainly in
the 1960s and 1970s; the United States began bombarding the North in
1964, but U.S. troops were withdrawn in 1973, shortly before the North’s
victory).

Agent Orange is a 50:50 mixture of 2,4,5-T and a related compound,
2,4-D (2,4-dichlorophenoxyacetic acid). The U.S. military sprayed large
quantities of Agent Orange over the Vietnam countryside during the war
in order to deprive the Vietnamese of food and cover. According to some
estimates, more than 56,000 square miles (1.5 million hectares) of Viet-
namese land were sprayed at least once.

Authorities believe that the Agent Orange used in Vietnam was con-
taminated by TCDD at concentrations averaging about 2 parts per mil-
lion. If true, a total of 240 to 375 pounds (110 to 170 kilograms) of TCDD
was sprayed with herbicides onto Vietnam.
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Many veterans of the Vietnam War have claimed that exposure to
TCDD caused them serious medical problems. A number of studies have
been carried out by both governmental and private organizations, but so
far those studies have not provided clear and convincing proof of the vet-
erans’ claims. Veterans’ groups and other interested citizens, however,
continue to push their cases about possible health effects from exposure
to Agent Orange and TCDD.

[See also Agrochemicals]

‡�Disease
Disease can be defined as any change in body processes that impairs its
normal ability to function. The human body has certain basic requirements
that must be met if it is to function normally. These requirements include
the proper amount of oxygen, acidity, salinity, and other conditions. These
conditions must all be maintained within a very narrow range. A devia-
tion from that range can cause disease to develop.

Most diseases can be classified into one of three major categories:
infectious diseases; noninfectious diseases; and diseases for which no
cause has yet been identified. At one time, a number of conditions were
also classified as genetic diseases. This category includes conditions such
as sickle-cell anemia, phenylketonuria, Tay-Sachs disease, cystic fibro-
sis, and galactosemia. These conditions are now more appropriately
known as genetic disorders.

Infectious diseases
At one time, humans were totally mystified as to the causes of com-

mon diseases such as typhoid, typhus, pneumonia, mumps, yellow fever,
pneumonia, smallpox, rabies, syphilis, gonorrhea, tuberculosis, and rheuma-
tic fever. Explanations ranged from punishment by God for evil deeds to
acts of magicians or witches to an unbalance in the composition of the blood.

During the eighteenth century, the true nature of such diseases was
finally discovered. Largely due to the work of the French chemist Louis
Pasteur (1822–1895) and the German bacteriologist Robert Koch
(1843–1910), scientists learned that infectious diseases were caused by
organisms that entered the human body and upset its normal healthy state.
In most cases, these organisms were too small to be seen with the unaided
eye: bacteria, viruses, and fungi, for example. In other cases, they were
caused by various types of worms. Diseases of the latter type are usually
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called parasitic diseases because the worms live off the human body as
parasites.

The human body includes a number of devices to protect itself from
infectious diseases. The first in line of these devices is skin. Skin can be
thought of as a protective envelope surrounding the body. That envelope
generally is able to prevent disease-causing organisms (germs) from en-
tering the body.

One way in which disease can develop is for a break to occur in the
skin, as in a cut or scrape. Germs that would normally be prevented from
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entering the body are able to invade the bloodstream through such open-
ings. At that point, the body puts into action a second line of defense: the
immune system. The immune system is a complicated collection of chem-
ical reactions that release compounds that attack and destroy invading or-
ganisms. Without an immune system, the human body would become ill
nearly every time there was a cut in the skin.

In some instances, the immune system is unable to react adequately
to an invasion of germs. In such cases, disease develops.

The spread of infectious disease. One characteristic of infectious
diseases is that they are easily transmitted from one person to another.
For example, a person who has contracted typhus can easily pass that dis-
ease to a second person simply by coming into contact with that person.
Germs travel from the carrier of the disease to the uninfected person.

Disease can be spread by many methods other than direct contact,
such as through water, food, air, and blood. Waterborne transmission oc-
curs through contaminated water, a common means by which cholera, wa-
terborne shigellosis, and leptospirosis are spread. Foodborne poisoning in
the form of bacterial contamination may occur when food is improperly
cooked, left unrefrigerated, or prepared by an infected food handler.

Diseases such as measles and tuberculosis can be transmitted through
the air. Any time an infected person coughs or sneezes, infectious or-
ganisms can travel more than 3 feet (0.9 meter) to an uninfected person.
Fungal infections such as histoplasmosis, coccidioidomycosis, and blas-
tomycosis can also be spread by airborne transmission as their spores are
transported on dust particles.

Vectors are animals that carry germs from one person to another.
The most common vectors are insects. These vectors may spread a 
disease either by mechanical or biological transmission. An example of
mechanical transmission occurs when flies transfer the germs for typhoid
fever from the feces (stool) of infected people to food eaten by healthy
people. Biological transmission occurs when an insect bites a person 
and takes in infected blood. Once inside the insect, the disease-causing
organisms may reproduce in the gut, increasing the number of parasites
that can be transmitted to the next person. The disease malaria is spread
by the Anopheles mosquito vector.

Epidemics. Diseases sometimes spread widely and rapidly through a
population. Such events are known as epidemics. One of the best-known
epidemics in human history was the Black Death that struck Europe in
the mid-fourteenth century. Caused by the microorganism Pasteurella
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pestis, the Black Death is also known as the bubonic plague, or simply,
plague. Plague is transmitted when fleas carried by squirrels and rats bite
humans and transfer the P. pestis from one person to another.

Once it reached Europe from Asia in about 1350, the plague was
virtually unstoppable. In some areas, whole towns were destroyed as peo-
ple either died or moved away trying to avoid the disease. Over an eight-
year period, an estimated 25 million people died of the disease.

Other examples of epidemics include the worldwide spread of cholera
during the mid-nineteenth century, the influenza epidemic in the United
States in the early twentieth century, and the HIV (human immunodefi-
ciency virus) epidemic in the United States beginning in the early 1980s.

Protection against infectious diseases. When scientists learned
the cause of infectious diseases, they also developed the ability to pre-
vent and cure such diseases. For example, people can now be vaccinated
as a protection against many types of infectious disease. A vaccine is a
material that can be injected into a person to ward off attacks by certain
disease-causing organisms. The material may consist of very weak con-
centrations of the organism itself or of dead organisms. The presence of
these organisms in the bloodstream stimulates the body’s immune system
to start producing chemicals that will fight off the disease if and when it
actually enters the body.

In addition, scientists have discovered and invented a host of sub-
stances that will fight the germs that cause infectious diseases. The class
of drugs known as antibiotics, for example, can be used to aid the body’s
natural immune system in combatting disease-causing organisms that have
entered the body.

Childhood diseases. Chicken pox, measles, and mumps are all com-
mon childhood diseases. The term childhood disease is a bit misleading,
however, since any one of these diseases can be contracted by a person
at any age. The term developed simply because the diseases are much
more common among young children than they are among adults.

The diseases named above are all infectious, caused by a virus. They
are generally spread by direct contact between an infected and a nonin-
fected person, and since young children are often in direct contact with
each other—on the playground, riding a school bus, or in a classroom—
they are especially susceptible to such diseases.

All three viral diseases have a somewhat similar pattern. There is a
period of incubation, during which the virus reproduces within a person’s
body. Obvious symptoms then begin to appear: a rash in the case of
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chicken pox and measles and inflamed and swollen glands in the case of
mumps. All three diseases normally disappear after a period of time, gen-
erally without leaving any long-term effects.

Most children can now be protected against childhood diseases by
means of a regular program of immunization (vaccinations). There are, as
yet, however, few if any treatments for the diseases themselves.

Noninfectious diseases
Vaccinations and drugs have been so successful in treating infec-

tious diseases that they are no longer the massive threat to human health
that they once were. Today, the greatest threat to human health are non-
infectious diseases such as heart disease, cancer, and diseases of the 
circulatory system. In some cases, the nature of these diseases is well 
understood, and medical science is making good progress in combatting
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them. For example, it is known that a stroke occurs when arteries in the
brain become constricted or clogged and are unable to permit the normal
flow of blood. The brain is deprived of blood, and cells begin to die, caus-
ing loss of muscular control, paralysis, and, eventually, death.

Another noninfectious disease is cancer. The term cancer refers to any
condition in which cells in a person’s body begin to grow in a rapid and un-
controlled way. The causes of such growth are probably many and varied.
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Epidemiology

Your town is in a state of panic. Dozens of people have
become ill in the past month with a disease that no one can recog-
nize. You and your neighbors are worried that you too will become ill
with the disease. To whom can you turn for help?

This puzzle calls for the work of an epidemiologist. An epi-
demiologist is a scientist who studies the cause and spread of disease.
The epidemiologist uses a number of sophisticated techniques in his or
her work. One of these techniques is sometimes called source and
spread. Interviews are held with people who are ill to find out those
with whom they have recently come into contact. The goal is to find
out from whom the person got the disease and to whom it might have
been passed on. This pattern of disease spread is sometimes called a
web of causation.

Epidemiologists also try to track down the agent that caused
the disease: a bacterium, virus, fungus, or other organism. They then
try to determine how that organism has been transmitted from one per-
son to another. By identifying the specific factors involved in an epi-
demic, it is sometimes possible to determine preventive actions that
can be taken to reduce the occurrence of a disease. For example, it may
be that everyone who has come down with the disease in your town has
been swimming in the local lake. The disease can be prevented from
spreading, then, by warning people not to swim in that lake.

The techniques of epidemiology have also been used to deal
with noninfectious diseases. For example, some epidemiologists have
argued that gun-related accidents have many of the characteristics of
an infectious diseases. They say that people who are injured by guns
can be studied in much the same way as people who become ill because
of a disease-causing organism. This idea is still relatively new, how-
ever, and has yet to prove its worth in dealing with such problems.



For example, certain types of chemicals (known as carcinogens) can cause
cancer. Certain kinds of tars, dyes, and organic compounds are known to be
responsible for various forms of cancers. The largest single fatal form of
cancer, lung cancer, is caused by chemicals found in tobacco smoke. Expo-
sure to various forms of radiation are also known to cause cancer. People
who are exposed to long periods of sunshine are at high risk for the devel-
opment of various forms of skin cancer, the most dangerous of which is ma-
lignant melanoma. Some scientists also believe that some forms of cancer
may be caused by viruses (which would make them an infectious disease).

[See also Ebola virus; Genetic disorders; Legionnaires’ disease;
Plague]

‡�Distillation
Distillation is a technique by which two or more substances with differ-
ent boiling points can be separated from each other. For example, fresh
water can be obtained from seawater (water that contains salts) by distil-
lation. When seawater is heated, water turns into a vapor that can be con-
densed and captured. The salts in the seawater remain behind.

General principles
In contrast to the preceding example, distillation is most commonly

used to separate two or more liquids from each other. Imagine a mixture
of three liquids, A, B, and C. A has a boiling point of 86°F (30°C); 
B has a boiling point of 104°F (40°C); and C has a boiling point of 122°F
(50°C). Ordinary gasoline is such a mixture, except that it consists of
many more than three components.

The three-liquid mixture described above is added to a distillation
flask, such as the one in the accompanying figure of the distillation 
setup. The mixture in the flask is heated by a Bunsen burner or some 
other apparatus. The temperature of the liquid mixture rises until it reaches
the boiling point of any one liquid in the flask. In our example, that 
liquid is A, which boils at 86°F. Liquid A begins to boil when the tem-
perature in the flask reaches 86°F. It turns into a vapor at that tempera-
ture, rises in the distilling flask, and passes out of the flask arm into the
condenser.

The condenser consists of a long tube surrounded by a larger tube.
The outer tube contains water, which enters near the bottom of the con-
denser and leaves near the top. The water passing through the outer jacket
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of the condenser cools the vapor passing through the inner tube. The va-
por loses heat and condenses (meaning it changes back to a liquid). It
flows out of the condenser and into a receiving container—a flask or
beaker placed in position to capture the liquid. The liquid (liquid A) is
now known as the distillate, or the product of the distillation.

Meanwhile, the temperature in the distilling flask has not changed,
as indicated by the thermometer in the mouth of the flask. Heat added to
the liquid mixture is used to vaporize liquid A, not to raise the tempera-
ture of the mixture. That temperature will begin to rise only when liquid
A has completely boiled away. By watching the thermometer, therefore,
an observer can know when liquid A has been completely removed from
the liquid mixture. At that point, the receiver containing pure liquid A
can be removed and replaced by a new receiver.

Once liquid A has boiled away, the temperature in the distilling flask
begins to rise again. When it reaches 104°F, liquid B begins to boil away,
and the sequence of events observed with liquid A is repeated. Eventu-
ally, pure samples of A, B, and C can be collected.

The distillation process described here has been known and used by
humans for many centuries. It was used by ancient civilizations to prepare
alcoholic beverages such as beer and wine and was perfected by those pre-
chemists of the Middle Ages (400–1450) known as alchemists. It has now
been refined for use with many kinds of liquids under many different cir-
cumstances. For example, some liquids decompose (break apart) at or be-
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low their boiling points. Vacuum distillation is used for such liquids. In
vacuum distillation, air is pumped out of the distilling flask. Under reduced
pressure in the flask, liquids boil away at temperatures less than their boil-
ing points (below the point at which they would otherwise decompose).

Applications
Distillation is among the most important and widely used industrial

operations today. About 95 percent of all separation processes today are
carried out in industry with more than 40,000 distillation systems. Those
systems generally consist of structures that look very different from the
one shown in the distillation setup figure. For example, a petroleum re-
fining plant is usually distinguished by a group of distilling towers that
rise more than 100 feet (30 meters) into the air. The principle on which
such towers operate, though, is no different from the one described above.

In petroleum refineries, crude oil is heated at the bottom of the re-
fining tower. The hundreds of compounds that make up crude oil each boil
off at their own characteristic boiling point. They rise in the refining tower,
are cooled, and condense to liquids. Collectors at various heights in the
tower are used to draw off those liquids into various fractions known by
designations such as gasoline, diesel oil, heating oil, and lubricating oil.

A similar process is used in many other chemical processes. It is
common that many by-products are produced along with some desired
product in a chemical reaction. The desired product can be separated from
the by-products by means of distillation.

‡�Doppler effect
The Doppler effect is an effect observed in light and sound waves as they
move toward or away from an observer. One simple example of the
Doppler effect is the sound of an automobile horn. Picture a person stand-
ing on a street corner. A car approaches, blowing its horn. As the car con-
tinues moving toward the person, the pitch of the horn appears to increase;
its sound goes higher and higher. As the car passes the observer, however,
the effect is reversed. The pitch of the car horn becomes lower and lower.

Explanation
All waves can be defined by two related properties: their wavelength

and frequency. Wavelength is the distance between two adjacent (next to
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each other) and identical parts of the wave, such as between two wave
crests (peaks). Frequency is the number of wave crests that pass a given
point per second. For reference, the wavelength of visible light is about
400 to 700 nanometers (billionths of a meter), and its frequency is about
4.3 to 7.5 � 1014 hertz (cycles per second). The wavelength of sound
waves is about 0.017 to 17 meters, and their frequency is about 20 to
20,000 hertz.

The car horn effect described above was first explained around 
1842 by Austrian physicist Johann Christian Doppler (1803–1853). To
describe his theory, Doppler used a diagram like the one shown in the 
accompanying figure of the Doppler effect. As a train approaches a rail-
road station, it sounds its whistle. The sound waves coming from the train
travel outward in all directions. A person riding in the train would hear
nothing unusual, just the steady pitch of the whistle’s sound. But a 
person at the train station would hear something very different. As the
train moves forward, the sound waves from its whistle move with it. The
train is chasing or crowding the sound waves in front of it. An observer
at the train station hears more waves per second than someone on the
train. More waves per second means a higher frequency and, thus, a higher
pitch.

An observer behind the train has just the opposite experience. Sound
waves following the train spread out more easily. The second observer
detects fewer waves per second, a lower frequency, and, therefore, a
lower-pitched sound.

It follows from this explanation that the sound heard by an observer
depends on the speed with which the train is traveling. The faster the train
is moving in the above example, the more its sound waves are bunched
together or spread out—thus, the higher or the lower the pitch observed.
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Words to Know

Hubble’s law: The law that shows how the redshift of a galaxy can be
used to determine its distance from Earth.

Redshift: The lengthening of the frequency of light waves as they
travel away from an observer; most commonly used to describe move-
ment of stars away from Earth.



Doppler effect in light waves
Doppler predicted that the effect in sound waves would also occur

with light waves. That argument makes sense since sound and light are
both transmitted by waves. But Doppler had no way to test his prediction
experimentally. Doppler effects in light were not actually observed, in
fact, until the late 1860s.

In sound, the Doppler effect is observed as a difference in the pitch
of a sound. In light, differences in frequency appear as differences in color.
For example, red light has a frequency of about 5 � 1014 hertz; green
light, a frequency of about 6 � 1014 hertz; and blue light, a frequency of
about 7 � 1014 hertz.

Suppose that a scientist looks at a lamp that produces a very pure
green light. Then imagine that the lamp begins to move rapidly away from
the observer. The Doppler effect states that the frequency of the light will
decrease. Instead of appearing to be a pure green color, it will tend more
toward the red end of the spectrum. The faster the lamp moves away from
the observer, the more it will appear to be first yellow, then orange, then
red. At very high speeds, the light coming from the lamp will no longer
look green at all, but will have become red.

Applications
The green lamp example described above has been used to great ad-

vantage by astronomers when observing stars. The light of a star as seen
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from Earth is always slightly different from its true color because all stars
are in motion. When astronomers observe stars in our own Milky Way
galaxy, for example, they find that the color of some stars is shifted to-
ward the blue, while the color shift in other stars is toward the red.
Blueshift stars are moving toward Earth, and redshift stars are moving
away from Earth.

In 1923, American astronomer Edwin Hubble (1889–1953) made an
interesting discovery. He found that all stars outside our own galaxy ex-
hibit redshifts of light. That is, all stars outside our galaxy must be mov-
ing away from Earth. Furthermore, the farther away the stars are, the more
their redshift and, thus, the faster they are moving away from us.

Hubble’s discovery is one of the most important in all of modern
astronomy. It tells us that the universe as a whole is expanding. Like dots
on the surface of a balloon that’s being blown up, galaxies throughout the
universe are racing away from each other. One conclusion to be drawn
from this discovery is that—at some time in the past—all galaxies must
have been closer together at the center of the universe. Ever since that
time, those galaxies have been moving away from each other. This con-
clusion is the basis for the currently popular theory about the creation of
the universe, the big bang theory.

The Doppler effect has many other practical applications. Weather
observers can bounce radar waves off storm clouds. By studying the fre-
quency of the waves that return, they can determine the direction and speed
with which the clouds are moving. Similarly, traffic police use radar guns
to determine the speed of vehicles. The faster a car or truck is traveling,
the greater the change in the frequency of the radar waves it reflects.

Sound waves are used for underwater observations. A submarine
sends out sound waves that are reflected off other underwater objects,
such as another submarine or a school of fish. The frequency of the re-
flected sound tells the direction and speed of the other object.

[See also Radar; Redshift; Sonar; Wave motion]

‡�Drift net
Drift nets are free-floating nets used in oceans to snare fish by their gills.
Each net can measure up to 50 feet (15 meters) deep and 55 miles (89
kilometers) long. Because drift nets are not selective, many fish and ma-
rine mammals are trapped in them. Those unwanted by fishermen, such
as sharks, turtles, seabirds, and dolphins, are removed from the nets and
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thrown back, dead, into the ocean. Drift nets are an extraordinarily de-
structive fishing technology.

Ecological damage caused by drift nets
Drift nets are used in all of the world’s major fishing regions, and

the snaring of unintended marine species is always a serious problem.
This is especially true in the commercial fishing of swordfish, tuna, squid,
and salmon. During the late 1980s, drift nets were estimated to have killed
as many as one million dolphins and porpoises annually. In addition, mil-
lions of seabirds, tens of thousands of seals, thousands of sea turtles, and
untold numbers of sharks and other large species of fish were acciden-
tally snared and killed.

Great lengths of drift nets and other fishing nets are lost at sea every
year, especially during severe storms. Because the nets are made of ma-
terials that do not degrade or break down easily, they continue to snare
fish and marine mammals underwater for many years. It is unknown how
many are killed as a result of these so-called “ghost nets.”

In response to mounting concerns about the harmful nature of drift
nets, the United Nations banned the use of those nets longer than 1.5 miles
(2.5 kilometers) in 1993. Although this regulation would not eliminate
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the snaring of unintended species, it would reduce the amount killed by
as much as two-thirds. Unfortunately, there has been a great deal of re-
sistance from the fishing industry and fishing nations to this regulation.
Many fisheries continue to use much longer nets.

‡�Drought
Drought is an extended period of exceptionally low precipitation. A
drought can feature additional weather characteristics, including high tem-
peratures and high winds.

Although low precipitation (rain, snow, or sleet) marks both droughts
and deserts, the two are different. A desert is a region that experiences
low precipitation as an everyday occurrence. A drought, on the other hand,
is a temporary condition in which precipitation is abnormally low for a
particular region. Droughts may occur at any time in any part of the world
and last anywhere from days to weeks to decades.

The U.S. National Weather Service recognizes three categories of
drought. A dry spell occurs when there is less than .03 inch (.08 cen-
timeter) of rainfall during a minimum of 15 consecutive days. A partial
drought occurs when the average daily rainfall does not exceed .008 inch
(.02 centimeter) during a 29-day period. An absolute drought occurs when
there is no measurable rainfall over a period of at least 15 days.

The intensity of a drought may be measured by the ability of living
things in the affected area to tolerate the dry conditions. Some plants
quickly fall prey to droughts while others, such as cacti and mesquite
trees, survive dry conditions by either storing water in their tissues or by
going dormant (a state in which growth activity stops). Although a drought
may end abruptly with the return of adequate rainfall, the effects of a
drought on the landscape and its inhabitants may last for years.

History
Droughts have taken place around the world throughout history.

Some scientist theorize that droughts brought about the migrations of early
humans. From 1876 to 1879, severe droughts in China caused the deaths
of millions of people from lack of food. In 1921, a drought along the
Volga River basin in Russia led to the deaths of almost five million peo-
ple, more than the total number of deaths in World War I (1914–18).

The best-known American drought occurred on the Great Plains re-
gion during the mid-1930s. Labeled the Dust Bowl, the affected area cov-
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ered almost 50 million acres in parts of Colorado, New Mexico, Kansas,
Texas, and Oklahoma. During this period, dust storms destroyed crops
and buried agricultural fields with drifting sand and dust. As depicted by
American writer John Steinbeck in his award-winning novel The Grapes
of Wrath, many farm families had to abandon their land.

Drought and famine have severely affected areas throughout Africa.
Beginning in the late 1960s, in the Sahel region south of the Sahara Desert
in northern Africa, a prolonged drought contributed to the deaths of an
estimated 100,000 people. The region was struck again by drought in the
mid-1980s and early 1990s. War and drought in Ethiopia in the early
1980s brought about the starvation of an estimate one million people and
the forced migration of hundreds of thousands of others.

Drought combined with social unrest continued to afflict many coun-
tries at the beginning of the twenty-first century. The African nations 
of Djibouti, Eritrea, Ethiopia, Kenya, Somalia, and Sudan were all hit
hard by a massive drought that began in the late 1990s. Conflicts like the
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border war between Eritrea and Ethiopia slowed the delivery of famine
aid. Devastating civil wars also worsened the effect of drought in the
countries of Afghanistan and Tajikistan. The unrelenting droughts were
the worst those countries had seen in decades.

The El Niño weather phenomenon typically brings about droughts in
various parts of the world as it disrupts normal weather patterns. Perhaps
one of the worst such droughts occurred in Southeast Asia as a result of
the 1997–98 El Niño period. The monsoon rains that normally drench the
area each September were delayed. Consequently, the jungle fires set by
farmers to clear land were not damped by the usual rain, but instead raged
out of control, propelled by hot winds. The smoke from the fires hung over
Southeast Asia like a thick, dirty blanket. It quickly became the worst pol-
lution crisis in world history. At least 1,000 people died from breathing
the toxic air; several hundred thousand more were sickened.

Human impact on droughts
Soil that lacks humus (nutrient-rich material resulting from decay-

ing plants) and the binding property of plant roots cannot absorb or re-
tain moisture properly. Dry, crusty soil is easily moved by winds. The
overgrazing of farm animals, the overcultivation of farmland, and the
clear-cutting of forests all contribute to such soil conditions, adding to 
the severity of droughts.

[See also Erosion; Hydrologic cycle]

‡�DVD technology
DVD stands for digital versatile disc, although it is also commonly re-
ferred to as digital video disc, due to the popularity of DVDs in the video
industry. DVD technology allows for the storage of a large amount of
data using digital technology. DVDs can store up to 17 gigabytes, com-
pared to the storage capacity of a compact disc (CD), which is approxi-
mately 680 megabytes (1 gigabyte is equal to 1,024 megabytes).

Construction of a DVD
A DVD is a thin, circular wafer of clear plastic and metal measur-

ing 4.75 inches (12 centimeters) in diameter with a small hole in its 
center. In its most basic form, a DVD is one 0.02-inch-thick (0.06-
centimeter-thick) disc; at its greatest capacity, a DVD is two such discs,
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compressed together to create a double-sided disc 0.04 inch (0.12 cen-
timeter) thick.

The digital data (the binary language of ones and zeroes common
to all computers) used in DVDs is encoded onto a master disc. This disc
is then used to create copies of itself. A laser (a device used to create a
narrow, intense beam of very bright light) burns small holes, called pits,
into a microscopic layer of metal, usually aluminum. These pits corre-
spond to the binary ones; smooth areas of the disc untouched by the laser,
called land, correspond to the binary zeroes. Once the pits have been
burned, the metal is coated with a protective, transparent layer.

Origin of the DVD
DVD technology originated in the early 1990s after movie compa-

nies saw how successful the digital medium of CDs was to the music 
consumer. The music industry had seen the CD virtually replace the pop-
ular long-playing (LP) vinyl record, a nondigital and, therefore, lower-
quality medium. On the motion picture side, the dominant medium of
choice for the home consumer was the VHS (video home system) tape,
also a nondigital medium. In an attempt to develop a product that would
result in improved visual and audio quality, movie companies worked on
various digital video formats for the home consumer. The result was the
development of the DVD.

By the mid-1990s, such entertainment giants as Time-Warner and
Sony agreed that it was in the entertainment industry’s best interest to
work together as a group. By 1996, this new group helped create a stan-
dard for digitized movies and, thereby, promote the new high-quality tech-
nology. Introduced to the market in March 1997, DVD has become the
most popular electronics consumer item to date.

DVD benefits
In contrast to a VHS videotape, a DVD provides better visual and au-

dio quality. In the case of a motion picture, for instance, a DVD provides
much sharper images than a VHS videotape due to the use of MPEG-2
compression. (MPEG stands for Moving Pictures Experts Group, an or-
ganization of people that meets several times a year to establish standards
for audio and video encoding. The term “MPEG,” however, has become
a nickname for the technology itself. Compression refers to the process
of condensing various audio and video signals into less space while im-
proving the quality.)
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A DVD also has great storage capacity. In addition to being able to
store an entire movie itself, a DVD can also hold a number of additional
features as well: these include alternate endings, audio and subtitles in
different languages, cast biographies, deleted scenes, documentary footage
on how the film was made, and a variety of camera angles, as well as the
capacity for surround sound (four microphones, four amplifiers, and four
loudspeakers that together provide remarkably realistic sound reproduc-
tion though appropriate sound equipment is needed). Additionally, a two-
layered DVD allows a movie to be presented in both the more square-
shaped television screen size as well as the more rectangular-shaped
theater screen size, commonly called letterbox (so-called because its rec-
tangular image resembles a mailbox or letterbox).

DVD and computers
Although DVD is most popularly thought of as a movie-viewing

medium, its ability to enhance the computer industry is incredible. DVD-
ROM (read-only memory) drives hook up to a computer and read DVDs.
This allows a consumer to watch movies and play games with enhanced
graphics on a computer. Four variations of DVD-ROMs have the ability to
record data: DVD-R (recordable) can be rewritten only once; DVD-RAM
(random access memory) and DVD-RW and DVD�RW (two types of
rewritable discs) can be rewritten thousands of times. The three types of
rewritable discs have compatibility differences and also vary in the amount
of information they can contain. All three are in competition with each other.

The future of DVD technology
As of the beginning of the twenty-first century, DVD technology had

yet to significantly impact videocassette recorder (VCR) sales, due pri-
marily to the lack of standards for DVD recording technology and the ex-
pensive prices of DVD recorders. Because different manufacturers are of-
fering their own recording technology, market forces have yet to determine
which technology will lead the way. Currently, the music industry is study-
ing the viability of DVDs as a consumer-friendly media option.

[See also Compact disc; Video recording]

‡�Dyes and pigments
Dyes and pigments are substances that impart color to a material. The term
colorant is often used for both dyes (also called dyestuffs) and pigments.
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The major difference between dyes and pigments is solubility (the ten-
dency to dissolve in a liquid, especially water). Dyes are usually soluble—
or can be made to be soluble—in water. Once a dye is dissolved in wa-
ter, the material to be dyed can be immersed in the dye solution. As the
material soaks up the dye and dries, it develops a color. If the material
then retains that color after being washed, the dye is said to be colorfast.

Pigments are generally not soluble in water, oil, or other common
solvents. To be applied to a material, they are first ground into a fine pow-
der and thoroughly mixed with some liquid, called the dispersing agent
or vehicle. The pigment-dispersing agent mixture is then spread on the
material to be colored. As the dispersing agent dries out, the pigment is
held in place on the material.

In most cases, dyes are used for coloring textiles, paper, and other
substances, while pigments are used for coloring paints, inks, cosmetics,
and plastics.

History
Many dyes can be obtained from natural sources, such as plants, an-

imals, and minerals. In fact, humans have known about and used natural
dyes since the dawn of civilization. Red iron oxide, for example, has long
been used to color cloth and pottery and to decorate the human body. To-
day, T-shirts dyed with naturally occurring red dirt (iron oxide) are popu-
lar among tourists on Hawaii’s island of Kauai. Red dirt imparts a brilliant
orangish-red color to cloth that is almost impossible to wash out. Other
natural dyes include sepia, obtained from cuttlefish, and Indian yellow, ob-
tained from the urine of cows that have been force-fed mango leaves.

Some natural dyes are expensive to produce, difficult to obtain, or
hard to use. Royal purple got its name because it comes only from the
tropical murex snail. So many snails were needed to produce even the
smallest amount of dye that only royalty could afford to use it. The dye
known as indigo, obtained from the Indigofera plant, imparts a beautiful
blue color to material, but it is insoluble in water. It must first be con-
verted to a different (reduced) chemical form that is yellow and is solu-
ble in water. In that form, the indigo can be used for dyeing. Once at-
tached to a material and exposed to air, the yellow form of indigo is
converted back (oxidized) to its original blue form.

A revolution in colorant history occurred in 1856, when English
chemist William Henry Perkin (1838–1907) discovered a way to manu-
facture a dye in the laboratory. That dye, mauve, was produced from ma-
terials found in common coal tar. Perkin’s discovery showed chemists
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that dyes and pigments could be produced synthetically (by humans in a
lab). It was no longer necessary to search out natural products for use as
colorants.

Today, the vast majority of dyes and pigments are produced syn-
thetically. These products are easier and less expensive to make than are
natural products. In addition, their colors are more consistent from batch
to batch than the various samples of natural colorants.

Applications
Dyes can be applied to materials in a variety of ways. The simplest

approach is to dissolve the dye in water and then immerse the material
within the dye solution. A person who accidentally stains an item of cloth-
ing by spilling red wine on it has actually dyed it, although probably not
as intended. Any dye that attaches itself to a material in this way is called
a direct dye. The dye sticks to the material by forming chemical bonds
that survive even after washing.

Whether a dye will attach itself directly to a material or not depends
on the chemical nature of both the dye and the material being dyed. Some
compounds will dye silk but not wool, or cotton but not polyester. Any
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dyeing process, therefore, involves finding materials to which any given
colored compound will attach itself.

Mordant dyeing involves the use of a chemical that combines with
the dye to form an insoluble compound (meaning it cannot be dissolved).
Suppose dye B will not stick directly to fabric A. In order to color fab-
ric A with dye B, a third material—the mordant (M)—will have to be in-
troduced. M will adhere (stick) to both A and B.

In the mordant process, the mordant is first applied to the fabric. 
After the mordant has dried, the dye is added. The dye sticks to the mor-
dant, and the fabric is able to take on the color of the dye, forming an 
insoluble bond.

Pigments
Pigments are applied to a surface as a mixture that always consists

of at least two parts (the pigment itself and the vehicle) and usually many
more components. For example, a thinner such as turpentine is often added
to a given mixture to make it easier to apply. One of the simplest paints
that you imagine, then, might consist of red iron oxide, linseed oil (the
vehicle), and turpentine (the thinner).

The purpose of the vehicle in this mixture is to carry the pigment
onto the surface, much as motor vehicles carry people and goods. A thin-
ner is often needed because many vehicles are thick, viscous (sticky) ma-
terials that are difficult to apply with a brush.

After the pigment/vehicle/thinner mixture has been applied to a sur-
face, two changes occur. First, the thinner evaporates leaving the pig-
ment/vehicle mixture evenly spread on the surface. Next, the vehicle
slowly undergoes a chemical change (oxidation) that converts it from a
thick liquid to a solid. Since the pigment particles are trapped in the hard-
ened vehicle, a thin, tough skin of colored material becomes attached to
the surface.

Utilization
Nearly every industry uses colorants in one way or another. About

7,000 different dyes and pigments exist and new ones are patented every
year. Dyes are used extensively in the textile (fabric used in clothing) 
industry and paper industry. Leather and wood are colored with dyes.
Food is often colored with natural dyes or with synthetic dyes that have
been approved by a federal agency (proven safe for human consumption).
Petroleum-based products such as waxes, lubricating oils, polishes, and
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gasoline are colored with dyes. Dyes are also used to stain biological sam-
ples, fur, and hair. And special dyes are added to photographic emulsions
for color photographs. Plastics, resins, and rubber products are usually
colored by pigments.

‡�Dyslexia
Dyslexia is a learning disorder characterized by difficulty reading and
writing. Dyslexia is not caused by poverty, psychological problems, lack
of education, or laziness. People who are identified as dyslexic generally
have normal or above-normal intelligence, normal eyesight, and tend to
come from average families. It is not unusual for a student with dyslexia
to fail English while earning straight As in science.

There are dozens of symptoms associated with the disorder. Dyslexic
people may skip words, reverse the order of letters in a word (writing or
reading “was” for “saw”), or drop some letters from a word (reading “run”
instead of “running”). They may invent strange spellings for common
words, have difficulty remembering and following sequences (like recit-
ing the alphabet in order), and have cramped, illegible handwriting.
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Causes of dyslexia
Scientists generally agree that dyslexia results from a neurological

problem in the areas of the brain involved in reading. Several regions of
the brain—all located in the brain’s left side—have been identified as con-
trolling the complicated task of reading and writing. What part of the read-
ing task is processed in each area is not yet clear. Even more mysterious
is how the brain translates abstract symbols like printed letters into ideas.

In normal reading, the eye sends pictures of abstract symbols to the
brain. Each symbol is then transferred along different routes to various
portions of the brain for interpretation. Scientists suspect that in a dyslexic
person, something jams the transfer of that information.

Scientists generally agree that genetics plays a role in dyslexia. Stud-
ies of twins show that if one twin is dyslexic, the other is likely to have
the disorder. Other studies show that the disorder, which affects about 8
percent of the population, tends to run in families. It is common for a
child with dyslexia to have a parent or other close relative with the dis-
order. Because 90 percent of dyslexic people are male, scientists are in-
vestigating the relationship of male hormones to the disorder.

Treating dyslexia
Those with mild cases of dyslexia sometimes learn to compensate

on their own. Many reach remarkable levels of achievement. Italian artist,
scientist, and engineer Leonardo da Vinci (1452–1519) is thought to have
been dyslexic. It is also believed that German-born American physicist
Albert Einstein (1879–1955) was dyslexic.

Early diagnosis and prompt treatment seem to be the keys to over-
coming the challenges of dyslexia. Linguistic (language) and reading spe-
cialists can help those with the disorder learn how to develop and apply
reading and writing skills.
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‡�Ear
The human ear is the organ responsible for hearing and balance. The ear
consists of three parts: the outer, middle, and inner ears.

Outer ear
The outer ear collects external sounds and funnels them through the

auditory system. The outer ear is composed of three parts, the pinna (or
auricle), the auditory canal, and the eardrum (tympanic membrane).

What are commonly called ears—the two flaplike structures on ei-
ther side of the head—are actually the pinnas of the outer ear. Pinnas are
skin-covered cartilage, not bone, and are therefore flexible.

The auditory canal is a passageway that begins at the ear and ex-
tends inward and slightly upwards. In the adult human it is lined with skin
and hairs and is approximately 1 inch (2.5 centimeters) long. The outer
one-third of the canal is lined with wax-producing cells and fine hairs.
The purpose of the ear wax and hairs is to protect the eardrum (which
lies at the end of the canal) by trapping dirt and foreign bodies and keep-
ing the canal moist.

The eardrum is a thin, concave membrane stretched across the in-
ner end of the auditory canal much like the skin covering the top of a
drum. The eardrum marks the border between the outer ear and middle
ear. In the adult human, the eardrum has a total area of approximately 0.1
square inch (0.6 square centimeter). The middle point of the eardrum—
called the umbo—is attached to the stirrup, the first of three bones con-
tained within the middle ear.
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Middle ear
The middle ear transmits sound from the outer ear to the inner ear.

The middle ear consists of an oval, air-filled space approximately 0.1 cu-
bic inch (2 cubic centimeters) in volume. Contained in this space are three
tiny bones called ossicles (pronounced OS-si-kuls). Because of their
shapes, the three ossicles are known as the hammer (malleus), the anvil
(incus), and the stirrup (stapes).

Connecting the middle ear to the throat is the eustachian tube (pro-
nounced you-STAY-she-an). This tube is normally closed, opening only
as a result of muscle movement during yawning, sneezing, or swallow-
ing. The eustachian tube causes air pressure in the middle ear to match
the air pressure in the outer ear. The most noticeable example of eustachian
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Auditory canal: Tunnel or passageway that begins at the external ear
and extends inward toward the eardrum.

Cochlea: Snail-like structure in the inner ear that contains the
anatomical structures responsible for hearing.

Eardrum: Also known as the tympanic membrane, a thin membrane
located at the end of the auditory canal separating the outer ear from
the middle ear.

Eustachian tube: A passageway leading from the middle ear to the
throat.

Organ of Corti: Structure located in the cochlea that is the chief part
of the ear through which sound is perceived.

Ossicles: Three tiny, connected bones located in the middle ear.

Otitis media: Ear infection common in children in which the middle
ear space fills with fluid.

Otosclerosis: Hereditary disease that causes the ossicles to stiffen due
to a build up of calcium.

Pinna: Also called auricle or external ear, the flaplike organ on either
side of the head.

Vestibular system: System within the body that is responsible for bal-
ance and equilibrium.



tube function occurs when there is a quick change in altitude, such as when
a plane takes off. Prior to takeoff, the pressure in the outer ear is equal to
the pressure in the middle ear. When the plane gains altitude, the air pres-
sure in the outer ear decreases, while the pressure in the middle ear re-
mains the same, causing the ear to feel “plugged.” In response to this the
ear may “pop.” The popping sensation is actually the quick opening and
closing of the eustachian tube, and the equalization of pressure between
the outer and middle ear.

Inner ear
The inner ear is responsible for interpreting and transmitting sound

and balance sensations to the brain. The inner ear is small (about the size
of a pea) and complex in shape. With its series of winding interconnected
chambers, it has been called a labyrinth. The main components of the in-
ner ear are the vestibule, semicircular canals, and the cochlea (pronounced
COCK-lee-a).

The vestibule, a round open space, is the central structure within the
inner ear. The vestibule contains two membranous sacs—the utriculus
(pronounced you-TRIK-yuh-les) and the sacculus (pronounced SAC-yuh-
les). These sacs, lined with tiny hairs and attached to nerve fibers, func-
tion as a person’s chief organs of balance.

Attached to the vestibule are three loop-shaped, fluid-filled tubes
called the semicircular canals. These canals, arranged perpendicular to
each other, are a key part of the vestibular system. Two of the canals help
the body maintain balance when it is moving vertically, such as in falling
and jumping. The third maintains horizontal balance, as when the head
or body rotates.

The cochlea is the organ of hearing. The cochlea consists of a bony,
snail-like shell that contains three separate fluid-filled ducts or canals. The
middle canal contains the basilar membrane, which holds the organ of
Corti, named after Italian anatomist Alfonso Giacomo Gaspare Corti
(1822–1876) who discovered it. The organ contains some 20,000 hair cells
connected at their base to the auditory nerve. The organ is the site where
sound waves are converted into nerve impulses, which are then sent to
the brain along the auditory nerve.

Hearing
Sound vibrations travel through air, water, or solids in the form of

sound waves. These waves are captured by the pinna of the outer ear and
transmitted through the auditory canal to the eardrum.
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The eardrum vibrates in response to the pressure of the sound waves.
The initial vibration causes the eardrum to be pushed inward by an amount
equal to the intensity of the sound, so that loud sounds push the eardrum
inward more than soft sounds. Once the eardrum is pushed inward, the
pressure within the middle ear causes the eardrum to be pulled outward,
setting up a back-and-forth motion.

6 9 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Ear

Auricle
(outer ear)

External auditory canal

Hammer

Anvil

Eustachian tube

Stirrup

Cochlea

Acoustic nerve

Semicircular canals

Semicircular canals

Outer ear Middle ear Inner ear

Hammer

Anvil

Stirrup

Eustachian
tube CochleaExternal

auditory
canal

Pinna

Tympanic
membrane
(Eardrum)

Tympanic
membrane
(Eardrum)

The anatomy of the human

ear. (Reproduced by permis-

sion of The Gale Group.)



The movement of the eardrum sets all three ossicles in motion. The vi-
brating pressure of the stirrup (last ossicle) on the small opening leading to
the inner ear sets the fluid in the cochlea in motion. The fluid motion causes
a corresponding, but not equal, wavelike motion of the basilar membrane.

When the basilar membrane moves, it causes the small hairs on the
top of the hair cells of the Corti to bend. The bending of the hair cells
causes chemical actions within the cells themselves, creating electrical
impulses in the nerve fibers attached to the bottom of the hair cells. The
nerve impulses travel up the auditory nerve to the brain. Loud sounds
cause a large number of hair cells to be moved and many nerve impulses
to be transmitted to the brain.

Hearing disorders
A problem in any part of the ear may cause a hearing disorder or

hearing loss. In general, hearing loss may be caused by a birth defect, an
injury, or a disease.

Birth defects may include missing pinnas, low-set pinnas, abnor-
malities in the size and shape of the pinnas, or a narrowing or complete
closure of the auditory canal. These conditions may be corrected by
surgery. Other birth defects that can affect hearing include premature birth,
low birth weight, and illnesses suffered by the mother during pregnancy
(such as measles). These defects damage the inner ear, specifically the
cochlea. Medical treatment for this type of hearing loss is very rare. How-
ever, many individuals gain some benefit by wearing hearing aids.

Injury to the eardrum is common. A perforated or torn eardrum may
be caused by a buildup of fluid in the middle ear, a direct puncture, ex-
plosion, or blast. When the normally taut eardrum is perforated, it be-
comes slack and does not vibrate properly. In some cases, the eardrum
will heal itself without treatment. In more serious cases, surgical treat-
ment may be necessary.

Ossicles are very susceptible to trauma. Injured ossicles may be-
come unattached, broken, or excessively stiff. Once again, surgical treat-
ment may correct the disorder and restore hearing.

There are a variety of diseases that can affect the ear, causing a hear-
ing loss. Otitis media, a common condition in children, refers to an ear
infection within the middle ear space. When this normally air-filled space
is filled with fluid, the movement of the bones is affected and sound can-
not be transmitted easily. The typical treatment for otitis media is med-
ication (antibiotics and decongestants). Otosclerosis is a disease that
causes the ossicles to stiffen due to a build-up of calcium. It is a heredi-
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tary disorder (inherited through family), develops in early adulthood, and
is more common in women than men. Treatment may include surgery or
the use of a hearing aid.

‡�Earth
Earth, the third planet from the Sun, is our home planet. Its surface is
mostly water (about 70 percent) and it has a moderately dense nitrogen-
and-oxygen atmosphere that supports life—the only known life in the uni-
verse. From space, Earth appears as a shining blue ball with white swirling
clouds covering vast oceans and irregular-shaped landmasses that are
varying shades of green, yellow, brown, and white.

Earth orbits the Sun at a distance of about 93,000,000 miles
(150,000,000 kilometers), taking 365.25 days to complete one elliptical
(oval-shaped) revolution. The planet rotates once about its axis almost every
24 hours. It is not truly spherical, but bulges slightly at its equator. Earth’s
diameter at the equator is roughly 7,926 miles (12,760 kilometers), while
its diameter at the poles is 7,900 miles (12,720 kilometers). The circum-
ference of Earth at its equator is about 24,830 miles (40,000 kilometers).

Earth’s only natural satellite, the Moon, orbits the planet at an av-
erage distance of about 240,000 miles (385,000 kilometers). Some scien-
tists believe that Earth and the Moon should properly be considered a
double planet, since the Moon is larger relative to our planet than the
moons of most other planets.

Unlike the outer planets, which are composed mainly of light gases,
Earth is made of heavy elements such as iron and nickel, and is therefore
much denser. Hot at first due to the collisions that formed it about 4.5
million years ago, Earth began to cool. Its components began to separate
themselves according to their density. Heavy abundant elements, iron and
nickel, formed Earth’s core. Outside the core numerous elements were
compressed into a dense but pliable (bendable) substance called the man-
tle. Finally, a thin shell of cool, silicon-rich rock formed at Earth’s sur-
face, called the crust or lithosphere. Formation of the crust from the ini-
tial molten blob took half a billion years.

Earth’s atmosphere
Earth’s atmosphere is the only planetary atmosphere in the solar sys-

tem capable of sustaining life. It is made of 78 percent nitrogen, 21 per-
cent oxygen, and a 1 percent mixture of gases dominated by argon.
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Various theories have been proposed as to the origin of these gases.
One theory states that when Earth was formed, the gases were trapped in
layers of rock beneath the surface. They eventually escaped, primarily
through volcanic eruptions, to form the atmosphere. Water vapor was the
most plentiful substance spewed out, and condensed (change from a gas
to a liquid) to form the oceans. Carbon dioxide was second in terms of
quantity, but most of it dissolved in the ocean waters or was altered chem-
ically through reactions with other substances in the rocks. Nitrogen came
out in smaller amounts, but always remained in its present form because
it never underwent reactions or condensation. It is believed that for that
reason, nitrogen is the most abundant gas in the atmosphere today.

Oxygen only became a part of Earth’s atmosphere when green plants
came into being. Through the process called photosynthesis, green plants
convert carbon dioxide into oxygen. Oxygen is also removed from the at-
mosphere when green plants, as well as animals, die. As they decay, they
oxidize, a process that uses up oxygen.
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Another more recent theory regarding the development of Earth’s
atmosphere states that the elements found in it were deposited there by
comets. Debris from comets has been shown to have carbon and nitrogen
in roughly the same proportion as the atmosphere. During its early de-
velopment, Earth was the site of repeated comet collisions.

Ninety-nine percent of the atmosphere’s mass is contained in the
first 40 to 50 miles (65 to 80 kilometers) above Earth’s surface. This rel-
atively thin atmosphere insulates the planet by allowing the Sun’s visible
light to pass through the atmosphere and warm the surface. The resulting
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heat (infrared radiation) is reradiated from the surface, but is prevented
from totally escaping back into space by carbon dioxide, methane, and
water vapor in the atmosphere. These so-called greenhouse gases absorb
most of this energy and re-emit back to the surface, keeping the planet at
relatively stable, warm temperatures. The average surface temperature is
59°F (15°C).

While keeping in necessary heat radiation, components in the atmos-
phere block dangerous forms of radiation from reaching the surface. These
include X rays and ultraviolet radiation, which is absorbed by the ozone
layer located at about 15 miles (24 kilometers) above Earth’s surface.

Earth’s surface
The surface of Earth is divided into dry landmasses and oceans.

Landmasses occupy roughly 57.5 million square miles (148.9 million
square kilometers) of the planet’s surface, while oceans cover roughly
139.5 million square miles (361.3 square kilometers).

Landmasses are in a constant, though slow, state of change. They
move, collide, and break apart according to a process called plate tec-
tonics. The lithosphere is not one huge shell of rock; it is composed of
several large pieces called plates. These pieces are constantly in motion,
because Earth’s interior is dynamic, with its core still molten (liquid) and
with large-scale convective (circulating) currents in the upper mantle. This
resulting giant furnace beneath the surface moves land no more than a
few centimeters a year, but this is enough to have profound consequences.
The unending cycle of mountain building (caused by movement of the
crustal plates) and erosion (by wind and water) has formed every part of
Earth’s surface today.

Earth is mostly covered with water. The mighty Pacific Ocean cov-
ers nearly half of the globe. The existence of oceans implies that there
are large areas of the lithosphere that are lower than others, which form
huge basins. Early in the planet’s history these basins filled with water
condensing (raining) out of the primordial (primitive) atmosphere. Addi-
tional water was brought to Earth by impacting comets, whose nuclei were
made of water and ice.

The atmosphere has large circulation patterns, and so do the oceans.
Massive streams of warm and cold water flow through them. Circulation
patterns in the oceans and in the atmosphere are driven by temperature
differences between adjacent areas and by the rotation of Earth, which
helps create circular flows. Oceans play a critical role in the overall
weather patterns of our planet. Storms are ultimately generated by mois-
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ture in the atmosphere, and evaporation from the oceans is the prime
source of such moisture. Oceans respond less dramatically to changes in
solar energy than land does, so the temperature over a given patch of
ocean is far more stable than one on land.

Life
The presence of life on Earth is, as far as we know, unique. The ori-

gin of life on Earth is not fully understood, but scientists believe amino
acids, the essential building blocks of life, formed in the primordial oceans
billions of years ago. Over eons, these building blocks combined and
evolved into higher and higher life-forms.

Life has existed on dry land only for the most recent 10 percent of
Earth’s history, since about 385 million years ago. Once life got a foothold
beyond the oceans, however, it spread rapidly. Within 200 million years,
forests spread across the continents and the first amphibians evolved into
dinosaurs. Mammals became dominant after the demise of the dinosaurs
65 million years ago. Only in the last 2 million years, that is, 0.05 per-
cent of Earth’s history, have humans appeared.

[See also Africa; Asia; Antarctica; Atmosphere, composition and
structure; Australia; Cartography; Earthquake; Earth science;
Earth’s interior; Europe; Geologic time; Geology; Hydrologic cycle;
Moon; North America; Ocean; Paleontology; Plate tectonics; South
America; Solar system; Sun; Volcano; Weather]

‡�Earthquake
An earthquake is an unpredictable event in which masses of rock shift
below Earth’s surface, releasing enormous amounts of energy and send-
ing out shock waves that sometimes cause the ground to shake dramati-
cally. Not all earthquakes are enormous, but they can become one of
Earth’s most destructive forces.

Causes of earthquakes
Earth’s crust is composed of many huge, rocky plates known as tec-

tonic plates. These plates constantly move slowly across the surface of
Earth, bumping into each other, overrunning each other, and pulling away
from each other. When the strain produced by these movements increases
beyond a certain level, the pent-up energy ruptures the crust and creates
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a fracture known as a fault. The released pressure also causes the ground-
shaking vibrations associated with an earthquake.

The motion of earthquakes: Seismic waves
The vibrations transmitting the shock of an earthquake are called

seismic waves (pronounced SIZE-mik). These waves travel outward in
all directions, like ripples from a stone dropped in a pond. The area where
energy is first released to cause an earthquake is called the focus. The fo-
cus lies underground at a shallow, intermediate, or deep depth—down to
about 430 miles (700 kilometers). The epicenter is the point on Earth’s
surface directly above the focus.

Seismic waves travel both through Earth and along its surface.
Waves traveling through Earth are called body waves. The two main types
are P waves (primary) and S waves (secondary). P waves stretch and com-
press the rock in their path through Earth. The fastest waves, they move
at about 4 miles (6.4 kilometers) per second. S waves move the rock in
their path up and down and side to side. They move at about 2 miles (3.2
kilometers) per second.

Seismic waves traveling along Earth’s surface are called surface
waves or L waves (long). The two main types, Rayleigh waves and Love
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Words to Know

Epicenter: The location where the seismic waves of an earthquake first
appear on the surface, usually almost directly above the focus.

Fault: A crack running through rock that is the result of tectonic forces.

Focus: The underground location of the seismic event that causes an
earthquake.

Modified Mercalli scale: A scale used to compare earthquakes based
on the effects they cause.

Richter scale: A scale used to compare earthquakes based on the
energy released by the earthquake.

Seismic waves: Classified as body waves or surface waves, vibrations
in rock and soil that transfer the force of the earthquake from the
focus into the surrounding area.



waves, are named after two prominent seismologists (scientists who study
earthquakes). Although surface waves move slower than body waves—
less than 2 miles (3.2 kilometers) per second—they cause greater dam-
age. Rayleigh waves cause the ground surface in their path to ripple with
little waves. Love waves move in a zigzag along the ground. Both
Rayleigh and Love waves set off avalanches, landslides, and other earth-
quake damage.

Measuring earthquakes
An earthquake’s power can be measured in two ways: by intensity

(strength) and magnitude (ground covered). While intensity of an earth-
quake is usually described through people’s perceptions and the amount
of property destroyed, magnitude is measured by using seismographs or
devices that detect ground movement.

Intensity can be measured using the modified Mercalli scale. First
developed by Italian seismologist Guiseppe Mercalli (1850–1914) in
1902, the scale compares the surface effects of earthquakes to each other.
It is divided into 12 levels, from level 1 meaning “felt by few” to level
12 meaning “total damage.”

Magnitude is measured using the Richter scale, developed by Amer-
ican seismologist Charles F. Richter (1900–1985) in 1935. The Richter
scale compares the energy released by an earthquake to the energy re-
leased by other earthquakes. Each whole number increase in value on the
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Tsunami

A tsunami is a giant wave created by an underwater earth-
quake, volcano, or landslide. As part of the seabed (ocean floor) rises
or drops, water is displaced or moved, producing a great wave. A
tsunami (Japanese for “harbor wave”) crosses the deep ocean at
speeds up to 500 miles (800 kilometers) per hour, but it is only
detectable on the surface as a low swell (a wave with no crest). As
the giant wave approaches the shallows near shore, it slows down and
rises up dramatically, often as much as 200 feet (60 meters). It then
strikes the shore with unstoppable force. A wall of water forms when a
large tsunami enters straight into a shallow bay or estuary, and can
move upriver for many miles.
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scale indicates a 10-fold increase in the energy released and a 30-fold in-
crease in ground motion. Therefore, an earthquake of 6 on the Richter
scale is 10 times more powerful than an earthquake with a value of 5,
which is 10 times more powerful than an earthquake with a value of 4.
An earthquake that measures 8 or above on the Richter scale causes to-
tal damage.

Earthquake occurrence and prediction
Earth experiences more than one million earthquakes a year. The

vast majority of these measure 3.4 or below on the Richter scale and can-
not be felt by people. The planet never ceases to vibrate with the motion
of its tectonic forces. Full of heat and kinetic energy (the energy of an
object due to its motion), Earth has been resounding with the violence of
earthquakes for more than four billion years. In recorded human history,
great earthquakes have been responsible for some of the most horrendous
natural disasters. In the past 800 years, 17 earthquakes have each caused
50,000 or more deaths.

At the beginning of the twenty-first century, an estimated 100 mil-
lion Americans live on or near an active earthquake fault. Hundreds of
millions more lived on or near such faults around the world. Knowing 
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the exact time and place an earthquake will occur still lies beyond the
ability of scientists. However, in order to interpret seismic activity and
possibly to prevent needless deaths, seismologists constantly monitor the
stresses within Earth’s crust. Ultrasensitive instruments placed across
faults at the surface measure the slow, almost imperceptible movement
of plates. Other instruments measure phenomena that seem to precede
earthquakes. These include changes in tide and ground-water levels, 
fluctuations in the magnetic properties of rocks, and the swelling or tilt-
ing of the ground. Peculiar animal behavior has also been reported before
many earthquakes, and scientific research into this phenomenon has been
conducted.

[See also Fault; Plate tectonics]

‡�Earth science
Earth science is the study of the physical components of Earth—its wa-
ter, land, and air—and the processes that influence them. Earth science
can be thought of as the study of the five physical spheres of Earth: at-
mosphere (gases), lithosphere (rock), pedosphere (soil and sediment), hy-
drosphere (liquid water), and cryosphere (ice).

Earth scientists, then, must consider interactions between all three
states of matter—solid, liquid, and gas—when performing investigations.
The subdisciplines of Earth science are many, and include the geosciences,
oceanography, and the atmospheric sciences.

The geosciences involve studies of the solid part of Earth and in-
clude geology, geochemistry, and geophysics. Geology is the study of
Earth materials and processes. Geochemistry examines the composition
and interaction of Earth’s chemical components. Geophysicists study the
dynamics of Earth and the nature of interactions between its physical 
components.

Oceanography is the study of all aspects of the oceans: chemistry,
water movements, depth, topography, etc.

The atmospheric sciences, meteorology and climatology, involve 
the study of Earth’s weather. Meteorology is the study of the physics 
and chemistry of the atmosphere. One of the primary goals of meteorol-
ogy is the analysis and prediction of short-term weather patterns. Clima-
tology is the study of long-term weather patterns, including their causes
and variations.
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To better understand the highly involved and interrelated systems 
of Earth, scientists from these different subdisciplines often must work
together. Today, Earth science research focuses on solving the many 
problems posed by increasing human populations, decreasing natural 
resources, and inevitable natural hazards. Computer and satellite tech-
nologies are increasingly used in this research.

[See also Earth; Geology; Oceanography; Weather]

‡�Earth’s interior
The distance from Earth’s surface to its center is about 3,975 miles (6,395
kilometers). Scientists have divided the interior of Earth into various lay-
ers, based on their composition. The crust, or outer portion, varies in depth
from 5 to 25 miles (8 to 40 kilometers). Below the crust is the mantle,
which extends to a depth of about 1,800 miles (2,900 kilometers). Below
that is the core, composed of a liquid outer core about 1,380 miles (2,200
kilometers) in depth, and a solid inner core about 780 miles (1,300 kilo-
meters) deep.

From direct observation, core samples, and drilling projects, scien-
tists have been able to study the rock layers near the planet’s surface.
However, this knowledge is limited. The deepest drill hole, just over 9
miles (15 kilometers) in depth, penetrates only about 0.2 percent of the
distance to Earth’s center.

Geologists collect information about Earth’s remote interior from
several different sources. Some rocks found at Earth’s surface originate
deep in Earth’s crust and mantle. Meteorites that fall to the planet are also
believed to be representative of the rocks of Earth’s mantle and core. Me-
teor fragments presumably came from the interior of shattered extrater-
restrial bodies within our solar system. It is likely that the composition of
the core of our own planet is very similar to the composition of these ex-
traterrestrial travelers.

Another source of information, while more indirect, is perhaps more
important. That source is seismic, or earthquake, waves. When an earth-
quake occurs anywhere on Earth, seismic waves travel outward from the
earthquake’s center. The speed, motion, and direction of seismic waves
changes dramatically as they travel though different mediums (areas called
transition zones). Scientists make various assumptions about the compo-
sition of Earth’s layers through careful analysis of seismic data, a method
called subsurface detection.
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The crust
The crust, the thin shell of rock that covers Earth, contains all the

mountains, valleys, oceans, and plains that make up the surface of the
planet. There are two types of crust: the continental crust (which under-
lies Earth’s continents) and the oceanic crust (which underlies Earth’s
oceans). The lighter-colored continental crust is thicker—yet lighter in
weight—than the darker-colored oceanic crust. The crust is composed
largely of minerals containing the elements calcium, aluminum, magne-
sium, iron, silicon, sodium, potassium, and oxygen.

The base of the crust (both the oceanic and continental varieties) is
determined by a distinct seismic transition zone called the Mohorovi

�
ci

�
c

discontinuity, commonly referred to as the Moho. First discovered in 1909
by the Croatian geophysicist Andrija Mohorovi

�
ci

�
c (1857–1936), this

boundary marks the point where seismic waves pick up speed as they
travel through Earth’s interior. Since seismic waves travel faster through
denser material, Mohorovi

�
ci

�
c reasoned that there was an abrupt transition

from the rocky material in Earth’s crust to denser rocks below. The Moho
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Words to Know

Asthenosphere: Portion of the mantle beneath the lithosphere com-
posed of partially melted material.

Core-mantle boundary (CMB): Also referred to as the Gutenberg dis-
continuity, the seismic transition zone separating the mantle from the
underlying outer core.

Gutenberg low velocity zone: Seismic transition zone between the
lithosphere and the underlying asthenosphere.

Lithosphere: Rigid uppermost section of Earth’s mantle combined with
the crust.

Mohorovic̀́ic̀́ discontinuity: Seismic transition zone that marks the
transition from the crust to the uppermost section of the mantle.

Seismic transition zone: Interval within Earth’s interior where seismic
waves, or earthquake waves, display a change in speed and shape.

Seismic waves: Vibrations in Earth’s interior caused by earthquakes.



is a relatively narrow transition zone, estimated to be somewhere between
0.1 to 1.9 miles (0.2 to 3 kilometers) thick.

The mantle
Underlying the crust is the mantle, which is composed mainly of

minerals containing magnesium, iron, silicon, and oxygen. The uppermost
section of the mantle is a rigid layer. Combined with the overlying solid
crust, this section is called the lithosphere, which is derived from the
Greek word lithos, meaning “stone.”

At the base of the lithosphere, a depth of about 40 miles (65 kilo-
meters), there is another distinct seismic transition called the Gutenberg
low velocity zone. At this level, all seismic waves appear to be absorbed
more strongly than elsewhere within Earth. Scientists interpret this to
mean that the layer below the lithosphere is a zone of partially melted
material. This “soft” zone is called the asthenosphere, from the Greek
word asthenes, meaning “weak.” It extends to a depth of about 155 miles
(250 kilometers).

This transition zone between the lithosphere and the asthenosphere
is named after American geologist Beno Gutenberg (1889–1960). At the
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Gutenberg low velocity zone, the lithosphere is carried “piggyback” on
top of the weaker, less rigid asthenosphere, which seems to be in contin-
ual motion. This motion creates stress in the rigid rock layers above it,
and the slabs or plates of the lithosphere are forced to jostle against each
other, much like ice cubes floating in a bowl of swirling water. This mo-
tion of the lithospheric plates is known as plate tectonics, and it is re-
sponsible for earthquakes, certain types of volcanic activity, and conti-
nental drift.

The core
At a depth of 1,800 miles (2,900 kilometers) there is another abrupt

change in the seismic wave patterns. This level is known as the core-
mantle boundary (CMB) or the Gutenberg discontinuity. At this level,
certain seismic waves disappear completely, an indication that the mate-
rial below is liquid. Accompanying this change is an abrupt temperature
increase of 1,300°F (700°C). This hot, liquid outer core is thought to con-
sist mainly of iron. Electric currents in the outer core’s iron-rich fluids
are believed to be responsible for Earth’s magnetic field.

Within Earth’s core, at about a depth of 3,200 miles (5,150 kilo-
meters), the remaining seismic waves that passed through the outer liq-
uid core speed up. This indicates that the material in the inner core is
solid. The change from liquid to solid in the core is probably due to the
immense pressures present at this depth. Based on the composition of me-
teorite fragments that fell to Earth, scientists believe the inner core to be
composed of iron plus a small amount of nickel.

[See also Earthquake; Plate tectonics]

‡�Eating disorders
Eating disorders are psychological conditions that involve either overeat-
ing, voluntary starvation, or both. The best-known eating disorders are
probably anorexia nervosa, anorexic bulimia, and obesity. Researchers are
not sure what causes eating disorders, although many believe that family
relationships, biochemical (physical) abnormalities, and society’s preoc-
cupation with thinness all may contribute to their onset.

Eating disorders are virtually unknown in parts of the world where
food is scarce. They also are rarely seen in less prosperous groups in de-
veloped countries. Although these disorders have been documented
throughout history, they have gained attention in recent years. This at-
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tention has come, at least in part, because some famous people have died
as a result of their eating disorders.

Young people are more likely than older people to develop an eat-
ing disorder. The condition usually begins before the age of 20. Although
both men and women can develop the problem, it is more common in
women. Only about 5 percent of people with eating disorders are male.
In either males or females, eating disorders are considered serious and
potentially deadly health problems. Many large hospitals and psychiatric
clinics have programs designed especially to treat these conditions.

Anorexia nervosa
The word anorexia comes from the Greek adjective anorektos, which

means “without appetite.” But the problem for people with anorexia is
not that they aren’t hungry. They starve themselves out of fear of gain-
ing weight, even when they are severely underweight. The anorectic’s
self-image is so distorted that he or she sees himself or herself as “fat”
even when that person looks almost like a skeleton. Some anorectics refuse
to eat at all; others nibble only small portions of fruit and vegetables or
live on diet drinks. In addition to fasting, anorectics may exercise stren-
uously to keep their weight abnormally low. No matter how much weight
they lose, they always worry about getting fat.

This self-imposed starvation takes a heavy toll on the body. Skin
becomes dry and flaky. Muscles begin to waste away. Bones stop grow-
ing and may become brittle. The heart weakens. With no body fat for in-
sulation, the anorectic has difficulty staying warm. Downy hair starts to
grow on the face, back, and arms in response to lower body temperature.
In women, menstruation stops and permanent infertility may result. Mus-
cle cramps, dizziness, fatigue, even brain damage and kidney and heart
failure are possible. An estimated 10 to 20 percent of people with anorexia
die, either as a direct result of starvation or by suicide.

Researchers believe that anorexia is caused by a combination of bi-
ological, psychological, and social factors. They are still trying to pin-
point the biological factors, but they have discovered some psychologi-
cal and social triggers of the disorder. Many people with anorexia come
from families in which parents are overprotective and have unrealistically
high expectations of their children. Also, the condition seems to run in
families, which leads researchers to believe it may have a genetic basis.
Anorexia often seems to develop after a young person goes through some
stressful experience, such as moving to a new town, changing schools, or
going through puberty. Low self-esteem, fear of losing control, and fear
of growing up are common characteristics of anorectics. The need for ap-
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proval, combined with American culture’s idealization of extreme thin-
ness, also are believed to contribute to the disorder.

The obvious cure for anorexia is eating. But that is typically the last
thing a person with anorexia wants to do. It is unusual for the person him-
self or herself to seek treatment. More commonly, a friend, family mem-
ber, or teacher initiates the process. Hospitalization, combined with psy-
chotherapy and family counseling, is often needed to control the condition.
Force-feeding may be necessary if the person’s life is in danger. About
70 percent of anorexia patients who are treated for about six months 
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return to normal body weight. About 15 to 20 percent can be expected to
relapse, however.

Anorexic bulimia
Anorexic bulimia gets its name from the Greek term boulimos, mean-

ing “great hunger,” or, literally, “the hunger of an ox.” The condition is
commonly known simply as bulimia. People with bulimia go on eating
binges, often gorging on junk food and then forcing their bodies to get
rid of the food, either by making themselves vomit or by taking large
amounts of laxatives.

Like anorexia, bulimia results in starvation. But there are behavioral,
physical, and psychological differences between the two conditions. Bu-
limia is much more difficult to detect because people who have the dis-
order tend to be of normal weight or may even be overweight. They tend
to hide their habit of binge eating followed by purging by vomiting or us-
ing laxatives. In fact, bulimia was not widely recognized, even among
medical and mental health professionals, until the 1980s.

Unlike anorectics, bulimics are aware that their eating patterns are
abnormal, and they often feel remorse after a binge. For them, over-
eating offers an irresistible escape from stress. Many suffer from depres-
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Binge-eating: Unrestrained eating.

Euphoria: A feeling of elation.

Laxative: A chemical that is designed to relieve constipation, often
used by bulimics to rid the body of digested food.

Morbid: Having the tendency to produce disorder or disease.

Pinch test: A method of estimating the percent of fat in a person’s
body by grabbing a small area of skin between the fingers.

Risk factor: Any habit or condition that makes a person more suscep-
tible to a disease.

Serotonin: A naturally occurring chemical that affects nerve transmissions
in the brain and influences a person’s moods, among other emotions.



sion, repressed anger, anxiety, and low self-esteem, combined with a 
tendency toward perfectionism. About 20 percent of bulimics also have
problems with alcohol or drug addiction, and they are more likely than
nonbulimics to commit suicide.

Many people overeat from time to time but are not considered bu-
limic. According to the American Psychiatric Association’s definition, a
bulimic binges on enormous amounts of food at least twice a week for
three months or more.

Bulimics plan their binges carefully, setting aside specific times and
places to carry out their secret habit. They may go from restaurant to
restaurant, to avoid being seen eating too often in any one place. Or they
may pretend to be shopping for a large dinner party, when actually they
intend to eat all the food themselves. Because of the expense of con-
suming so much food, some resort to shoplifting.

During an eating binge, bulimics favor high-carbohydrate foods,
such as donuts, candy, ice cream, soft drinks, cookies, cereal, cake, pop-
corn, and bread, consuming many times the amount of calories they nor-
mally would consume in one day. No matter what their normal eating
habits, they tend to eat quickly and messily during a binge, stuffing the
food in their mouths and gulping it down, sometimes without even tast-
ing it. Some bulimics say they get a feeling of euphoria during binges,
similar to the “runner’s high” that some people get from exercise.

The self-induced vomiting that often follows eating binges can cause
all sorts of physical problems, such as damage to the stomach and esoph-
agus, chronic heartburn, burst blood vessels in the eyes, throat irritation,
and erosion of tooth enamel from the acid in vomit. Excessive use of lax-
atives can be hazardous, too. Muscle cramps, stomach pains, digestive
problems, dehydration, and even poisoning may result. Over time, bu-
limia causes vitamin deficiencies and imbalances of critical body fluids,
which in turn can lead to seizures and kidney failure.

Some researchers believe that bulimia, as well as other types of com-
pulsive behavior, is related to an imbalance in the brain chemical sero-
tonin. The production of serotonin, which influences mood, is affected by
both antidepressant drugs and certain foods. But most research on bulimia
focuses on its psychological roots.

Bulimia is not as likely as anorexia to reach life-threatening stages,
so hospitalization usually is not necessary. Treatment generally involves
psychotherapy and sometimes the use of antidepressant drugs. Unlike
anorectics, bulimics usually admit they have a problem and want help
overcoming it. Estimates of the rates of recovery from bulimia vary
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widely, with some studies showing low rates of improvement and others
suggesting that treatment usually is effective. Even after apparently suc-
cessful treatment, however, some bulimics relapse.

Obesity
A third type of eating disorder is obesity. Obesity is caused by ex-

cessive overeating. Being slightly overweight is not a serious health risk.
But being severely over one’s recommended body weight can lead to
many health problems.

Doctors do not entirely agree about the definition of obesity. Some
experts classify a person as obese whose weight is 20 percent or more
over the recommended weight for his or her height. But other doctors say
standard height and weight charts are misleading. They maintain that the
proportion of fat to muscle, measured by the skinfold pinch test, is a bet-
ter measure of obesity.

The causes of obesity are complex and not fully understood. While
compulsive overeating certainly can lead to obesity, it is not clear that all
obesity results from overindulging. Recent research increasingly points to
biological, as well as psychological and environmental, factors that in-
fluence obesity.

In the United States, people with low incomes are more likely to 
be obese than are the wealthy. Women are almost twice as likely as men
to have the problem, but both men and women tend to gain weight as 
they age.

In those people whose obesity stems from compulsive eating, psy-
chological factors seem to play a large role. Some studies suggest that obese
people are much more likely than others to eat in response to stress, lone-
liness, or depression. As they are growing up, some people learn to asso-
ciate food with love, acceptance, and a feeling of belonging. If they feel re-
jected and unhappy later in life, they may use food to comfort themselves.

Just as emotional pain can lead to obesity, obesity can lead to psy-
chological scars. From childhood on, many obese people are taunted and
shunned. They may even face discrimination in school and on the job.
The low self-esteem and sense of isolation that typically result may con-
tribute to the person’s eating disorder, setting up an endless cycle of
overeating, gaining more weight, feeling even more worthless and iso-
lated, then gorging again to console oneself.

People whose obesity endangers their health are said to be morbidly
obese. Obesity is a risk factor in diabetes, high blood pressure, arte-
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riosclerosis (hardened arteries), angina pectoris (chest pains due to inad-
equate blood flow to the heart), varicose veins, cirrhosis of the liver, and
kidney disease. Obesity can cause complications during pregnancy and in
surgical procedures. Obese people are about one-and-one-half times more
likely to have heart attacks than are other people. Overall, the death rate
among people ages 20 to 64 is 50 percent higher for the obese than for
people of normal weight.

Since compulsive eating patterns often have their beginnings in
childhood, they are difficult to break. Some obese people get caught up
in a cycle of binging and dieting—sometimes called yo-yo dieting—that
never results in permanent weight loss. Research has shown that strict di-
eting itself may contribute to compulsive eating. Going without favorite
foods for long periods makes people feel deprived. They are more likely,
then, to reward themselves by binging when they go off the diet. Other
research shows that dieting slows the dieter’s metabolism. When the per-
son goes off the diet, he or she gains weight more easily.

The most successful programs for dealing with overeating teach 
people to eat more sensibly and to increase their physical activity (exer-
cise) to lose weight gradually without going on extreme diets. Support
groups and therapy can help people deal with the psychological aspects
of obesity.

‡�Ebola virus
The Ebola (pronounced ee-BO-luh) virus is the common name for a se-
vere, often-fatal bleeding or hemorrhagic (pronounced hem-or-RAD-jik)
fever that first appeared in 1976. It is caused by a new kind of virus called
a filovirus (pronounced FY-low-vye-russ) that kills most of its victims
with frightening speed. The source of the virus is unknown and there is
no cure.

A deadly disease
As a viral hemorrhagic fever, the Ebola virus infects its host and

causes sudden fever, muscle aches, and weakness followed by vomiting,
diarrhea, breathing and kidney problems, shock, internal and external
bleeding, and usually death. It is one of the most deadly disease-causing
agents known, and is classified as a Level 4 pathogen (pronounced PATH-
o-jen). For comparison, the disease known as AIDS (acquired immuno-
deficiency syndrome) is only a Level 2 pathogen. This new disease is par-
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ticularly horrible and has been described by one author as a “molecular
shark” that can turn “virtually every part of the body into a digested slime
of virus particles.” This means that the victim’s internal organs break
down, with blood oozing eventually from every part of the body.

First outbreak
The first time the new, thread-shaped filovirus was ever seen was

in 1967 in Germany and Yugoslavia. In both those countries, research
laboratory workers became violently and desperately ill. Seven of thirty-
one workers died. All had one thing in common: they had been exposed
to the tissues and blood of several African green monkeys. Doctors soon
examined the victims’s blood and discovered a virus resembling a tan-
gled rope that was unlike any virus they had ever seen. Following this in-
cident, which gave the name Marburg virus to the new microorganism,
there were a few cases in the African countries of Zimbabwe, South
Africa, and Kenya.

However, in the summer of 1976, a new version of the filovirus ap-
peared in two major outbreaks that occurred almost at the same time. The
first of these emerged in the country of Sudan, and the other in the coun-
try of Zaire (now known as the Democratic Republic of the Congo), some
500 miles (800 kilometers) away. In both places it was as if a deadly bi-
ological bomb had gone off, with hundreds of people becoming ill and
dying at a terrible rate. These large outbreaks resulted in more than 550
cases and 340 deaths. Examination of the virus showed that it was simi-
lar to the Marburg virus, but not the same. In fact, it was even deadlier.
It came to be called the Ebola virus, named after the river in Zaire where
it was first recognized.
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Filovirus: A family of lethal thread-shaped viruses that includes Ebola
and Marburg.

Virus: A package of chemicals that are far smaller than the living cells
they infect. Viruses are not classified as living organisms, since they
cannot grow and reproduce on their own, but rely on a host cell to
make copies of themselves.



Four sub-types
Since that first outbreak in 1976, four subtypes or versions of the

Ebola virus have been identified so far. The first three, called Ebola-Zaire,
Ebola-Sudan, and Ebola-Ivory Coast, are known to have caused disease
in humans. The fourth, called Ebola-Reston after the Reston, Virginia,
primate laboratory where it was first discovered, seems to only be trans-
mitted by monkeys to monkeys, although it may be the only one of the
four viruses that is airborne (meaning it can be spread through particles
floating in the air).

Ebola symptoms
People can get the first three Ebola fevers through direct contact with

a sick person. This usually happens to hospital workers or family members
who are caring for a severely ill victim and who somehow become infected
by coming in contact with the victim’s blood or other body fluids. In very
poor countries, people often are infected when needles are reused instead
of thrown away. Within a few days of being infected, most new victims
experience a high fever, headache, muscle and stomach pain, fatigue, and
diarrhea. Within one week of being infected, most patients experience
chest pain, shock, bleeding, and death. Researchers have no explanation
for why some people are able to recover from this devastating illness.
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Treatment
There is currently no standard treatment for the Ebola virus that re-

sults in anything more than making the patient comfortable. The one stan-
dard therapy in use is to make sure that patients receive enough proper
fluids, as well as maintaining their blood pressure and providing a good
supply of oxygen. In hospitals, Ebola patients receive what are called bar-
rier nursing techniques, meaning that they are isolated from other patients
and only are tended to by workers who wear protective clothing, masks,
gloves, gowns, and goggles. Complete sterilization procedures are also
strictly followed.

Although the filovirus family has been known since 1967, scientists
still have no idea where the virus lives in nature. So far, every case has
been a secondary one, meaning that it was caused by contact from an-
other. Nor do we know the exact mechanism the virus uses to enter the
host cell. No drug is known that will work against the virus, nor is there
any immunization (pronounced im-mew-nih-ZAY-shun) technique avail-
able to protect someone from exposure. No vaccines (pronounced vax-
SEENZ) have yet been developed. During the late 1990s and into the new
millennium, minor outbreaks had been reported with some regularity in
different parts of Africa.

Although there is a great deal to learn about this terrible new dis-
ease, we do know that Ebola viruses are found only in Central Africa. Al-
though the source in nature is not yet known, it appears that monkeys are
susceptible to infection. The very deadliness of the disease has so far
worked against any really massive health disaster because it kills its vic-
tims so quickly that they do not have a great chance to infect many oth-
ers. In some ways, the virus burns itself out before it can spread to a ma-
jor population center. No case of Ebola fever has ever been reported in
the United States.

[See also Disease]

‡�Echolocation
In the animal kingdom, certain animals determine the location of an ob-
ject by producing sounds, then interpreting the echoes that are created
when those sounds bounce off the object. This process is called echolo-
cation. The only animals that use this unique sense ability are certain
mammals—bats, dolphins, porpoises, and toothed whales. It now is be-
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lieved that these animals use sound to “see” objects in equal or greater
detail than humans.

Mammals developed echolocation as an evolutionary response to
night life or to life in dark, cloudy waters. Long ago, bats that ate insects
during the day might have been defeated in the struggle for survival by
birds, which are better flyers and extremely
sharp-sighted. Similarly, toothed whales, por-
poises, and dolphins might have been quickly dri-
ven to extinction by sharks, which have a very
keen sense of smell. These marine mammals not
only compete with sharks for food sources, but
have themselves been preyed upon by sharks.
Echolocation helps them find food and escape
from predators.

Bats
Echolocation in bats was first clearly de-

scribed by scientists in 1945. Bats that eat frogs,
fish, and insects use echolocation to find their
prey in total or near-total darkness. After emit-
ting a sound, these bats can tell the distance, 
direction, size, surface texture, and material of 
an object from information in the returning echo.
Although the sounds emitted by bats are at high
frequencies that are out of the range of human
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Decibel: A unit used to measure the loudness of sounds.

Frequency: For a sound wave, the number of waves that pass a given
point in a particular amount of time.

Mammal: Warm-blooded animals that have a backbone and hair or fur.
The female mammal has mammary glands that produce milk to feed her
young.

Predator: An animal that hunts, kills, and eats other animals.

A golden-capped fruit bat.

Bats use echolocation to

“see” in the dark. (Repro-

duced by permission of

Daniel Heuclin, BIOS.)



hearing, these sounds are very loud—as high as 100 decibels, which is as
loud as a chainsaw or jackhammer. People may hear the calls as clicks
or chirps. The fruit-eating and nectar-loving bats do not use echolocation.
These daytime and early evening bats have strong eyes and noses for find-
ing food.

One question that had puzzled scientists is how a bat can hear the
echo of one sound while it is emitting another sound; why is the bat not
deafened or distracted by its own sounds? The answer is that the bat is
deafened, but only for a moment. Every time a bat lets out a call, part of
its middle ear moves, preventing sounds from being heard. Once the bat’s
call is made, this structure moves back, allowing the bat to hear the echo
from the previous call.

Marine mammals
Echolocation may work better underwater than it does on land be-

cause it is easier for sound waves to travel through water than through
air. Echolocation may even be more effective for detecting objects un-
derwater than light-based vision is on land. Sound with a broad frequency
range interacts in a more complex manner with an object it strikes than
does light. For this reason, sound can convey more information than light.

Like bats, marine mammals such as whales, porpoises, and dolphins
emit pulses of sounds and listen for the echo. Also like bats, these sea
mammals use sounds of many frequencies and a highly direction-
sensitive sense of hearing to navigate and feed. Echolocation provides all
of these mammals with a highly detailed, three-dimensional image of their
environment.

Whales, dolphins, and porpoises all have a weak sense of vision and
of smell, and all use echolocation in a similar way. The mammal first emits
a sound pulse. A large fatty deposit found in its head, sometimes called a
melon, helps the mammal to focus the sound. An echo is received at a part
of the lower jaw sometimes called the acoustic window. The echo’s vi-
bration is then transmitted through a fatty organ in the middle ear where
it is converted into a nerve impulse that delivers the information to the
brain. The brains of these sea mammals are at least as large relative to
their body size as is a human brain to the size of the human body.

Captive porpoises have shown that they can locate tiny objects and
thin wires and distinguish between objects made of different metals and
of different sizes. This is because an object’s material, structure, and tex-
ture all affect the nature of the echo returning to the porpoise.

[See also Acoustics; Cetaceans; Radar; Sonar]
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‡�Eclipse
An eclipse refers to the complete or partial blocking of a celestial body
by another body and can be used to describe a wide range of phenomena.
Solar and lunar eclipses occur any time the Sun, the Moon, and Earth are
all positioned in a straight line. This is an uncommon occurrence because
the plane of Earth’s orbit around the Sun is different than that of the plane
of the Moon’s orbit around Earth. Thus, the Moon is usually located just
above or below the imaginary plane of Earth’s orbit.

Although the Sun is 400 times larger the Moon, the Moon is 400
times closer to Earth. Thus, when the Moon’s orbit takes it in front of
Earth, it blocks the Sun from view, creating a solar eclipse. During a lu-
nar eclipse, the opposite happens: Earth passes between the Sun and the
Moon, casting a shadow on the Moon. A solar eclipse is visible only dur-
ing the day, while a lunar eclipse is visible only at night. Lunar eclipses
are more common and last longer than solar eclipses, and can be viewed
from everywhere on the planet at night.

An eclipse may be partial, total, or annular (where one object 
covers all but the outer rim of another); and it may be barely noticeable
or quite spectacular. The planes of Earth’s orbit and the Moon’s orbit 
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coincide only twice a year, signaling an eclipse season. Only during a
small percentage of eclipse seasons do total eclipses occur.

Solar eclipses
During a solar eclipse, the Moon’s shadow sweeps across Earth. The

shadow has two parts: the dark, central part called the umbra, and the
lighter region surrounding the umbra called the penumbra. Those people
standing in a region covered by the umbra witness a total eclipse; those
in the penumbra see only a partial eclipse.

The type of solar eclipse depends on the distance of the Moon from
Earth. The Moon’s orbit, like Earth’s, is elliptical (oval-shaped). At some
points along its orbit, the Moon is closer to Earth than at others. In order
for a total eclipse to occur, with the umbra reaching Earth, the Moon must
be at a close point on its orbit. If the Moon is too far away, it appears
smaller than the Sun and one of two things may happen. First, only the
penumbra may reach Earth, creating a partial eclipse. The other possibil-
ity is that the Moon will appear to be centered within the Sun. When this
occurs, a ring of brilliant sunlight, like a ring of fire, appears around the
rim of the Moon. This is known as an annular (ring) eclipse.
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Words to Know

Corona: The outermost atmospheric layer of the Sun.

Lunar eclipse: Occurs when Earth passes between the Sun and the
Moon, casting a shadow on the Moon.

Penumbra: From Latin, meaning “almost shadow”; partial shadow sur-
rounding the umbra during an eclipse.

Prominence: High-density cloud of gas projecting outward from the
Sun’s surface.

Solar eclipse: Occurs when the Moon passes between Earth and the
Sun, casting a shadow on Earth.

Umbra: From Latin, meaning “shadow”; the completely dark portion of
the shadow cast by Earth, the Moon, or other celestial body during an
eclipse.



The first stage of a solar eclipse, when the Moon just begins to cover
one edge of the Sun, is called first contact. As the Moon shifts across the
Sun’s face, the sky begins to darken. At the same time, bands of light and
dark called shadow bands race across the ground. Just before second con-
tact, when the Moon completely blocks out the Sun, a final flash of light
can be seen at the edge of the Sun, an effect called the diamond ring.

Then, at totality, all sunlight is blocked, the sky turns dark, and the
planets and brighter stars are visible. During this period, the Sun’s corona,
or outer atmosphere, is visible as a halo. The weak light given off by the
corona (about half the light of a full moon) is normally not visible be-
cause it is overpowered by the light of the Sun’s surface. Prominences,
jets of gas that leap from the Sun’s surface, are also visible during the to-
tal eclipse. After a few minutes, the Moon begins to pass to the other side
of the Sun, signaling an end to the solar eclipse.

Lunar eclipses
A lunar eclipse can occur only when the Moon lies behind Earth,

opposite the Sun, and is fully illuminated. As the Moon crosses into
Earth’s umbra, it does not become totally hidden. The reason is that gas
molecules in Earth’s atmosphere refract or bend the Sun’s light around
the surface of the planet, allowing some of it to reach the Moon. Because
the wavelengths of red light are refracted less, the Moon will appear var-
ious shades of red during a lunar eclipse.

If the entire Moon falls within the umbra, the result is a total lunar
eclipse. If only part of the Moon passes through the umbra, or if it only
passes through the penumbra, a partial lunar eclipse occurs. A partial lu-
nar eclipse may be difficult to detect since the Moon dims only slightly.

[See also Calendar; Moon; Sun]

‡�Ecology
Ecology is the study of the relationships of organisms with their living
and nonliving environment. No organism exists entirely independently of
other living and nonliving things around it. A cactus in the middle of the
desert, for example, draws nourishment from the air and from the ground.
It depends on sunlight for energy needed to grow. The cactus may be
home to birds, lizards, and microscopic animals. Even relationships that
seem to be stark and simple as that of the cactus with its surroundings in-
volve complex ties that form the subject matter of ecology.
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Ecological relationships are always reciprocal (shared) relationships.
In the example of the cactus, elements of the physical environment, such
as air and water, have an impact on the cactus. But, at the same time, the
cactus affects its physical surroundings. For example, it releases water 
vapor and oxygen into the air, changing the composition of the sur-
rounding atmosphere.

Living relationships are also reciprocal relationships. The cactus may
provide food, shelter, and shade for animals that live in or near it. But
animals also contribute to the life of the cactus, by distributing its seeds,
for example.

The subject matter of ecology
Although mostly a biological subject, ecology also draws upon other

sciences, including chemistry, physics, geology, earth science, mathemat-
ics, computer science, and others. As the impact of humans on the envi-
ronment increases, the subject matter of ecology expands. Ecologists may
be asked to decide whether a desert should be left in its natural state or
opened to certain forms of human development. As a result, ecologists in-
creasingly find themselves confronted with social, economic, political, and
other nonscientific issues. Because it draws upon knowledge and infor-
mation from so many disciplines, ecology is a highly interdisciplinary field.

That ecologists focus on biological subjects is apparent from the fact
that most ecologists spend much of their time engaged in studies of or-
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plants convert carbon dioxide and water into starch and oxygen, using
energy provided from sunlight.



ganisms. Examples of common themes of ecological research include: (1)
how organisms adapt to their environment, (2) how the numbers and dis-
tribution patterns of organisms in an area are influenced by environmen-
tal factors, and (3) changes in the number of organisms in a area over
time and how the environment influenced these changes.

Energy and productivity
One of the major areas of interest in ecology is the flow of energy

through an ecosystem. (An ecosystem, or ecological system, is a collec-
tion of communities of organisms and the environment in which they live.)
The source of almost all life on Earth is energy from the Sun, in the form
of sunlight. That energy is captured by green plants in the process known
as photosynthesis. When herbivorous (plant-eating) animals consume
plants, they incorporate solar energy stored in those plants into their own
bodies. Later, carnivorous (meat-eating) animals consume the herbivores,
and solar energy is passed another step through the living world. Even-
tually, plants and animals die and are consumed by organisms known as
decomposers (or detritivores; pronounced de-TRY-tuh-vorz). The com-
plex of ecological relationships among all of the plants, animals, and de-
composers is known as a food web.
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The ultimate goal of ecology
The ultimate goal of ecology is to understand the nature of envi-

ronmental influences on individual organisms, their populations and com-
munities, on landscapes and, ultimately, the biosphere (all life on Earth).
If ecologists can achieve an understanding of these relationships, they will
be able to contribute to the development of systems by which humans
will be able to wisely use ecological resources, such as forests, agricul-
tural soils, and hunted animals such as deer and fish. This goal is a very
important one because humans are, after all, completely reliant on eco-
logical goods and services as their only source of life support.

[See also Biome; Biosphere; Ecosystem; Environmental ethics]

‡�Ecosystem
An ecosystem (or ecological system) is a collection of communities of
organisms and the environment in which they live. Ecosystems can vary
greatly in size. Some examples of small ecosystems are tidal pools, a
home garden, or the stomach of an individual cow. Larger ecosystems
might encompass lakes, agricultural fields, or stands of forests. Land-
scape-scale ecosystems encompass larger regions, and may include dif-
ferent terrestrial (land) and aquatic (water) communities. Ultimately, all
of Earth’s life and its physical environment could be considered to rep-
resent an entire ecosystem, known as the biosphere.

Ecologists often invent boundaries for ecosystems, depending on the
particular needs of their work. (Ecologists are scientists who study the re-
lationships of organisms with their living and nonliving environments.)
For example, depending on the specific interests of an ecologist, an
ecosystem might be defined as the shoreline vegetation around a lake, or
the entire lake itself, or the lake plus all the land around it. Because all
of these units consist of organisms and their environment, they can prop-
erly be considered to be ecosystems.

The raw materials of an ecosystem
All ecosystems have a few basic characteristics in common. They

use energy (usually provided by sunlight) to build complex chemical com-
pounds out of simple materials. At the level of plants, for example, car-
bon dioxide and water vapor are combined with the energy of sunlight to
produce complex carbohydrates, such as starches (this process is known
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as photosynthesis). As plants (producers) are consumed by other organ-
isms, more complex substances are manufactured in their bodies, and en-
ergy is passed upward through the food web.

The flow of energy in an ecosystem occurs in only one direction: it
is always consumed by higher levels of organisms in a food web. As a
result, each level of a food web contains less energy than the levels be-
low it. By contrast, nutrients can flow in any direction in an ecosystem.
When plants and animals die, the compounds of which they are formed
are decomposed by microorganisms (decomposers), returned to the envi-
ronment, and are recycled for use again by other organisms.

One of the greatest challenges facing humans and their civilization
is to develop an understanding of the fundamentals of ecosystem organi-
zation, how they function and how they are structured. This knowledge
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is absolutely necessary if humans are to design systems that allow for the
continued use of the products and services of ecosystems. Humans are
sustained by ecosystems, and no alternative to this relationship exists.

[See also Biosphere; Gaia hypothesis]

‡�Elasticity
Just about every solid material possesses some degree of elasticity, and
so do most liquids. Some common highly elastic products are rubber
bands, kitchen spatulas, and bicycle tires. Even buildings and bridges have
some degree of elasticity (or give) so they can adjust to small shifts in
Earth’s surface.

Chemical principles
Elasticity is a chemical property that allows a solid body to return

to its original shape after an outside force is removed. The key to deter-
mining whether a substance is elastic is to apply a force to it. With suf-
ficient force, the substance should change its size, shape, or volume. If,
when the force is removed, the sample returns to its original state, then
it is elastic. If the substance returns only partially (or not at all) to its orig-
inal state, it is called inelastic.

If too much force is applied, the material is in danger of reaching
its elastic limit. The elastic limit is the point at which the material is bent
beyond its ability to return to its original shape. Once the elastic limit is
passed, the material will experience permanent reshaping, called plastic
deformation, and will no longer act as an elastic substance.

This stretching/recoiling activity is easily seen by hanging a weight
from a spring: if the weight is within the spring’s elastic capacity, the
spring will bounce back (in an elastic manner). However, if the weight is
too heavy for the spring, the weight will pull the spring straight, making
it inelastic. (Think of a SlinkyTM, the coiled wire toy that travels down
stairs and then regains its original shape. If too much force is applied to
it, the SlinkyTM becomes bent out of shape or inelastic.)

Elasticity works because of two basic forces that operate at the mol-
ecular level: attracting force and repelling force. When at rest, these forces
within the molecules balance each other. By adding a compressing force
(say, by squeezing a spring), the repelling force increases in an attempt
to once again balance the system. Likewise, by adding a stretching force
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(as in a weight pulling a spring), the attracting force increases, causing
the elastic material to bounce back.

Early experiments
The first scientist to conduct in-depth research into the behavior of

elastic materials was the famous English physicist Robert Hooke
(1635–1703). Through experiments Hooke discovered that the relation-
ship between tension (the force applied) and extension (the amount of
bending that is produced) is directly proportional. For example, a weight
will stretch a spring, and a weight twice as heavy will stretch it twice as
much. Hooke’s research has since been combined into a series of math-
ematical principles known as Hooke’s law.

More than 100 years after Hooke’s studies, another English scien-
tist, Thomas Young, discovered that different elastic materials bend to
different degrees when a force is applied. For example, brass bends more
than lead, but less than rubber. The amount of elasticity of a particular
material, Young found, can be expressed as a constant called Young’s
modulus. Knowledge of Young’s modulus is essential to modern archi-
tects, who must be able to predict how construction materials will act
when they are under stress.

‡�Electrical conductivity
Electrical conductivity is the ability of a material to carry the flow of an
electric current (a flow of electrons). Imagine that you attach the two ends
of a battery to a bar of iron and a galvanometer. (A galvanometer is an
instrument for measuring the flow of electric current.) When this con-
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nection is made, the galvanometer shows that electric current is flowing
through the iron bar. The iron bar can be said to be a conductor of elec-
tric current.

Replacing the iron bar in this system with other materials produces
different galvanometer readings. Other metals also conduct an electric
current, but to different extents. If a bar of silver or aluminum is used,
the galvanometer shows a greater flow of electrical current than with the
iron bar. Silver and aluminum are better conductors of electricity than is
iron. If a lead bar is inserted, the galvanometer shows a lower reading
than with iron. Lead is a poorer conductor of electricity than are silver,
aluminum, or iron.

Many materials can be substituted for the original iron bar that will
produce a zero reading on the galvanometer. These materials do not per-
mit the flow of electric current at all. They are said to be nonconductors,
or insulators. Wood, paper, and most plastics are common examples of
insulators.

How conductance takes place
Electrical conductivity occurs because of the ease with which elec-

trons can be removed from atoms. All substances consist of atoms. In
turn, all atoms consist of two main parts: a positively charged nucleus
and one or more negatively charged electrons. An atom of iron, for ex-
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Another way of describing the conductivity of a material is
through resistance. Resistance can be defined as the extent to which a
material prevents the flow of electricity. Silver, aluminum, iron and other
metals have a low resistance (and a high conductivity). Wood, paper,
and most plastics have a high resistance (and a low conductivity).

The unit of measurement for electrical resistance is called the
ohm (abbreviation: �). The ohm was named for German physicist Georg
Simon Ohm (1789–1854), who first expressed the mathematical laws of
electrical conductance and resistance in detail. Interestingly enough,
the unit of electrical conductance is called the mho (ohm written
backwards). This choice of units clearly illustrates the reciprocal
(opposite) relationship between electrical resistance and conductivity.



ample, consists of a nucleus with 26 positive charges and 26 negatively
charged electrons.

The electrons in an atom are not all held with equal strength. Elec-
trons close to the nucleus are strongly attracted by the positive charge of
the nucleus and are removed from the atom only with great difficulty.
Electrons farthest from the nucleus are held only loosely and are removed
quite easily.

A block of iron can be thought of as a huge collection of iron atoms.
Most of the electrons in these atoms are held tightly by the iron nuclei.
But a few electrons are held loosely—so loosely that they act as if they
don’t even belong to atoms at all. Scientists sometimes refer to this con-
dition as a cloud of electrons.

Normally these “free” electrons have no place to go. They just spin
around randomly among the iron atoms. That situation changes, however,
when a battery (or other source of electric current) is attached to the iron
block. Electrons flow out of one end of the battery and into the other. At
the electron-rich end of the battery, electrons flow into the piece of iron,
pushing iron electrons ahead of them. Since all electrons have the same
negative charge, they repel each other. Iron electrons are pushed away
from the electron-rich end of the battery towards the electron-poor end.
In other words, an electric current flows through the iron.

Insulators have a very different structure. They too consist of atoms
(nuclei and electrons), but very few free electrons can be found in insu-
lators. Those electrons tend to be bound tightly to nuclei in chemical
bonds. Attaching a battery to an insulator has no effect since there are no
free electrons to be pushed through the material.

Solution conductivity
Electrons are not the only particles capable of carrying an electric

current. Ions can do it, too. An ion is an atom or group of atoms with an
electric charge. Suppose you dissolve a crystal of table salt (sodium chlo-
ride) in water. Salt crystals consist of positive sodium ions and negative
chloride ions. In the solid state, these ions are not free to move around.
Once they are dissolved in water, however, they become completely mo-
bile. They are free to “swim” about in the water and to respond to an elec-
tric current from a battery. That current supplies electrons that cause pos-
itive sodium ions to flow in one direction and negative chloride ions to
flow in the opposite direction.

A good example of this effect can be seen in the conductivity of wa-
ter. Pure water consists only of water molecules. The electrons in water
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molecules are held tightly by hydrogen and oxygen atoms and are not free
to move. Attaching a battery to a container of water produces no electric
current because pure water is an insulator. But a few grains of table salt
added to the water changes things completely. Sodium ions and chloride
ions are released from the salt, and the salt water solution becomes con-
ductive.

Semiconductivity and superconductivity
Some materials cannot be classified as either conductors or insula-

tors. Semiconductors, for example, are materials that conduct an electric
current but do so very poorly. Semiconductors were not well understood
until the mid-twentieth century, when a series of remarkable discoveries
revolutionized the field of electrical conductivity. These discoveries have
made possible a virtually limitless variety of electronic devices, ranging
from miniature radios and handheld calculators to massive solar power
arrays and orbiting telescopes.

Superconductivity is a property that appears only at very low tem-
peratures, usually close to absolute zero (�273°C). At such temperatures,
certain materials lose all resistance to electric current; they become per-
fect conductors. Once an electric current is initiated in such materials, it
continues to flow without diminishing and can go on essentially forever.

The discovery of superconductivity holds enormous potential for the
development of electric appliances. In such appliances, a large fraction of
the electrical energy supplied to the device is lost in overcoming electri-
cal resistance within the device. That lost energy shows up as waste heat.
If the same appliance were made of a superconducting material, no en-
ergy would be lost because there would be no resistance to overcome.
The appliance would become, at least in principle, 100 percent efficient.

[See also Superconductor]

‡�Electric arc
An electric arc is a device in which an electric current (a flow of elec-
trons) is caused to flow between two points separated by a gas. The two
points are called electrodes. The one from which the current originates is
the cathode. The electrode toward which electrons flow is the anode. The
term electric arc refers both to the device itself as well as to the electric
discharge that takes place within the device. Arcs can make use of high,
atmospheric, or low pressures and can contain a variety of gases. They
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have wide uses as luminous lamps; as furnaces; for heating, cutting, and
welding; and as tools for certain kinds of chemical analysis.

Electrical conductivity in gases
Gases are normally poor conductors of electricity. The atoms or mol-

ecules of which they consist usually contain no free electrons needed for
a current to flow. That condition can change, however. If sufficient en-
ergy is supplied to the gas, its atoms or molecules will break apart (ion-
ize) into charged particles. If a spark is passed through a container of oxy-
gen gas, for example, oxygen molecules ionize to form some positively
charged oxygen ions and some negatively charged oxygen ions. These
charged particles then make it possible for the gas to become conductive.

Arc construction
In an electric arc, the energy needed to produce ionization comes

from an external source, such as an electric generator. An intense stream
of electrons flows into the cathode and then across the gas-filled gap to
the anode. As these electrons pass through the gas, they cause ionization.
Ions formed in the process make the flow of current between electrodes
even easier. For every gas, some minimum amount of energy is needed
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to produce ionization at a given temperature and pressure. That energy is
known as the gas’s breakdown potential.

One example of an electric arc is a lightning bolt. In nature, two
clouds can act as electrodes, or electric current may flow between a cloud
and Earth’s surface. In either case, current flows through the air, ioniz-
ing molecules of oxygen, nitrogen, and other gases in the atmosphere.

The light and sound associated with lightning are evidence of an im-
portant change that occurs in the gas between electrodes. The flow of
electric current heats the gas to high temperatures. The light associated
with lightning is evidence of that change. The clap of thunder is another
sign of the change—the heated air around the lightning bolt expands
rapidly, producing a sound wave.

The simplest electric arc consists of two electrodes made of a con-
ducting material and situated a short distance from each other. Air is the
gas used in this arc. This kind of electric arc was first studied by English
physicist and chemist Humphry Davy (1778–1829) in 1808.

Various types of electric arcs differ from each other in two respects:
the pressure at which they operate and the materials of which they are
made. Electric arcs can be enclosed in glass or plastic containers from
which air has been pumped out (vacuum arcs) or to which air or some
other gas has been added (high pressure arcs).

The light produced by an arc depends both on the material from
which the electrodes are made and on the gas that separates them. Some
electrodes have no function other than to conduct an electric current into
and out of the arc. Other electrodes are chosen because they tend to va-
porize when the arc is used, changing the discharge that is produced. Var-
ious gases are chosen for use in electric arcs because they too affect the
discharges produced. For instance, each chemical element produces its
own characteristic color when ionized.

Uses of electric arcs
Many types of arcs exist, each with its own applications. For ex-

ample, arc welders are used for welding (where a metal is fused and added
in a joint). In some cases, the arc’s only function is to supply heat. In
other cases, the metal from one electrode may actually be used in form-
ing the weld. Plasma torches are used for cutting, spraying, and gas heat-
ing. Plasma is a term used for hot, ionized gases. Cutting a metal with a
plasma torch may be done by means of an arc formed between the metal
itself and an electrode from the torch.

Electric arcs are often used as lamps because of the amount of light
they produce. That light comes from hot, glowing electrodes (carbon arcs)
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and, sometimes, from heated gases (flame arcs). The carbon arc, in which
two carbon rods serve as electrodes, was the first practical commercial
lighting device. It remains one of the brightest sources of light and is still
used in theater motion-picture projectors, large searchlights, and light-
houses. Flame arcs are used in color photography and in photochemical
processes because they closely approximate natural sunshine. The carbon
is saturated with chemicals that boil off easily. These chemicals become
luminous when they evaporate and are heated by the arc.

The color of flame arcs depends on the material of which the elec-
trodes are made. For example, calcium arcs give off a red glow, while
barium arcs give off a green glow. In some flame arcs, the radiation pro-
duced is outside the visible range. Mercury arcs at high pressure produce
ultraviolet radiation. They also can produce visible light in a low pres-
sure tube if the internal walls of the tube are coated with a fluorescent
material known as a phosphor. The phosphor emits visible light when
struck by ultraviolet radiation from the mercury.

Arcs can also be used in radio valves, such as those used in the early
days of radio, and as a source of ions in nuclear reactors and thermonu-
clear devices (devices for controlling the release of nuclear power).

[See also Electricity; Electronics]

‡�Electric current
An electric current is usually thought of as a flow of electrons. When two
ends of a battery are connected to each other by means of a metal wire,
electrons flow out of one end (electrode or pole) of the battery, through
the wire, and into the opposite end of the battery.

An electric current can also be thought of as a flow of positive
“holes.” A “hole” in this sense is a region of space where an electron
might normally be found but does not exist. The absence of the electron’s
negative charge can be thought of as creating a positively charged hole.

In some cases, an electric current can also consist of a flow of pos-
itively charge particles known as cations. A cation is simply an atom or
group of atoms carrying a positive charge.

Current measurement
The ampere (amp) is used to measure the amount of current flow.

The unit was named for French mathematician and physicist André Marie
Ampère (1775–1836), who founded the modern study of electric currents.
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The ampere is defined in terms of the number of electrons that pass any
given point in some unit of time. Since electric charge is measured in
coulombs, an exact definition for the ampere is the number of coulombs
that pass a given point each second.

Characteristics of an electric current
Potential difference. In order for an electric current to flow, a num-
ber of conditions must be met. First, a potential difference must exist be-
tween two points. The term potential difference (or voltage) means that
the force created by a group of electrons in one place is greater than the
force of electrons in some other place. The greater force pushes electrons
away from the first place and toward the second place.

Potential differences usually do not occur in nature. In most cases, the
distribution of electrons in the world around us is fairly even. Scientists
have invented certain kinds of devices, however, in which electrons can
be accumulated, producing a potential difference. A battery, for example,
is nothing other than a device for producing large masses of electrons at
one electrode (a point from which electric current is sent or received) and
a deficiency of electrons at the other electrode. This difference accounts
for the battery’s ability to generate a potential difference, or voltage.

Electrical resistance. A second condition needed in order for a cur-
rent to flow is a path along which electrons can travel. Some materials are
able to provide such a path, and others are not. Materials that permit a flow
of electric current are said to be conductors. Those that block the flow of
electric current are called nonconductors or insulators. The metal wire con-
necting the two battery poles in the example cited earlier provides a path
for the movement of electrons from one pole of the battery to the other.

The conductivity of materials is an intrinsic (or natural) property
based on their resistance to the movement of electrons. The electrons in
some materials are tied up in chemical bonds and are not available to con-
duct an electric current. In other materials, large numbers of electrons are
free to move, and they transmit a flow of electrons easily.

Electrical resistance (or resistivity) is measured in a unit known as
the ohm (�). The unit was named in honor of German physicist Georg
Simon Ohm (1789–1854), the first person to express the laws of electri-
cal conductivity. The opposite of resistance is conductance, a property
that is measured in a unit called the mho (ohm spelled backwards).

The resistance of a piece of wire used in an electric circuit depends
on three factors: the length of the wire, its cross-sectional area, and the
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resistivity of the material of which the wire is made. To understand the
effects of electrical resistance, think of water flowing through a hose.

The amount of water that flows through the hose is similar to the
current in the wire. Just as more water can pass through a fat fire hose than
a skinny garden hose, a fat metal wire can carry more current than a skinny
metal wire. For the wire, the larger the cross-sectional area, the lower its
resistance; the smaller the cross-sectional area, the greater its resistance.

A similar comparison can be made with regard to length. It is harder
for water to flow through a long hose simply because it has to travel far-
ther. Similarly, it is harder for current to travel through a long wire than
through a short wire.

Resistivity is a property of the material of which the wire itself is
made and differs from material to material. Imagine filling a fire hose
with molasses rather than water. The molasses will flow more slowly sim-
ply because of its viscosity (stickiness or resistance to flow). Similarly,
electric current flows through some metals (such as lead) with more dif-
ficulty than it does through other metals (such as silver).

Electric circuits
In most cases, the path followed by an electric current is known as

an electric circuit. At a minimum, a circuit consists of (1) a source of
electrons (such as a battery) that will provide a potential difference and
(2) a pathway on which the electrons can travel (such as a metal wire).
Recall that potential difference (or voltage) refers to a greater force of
electrons in one place than in another; that greater force propels electrons
toward the place with the lower force.

For any practical (or useful) application, a current also requires (3)
an appliance whose operation depends on a flow of electric current. Such
appliances include electric clocks, toasters, radios, television sets, and var-
ious types of electric motors. In many cases, electric circuits also contain
(4) some kind of meter that shows the amount of electric current or po-
tential difference in a circuit. Finally, a circuit is likely to include (5) var-
ious devices to control the flow of electric current, such as rectifiers, trans-
formers, condensers, and circuit breakers.

Appliances may be placed into an electric circuit in one of two ways.
In a series circuit, current flows through the appliances one after the other.
In a parallel circuit, an incoming current is divided up and sent through
each separate circuit independently.

An important advantage of parallel circuits is their resistance to dam-
age. Suppose that any one of the appliances in a series circuit is damaged
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so that current cannot flow through it. This breakdown prevents current
from flowing in any of the appliances. Such a problem does not arise with
a parallel circuit. If any one of the appliances in a parallel circuit fails,
current still continues to flow through the other appliances in the circuit.

The principle mathematical relationship governing the flow of elec-
tric current in a circuit was discovered by Ohm in 1827. Ohm’s law states
that the amount of current (i) in a circuit is directly related to the poten-
tial difference (V) and inversely related to the resistance (r) in the circuit.
In other words, i � V/r. What Ohm’s law says is that an increase in po-
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tential difference or a decrease in resistance produces an increase in cur-
rent flow. Conversely, a decrease in potential difference or an increase in
resistance produces a decrease in current flow. The more complicated an
electric circuit becomes, the more difficult it becomes to apply Ohm’s law.

Current flow and electron flow
The field of electrical engineering is burdened with a strange prob-

lem that developed more than 200 years ago. When scientists first stud-
ied the flow of electric current from one place to another, they believed
that the flow was produced by the motion of tiny particles. Since the elec-
tron had not yet been discovered, they assumed that those particles car-
ried a positive charge.

Today we know otherwise. Electric current is a flow of negatively
charged particles: electrons. But the custom of showing electric current as
positive has been around for a long time, and it is still widely used. For
that reason, it is not uncommon to see electric current represented as a flow
of positive charges, even though we have known better for a long time.

Direct and alternating current
The type of electric current described thus far is direct current (DC

current). Direct current always involves the movement of electrons from
a region of high negative charge to one of lower negative charge. The
electric current produced by batteries is direct current.

Interestingly enough, the vast majority of electric current used for
practical purposes is alternating current (AC current). Alternating current
is current that changes the direction in which it flows very quickly. In
North America, for example, commercial electrical power lines operate
at a frequency of 60 hertz. (Hertz is the unit of frequency.) In a 60 hertz
line, the current changes its direction 60 times every second.

Other types of alternating current also are used widely. Outside of
North America, a 50 hertz power line is more common. And in airplanes,
alternating current is usually rated at 400 hertz.

[See also Electricity; Electric motor]

‡�Electricity
Electricity is a form of energy caused by the presence of electrical charges
in matter. All matter consists of atoms, and atoms themselves contain
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charged particles. Each proton in an atomic nucleus carries one unit of
positive electric charge, and each electron circling a nucleus carries one
unit of negative electric charge. Electrical phenomena occur when elec-
trons escape from atoms. The loss of one or more electrons (negative
charges) from an atom leaves behind a positively charged fragment known
as a positive ion. An electric current is produced when a mass of elec-
trons released from atoms begins to flow.

Static and current electricity
Electrical phenomena can be classified in one of two general cate-

gories: static electricity or current electricity. The term static electricity
refers to the behavior of electrical charges at rest. Suppose you hang two
ping-pong balls from silk threads so that they are about 2 inches (5 centi-
meters) apart. Then imagine that each ball is rubbed with a piece of wool.
The two balls become electrically charged with the same sign. Because
like charges repel each other, the two balls will swing away from each
other because of the static charge on each one.

Current electricity refers to the behavior of electrical charges in mo-
tion. In order for charged particles to flow, some pathway must be pro-

7 4 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Electricity

A Van de Graaff generator is

a device that is capable of

building up a very high

potential for static electric-

ity. In this photo, the

charge that has accumulated

in the generator’s dome is

leaking into the hair of a

wig that has been placed on

top of the generator.

Because the hairs are simi-

larly charged and like

charges repel each other,

the hairs repel each other.

(Reproduced by permission of

Photo Researchers, Inc.)



vided for them. That pathway is called an electric circuit. An electric cir-
cuit typically consists of a source of electricity, such as a battery; an ap-
pliance that operates on electric energy, such as a toaster; a meter that
measures the flow of electrons, such as a galvanometer; and metal wires
connecting those parts of the circuit.

Electric charge
The two kinds of electric charges—positive and negative—have the

same magnitude (size, force, or intensity) but opposite effects. The mag-
nitude of an electric charge has been measured very accurately and been
found to be 1.602189 � 10�19 coulomb. The unit used in measuring elec-
tric charge (coulomb; C) was named after French physicist Charles Au-
gustin de Coulomb (1736–1806), an early authority on electrical theory.
The coulomb is a fundamental property of matter, like the mass of an
electron, the gravitational constant, and the speed of light.

Since a single positive charge and a single negative charge have the
same magnitude, their combination produces a net charge of zero. That
is, �1.602189 � 10�19 C � �1.602189 � 10�19 C � 0. All atoms nor-
mally have equal numbers of protons and electrons and are, therefore,
electrically neutral. This fact explains the absence of electrical phenom-
ena in everyday life. A person walking across ordinary grass normally
does not get a shock because grass, dirt, and air are all made of electri-
cally neutral atoms.

Only when electrons or protons begin to accumulate do electrical
events occur. One such effect can be observed when a person shuffles
across a carpet. Friction transfers charges between shoe soles and carpet,
resulting in the familiar electrical shock when the excess charge sparks
to a nearby person. Lightning is another phenomenon caused by the ac-
cumulation of electric charges. At some point, those charges become so
large that they jump from one cloud to another cloud—or between ground
and cloud—producing a lightning bolt.

Electric fields
Any charged particle alters the space around it. For comparison,

think of any object in space, such as a planet. The region around that ob-
ject (in this case, the space around the planet) is affected by the object’s
(the planet’s) presence. We call that effect gravity. A second object placed
in the gravitational field of the first object is attracted to the first object.
A space probe sent in the direction of another planet, for example, is
pulled toward that planet’s surface by gravitational attraction.
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Electric charges have similar effects. Imagine a ping-pong ball 
carrying a negative charge is suspended in the air by means of a silk
thread. Then, a second ping-pong ball is placed in the vicinity of (or near
to) the first ball. The second ping-pong ball will be attracted to or repelled
by the first ping-pong ball. The second ball experiences a force of at-
traction or repulsion caused by the nature of the electric charge on the
first ball. The region in space over which that force exists is called an
electric field.

Coulomb’s law
The law describing the force between charged particles was dis-

covered by Coulomb in 1777. Electrical force, Coulomb found, depends
on two factors: the electric charge on any two objects and the distance
between them. That force can be expressed as an inverse square law. That
is, the force between two charged particles decreases as the distance be-
tween them increases. When the distance is doubled (increased by 2), the
force is reduced by one-fourth (1�2

2). When the distance is tripled, the
force is reduced by one-ninth (1�3

3). And when the distance is made ten
times as great, the forced is reduced by 1�100 (1�10

2).

Electrical properties
Potential difference. Any collection of electric charges (such as a
large mass of electrons) has certain characteristic properties, including po-
tential difference and current flow. Potential difference, also called volt-
age, is the amount of electric energy stored in a mass of electric charges
compared to the energy stored in some other mass of charges.

Imagine a small box into which electrons can be pumped. Pushing
the first few electrons into the box is not difficult. But the more electrons
in the box, the more difficult it is to add additional electrons. Electrons
are all negatively charged, so they repel each other. Adding electron num-
ber 1,001 to the box, for example, is difficult because it must overcome
the repulsion of 1,000 electrons already in the box. Adding electron num-
ber 10,001 is even more difficult.

The more electrons that have been accumulated, therefore, the
greater their pressure to escape. The giant spark machines that are some-
times displayed at science fairs illustrate this point. Electrons are added
to one of two large metal balls that make up the machine. Normally the
air between the two balls is a nonconductor of electricity: it does not per-
mit the flow of electrons from one ball to the other. At some point, how-
ever, the number of electrons on the first ball becomes too large to main-
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tain this nonconductive state—the potential difference between it and the
second ball is just too great. Many electrons jump all at once from the
first ball to the second ball, producing a giant electric spark.

Potential difference is responsible for the operation of all electric
appliances. Electric power companies build power plants where huge
amounts of electric charge are accumulated; in other words, these plants
are capable of providing high voltage electric currents. When a consumer
turns on a switch, a pathway for that current is provided. Electric charges
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rush out of the power plant, through transmission wires, and into the 
consumer’s home. There they flow through and turn on a microwave, a
CD player, a television set, a VCR, or some other electric device.

Electric current. The rate at which electric charges flow through a
circuit is called current. The formal definition of current (designated by
the symbol i) is the number of electric charges (C) that pass a given point
in a circuit (a path of current that includes a power source) per second
(t). Mathematically, i � C/t.

The unit of current flow is the ampere (amp, or A), named for French
physicist André Marie Ampère (1775–1836). One ampere is defined as
the flow of one coulomb (a measurement of electrical charge) of elec-
trons per second.

Electrical resistance. The flow of electrons in a circuit depends on
two factors. One factor is the potential difference or voltage in the cir-
cuit. The other factor is resistance, a force similar to mechanical friction
that reduces the flow of electrons through a material. Nearly all materi-
als have at least some resistance to the flow of electric current. Those
with a smaller resistance are said to be conductors of electricity. Those
with a greater resistance are called nonconductors, or insulators. The unit
of electrical resistance is the ohm (�), named for German physicist Georg
Simon Ohm (1789–1854).

The amount of current that flows through an electric circuit can 
be expressed mathematically by a law discovered by Ohm in 1827. 
Ohm’s law says that the amount of current in a circuit is equal to the 
potential difference in the circuit divided by the electrical resistance, or 
i � V/r.

Electric power
The most useful way of expressing the amount of work available

from an electric current is electric power. Electric power is defined as the
product of the voltage and current in a circuit, or: P � V � i. Thus, a cir-
cuit with a high potential difference (voltage) and a large current is a
source of a large electric power.

Most people are familiar with the unit for electric power, the watt
(W). The watt was named for English inventor James Watt (1736–1819).
One watt is defined as the product of one volt times one ampere, or 
1 W � 1 V � 1 A.

Most electric appliances are rated according to the electric power
needed to operate them. Ordinary lightbulbs, for example, are likely to
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be 25 W, 60 W, or 100 W bulbs. At the end of each month, local elec-
tric companies send consumers a bill for the amount of electric power
used during that time. The bill is based on the number of kilowatts (thou-
sands of watts) and the price per kilowatt in the consumers’ area.

‡�Electric motor
An electric motor is a device used to convert electrical energy to me-
chanical energy. Electric motors are extremely important in modern-day
life. They are used in vacuum cleaners, dishwashers, computer printers,
fax machines, video cassette recorders, machine tools, printing presses,
automobiles, subway systems, sewage treatment plants, and water pump-
ing stations, to mention only a few applications.

Principle of operation
The basic principle on which motors operate is Ampere’s law. 

This law states that a wire carrying an electric current produces a 
magnetic field around itself. Imagine that current is flowing through 
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the wire loop shown in the figure below. The presence of that current 
creates a magnetic field around the wire. Since the loop itself has become
a magnet, one side of it will be attracted to the north (N) pole of the 
surrounding magnet and the other side will be attracted to the south (S)
pole of the magnet. The loop will begin to rotate, as shown by the arrow
marked F.

AC motors. What happens next depends on the kind of electric cur-
rent used to run the motor, direct (DC) or alternating (AC) current. With
AC current, the direction in which the current flows changes back and
forth rapidly and at a regular rate. In the United States, the rate of change
is 60 times per second, or 60 hertz (the unit of frequency).

In an AC motor, then, the current flows first in one direction through
the wire loop and then reverses itself about 1/60 second later. This change
of direction means that the magnetic field produced around the loop also
changes once every 1/60 second. At one instant, one part of the loop is
attracted by the north pole of the magnet, and at the next instant, it is at-
tracted by the south pole of the magnet.

But this shifting of the magnetic field is necessary to keep the mo-
tor operating. When the current is flowing in one direction, the right hand
side of the coil might become the south pole of the loop magnet. It would
be repelled by the south pole of the outside magnet and attracted by the
north pole of the outside magnet. The wire loop would be twisted around
until the right side of the loop had completed half a revolution and was
next to the north pole of the outside magnet.

If nothing further happened, the loop would come to a stop, since
two opposite magnetic poles—one from the outside magnet and one from
the wire loop—would be adjacent to (located next to) each other. And
unlike magnetic poles attract each other. But something further does hap-
pen. The current changes direction, and so does the magnetic field around
the wire loop. The side of the loop that was previously attracted to the
north pole is now attracted to the south pole, and vice versa. Therefore,
the loop receives another “kick,” twisting it around on its axis in response
to the new forces of magnetic attraction and repulsion.

Thus, as long as the current continues to change direction, the wire
loop is forced to spin around on its axis. This spinning motion can be
used to operate any one of the electrical appliances mentioned above.

DC motors. When electric motors were first invented, AC current had
not yet been discovered. So the earliest motors all operated on DC cur-
rent, such as the current provided by a battery.
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Capacitor

A capacitor is a device for storing electrical energy. Capaci-
tors are used in a wide variety of applications today. Engineers use
large banks of capacitors, for example, to test the performance of an
electrical circuit when struck by a bolt of lighting. The energy released
by these large capacitors is similar to the lightning bolt. On another
scale, a camera flash works by storing energy in a capacitor and then
releasing it to cause a quick bright flash of light. On the smallest
scale, capacitors are used in computer systems. A charged capacitor
represents the number 1 and an uncharged capacitor a 0 in the binary
number system used by computers.

How a capacitor stores energy A capacitor consists of two electrical
conductors that are not in contact. The conductors are usually sepa-
rated by a layer of insulating material known as a dielectric. Since air
is a dielectric, an additional insulating material may not have to be
added to the capacitor.

Think of a capacitor as consisting of two copper plates sepa-
rated by 1 centimeter of air. Then imagine that electrical charge (that
is, electrons) are pumped into one of the plates. That plate becomes
negatively charged because of the excess number of electrons it con-
tains. The negative charge on the first copper plate then induces (cre-
ates) a positive charge on the second plate.

As electrons are added to the first plate, one might expect a
current to flow from that plate to the second plate. But the presence
of the dielectric prevents any flow of electrical current. Instead, as
more electrons are added to the first plate, it accumulates more and
more energy. Adding electrons increases energy because each electron
added to the plate has to overcome repulsion from other electrons
already there. The tenth electron added has to bring with it more
energy to add to the plate than did the fifth electron. And the one-
hundredth electron will have to bring with it even more energy. As a
result, as long as current flows into the first plate, it stores up more
and more electrical energy.

Capacitors release the energy stored within them when the
two plates are connected with each other. For example, just closing an
electric switch between the two plates releases the energy stored in
the first plate. That energy rushes through the circuit, providing a
burst of energy.



The primary difference between a DC motor and an AC motor is
finding a way to change the direction of current flow. In direct current,
electric current always moves in the same direction. That means that the
wire loop in the motor will stop turning after the first half revolution. Be-
cause the current is always flowing in the same direction, the resulting
magnetic field always points in the same direction.

To solve this problem, the wire coming from the DC power source
is attached to a metal ring cut in half, as shown in the figure. The ring is
called a split-ring commutator. At the first moment the motor is turned
on, current flows out of the battery, through the wire, and into one side
of the commutator. The current then flows into the wire loop, producing
a magnetic field.

Once the loop begins to rotate, however, it carries the commutator
with it. After a half turn, the ring reaches the empty space in the two
halves and then moves on to the second half of the commutator. At that
point, then, current begins to flow into the opposite side of the loop, pro-
ducing the same effect achieved with AC current. Current flows back-
ward through the loop, the magnetic field is reversed, and the loop con-
tinues to rotate.

[See also Electric current]
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Words to Know

Alternating current (AC): Electric current in which the direction of
flow changes back and forth rapidly and at a regular rate.

Ampere’s law: A law that states that a wire carrying an electric cur-
rent produces a magnetic field around itself.

Direct current (DC): Electric current in which the direction of flow is
always the same.

Frequency: The number of waves that pass a given point in a given
period of time.

Hertz (Hz): The unit of frequency; a measure of the number of waves
that pass a given point per second of time.

Split-ring commutator: A device that changes the direction of current
flow in a DC motor.



‡�Electrocardiogram
An electrocardiogram (pronounced ee-lek-troe-KAR-dee-oh-gram) is a
recording of the electrical activity within the heart that is obtained by
placing various electrodes on the skin surface. From this painless, quick,
and inexpensive test, doctors are able to evaluate a person’s heart rate and
rhythm and to detect if something is wrong.

Normal and abnormal wave patterns
An electrocardiogram, better known as an EKG or ECG, is a 

common test doctors use to obtain information about the overall health
of a patient’s heart. Using a machine called an electrocardiograph, the
physician is able to see a real-time image of the electrical activity going
on in the heart. Usually the doctor examines a printed pattern of heart 
activity that is recorded on a moving strip of paper, but he or she may
also view the pattern on a television-like screen. By examining this 
pattern of waves, the physician views an actual picture of the heart’s
rhythm and can then detect many heart problems. Since a normal, healthy
heart makes a specific pattern of waves, a damaged or diseased heart
changes that pattern in recognizable ways. Simply by examining the 
EKG, a physician can detect and analyze something like an abnormal or
irregular heart rhythm known as an arrhythmia (pronounced uh-RITH-
mee-uh). The physician can also identify areas of the heart muscle that
have been damaged by coronary heart disease, high blood pressure,
rheumatic fever, or birth defects. A previous heart attack will also show
up on the pattern, and follow-up EKGs will show if the heart is recover-
ing from it. An EKG also may be used to determine the effect of certain
drugs on the heart, and is sometimes used to test how an implanted pace-
maker is working.

First EKG
Physicians have not always been able to learn so much about the

heart by viewing a simple printout of its electrical activity. The technique
known as electrocardiography (pronounced ee-lek-troe-kar-dee-AH-gruh-
fee) was first reported in 1901. In that year, Dutch physiologist William
Einthoven (1860–1927) published a report documenting his invention of
what was called the “string galvanometer.” Einthoven was able to design
such a device more than a hundred years ago because scientists knew by
then that there was some sort of electrical activity going on in the heart.
Earlier research done by Italian anatomist Luigi Galvani (1737–1798) and
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Italian physicist Alessandro Volta (1745–1827) had proven that electric-
ity does exist in living tissue. Although many had tried before him,
Einthoven was the first to devise the best method for recording the elec-
trical activity of the heart.

Electricity in living tissue
Although Galvani was able to demonstrate with his 1794 experi-

ments the existence of electricity in living tissue, it was not until 1834
that anyone was able to record and measure that force. Even then, how-
ever, another three generations would pass before Einthoven was able to
construct a reliable, practical system. The first EKG was introduced to
the United States in 1909, and in 1924, Einthoven was awarded the No-
bel Prize for physiology or medicine. Both Einthoven’s system and the
one used today are based on the fact that each time the heart beats, it pro-
duces electrical currents. It is these currents that actually make the heart
contract or pump the blood that each cell in the body needs to stay alive
and do its work.

In fact, every muscle and nerve cell is capable of producing a tiny
electrical signal through a process called “depolarization.” This means
that in each cell, charged atomic particles called positive and negative
ions are moving in and out of its membrane, and it is this movement that
creates electrical currents. Therefore, an EKG is not a measurement of
the heart’s muscular activity but rather a measurement of the flow of ions
(or the electrical current) through the membranes of the heart muscle be-
fore it contracts. Since a person’s body is made up mainly of salty water,
it is an excellent conductor of electricity and these currents can be de-
tected at the surface of the skin.
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Words to Know

Arrhythmia: An irregular beating of the heart.

Depolarization: The tendency of a cell membrane when stimulated to
allow ions to enter or leave the cell.

Ion: An atom or groups of atoms that carries an electrical charge—
either positive or negative—as a result of losing or gaining one or
more electrons.



Taking an EKG
Before an EKG is taken, electrodes or conducting plates are attached

to the skin in certain areas. The electrodes are then connected by wires
to a meter that boosts or amplifies the impulses, either recording them on
a piece of paper using a pen attached to the meter or displaying them on
some sort of monitor. During an EKG, a patient will usually have elec-
trodes connected at both wrists and ankles as well as at six other points
on the chest, roughly over the area of the heart. The electrodes are at-
tached to the skin with sticky pads or suction cups. Sometimes a gel that
helps conduction is applied to the skin before the electrodes are attached.
Each of these electrode wires or “leads” is connected to the meter or the
recording part of the EKG machine, and each wire registers a pattern of
electrical impulses and displays it on a graph.

From the patient’s point of view, he or she is usually lying down
and is asked to remain still while the leads are attached as well as for the
duration of the test. The entire recording is usually completed in five to
ten minutes and requires nothing more of the patient. This test is pain-
less, noninvasive, and it has no associated risks. There is absolutely no
danger since the electricity involved comes from the patient’s own heart,
which then flows into the machine. No electricity ever passes from the
machine into the patient. Whether recorded on a paper graph or on a mon-
itor, the wavelike image produced is usually a
small blip followed by a big blip. Although this
pattern may look the same to the average per-
son, the informed and trained eye of the profes-
sional can tell a great deal about the patient’s
heart according to how that pattern differs from
the normal pattern.

Other types
Since doctors know that certain types of

heart problems—like coronary artery block-
age—do not show up on a resting EKG, they of-
ten prescribe a stress EKG to make sure that no
condition goes undetected. For this test, the leads
are attached the same way, but the patient is
asked to exercise strenuously, usually on a tread-
mill machine. Since the heart requires a larger
supply of blood while exercising, a stress EKG
provides a more complete and accurate diagno-
sis than a resting EKG. Although patients usu-
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ally have to go to a doctor’s office for a stress EKG, resting EKG 
machines are small and portable and can be done in the home by a tech-
nician. EKG data can also be transmitted by using radiotelemetry tech-
niques. Also called a transtelephonic EKG (pronounced tranz-tell-eh-
FON-ik), this technology allows outpatient heart data to be transmitted to
a hospital or wherever a doctor chooses.

Finally, EKGs can also be done continuously. In certain cases when
a patient’s heart problem arises only now and then, the doctor will re-
quest that a Holter monitor be worn while the patient goes about his or
her normal day. This monitor has an amplifier and a cassette tape that
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records the patient’s EKG pattern. The monitor is sometimes worn for as
long as forty-eight hours. The patient is also asked to keep track of any
unusual activities or even emotional states that might affect his or her
heart’s rhythm.

[See also Heart]

‡�Electrolysis
Electrolysis is a process by which electrical energy is used to produce a
chemical change. Perhaps the most familiar example of electrolysis is the
decomposition (breakdown) of water into hydrogen and oxygen by means
of an electric current. The same process can be used to decompose com-
pounds other than water. Sodium, chlorine, magnesium, and aluminum
are four elements produced commercially by electrolysis.

Principles
The electrolysis of water illustrates the changes that take place when

an electric current passes through a chemical compound. Water consists
of water molecules, represented by the formula H2O. In any sample of
water, some small fraction of molecules exist in the form of ions, or
charged particles. Ions are formed in water when water molecules break
apart to form positively charged hydrogen ions and negatively charged
hydroxide ions. Chemists describe that process with the following chem-
ical equation:

H2O * H� � OH�

In order for electrolysis to occur, ions must exist. Seawater can be
electrolyzed, for example, because it contains many positively charged
sodium ions (Na�) and negatively charged chloride ions (Cl�). Any liq-
uid, like seawater, that contains ions is called an electrolyte.

Water is not usually considered an electrolyte because it contains so
few hydrogen and hydroxide ions. Normally, only one water molecule out
of two billion ionizes. In contrast, sodium chloride (table salt) breaks apart
completely when dissolved in water. A salt water solution consists en-
tirely of sodium ions and chloride ions.

In order to electrolyze water, then, one prior step is necessary. Some
substance, similar to sodium chloride, must be added to water to make it
an electrolyte. The substance that is usually used is sulfuric acid.
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The electrolysis process
The equipment used for electrolysis of a compound consists of three

parts: a source of DC (direct) current; two electrodes; and an electrolyte.
A common arrangement consists of a battery (the source of current) whose
two poles are attached to two strips of platinum metal (the electrodes),
which are immersed in water to which a few drops of sulfuric acid have
been added (the electrolyte).

Electrolysis begins when electrical current (a flow of electrons)
flows out of one pole of the battery into one electrode, the cathode. Pos-
itive hydrogen ions (H�) in the electrolyte pick up electrons from that
electrode and become neutral hydrogen molecules (H2):

2 H� � 2 e�
* H2

(Hydrogen molecules are written as H2 because they always occur as pairs
of hydrogen atoms. The same is true for molecules of oxygen, O2.)

As the electrolysis of water occurs, one can see tiny bubbles escap-
ing from the electrolyte at the cathode. These are bubbles of hydrogen gas.

Bubbles can also be seen escaping from the second electrode, the
anode. The anode is connected to the second pole of the battery, the pole
through which electrons enter the battery. At this electrode, electrons are
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Anode: The electrode in an electrolytic cell through which electrons
move from the electrolyte to the battery.

Cathode: The electrode in an electrolytic cell through which electrons
move from the battery to the electrolyte.

Electrolyte: Any substance that, when dissolved in water, conducts an
electric current.

Electrolytic cell: A system in which electrical energy is used to bring
about chemical changes.

Electroplating: A process that uses an electrolytic cell to deposit a
thin layer of metal on some kind of surface.

Ion: Any particle, such as an atom or molecule, that carries an electric
charge.



being taken out of the electrolyte and fed back into the battery. The elec-
trons come from negatively charged hydroxide ions (OH�), which have
an excess of electrons. The anode reaction is slightly more complicated
than the cathode reaction, as shown by this chemical equation:

4 OH� � 4 e�
* O2 � 2 H2O

Essentially this equation says that electrons are taken away from hy-
droxide ions and oxygen gas is produced in the reaction. The oxygen gas
bubbles off at the anode, while the extra water formed remains behind in
the electrolyte.

The overall reaction that takes place in the electrolysis of water 
is now obvious. Electrons from the battery are given to hydrogen ions 
in the electrolyte, changing them into hydrogen gas. Electrons are taken
from hydroxide ions in the electrolyte and transferred to the battery. Over
time, water molecules are broken down to form hydrogen and oxygen
molecules:

2 H2O * 2 H2 � O2

Commercial applications
Preparing elements. Electrolysis is used to break down compounds
that are very stable. For example, aluminum is a very important metal in
modern society. It is used in everything from pots and pans to space shut-
tles. But the main natural source of aluminum, aluminum oxide, is a very
stable compound. A compound that is stable is difficult to break apart.
You can’t get aluminum out of aluminum oxide just by heating the com-
pound—you need more energy than heat can provide.

Aluminum is prepared by an electrolytic process first discovered in
1886 by a 21-year-old student at Oberlin College in Ohio, Charles Mar-
tin Hall (1863–1914). Hall found a way of melting aluminum oxide and
then electrolyzing it. Once melted, aluminum oxide forms ions of alu-
minum and oxygen, which behave in much the same way as hydrogen
and hydroxide ions in the previous example. Pure aluminum metal is ob-
tained at the cathode, while oxygen gas bubbles off at the anode. Sodium,
chlorine, and magnesium are three other elements obtained commercially
by an electrolytic process similar to the Hall process.

Refining of copper. Electrolysis can be used for purposes other than
preparing elements. One example is the refining of copper. Very pure cop-
per is often required in the manufacture of electrical equipment. (A pu-
rity of 99.999 percent is not unusual.) The easiest way to produce a prod-
uct of this purity is with electrolysis.
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An electrolytic cell for refining copper contains very pure copper at
the cathode, impure copper at the anode, and copper sulfate as the elec-
trolyte. When the anode and cathode are connected to a battery, electrons
flow into the cathode, where they combine with copper ions (Cu2�) in
the electrolyte:

Cu2� � 2 e�
* Cu0

Pure copper metal (Cu0 in the above equation) is formed on the cathode.

At the anode, copper atoms (Cu0) lose electrons and become cop-
per ions (Cu2�) in the electrolyte:

Cu0 � 2 e�
* Cu2�

Overall, the only change that occurs in the cell is that copper atoms from
the impure anode become copper ions in the electrolyte. Those copper
ions are then plated out on the cathode. Any impurities in the anode 
are just left behind, and nearly 100 percent pure copper builds up on the
cathode.

Electroplating. Another important use of electrolytic cells is in the
electroplating of silver, gold, chromium, and nickel. Electroplating pro-
duces a very thin coating of these expensive metals on the surfaces of
cheaper metals, giving them the appearance and the chemical resistance
of the expensive ones.

In silver plating, the object to be plated (a spoon, for example) is
used as the cathode. A bar of silver metal is used as the anode. And the
electrolyte is a solution of silver cyanide (AgCN). When this arrangement
is connected to a battery, electrons flow into the cathode where they com-
bine with silver ions (Ag�) from the electrolyte to form silver atoms (Ag0):

Ag� � 1 e�
* Ag0

These silver atoms plate out as a thin coating on the cathode—in this case,
the spoon. At the anode, silver atoms give up electrons and become sil-
ver ions in the electrolyte:

Ag0 � 1 e�
* Ag0

Silver is cycled, therefore, from the anode to the electrolyte to the cath-
ode, where it is plated out.

‡�Electromagnetic field
An electromagnetic field is a region in space in which electric and mag-
netic forces interact. A magnetic compass will detect a magnetic field
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when held close to an electric wire carrying current to a lit lightbulb. The
region around the wire has both electrical and magnetic properties and 
is, therefore, an electromagnetic field.

Electric fields and magnetic fields
At one time, scientists thought that electricity and magnetism were

totally different forms of energy. The fact that a magnet can pick up cer-
tain kinds of materials was thought to have no connection with the flow
of electrons through a wire. During the early 1800s, however, experiments
began to disprove this view. The movement of electrons and magnetic
poles are, as it turned out, closely related to each other.

In the simplest possible case, imagine a single charged particle, 
such as an electron, traveling through space at a constant speed and in 
a straight line. The electron creates an electric field around itself. An 
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electric field is a region in space in which a charged particle is affected.
A second electron in the path of the first electron would be deflected by
the movement of the first electron, that is, by the electric field created by
the first electron.

But the moving electron also generates a magnetic field around it-
self. The field consists of circular lines of magnetic force around the elec-
tron’s path. A tiny magnet placed near the electron’s path would be twisted
in one direction or another by this magnetic field.

The electromagnetic field surrounding the moving electron, then, is
some combination of these electric and magnetic fields. That electro-
magnetic field can be expressed mathematically.

Maxwell’s equations
Studying the nature of electromagnetic fields produced by changing

electric currents is a more difficult task. The solution to such problems
was first devised by English physicist James Clerk Maxwell (1831–1879).
Maxwell discovered a set of mathematical equations that can be used to
describe the combined electric and magnetic fields produced by a flow of
charges.

Maxwell’s discovery was one of the great achievements of nineteenth-
century physics (the science of matter and energy). It demonstrated that
electricity and magnetism are not totally distinct from each other but, in-
stead, are closely related forms of energy. Maxwell’s work was the first
major step in a long-term effort by physicists to show how all forms of
energy are related to each other.

Maxwell’s equations are also important because they apply to such
a vast range of phenomena. Cosmic rays, X rays, ultraviolet light, infrared
radiation, visible light, radar, radio waves, and microwaves may appear
to be very different from each other. Yet, they are all forms of energy
with which electromagnetic fields are associated. They can all be under-
stood through the use of Maxwell’s equations.

‡�Electromagnetic induction
The term electromagnetic induction refers to the generation of an electric
current by passing a metal wire through a magnetic field. The discovery
of electromagnetic induction in 1831 was preceded a decade earlier by a
related discovery by Danish physicist Hans Christian Oersted (1777–
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1851). Oersted showed that an electric current produces a magnetic field.
That is, if you place a simple magnetic compass near any of the electri-
cal wires in your home that are carrying a current, you can detect a mag-
netic field around the wires. If an electric current can produce a magnetic
field, physicists reasoned, perhaps the reverse effect could be observed as
well. So they set out to generate an electric current from a magnetic field.

That effect was first observed in 1831 by English physicist Michael
Faraday (1791–1867) and shortly thereafter by American physicist Joseph
Henry (1797–1878). The principle on which the Faraday-Henry discov-
ery is based is shown in the figure on page 762. A long piece of metal
wire is wound around a metal bar. The two ends of the wire are connected
to a galvanometer, an instrument used to measure electric current. The
bar is then placed between the poles of a magnet.

As long as the bar remains at rest, nothing happens. No current is
generated. But moving the bar in one direction or another produces a cur-
rent that can be read on the galvanometer. When the bar is moved down-
ward, current flows in one direction through the metal wire. When the
bar is moved upward, current flows in the opposite direction through the
wire. The amount of current that flows is proportional to the speed with
which the wire moves through the magnetic field. When the wire moves
faster, a larger current is produced. When it moves more slowly, a smaller
current is produced.
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Electric current: A flow of electrons.

Electrical generator: A device for converting mechanical (kinetic)
energy into electrical energy.

Galvanometer: An instrument used to measure the flow of electric 
current.

Potential difference: Also called voltage; the amount of electric
energy stored in a mass of electric charges compared to the energy
stored in some other mass of charges.

Transformer: A device that transfers electric energy from one circuit
to another circuit with different characteristics.



Actually, it is not necessary to move the wire in order to produce
the electric current. One could just as well hold the wire still and move
the magnetic poles. All that is necessary is the creation of some relative
motion of the wire and the magnetic field. When that happens, an elec-
tric current is generated.

Applications
Many electrical devices operate on the principle of electromagnetic

induction. Perhaps the most important of these is an electrical generator.
An electrical generator is a device for converting kinetic energy (the en-
ergy of an object due to its motion) into electrical energy. In a generator,
a wire coil is placed between the poles of a magnet and caused to spin at
a high rate of speed. One way to make the coil spin is to attach it to a
turbine powered by water, as in a dam. Steam from a boiler can also be
used to make the coil spin.

As the coil spins between the poles of the magnet, an electric cur-
rent is generated. That current then can be sent out along transmission
lines to homes, office buildings, factories, and other consumers of elec-
tric power.

Transformers also operate on the principle of electromagnetic in-
duction. Transformers are devices that convert electric current from one
potential difference (voltage) to another potential difference. For exam-
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ple, the current that comes from a power plant is typically high voltage
current, much higher than is needed or than can be used in household 
appliances. A step-down transformer uses electromagnetic induction to
convert the high voltage current in power lines to the lower voltage cur-
rent needed for household appliances.

[See also Electric current; Electromagnetic field; Generator;
Transformer]

‡�Electromagnetic spectrum
The term electromagnetic spectrum refers to all forms of energy trans-
mitted by means of waves traveling at the speed of light. Visible light is
a form of electromagnetic radiation, but the term also applies to cosmic
rays, X rays, ultraviolet radiation, infrared radiation, radio waves, radar,
and microwaves. These forms of electromagnetic radiation make up the
electromagnetic spectrum much as the various colors of light make up the
visible spectrum (the rainbow).

Wavelength and frequency
Any wave—including an electromagnetic wave—can be described

by two properties: its wavelength and frequency. The wavelength of a
wave is the distance between two successive identical parts of the wave,
as between two wave peaks or crests. The Greek letter lambda (�) is of-
ten used to represent wavelength. Wavelength is measured in various
units, depending on the kind of wave being discussed. For visible light,
for example, wavelength is often expressed in nanometers (billionths of
a meter); for radio waves, wavelengths are usually expressed in centime-
ters or meters.

Frequency is the rate at which waves pass a given point. The fre-
quency of an X-ray beam, for example, might be expressed as 1018 hertz.
The term hertz (abbreviation: Hz) is a measure of the number of waves
that pass a given point per second of time. If you could watch the X-ray
beam from some given position, you would see 1,000,000,000,000,000,000
(that is, 1018) wave crests pass you every second.

For every electromagnetic wave, the product of the wavelength 
and frequency equals a constant, the speed of light (c). In other words, 
� � f � c. This equation shows that wavelength and frequency have 
a reciprocal relationship to each other. As one increases, the other must
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decrease. Gamma rays, for example, have very small wavelengths and
very large frequencies. Radio waves, by contrast, have large wavelengths
and very small frequencies.

Regions of the 
electromagnetic spectrum

As shown in the accompanying figure, the whole range of the elec-
tromagnetic spectrum can be divided up into various regions based 
on wavelength and frequency. Electromagnetic radiation with very short
wavelengths and high frequencies fall into the cosmic ray/gamma ray/
ultraviolet radiation region. At the other end of the spectrum are the long
wavelength, low frequency forms of radiation: radio, radar, and micro-
waves. In the middle of the range is visible light.

Properties of waves in different regions of the spectrum are com-
monly described by different notation. Visible radiation is usually de-
scribed by its wavelength, while X rays are described by their energy. All
of these schemes are equivalent, however; they are just different ways of
describing the same properties.

The boundaries between types of electromagnetic radiation are rather
loose. Thus, a wave with a frequency of 8 � 1014 hertz could be described
as a form of very deep violet visible light or as a form of ultraviolet 
radiation.
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Words to Know

Electromagnetic radiation: Radiation that travels through a vacuum
with the speed of light and that has properties of both an electric and
magnetic wave.

Frequency: The number of waves that pass a given point in a given
period of time.

Hertz: The unit of frequency; a measure of the number of waves that
pass a given point per second of time.

Wavelength: The distance between two successive peaks or crests in a
wave.



Applications
The various forms of electromagnetic radiation are used everywhere

in the world around us. Radio waves are familiar to us because of their
use in communications. The standard AM radio band includes radiation
in the 540 to 1650 kilohertz (thousands of hertz) range. The FM band in-
cludes the 88 to 108 megahertz (millions of hertz) range. This region also
includes shortwave radio transmissions and television broadcasts.

Microwaves are probably most familiar to people because of mi-
crowave ovens. In a microwave oven, food is heated when microwaves
excite water molecules contained within foods (and the molecules’ mo-
tion produces heat). In astronomy, emission of radiation at a wavelength
of 8 inches (21 centimeters) has been used to identify neutral hydrogen
throughout the galaxy. Radar is also included in this region.

The infrared region of the spectrum is best known to us because of
the fact that heat is a form of infrared radiation. But the visible wave-
length range is the range of frequencies with which we are most famil-
iar. These are the wavelengths to which the human eye is sensitive and
which most easily pass through Earth’s atmosphere. This region is fur-
ther broken down into the familiar colors of the rainbow, also known as
the visible spectrum.

The ultraviolet range lies at wavelengths just short of the visible
range. Most of the ultraviolet radiation reaching Earth in sunlight is 
absorbed in the upper atmosphere. Ozone, a form of oxygen, has the 
ability to trap ultraviolet radiation and prevent it from reaching Earth.
This fact is important since ultraviolet radiation can cause a number 
of problems for both plants and animals. The depletion of the ozone 
layer during the 1970s and 1980s was a matter of some concern to 
scientists because of the increase in dangerous ultraviolet radiation reach-
ing Earth.

We are most familiar with X rays because of their uses in medicine.
X-radiation can pass through soft tissue in the body, allowing doctors to
examine bones and teeth from the outside. Since X rays do not penetrate
Earth’s atmosphere, astronomers must place X-ray telescopes in space.

Gamma rays are the most energetic of all electromagnetic radiation,
and we have little experience with them in everyday life. They are pro-
duced by nuclear processes—during radioactive decay (in which an ele-
ment gives off energy by the disintegration of its nucleus) or in nuclear
reactions in stars or in space.

[See also Frequency; Light; X rays]
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‡�Electromagnetism
Electromagnetism is the force involving the interaction of electricity and
magnetism. It is the science of electrical charge, and its rules govern the
way charged particles of atoms interact. Electromagnetism is one of the
four fundamental forces of the universe (gravity and the “strong” and
“weak” forces that hold an atomic nucleus together are the other three).
Because its effects can be observed so easily, electromagnetism is the best
understood of these four forces.

Some of the rules of electrostatics, or the study of electric charges
at rest, were first noted by the ancient Romans, who observed the way a
brushed comb would attract particles. Until the nineteenth century, how-
ever, electricity and magnetism were thought to be totally different and
separate forces. In 1820, a direct connection between the two forces was
confirmed for the first time when Danish physicist Hans Christian Oer-
sted (1777–1851) announced his discovery that an electric current, if
passed through a wire placed near a compass needle, would make the nee-
dle move. This suggested that electricity somehow creates a magnetic
force or field, since a compass needle moves by magnetism.

Shortly afterward, French physicist André Marie Ampère (1775–
1836) conducted experiments in which he discovered that two parallel
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wires each carrying a current attract each other if the currents flow in the
same direction, but repel each other if they flow in opposite directions.
He concluded that magnetism is the result of electricity in motion.

A decade after Oersted’s experiments, English physicist Michael
Faraday (1791–1867) observed that an electric current flowing in a wire
created what he called “lines of force” to expand outward, inducing or
causing an electric flow in a crossed wire. Since it was known from Oer-
sted’s work that an electric current always produces a magnetic field
around itself, Faraday concluded from his experiments just the opposite:
that a wire moving through a magnetic field will induce an electric cur-
rent in the wire.

Finally, between 1864 and 1873, Scottish physicist James Clerk
Maxwell (1831–1879) devised a set of mathematical equations that uni-
fied electrical and magnetic phenomena into what became known as the
electromagnetic theory. He and his contemporaries now understood that
an electric current creates a magnetic field around it. If the motion of that
current changes, then the magnetic field varies, which in turn produces
an electric field.

Maxwell also discovered that the oscillation or fluctuation of an elec-
tric current would produce a magnetic field that expanded outward at a
constant speed. By applying the ratio of the units of magnetic phenom-
ena to the units of electrical phenomena, he found it possible to calculate
the speed of that expansion. The calculation came out to approximately
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Words to Know

Electromagnetic radiation: Radiation (a form of energy) that has
properties of both an electric and magnetic wave and that travels
through a vacuum with the speed of light.

Electromagnetic spectrum: The complete array of electromagnetic radia-
tion, including radio waves (at the longest-wavelength end), microwaves,
infrared radiation, visible light, ultraviolet radiation, X rays, and
gamma rays (at the shortest-wavelength end).

Frequency: The rate at which vibrations take place (number of times
per second the motion is repeated), given in cycles per second or in
hertz (Hz). Also, the number of waves that pass a given point in a
given period of time.



186,300 miles (300,000 kilometers) per second, nearly the speed of light.
From this, Maxwell theorized that light itself was a form of electromag-
netic radiation that traveled in waves. Since electric charges could be made
to oscillate at many velocities (speeds), there should be a corresponding
number of electromagnetic radiations. Therefore, visible light would be
just a small part of the electromagnetic spectrum, or the complete array
of electromagnetic radiation.

Indeed, modern scientists know that radio and television waves, mi-
crowaves, infrared rays, ultraviolet light, visible light, gamma rays, and
X rays are all electromagnetic waves that travel through space indepen-
dent of matter. And they all travel at roughly the same speed—the speed
of light—differing from each other only in the frequency at which their
electric and magnetic fields oscillate.

Many common events depend upon the broad span of the electro-
magnetic spectrum. The ability to communicate across long distances de-
spite intervening obstacles, such as the walls of buildings, is possible us-
ing the radio and television frequencies. X rays can see into the human
body without opening it. These things, which would once have been la-
beled magic, are now ordinary ways we use the electromagnetic spectrum.

The unification of electricity and magnetism has led to a deeper un-
derstanding of physical science, and much effort has been put into fur-
ther unifying the four forces of nature. Scientists have demonstrated that
the weak force and electromagnetism are part of the same fundamental
force, which they call the electroweak force. There are proposals to in-
clude the strong force in a grand unified theory, which attempts to show
how the four forces can be thought of as a manifestation of a single ba-
sic force that broke apart when the universe cooled after the big bang
(theory that explains the beginning of the universe as a tremendous ex-
plosion from a single point that occurred 12 to 15 billion years ago). The
inclusion of gravity in the unified theory, however, remains an open prob-
lem for scientists.

[See also Electricity; Electromagnetic field; Electromagnetic in-
duction; Magnetism]

‡�Electron
The electron is a subatomic (smaller than an atom) particle that carries a
single unit of negative electricity. All matter consists of atoms that, in
turn, contain three very small particles: protons, neutrons, and electrons.
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Of these three, only electrons are thought to be fundamental particles, that
is, incapable of being broken down into simpler particles.

The presence or absence of an excess of electrons is responsible for
all electrical phenomena. Suppose a metal wire is connected to two ends
of a battery. Electrical pressure from electrons within the battery force
electrons in atoms of the metal to flow. That flow of electrons is an elec-
tric current.

Electron energy levels
The protons and neutrons in an atom are packed together in a cen-

tral core known as the nucleus of the atom. The size of the nucleus is
many thousands of times smaller than the size of the atom itself. Elec-
trons are distributed in specific regions outside the nucleus. At one time,
scientists thought that electrons traveled in very specific pathways around
the nucleus, similar to the orbits traveled by planets in the solar system.

But it is known that the orbit concept is not appropriate for elec-
trons. The uncertainty principle, a fundamental law of physics (the sci-
ence of matter and energy), says that the pathway traveled by very small
particles like an electron can never be defined perfectly. Instead, scien-
tists now talk about the probability of finding an electron in an atom. In
some regions of the atom, that probability is very high (although never
100 percent), and in other regions it is very low (but never 0 percent).
The regions in space where the probability of finding an electron is high
corresponds roughly to the orbits about which scientists talked earlier.
Those regions are now called energy levels.
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Electric current: A flow of electrons.

Energy level: A region of the atom in which there is a high probabil-
ity of finding electrons.

Nucleus (atomic): The central core of an atom, consisting of protons
and (usually) neutrons.

Positron: The antiparticle of the electron. It has the same mass and
spin as the electron, but its charge, though equal in magnitude, is
opposite in sign to that of the electron.



Electron properties
Electrons have three fundamental properties: charge, mass, and spin.

By definition, the electric charge on an electron is �1. The mass of an
electron has been measured and found to be 9.109389 � 10�31 kilograms.
Electrons also spin on their axes in much the same way that planets do.
Spinning electrons, like any other moving electric charge, create a mag-
netic field around themselves. That magnetic field affects the way elec-
trons arrange themselves in atoms and how they react with each other.
The field is also responsible for the magnetic properties of materials.

History
During the nineteenth century, scientists made a number of impor-

tant basic discoveries about electrical phenomena. However, no one could
explain the fundamental nature of electricity itself. Then, in 1897, 
English physicist J. J. Thomson (1856–1940) discovered the electron. 
He was able to show that a flow of electric current consisted of individ-
ual particles, all of which had exactly the same ratio of electric charge 
to mass (e/m). He obtained the same result using a number of different
materials and concluded that these particles are present in all forms of
matter. The name given to these particles—electrons—had actually been
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suggested some years earlier by Irish physicist George Johnstone Stoney
(1826–1911).

Although Thomson was able to measure the ratio of electric charge
of mass (e/m) for an electron, he did not know how to determine either
of these two quantities individually. That problem puzzled physicists for
more than a decade. Finally, the riddle was solved by American physi-
cist Robert Andrew Millikan (1868–1953) in a series of experiments con-
ducted between 1907 and 1913. The accompanying figure outlines the
main features of Millikan’s famous oil drop experiment.

The oil drops needed for the experiment are produced by a common
squeeze-bulb atomizer. The tiny droplets formed by this method fall
downward and through the hole in the upper plate under the influence of
gravity. As they fall, the droplets are given a negative electric charge.

Once droplets enter the space between the two plates, the high-
voltage source is turned on. The negatively charged oil droplets are then
attracted upward by the positive charge on the upper metal plate. At this
point, the droplets are being tugged by two opposite forces: gravity,
pulling them downward, and an electrical force, pulling them upward.

By carefully adjusting the voltage used, Millikan was able to keep
oil droplets suspended in space between the two plates. Since the droplets
moved neither upward or downward, he knew that the gravitational force
on the droplets was exactly matched by the electric force. From this in-
formation, he was able to calculate the value of the electric charge on a
droplet. The result he obtained, a charge of 1.591 � 10�10 coulomb, is
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very close to the value accepted today of 1.602177 � 10�19 coulomb.
(The coulomb is the standard metric unit of electrical charge.)

The positron
One of the interesting detective stories in science involves the dis-

covery of an electron-type particle called the positron. During the 1920s,
English physicist Paul Dirac (1902–1984) was using the new tools of
quantum mechanics to analyze the nature of matter. Some of the equa-
tions he solved had negative answers. Those answers troubled him since
he was not sure what a negative answer—the opposite of some property—
could mean. One way he went about explaining these answers was to hy-
pothesize the existence of a twin of the electron. The twin would have
every property of the electron itself, Dirac said, except for one: it would
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How would you send a letter to an electron? As strange as
that question seems, electrons have “addresses,” just as people do.

Think of an oxygen atom, for example. Every oxygen atom has
eight electrons. But those eight electrons are all different from each
other. The differences among the eight electrons are represented by
quantum numbers. A quantum number is a number that describes some
physical property of an object (in this case, of an electron).

We know that any electron can be completely described by
stating four of its properties. Those properties are represented by four
different quantum numbers represented by the letters n, � , m�, and s.
Quantum number n, for example, represents the distance of an electron
from the nucleus. Any electron for which n � 1 is in the first orbit
around the nucleus of the atom. Quantum number � represents the
shape of the electron’s orbit, that is, how flattened out its orbit is.
Quantum number m� represents the magnetic properties of the elec-
tron. And quantum number s represents the spin of the electron,
whether it’s spinning in a clockwise or counter-clockwise direction.

So if you decide to send a letter to electron X, whose quan-
tum numbers are 3, 2, 0, � ��, you know it will go to an electron in
the third orbit, with a flattened orbital path, certain magnetic proper-
ties, and a clockwise spin.



carry a single unit of positive electricity rather than a single unit of neg-
ative electricity.

Dirac’s prediction was confirmed only two years after he announced
his hypothesis. American physicist Carl David Anderson (1905–1991)
found positively charged electrons in a cosmic ray shower that he was
studying. Anderson called these particles positrons, for positive electrons.
Today, scientists understand that positrons are only one form of antimat-
ter, particles similar to fundamental particles such as the proton, neutron,
and electron, but with one property opposite to that of the fundamental
particle.

[See also Antiparticle; Quantum mechanics; Subatomic particles]

‡�Electronics
Electronics is the branch of physics (the science of matter and energy)
that deals with the flow of electrons and other carriers of electric charge.
This flow of electric charge is known as electric current, and a closed
path through which current travels is called an electric circuit.
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An electronic microprocessor

used to operate an elevator.

(Reproduced by permission of

The Stock Market.)



The modern era of electronics originated in the early twentieth cen-
tury with the invention of the electron tube. An electron tube is a device
that stores electric charges and amplifies (intensifies or strengthens) elec-
tronic signals. In 1947 the industry took a giant leap forward when Amer-
ican physicists John Bardeen (1908–1991), Walter Brattain (1902–1987),
and William Shockley (1910–1989) developed the smaller, more efficient
transistor, which led to a new generation of miniature electronics. In the
late 1950s, American physicist Robert Noyce (1927–1990) invented the
silicon integrated circuit—an even more efficient way to process elec-
tronic impulses that has carried the electronics industry into the computer
age. The 1980s saw the development of circuits employing very-large-
scale integration (VLSI). VLSI technology involves placement of 100,000
or more transistors on a single silicon chip. VLSI greatly expands the
computational speed and ability of computers. Microcomputers, medical
equipment, video cameras, and communication satellites are just a few
examples of devices made possible by integrated circuits. Researchers be-
lieve that, in the future, new technologies may make it possible to fit one
billion or more transistors on a single chip.

Of the many forms of electronics, none has helped transform our lives
more than digital electronics, which began in the 1970s. The personal com-
puter is one of the best examples of this transformation because it has sim-
plified tasks that were difficult or impossible for individuals to complete.

Today electronics has a vast array of applications including televi-
sion, computers, microwave ovens, radar, radio, sound recording and re-
production equipment, video technology, and X-ray tubes.

[See also Electric current; Transistor; Vacuum tube]

‡�Element, chemical
A chemical element can be defined in one of two ways: experimentally
or theoretically. Experimentally, an element is any substance that cannot
be broken down into any simpler substance. Imagine that you are given
a piece of pure iron and asked to break it down using any device or method
ever invented by chemists. Nothing you can do will ever change the iron
into anything simpler. Iron, therefore, is an element.

The experimental definition of an element can be explained by us-
ing a second definition: an element is a substance in which all atoms are
of the same kind. If there were a way to look at each of the individual
atoms in the bar of pure iron mentioned above, they would all be the
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same—all atoms of iron. In contrast, a chemical compound, such as iron
oxide, always contains at least two different kinds of atoms, in this case,
atoms of iron and atoms of oxygen.

Natural and synthetic elements
Ninety-two chemical elements occur naturally on Earth. The others

have been made synthetically or artificially in a laboratory. Synthetic el-
ements are usually produced in particle accelerators (devices used to in-
crease the velocity of subatomic particles such as electrons and protons)
or nuclear reactors (devices used to control the energy released by nu-
clear reactions). The first synthetic element to be produced was tech-
netium, discovered in 1937 by Italian American physicist Emilio Segrè
(1905–1989) and his colleague C. Perrier. Except for technetium and
promethium, all synthetic elements have larger nuclei than uranium.
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Atomic mass: The mass of the protons, neutrons, and electrons that
make up an atom.

Atomic number: The number of protons in the nucleus of an element’s
atom.

Chemical symbol: A letter or pair of letters that represents some
given amount of an element.

Compound, chemical: A substance that consists of two or more chemi-
cal elements joined to each other in a specific proportion.

Metal: An element that loses electrons in chemical reactions with
other elements.

Metalloid: An element that acts sometimes like a metal and sometimes
like a nonmetal.

Nonmetal: An element that tends to gain electrons in chemical reac-
tions with other elements.

Periodic table: A system of classifying the chemical elements accord-
ing to their atomic number.

Synthetic element: An element that is made artificially in a labora-
tory but is generally not found in nature.
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Two Dozen Common and Important Chemical Elements
Percent of all atoms*

In In In In the
the Earth's sea human Characteristics under

Element Symbol universe crust water body ordinary room conditions

Aluminum Al — 6.3  — — A lightweight, silvery metal
Calcium Ca — 2.1  — .02 Common in minerals, seashells,

and bones
Carbon C — — — 10.7 Basic in all living things
Chlorine Cl — — 0.3 — A toxic gas
Copper Cu — — — — The only red metal
Gold Au — — — — The only yellow metal
Helium He 7.1 — — — A very light gas
Hydrogen H 92.8 2.9  66.2 60.6 The lightest of all elements; a gas
Iodine I — — — — A nonmetal; used as antiseptic
Iron Fe — 2.1  — — A magnetic metal; used in steel
Lead Pb — — — — A soft, heavy metal
Magnesium Mg — 2.0  — — A very light metal
Mercury Hg — — — — A liquid metal; one of the two

liquid elements
Nickel Ni — — — — A noncorroding metal; used in coins
Nitrogen N — — — 2.4 A gas; the major component of air
Oxygen O — 60.1  33.1 25.7 A gas; the second major component of

air
Phosphorus P — — — 0.1 A nonmetal; essential to plants
Potassium K — 1.1  — — A metal; essential to plants; commonly

called "potash"
Silicon Si — 20.8  — — A semiconductor; used in electronics
Silver Ag — — — — A very shiny, valuable metal
Sodium Na — 2.2  0.3 — A soft metal; reacts readily with

water, air
Sulfur S — — — 0.1 A yellow nonmetal; flammable
Titanium Ti — 0.3  — — A light, strong, noncorroding metal

used in space vehicles
Uranium U — — — — A very heavy metal; fuel for nuclear

power

*If no number is entered, the element constitutes less than 0.1 percent.



At the beginning of the twenty-first century, there were 114 known
elements, ranging from hydrogen (H), whose atoms have only one elec-
tron, to the as-yet unnamed element whose atoms contain 114 electrons.
New elements are difficult to produce. Only a few atoms can be made at
a time, and it usually takes years before scientists agree on who discov-
ered what and when.

Classifying elements
More than 100 years ago, chemists began searching for ways to or-

ganize the chemical elements. At first, they tried listing them by the size
(mass) of their nucleus, their atomic mass. Later, they found that using
the number of protons in their atomic nuclei was a more effective tech-
nique. They invented a property known as atomic number for this orga-
nization. The atomic number of an element is defined as the number of
protons in the nucleus of an atom of that element. Hydrogen has an atomic
number of 1, for example, because the nuclei of hydrogen atoms each
contain one—and only one—proton. Similarly, oxygen has an atomic
number of 8 because the nuclei of all oxygen atoms contain 8 protons.
The accompanying table (periodic table of the elements) contains a list
of the known chemical elements arranged in order according to their
atomic number.

Notice that the chemical symbol for each element is also included
in the table. The chemical symbol of an element is a letter or pair of let-
ters that stands for some given amount of the element, for example, for
one atom of the element. Thus, the symbol Ca stands for one atom of cal-
cium, and the symbol W stands for one atom of tungsten. Chemical sym-
bols, therefore, are not really abbreviations.

Chemical elements can be fully identified, therefore, by any one of
three characteristics: their name, their chemical symbol, or their atomic
number. If you know any one of these identifiers, you immediately know
the other two. Saying “Na” to a chemist immediately tells that person that
you are referring to sodium, element #11. Similarly, if you say “element
19,” the chemist knows that you’re referring to potassium, known by the
symbol K.

The system of classifying elements used by chemists today is called
the periodic table. The law on which the periodic table is based was first
discovered almost simultaneously by German chemist Julius Lothar
Meyer (1830–1895) and Russian chemist Dmitry Mendeleev (1834–1907)
in about 1870. The periodic table is one of the most powerful tools in
chemistry because it organizes the chemical elements in groups that have
similar physical and chemical properties.
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Periodic table of the ele-

ments. (Reproduced by per-

mission of The Gale Group.)



Properties of the elements
One useful way of describing the chemical elements is according to

their metallic or nonmetallic character. Most metals are hard with bright,
shiny surfaces, often white or grey in color. Since important exceptions
to this rule exist, metals are more properly defined according to the way
they behave in chemical reactions. Metals, by this definition, are elements
that lose electrons to other elements. By comparison, nonmetals are ele-
ments that gain electrons from other elements in chemical reactions. (They
may be gases, liquids, or solids but seldom look like a metal.) The vast
majority (93) of the elements are metals; the rest are nonmetals.

Historical background
The concept of a chemical element goes back more than 2,000 years.

Ancient Greek philosophers conceived of the idea that some materials are
more fundamental, or basic, than others. They listed obviously important
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Element Distinction Comment

Astatine (At) The rarest Rarest of the naturally
occurring elements

Boron (B) The strongest Highest stretch resistance

Californium (Cf) The most expensive Sold at one time for about
$1 billion a gram

Carbon (C) The hardest As diamond, one of its three 
solid forms

Germanium (Ge) The purest Has been purified to 

Helium (He) The lowest melting point –271.72˚C at a pressure of 
26 times atmospheric pressure

Hydrogen (H) The lowest density Density 0.0000899 g/cc at 
atmospheric pressure and 0˚C

Lithium (Li) The lowest–density metal Density 0.534g/cc

Osmium (Os) The highest density Density 22.57 g/cc

Radon (Rn) The highest–density gas Density 0.00973 g/cc at 
atmospheric pressure and 0˚C

Tungsten (W) The highest melting point 3,420˚C

A Who's Who of the Elements



materials such as earth, air, fire, and water as possibly being such “ele-
mental” materials. These speculations belonged in the category of phi-
losophy, however, rather than science. The Greeks had no way of testing
their ideas to confirm them.

In fact, a few elements were already known long before the specu-
lations of the Greek philosophers. No one at that time called these mate-
rials elements or thought of them as being different from the materials
we call compounds today. Among the early elements used by humans
were iron, copper, silver, tin, and lead. We know that early civilizations
knew about and used these elements because of tools, weapons, and pieces
of art that remain from the early periods of human history.

Another group of elements was discovered by the alchemists, the semi-
mystical scholars who contributed to the early development of chemistry.
These elements include antimony, arsenic, bismuth, phosphorus, and zinc.

The modern definition of an element was first provided by English
chemist Robert Boyle (1627–1691). Boyle defined elements as “certain
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Formation of the Elements

How were the chemical elements formed? Scientists believe
the answer to that question lies in the stars and in the processes by
which stars are formed. The universe is thought to have been created
at some moment in time 12 to 15 billion years ago. Prior to that
moment, nothing other than energy is thought to have existed. But
something occurred to transform that energy into an enormous explo-
sion: the big bang. In the seconds following the big bang, matter
began to form.

According to the big bang theory, the simplest forms of matter
to appear were protons and electrons. Some of these protons and elec-
trons combined to form atoms of hydrogen. A hydrogen atom consists of
one proton and one electron; it is the simplest atom that can exist.
Slowly, over long periods of time, hydrogen atoms began to come
together in regions of space forming dense clouds. The hydrogen in these
clouds was pulled closer and closer together by gravitational forces. Even-
tually these clouds of hydrogen were dense enough to form stars.

A star is simply a mass of matter that generates energy by
nuclear reactions. The most common of these reactions involves the



primitive and simple, or perfectly unmingled bodies; which not being
made of any other bodies, or of one another, are the ingredients of which
all those call’d perfectly mixed bodies are immediately compounded, and
into which they are ultimately resolved.” For all practical purposes,
Boyle’s definition of an element has remained the standard working de-
finition for a chemical element ever since.

By the year 1800, no more than about 25 true elements had been
discovered. During the next hundred years, however, that situation
changed rapidly. By the end of the century, 80 elements were known. The
rapid pace of discovery during the 1800s can be attributed to the devel-
opment of chemistry as a science, to the improved tools of analysis avail-
able to chemists, and to the new predictive power provided by the peri-
odic law of 1870.

During the twentieth century, the last remaining handful of naturally
occurring elements were discovered and the synthetic elements were first
manufactured.
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combination of four hydrogen atoms to make one helium atom. As
soon as stars began to form, then, helium became the second element
found in the universe.

As stars grow older, they switch from hydrogen-to-helium
nuclear reactions to other nuclear reactions. In another such reaction,
helium atoms combine to form carbon atoms. Later carbon atoms com-
bine to form oxygen, neon, sodium, and magnesium. Still later, neon
and oxygen combine with each other to form magnesium. As these reac-
tions continue, more and more of the chemical elements are formed.

At some point, all stars die. The nuclear reactions on which
they depend for their energy come to an end. In some cases, a star’s
death is dramatic. It may actually blow itself apart, like an atomic
bomb. The elements of which the star was made are then spread
throughout the universe. They remain in space until they are drawn
into the core of other stars or other astronomical bodies, such as our
own Earth. If this theory is correct, then the atoms of iron, silver, and
oxygen you see around you every day actually started out life in the
middle of a star billions of miles away.



‡�El Niño
El Niño (pronounced el-NEEN-yo) is the name given to a change in the
flow of water currents in the Pacific Ocean near the equator. El Niño—
Spanish for “the child” because it often occurs around Christmas—repeats
every three to five years. Although El Niño takes place in a small por-
tion of the Pacific, it can affect the weather in large parts of Asia, Africa,
Indonesia, and North and South America. Scientists have only recently
become aware of the far-reaching effects of this phenomenon.

What is El Niño?
The rotation of Earth and the exchange of heat between the atmosphere

and the oceans create wind and ocean currents. At the equator, trade winds
blow westward over the Pacific, pushing surface water away from South
America toward Australia and Indonesia. These strong trade winds, laden
with moisture, bring life-giving monsoons to eastern Asia. As warm surface
water moves west, cold, nutrient-rich water from deep in the ocean rises to
replace it. Along the coast of Peru, this pattern creates a rich fishing ground.

Every three to five years, however, the trade winds slacken, or even
reverse direction, allowing winds from the west to push warm surface wa-
ter eastward toward South America. This change is called the Southern
Oscillation (oscillation means swinging or swaying), and it is brought
about by a shifting pattern of air pressure between the eastern and west-
ern ends of the Pacific Ocean. The warm water, lacking nutrients, kills
marine life and upsets the ocean food chain. The warm, moist air that
slams into the South American coast brings heavy rains and storms. At
the same time, countries at the western end of the Pacific—Australia, In-
donesia, and the Philippines—have unusually dry weather that sometimes
causes drought and wildfires.

Another type of unusual weather that often follows an El Niño is
called La Niña, which is Spanish for “the girl.” El Niño and La Niña are
opposite phases in the Southern Oscillation, or the back and forth cycle
in the Pacific Ocean. Whereas El Niño is a warming trend, raising the
water temperature as much as 10°F (5.6°C) above normal, La Niña is a
cooling of the waters in the tropical Pacific, dropping the temperature of
the water as much as 15°F (8°C) below normal.

Global effects of El Niño
Meteorologists believe the altered pattern of winds and ocean tem-

peratures during an El Niño changes the high level winds, called the jet
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streams, that steer storms over North and South America. El Niños have
been linked with milder winters in western Canada and the northern United
States, as more severe storms are steered northward to Alaska. The jet
streams altered by El Niño can also contribute to storm development over
the Gulf of Mexico, which brings heavy rains to the southeastern United
States. Similar rains may soak countries of South America, such as Peru
and Ecuador, while droughts may affect Bolivia and parts of Central
America.

El Niño also appears to affect monsoons, which are annual shifts in
the prevailing winds that bring on rainy seasons. The rains of the mon-
soons are critical for agriculture in India, Southeast Asia, and portions of
Africa. When the monsoons fail, millions of people are at risk of starva-
tion. It appears that wind patterns associated with El Niños carry away
moist air that would produce monsoon rains.

La Niña can bring cold winters to the Pacific Northwest, northern
Plains states, Great Lakes states, and Canada, and warmer-than-usual win-
ters to the southeastern states. In addition, it can bring drier-than-usual
conditions to California, the Southwest, the Gulf of Mexico, and Florida,
as well as drought for the South America coast and flooding for the west-
ern Pacific region.

Not all El Niños and La Niñas have equally strong effects on global
climate; every El Niño and La Niña event is different, both in strength
and length.

Worst El Niños of the century
According the National Oceanic and Atmospheric Administration

(NOAA), 23 El Niños and 15 La Niñas took place in the twentieth cen-
tury. Out of those, the four strongest occurred after 1980. Scientists are
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Jet streams: High velocity winds that blow at upper levels in the
atmosphere and help to steer major storm systems.

Monsoon: An annual shift in the direction of the prevailing wind that
brings on a rainy season and affects large parts of Asia and Africa.



unsure if this is an indication that human activity is adversely affecting
the weather or if it is simply a meaningless random clustering.

The El Niño event of 1982–83 was one of the most destructive 
of the twentieth century. It caused catastrophic weather patterns around
the world. Devastating droughts hit Africa and Australia while torrential
rains plagued Peru and Ecuador. In the United States, record snow fell in
parts of the Rocky Mountains; drenching rains flooded Florida and the
Gulf of Mexico’s coast; and intense storms brought about floods and 
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Severe drought in Botswana,

Africa, was the result of an

El Niño weather pattern that

began in 1989. (Reproduced

by permission of The Stock

Market.)



mud slides in southern California. French Polynesia in the South Pacific
was struck by its first typhoon in 75 years. It is estimated this particular
El Niño killed 2,000 people and caused $13 billion worth of property
damage.

Less than 15 years later, another destructive El Niño pattern devel-
oped. This one, however, was much more devastating than the 1982-83
event. In fact, it was the worst in recorded history. Beginning in late 1997,
heavy rain and flooding overwhelmed the Pacific coast of South Amer-
ica, California, and areas along the Gulf Coast. Eastern Europe and East
Africa were affected, as well. Australia, Central America, Mexico, north-
eastern Brazil, Southeast Asia, and the southern United States were all hit
hard by drought and wildfires. In the United States, mudslides and flash
floods covered communities from California to Mississippi. A series of
hurricanes swept through the eastern and western Pacific. Southeast Asia
suffered through its worst drought in fifty years. As a result, the jungle
fires used to clear lands for farming raged out of control, producing smoke
that created the worst pollution crisis in world history. At least 1,000 peo-
ple died from breathing problems. By the time this El Niño period ended
some eight months later in 1998, the unusual weather patterns it had 
created had killed approximately 2,100 people and caused at least $33 bil-
lion in property damage.

[See also Atmospheric pressure; Ocean; Weather; Wind]

‡�Embryo and embryonic
development

The term embryo applies to the earliest form of life, produced when an
egg (female reproductive cell) is fertilized by a sperm (male reproductive
cell; semen). The fertilized egg is called a zygote. Shortly after fertiliza-
tion, the zygote begins to grow and develop. It divides to form two cells,
then four, then eight, and so on. As the zygote and its daughter cells 
divide, they start to become specialized, meaning they begin to take on
characteristic structures and functions that will be needed in the adult plant
or animal.

An embryo is a living organism, like a full-grown rose bush, frog,
or human. It has the same needs—food, oxygen, warmth, and protection—
that the adult organism has. These needs are provided for in a variety of
ways by different kinds of organisms.

7 8 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Embryo and
embryonic

development



Embryology
The study of changes that take place in the embryo is known as em-

bryology. As one might imagine, the subject of embryology has fascinated
humans since the dawn of time. Every culture has had its own theories
and beliefs as to how the young of any species are created and born. The
earliest formal writings on embryology can be traced to about 1416 B.C.
in India. A document in Sanskrit (an ancient Indian language) describes
the origin of the embryo being the union of the blood from the mother
and semen from the father. Although this is not completly accurate, the
document goes on to describe various stages of embryo development.

Our modern understanding of changes that take place within the em-
bryo can be traced to the rise of the cell theory in about 1838. Scientists
finally discovered the process by which sperm cells from a male and egg
cells from a female combine to form a zygote. Studies by the Austrian
monk Gregor Mendel (1822–1884) opened a way to explain how genetic
characteristics were transmitted from one generation to the next. Finally,
in 1953, the discovery of the molecular structure of DNA (deoxyribonu-
cleic acid) by the American biologist James Watson (1928– ) and the Eng-
lish chemist Francis Crick (1916– ) provided a chemical explanation of
changes that take place during fertilization and development.
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Differentiation: The process by which cells mature into specialized
cell types, such as blood cells, muscle cells, brain cells, and sex cells.

Ectoderm: The outer layer or cells in the multilayered embryo.

Endoderm: The innermost wall of a multilayered embryo.

Fetus: In the higher vertebrates, the complex stage of development
that follows the completion of the embryonic stage until hatching or
birth.

Mesoderm: The central layer of cells in an embryo covered by three
walls.

Ultrasonography: A process used to obtain “pictures” of the develop-
ing embryo using ultrasound.

Zygote: A fertilized egg.



Embryonic development
The term embryonic development refers to changes that take place

as an embryo matures. Those changes differ from plants to animals and
from species to species. The discussion that follows focuses on embry-
onic development in humans.

The zygote forms in one of the mother’s fallopian tubes, the tubes
that connect the ovaries with the uterus. It then travels to the uterus, where
it becomes affixed to the uterine lining. Along the way, the zygote di-
vides a number of times. By the time it reaches the uterus, it consists of
about 100 cells and is called an embryoblast.

The exact day on which the embryoblast implants on the uterine wall
varies, but is usually about the sixth day after fertilization. By the end of
the first week, a protective sac, the amniotic cavity, begins to form around
the embryoblast. Changes now begin to take place at a rapid rate.

During week two of embryonic development, embryonic cells have
begun the process of differentiation. The identical cells formed by the
early divisions of the zygote are beginning to take on the different char-
acteristic of muscle, blood, nerve, bone, and other kinds of cells. The em-
bryo has burrowed deep into the uterine wall and is visible as a bump on
the inner uterine surface. This position permits the embryo to receive oxy-
gen and nutrients from the mother’s blood and to excrete waste products
into her bloodstream.

Miscarriages are not uncommon at this stage of pregnancy. The
mother’s immune system may react to cells from the embryo that it clas-
sifies as “foreign” and will begin to attack those cells. The embryo may
die and be expelled.

During week three the embryo grows to a length of about 0.08 inches
(2 millimeters) long and has become pear-shaped with a rounded head
and a tapered tail end. Three distinct types of cells can be distinguished.
Ectoderm cells will form the embryo’s skin; mesoderm cells its bones,
muscles, and organs; and endoderm cells its digestive tract.

Blood vessels have begun to form and, by day 20, the embryo has
developed its own arteries and veins. Cells begin to collect along the em-
bryo’s back in a formation known as the neural tube, a structure that will
eventually develop into the brain and spinal cord.

During the fourth week, the embryo becomes C-shaped with an en-
larged forebrain and a visible tail. Eye stalks and ear pits appear. Upper
and lower limb buds are observable. Lung, liver, pancreatic, and gall blad-
der buds emerge. The umbilical cord and early facial areas also form. By
the end of this week, the embryo is comprised of millions of cells and is
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about 0.12 to 0.16 inches (3 to 4 millimeters) long. To the naked eye, the
embryo looks like a small oval.

Extensive neural (nerve) and cardiac (heart) development takes place
this week. Early bone formations, that will later be the vertebrae, appear
along the neural tube. Nerves, muscle, and connective tissues emerge
around the primitive bone formations.

By the end of fifth week, the embryo is almost 0.5 inch (about 7 to
9 millimeters) long and has all of its internal organs. The external ears
emerge, and upper limb buds extend to form paddlelike hands. The mouth,
stomach, and urinary bladder are present. Nose pits and eye lenses are
visible. A few days after upper limb bud extension, the lower limb buds
evolve further. Much more brain development occurs at this time, and the
head enlarges, causing it to bend forward and appear large compared to
the body. The umbilical cord becomes more clearly defined.

During the sixth week, the trunk straightens and upper limb devel-
opment continues. The neck, elbows, and wrists form. Mammary and pi-
tuitary gland buds appear. Bone, cartilage, and muscles become defined
around the spinal cord and in the embryonic chest. Early in this week,
tooth buds appear. These buds will become the “baby” teeth that are lost
in childhood. Rib cells line up horizontally along the trunk sides, and skin
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six weeks of development.

(Reproduced by permission of
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layers that will hold sweat glands develop. The regions of the brain that
will become the cerebral hemispheres are very prominent at this time. The
embryo appears more human by this point. It is about 0.44 to 0.56 inch
(11 to 14 millimeters) long, and its heart is beating at the rate of 140 to
150 beats per minute.

During the seventh week, future fingers and thumbs are clearly vis-
ible on the hands. The torso lengthens, the tail begins to disappear, and
the primitive organs continue to evolve. The heart has become divided
into chambers. The cornea of the eye is also present. By the end of this
week, the embryo is about 0.8 inch (20 millimeters) long and about the
size of a quarter.

During the eighth week, remarkable development occurs. Nerve cells
in the brain form at a rate of about 100,000 a minute. The top of the head
becomes more rounded and erect. Between day 52 and day 56, the fan-
shaped toes go from being webbed to separated. The fingers are entirely
distinct. The eyelids close over the eyes and become fused shut until about
the twenty-sixth week. External genital (sex organ) differences begin to
develop. All appearances of the tail are gone. By day 56, the embryo is
roughly 1 to 1.25 inches (27 to 31 millimeters) long.

Continued development
The first three months of embryonic development are known as the

first trimester, that is, the first three-month period of growth. At the end
of the first trimester, the embryo looks like an adult, with all major or-
gans having been formed. It is about 3 inches (7.5 centimeters) long. Still,
an embryo born during this period trimester will not survive. Additional
time in the mother’s womb is needed to permit further development of
the organs.

At the beginning of the second trimester, the growing organism is
no longer called an embryo, but a fetus. Fetal development continues
through the second and third trimesters until it is ready for birth at the
end of the ninth month.

Embryo diagnosis
A number of techniques have been developed to study the develop-

ment of the embryo. These techniques can be used to determine the pres-
ence of problems in the growing embryo.

An ultrasound diagnosis can be performed at any time during preg-
nancy. Ultrasound diagnosis is a type of technology that uses high-pitched
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sounds that cannot be heard by the human ear. The sound is bounced off
of the embryo and the echoes received are used to identify embryonic
size. The technique is similar to the one used by submarines to locate un-
derwater structures. By 18 weeks of pregnancy, ultrasound technology
can detect structural abnormalities such as spina bifida (various defects
of the spine), hydrocephaly (water on the brain), anencephaly (no brain),
heart and kidney defects, and harelip (in which the upper lip is divided
into two or more parts).

Chorionic villus sampling (CVS) is the most sophisticated modern
technique used to assess possible inherited, genetic defects. This test is
usually performed between the sixth and eighth week of embryonic de-
velopment. During the test, a narrow tube is passed through the vagina
or the abdomen, and a sample of the chorionic villi is removed while the

7 9 0 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Embryo and
embryonic
development Embryonic Transfer

Imagine a baby with two mothers! At one time, that idea may
have seemed absurd. Today, the practice is common. It is accom-
plished by a procedure known as embryonic transfer. Embryonic trans-
fer is carried out by removing the eggs from one female and
transferring them into the body of another female. The embryos have,
in effect, two mothers: the one that provided the egg necessary for
fertilization and the one that provided the uterus during pregnancy.

Embryonic transfer has been widely used among animal breed-
ers to increase the number of offspring from a valuable cow, sheep, or
horse. Some endangered species have benefitted from zoo breeding
programs that use embryonic transfer. In humans, embryonic transfer
is sometimes used as part of a fertility program. Egg donation or the
use of a surrogate uterus offers hope to infertile women who have
healthy eggs but lack either normal ovaries or a normal uterus.

The technique used in embryonic transfer is typified in the
procedure used with domestic animals. A prize female is stimulated
with hormones (organic chemicals) to produce many eggs. These eggs
are then fertilized, either through normal breeding or artificial insemi-
nation, with the sperm of a champion male. Next the embryos are
flushed from the uterus with a saline (salt-water) solution. Scientists
use a microscope to search for the tiny clump of cells that signify an
embryo at this stage. Once found, the embryos are ready for transfer.
They can also be frozen for future thawing and use, if desired. When



physician views the baby via an ultrasound. Chorionic villi are small hair-
like projections on the covering of the embryonic sac. They are rich in
both embryonic and maternal blood cells. By studying these embryonic
cells, genetic counselors can determine whether the baby will have any
of several defects, including Down syndrome (characterized by mental
retardation, short stature, and a broadened face), cystic fibrosis (which af-
fects the digestive and respiratory systems), and the blood diseases he-
mophilia, sickle-cell anemia, and thalassemia. It can also show the baby’s
gender.

[See also Fertilization]
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the embryos are implanted, a syringelike device delivers them into the
uterus of the foster mother. If multiple embryos exist, multiple foster
mothers are needed.

Breeders can typically produce six calves from one embryonic
transfer. In this manner, a single prized cow can produce many calves
each year. With proper training and equipment, embryonic transfer can
be mastered by cattle farmers themselves.

A similar procedure is used in humans when a woman who is
not able to produce eggs wishes to have a baby. Another woman is
found to serve as an egg donor. The egg donor may be a close relative
or may be anonymous, just as the men who donate to sperm banks are
anonymous.

Several donor eggs are retrieved through a minor operation.
The egg from the donor and the sperm from the male are combined in
the lab in a procedure known as in vitro fertilization. The fertilized egg
is then implanted in the infertile woman’s uterus for a normal preg-
nancy and birth. Three months of hormone treatment are needed to
establish the pregnancy. After that, the hormones produced normally by
the woman are enough to maintain the pregnancy. Nine months later,
the infertile woman gives birth to a baby to whom she bears no genetic
relationship. Although much less common than in vitro fertilization,
embryonic transfer offers couples a higher success rate.





‡�Endangered species
An endangered species is any animal or plant species whose very survival
is threatened to the point of extinction. Once extinct, a species is no longer
found anywhere on Earth. Once gone, it is gone forever.

Throughout Earth’s geological history species have become extinct
naturally. However, in modern times species and their natural habitats are
mostly threatened by human activities. Humans have already caused the
extinction of many species, and large numbers of many other species are
currently endangered and may soon become extinct.

Causes of extinction and endangerment
Most of the species that have ever lived on Earth are now extinct.

Extinction and endangerment can occur naturally. It can be the result of
a catastrophic disturbance, such as the collision of an asteroid with Earth
some 65 million years ago. The impact brought about the extinction of
almost 50 percent of plant species and 75 percent of animals species then
living on Earth, including the dinosaurs. Disease, a change in climate, and
competition between species also can result in natural extinction.

However, since humans became Earth’s dominant species, there has
been a dramatic increase in the number of endangered or extinct species.
The overhunting of wild animals (for their hides or meat or to protect
livestock) and the destruction of natural habitats are the human activities
most responsible. A wave of extinctions began in North America about
11,000 years ago, at about the time when people first migrated across a
land bridge from Siberia to present-day Alaska. Probably within only a
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few centuries, species such as the mastodon, mammoth, and saber-toothed
tiger had become extinct on the continent.

In modern times, overhunting has caused the extinction of such
species as the dodo (1681), great auk (1844), and passenger pigeon (1914).
In 2000, for the first time in about 300 years, a member of the primate
order (the group of mammals that includes monkeys, apes, and humans)
became extinct. The vanished primate was Miss Waldron’s red colobus,
a red-cheeked monkey. Scientists said its extinction was brought about
by overhunting and the destruction of its habitat in the rain forest canopy
in the African countries of Ghana and Ivory Coast.

How many endangered species are there?
Scientists readily agree that the rate at which species are becoming

extinct around the world is increasing rapidly. At present, they believe
extinctions caused by humans are taking place at 100 to 1,000 times na-
ture’s normal rate between great extinction episodes. It is hard, however,
to put a figure on the actual number of endangered species. Researchers
are able to document the endangerment of large and well-known animal
and plant species. But it is impossible to measure the total number of
species going extinct because scientists have described and named only
a small percentage of the world’s species. Only about 1.4 million
species—out of an estimated 10 million to 100 million—have been de-
scribed to date.

There is an enormously large number of endangered species living
in tropical rain forests, and most of these have not yet been “discovered”
by scientists. Because rain forests are quickly being converted to farm-
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Biodiversity: The wide range of organisms—plants and animals—that
exist within any given geographical region.

Endangered: When a species is vulnerable to extinction.

Extinct: When no members of a species are found anywhere on Earth.

Threatened: When a species is capable of becoming endangered in the
near future.



land and human settlements, many of these species are becoming extinct
before humans know anything about them.

Conservation organizations around the world have taken on the task
of trying to catalog as many of the world’s endangered species as possi-
ble. At the beginning of 2001, it was estimated that there were more than
1,200 endangered or threatened (those capable of becoming endangered)
species in the United States and more than 1,800 worldwide. Because
most of Earth’s biodiversity (the number of species in a given habitat) is
not yet discovered and cataloged, it is likely that there are perhaps sev-
eral million endangered species on Earth.

Why are endangered species important?
It is critical that humans act to preserve en-

dangered species and their natural habitats. These
species are important and worthwhile for many
reasons. First, and most important, all species
have value simply because they are living or-
ganisms on Earth. Second, many species have a
known value to humans. Food is provided by do-
mestic plants and animals raised on farms, as well
as certain animals, birds, and fish hunted in the
wild. Humans also benefit from the role many
species play in the environment. This includes
cleansing the air and water, controlling erosion,
providing atmospheric oxygen, and maintaining
the food chain. Third, many species have a pre-
sently unknown value to humans, such as undis-
covered medicinal plants.

Various actions have been taken to protect
endangered species. In 1973, the U.S. Congress
passed the Endangered Species Act. It established
a list of endangered species and prohibited their
trade (the list is updated periodically). The Con-
vention on International Trade in Endangered
Species (CITES, pronounced SIGH-tees) is a
multinational agreement that took effect in 1975.
Its aim is to prevent the international trade of 
endangered or threatened animal and plant
species and the products made from them (by the
end of 2000, 152 nations had signed the agree-
ment). In 1992, the United Nations Conference
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on Environment and Development (also known as the Earth Summit) was
held in Rio de Janeiro, Brazil. One of the declarations adopted by the rep-
resentatives at the conference called for an end to the loss of the world’s
species. The declaration was signed by more than 150 of the 172 nations
that attended the conference.

Scientists took an even greater step toward preserving endangered
species when, in early 2001, they announced the cloning of a gaur (pro-
nounced GOW-er). The gaur is an ox native to Southeast Asia and India.
While some 30,000 still exist in the wild, their numbers are declining be-
cause of hunting and habitat loss. To clone the gaur, the scientists re-
moved the nucleus from a cow’s egg cell and replaced it with the nucleus
of a gaur skin cell. They then placed the fertilized egg cell in the womb
of a domestic cow, which brought the gaur to term. Sadly, the baby gaur
survived only two days after birth, dying of dysentery (a disease caused
by an infection that is marked by severe diarrhea). While some scientists
remain optimistic about the future of cloning endangered species, others
believe that such cloning could hamper efforts to conserve biodiverse
habitats by offering to rescue endangered species in a lab.

[See also Biodiversity; Environmental ethics; Rain forest]

‡�Endocrine system
The endocrine system is the human body’s network of glands that pro-
duce more than 100 hormones to maintain and regulate basic bodily func-
tions. Hormones are chemical substances carried in the bloodstream to
tissues and organs, stimulating them to perform some action. The glands
of the endocrine system include the pituitary, pineal, thyroid, parathy-
roids, thymus, pancreas, adrenals, and ovaries or testes.

The endocrine system oversees many critical life processes. These
involve growth, reproduction, immunity (the body’s ability to resist dis-
ease), and homeostasis (the body’s ability to maintain a balance of inter-
nal functions). The branch of medicine that studies endocrine glands and
the hormones they secrete is called endocrinology.

Hormonal levels in the blood
Most endocrine hormones are maintained at certain levels in the

plasma, the colorless, liquid portion of the blood in which blood cells and
other substances are suspended. Receptor cells at set locations through-
out the body monitor hormonal levels. If the level is too high or too low,
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the gland responsible for its production is notified and acts to correct the
situation. Most hormones have this type of regulatory control. However,
a few hormones operate on a system whereby high levels of the particu-
lar hormone activate the release of another hormone. The end result is
usually that the second hormone will eventually decrease the production
of the initial hormone.

The pituitary
The pituitary gland has long been called the master gland because

it regulates many other endocrine glands. It secretes multiple hormones
that, in turn, trigger the release of other hormones from other endocrine
sites. The pituitary is located at the base of the brain behind the nose and
is separated into two distinct lobes, the anterior pituitary (AP) and the
posterior pituitary (PP). The entire pituitary hangs by a thin piece of tis-
sue, called the pituitary stalk, beneath the hypothalamus (the region of
the brain controlling temperature, hunger, and thirst).

The pituitary secretes at least five hormones that directly control the
activities of other endocrine glands. These are thyrotropic hormone (af-
fecting the thyroid gland), adrenocorticotropic hormone (affecting the
adrenal cortex), and three gonadotropic hormones (affecting the repro-
ductive glands).

The pituitary also secretes hormones that do not affect other glands,
but control some bodily function. These include somatotropic or growth
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Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Hormones: Chemical substances secreted by endocrine glands that are
carried in the bloodstream to tissues and organs, stimulating them to
maintain and regulate basic bodily functions.

Metabolism: Sum of all the physiological processes by which an organ-
ism maintains life.

Plasma: Colorless, liquid portion of the blood in which blood cells and
other substances are suspended.



hormone (which controls growth in all tissues) and antidiuretic hormone
(which controls the amount of water excreted by the kidneys).

The pineal
The pineal gland or body is a small cone-shaped gland believed to

function as a body clock. The pineal is located deep in the rear portion
of the brain. It secretes the hormone melatonin, which fluctuates on a
daily basis with levels highest at night. Scientists are not quite sure of the
role of melatonin. Some believe it plays a role in the development of the
male and female sex glands.

The thyroid
The thyroid is a butterfly-shaped gland that wraps around the front

and sides of the trachea (windpipe). The thyroid is divided into two lobes
connected by a band of tissue called the isthmus. Thyroid hormones play
several important roles in growth, development, and metabolism. (Metab-
olism is the sum of all the physiological processes by which an organism
maintains life.) The major hormones produced by the thyroid are thyrox-
ine and calcitonin. Thyroxine controls the metabolic rate of most cells in
the body, while calcitonin maintains proper calcium levels in the body.

The parathyroids
The parathyroids are four small glands (each about the size of a pea)

located behind the thyroid gland. These glands secrete parathormone, which
regulates calcium (and phosphate) levels in the body. Calcium has numer-
ous important bodily functions. It makes up 2 to 3 percent of the weight of
the average adult. Roughly 99 percent of the calcium in the body is con-
tained in the bones. Calcium also plays a pivotal role in muscle contraction.

The thymus
The thymus is located in the upper part of the chest underneath the

breastbone. In infants, the thymus is quite large. It continues to grow un-
til puberty, when it begins to shrink. The size of the thymus in most adults
is very small. Like some other endocrine glands, the thymus has two lobes
connected by a stalk. The thymus secretes several hormones that promote
the development of the body’s immune system.

The pancreas
The pancreas is a large gland situated below and behind the stom-

ach in the lower abdomen. The pancreas secretes pancreatic juice into the
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duodenum (the first section of the small intestine) through the pancreatic
duct. The digestive enzymes in this juice help break down carbohydrates,
fats, and proteins.

Scattered among the cells that produce pancreatic juice are small
groups of endocrine cells. These are called the Islets of Langerhans. They
secrete two hormones, insulin and glucagon, which maintain blood glu-
cose (sugar) levels.

Insulin is secreted in response to high glucose levels in the blood.
It lowers sugar levels in the blood by increasing the uptake of glucose
into the tissues. Glucagon has the opposite effect. It causes the liver to
transform the glycogen (a carbohydrate) it stores into glucose, which is
then released into the blood.

The adrenals
The adrenals are two glands, each sitting like a cap on top of a kid-

ney. The adrenals are divided into two distinct regions: the cortex (outer
layer) and the medulla (inner layer). The cortex makes up about 80 percent
of each adrenal. The adrenals help the body adapt to stressful situations.

The cortex secretes about 30 steroid hormones. The most important
of these are cortisol and aldosterone. Cortisol regulates the body’s me-

7 9 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Endocrine system

A cross-section of a human

adrenal gland, showing both

the outer adrenal cortex and

the inner adrenal medulla.

(Reproduced by permission of

Phototake.)

Ph



tabolism of carbohydrates, proteins, and fats. Aldosterone regulates the
body’s water and salt balance. The cortex is extremely important to bod-
ily processes. If it stops functioning, death occurs in just a few days.

The medulla secretes the hormones adrenaline and noradrenaline.
Both of these hormones are released during dangerous or stressful situa-
tions. They increase heart rate, blood pressure, blood flow to the muscles,
blood sugar levels, and other processes that prepare a body for vigorous
action, such as in an emergency.

The ovaries
In females, the ovaries are located at the end of each fallopian tube

and are attached to the uterus by an ovarian ligament. They produce the
female reproductive hormones estrogen and progesterone. These hor-
mones work together with the gonadotropic hormones from the pituitary
to ensure fertility. They are also important for the development of sexual
characteristics during puberty.

Each month after puberty, increased levels of estrogen signal the pi-
tuitary gland to secrete luteinizing hormone (LH; a gonadotropic hor-
mone). Once LH is secreted, the ovaries release a single egg (a process
called ovulation). While an egg travels down the fallopian tube, proges-
terone is released, which prevents another egg from beginning to mature.
The egg then attaches to the lining of the uterus. If fertilization does not
occur, the egg (with the lining of the uterus) is shed outside the body dur-
ing the monthly process called menstruation.

During pregnancy, high levels of estrogen and progesterone prevent
another egg from maturing. In addition, progesterone prevents the uterus
from contracting so that the developing embryo is not disturbed, and helps
to prepare breasts for lactation (the formation and secretion of milk).

At menopause, which usually occurs between the ages of 40 and 50,
estrogen levels fall dramatically and the monthly cycle of ovulation and
menstruation comes to an end.

The testes
The two testes are located in the scrotum, which hangs between the

legs behind the penis. In addition to producing sperm, the testes produce
testosterone, the principal male sex hormone. At puberty, increased lev-
els of testosterone bring about the development of sexual characteristics
(increased genital growth, facial hair, voice change). Testosterone helps
sperm to mature and aids in muscular development. After about the age
of 40, testosterone levels gradually decline.
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Endocrine disorders
As much as 10 percent of the population will experience some en-

docrine disorder in their lifetime. Most endocrine disorders are caused by
an increased or decreased level of particular hormones. Tumors (abnor-
mal tissue growth) in endocrine glands are one of the major causes of
hormone overproduction. Hormone underproduction is often due to de-
fective receptor cells, which fail to notify an endocrine gland when pro-
ductive of its particular hormone is too low. Injury or disease can also re-
sult in low hormone levels.

The overproduction of the growth hormone can cause giantism (un-
usually large stature). Underproduction of the same hormone can lead to
the opposite condition, dwarfism. A similar disorder, cretinism, occurs
when the thyroid does not produce enough calcitonin, which is necessary
for bone growth. Addison’s disease is a rare condition caused by insuffi-
cient hormone production by the adrenal cortex. It is characterized by ex-
treme weakness, low blood pressure, and darkening of the skin and mu-
cous membranes. Low insulin production by the Islets of Langerhans can
result in diabetes mellitus, a condition marked by excessive thirst, urina-
tion, and fatigue. If left untreated, diabetes can cause death.

[See also Diabetes mellitus; Hormone]

‡�Energy
Energy is the capacity to do work. In science, the term work has a very
special meaning. It means that an object has been moved through a dis-
tance. Thus, pushing a brick across the top of a table is an example of
doing work. By applying this definition of work, then, energy can also be
defined as the ability to move an object through a distance. Imagine that
a bar magnet is placed next to a pile of iron filings (thin slivers of iron
metal). The iron filings begin to move toward the iron bar. We say that
magnetic energy pulls on the iron filings and causes them to move.

Energy can be a difficult concept to understand. Unlike matter, en-
ergy cannot be held or placed on a laboratory bench for study. We know
about energy best because of the effect it has on objects around it, as in
the case of the bar magnet and iron filings mentioned above.

Energy can exist in many forms, including mechanical, heat, elec-
trical, magnetic, sound, chemical, and nuclear. Although these forms ap-
pear to be very different from each other, they often have much in com-
mon and can generally be transformed from one to another.
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Over time, a number of different units have been used to measure
energy. In the British system, for example, the fundamental unit of energy
is the foot-pound. One foot-pound is the amount of energy that can move
a weight of one pound a distance of one foot. In the metric system, the
fundamental unit of energy is the joule (abbreviation: J), named after Eng-
lish scientist James Prescott Joule (1818–1889). A joule is the amount of
energy that can move a weight of one newton a distance of one meter.

Potential and kinetic energy
Objects possess energy for one of two reasons: because of their po-

sition or because of their motion. The first type of energy is defined as
potential energy; the second type of energy is defined as kinetic energy.
Think of a baseball sitting on a railing at the top of the Empire State
Building. That ball has potential energy because of its ability to fall off
the railing and come crashing down onto the street. The potential energy
of the baseball—as well as that of any other object—is dependent on two
factors: its mass and its height above the ground. The baseball has a rel-
atively small mass, but in this example it still has a large potential energy
because of its distance above the ground.

The second type of energy, kinetic energy, is a result of an object’s
motion. The amount of kinetic energy possessed by an object is a func-
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Conservation of energy: A law of physics that says that energy can
be transformed from one form to another, but can be neither created
nor destroyed.

Joule: The unit of measurement for energy in the metric system.

Kinetic energy: The energy possessed by a body as a result of its
motion.

Mass: Measure of the total amount of matter in an object.

Potential energy: The energy possessed by a body as a result of its
position.

Velocity: The rate at which the position of an object changes with
time, including both the speed and the direction.



tion of two variables, its mass and velocity. The formula for kinetic en-
ergy is E � ��mv2, where m is the mass of the object and v is its veloc-
ity. This formula shows that an object can have a lot of kinetic energy
for two reasons: it can either be very heavy (large m) or it can be mov-
ing very fast (large v).

Imagine that the baseball mentioned previously falls off the Empire
State Building. The ball can do a great deal of damage because it has a
great deal of kinetic energy. The kinetic energy comes from the very high
speed with which the ball is traveling by the time it hits the ground. The
baseball may not weigh very much, but its high speed still gives it a great
deal of kinetic energy.

Conservation of energy
In science, the term conservation means that the amount of some

property is not altered during a chemical or physical change. At one time,
physicists believed in the law of conservation of energy. That law states
that the amount of energy present at the end of any physical or chemical
change is exactly the same as the amount present at the beginning of the
change. The form in which the energy appears may be different, but the
total amount is constant. Another way to state the law of conservation of
energy is that energy is neither created nor destroyed in a chemical or
physical change.

As an example, suppose that you turn on an electric heater. A cer-
tain amount of electrical energy travels into the heater and is converted
to heat. If you measure the amount of electricity entering the heater and
the amount of heat given off, the amounts will be the same.

The law of conservation of energy is valid for the vast majority of
situations that we encounter in our everyday lives. In the early 1900s,
however, German-born American physicist Albert Einstein (1879–1955)
made a fascinating discovery. Under certain circumstances, Einstein said,
energy can be transformed into matter, and matter can be transformed into
energy. Those circumstances are seldom encountered in daily life. When
they are, a modified form of the law of conservation of energy applies.
That modified form is known as the law of conservation of energy and
matter. It says that the total amount of matter and energy is always con-
served in any kind of change.

Forms of energy
We know of the existence of energy because of the various forms in

which it occurs. When an explosion occurs, air is heated up to very high
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temperatures. The hot air expands quickly, knocking down objects in its
path. Heat is a form of energy also known as thermal energy. Tempera-
ture is a measure of the amount of heat energy contained in an object.
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Energy Efficiency

Energy can be converted from one form to another, but the
process is often very wasteful. An incandescent lightbulb is an exam-
ple. When a lightbulb is turned on, electrical current flows into the
wire filament in the bulb. The filament begins to glow, giving off
light. That’s what the bulb is designed to do. But most of the electri-
cal energy entering the bulb is used to heat the wire first. That elec-
trical energy is “wasted” since it is lost as heat; the lightbulb is not
designed to be a source of heat.

The amount of useful energy obtained from some machine or
some process compared to the amount of energy provided to the
machine or process is called the energy efficiency of the machine or
process. For example, a typical incandescent lightbulb converts about
90 percent of the electrical energy it receives to heat and 10 percent
to light. Therefore, the energy efficiency of the lightbulb is said to be
10 percent.

Energy efficiency has come to have a new meaning in recent
decades. The term also refers to any method by which the amount of
useful energy can be increased in any machine or process. For exam-
ple, some automobiles can travel 40 miles by burning a single gallon
of gasoline, while others can travel only 20 miles per gallon. The
energy efficiency achieved by the first car is twice that achieved by
the second car.

Until the middle of the twentieth century, most developed
nations did not worry very much about energy efficiency. Coal, oil, and
natural gas—the fuels from which we get most of our energy—were
cheap. It didn’t make much difference to Americans and other people
around the world if a lot of energy was wasted. We just dug up more
coal or found more oil and gas to make more energy.

By the third quarter of the twentieth century, though, that
attitude was much less common as people realized that natural
resources won’t last forever. Architects, automobile and airplane
designers, plant managers, and the average home owner were all look-
ing for ways to use energy more efficiently.



Other forms of energy include electrical energy, magnetism, sound,
chemical, and nuclear energy. Although these forms of energy appear to
be very different from each other, they are all closely related: one form
of energy can be changed into another, different form of energy.

An example of this principle is an electric power generating plant.
In such a plant, coal or oil may be burned to boil water. Chemical energy
stored in the coal or oil is converted to heat energy in steam. The 
steam can then be used to operate a turbine, a large fan mounted on 
a central rod. The steam strikes the fan and causes the rod to turn. Heat
energy from the steam is converted to the kinetic energy of the rotating
fan. Finally, the turbine runs an electric generator. In the generator, 
the kinetic energy of the rotating turbine is converted into electrical 
energy.

[See also Conservation laws; Electricity; Heat; Magnetism]

‡�Engineering
Engineering is the art of applying science, mathematics, and creativity 
to solve technological problems. The accomplishments of engineering 
can be seen in nearly every aspect of our daily lives, from transporta-
tion to communications to entertainment to health care. Engineering 
follows a three-step process: analyzing a problem, designing a solution
for that problem, and transforming that design solution into physical 
reality.

Analyzing a problem
Defining the problem is the first and most critical step of the prob-

lem analysis. To best find a solution, the problem must be well under-
stood and the guidelines or design considerations for the project must be
clear. For example, in the creation of a new automobile, the engineers
must know if they should design for fuel economy or for brute power.
Many questions like this arise in every engineering project, and they must
all be answered at the very beginning of the project.

When these issues are resolved, the problem must be thoroughly re-
searched. This involves searching technical journals and closely examin-
ing solutions of similar engineering problems. The purpose of this step is
twofold. First, it allows the engineer to make use of a tremendous body
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of work done by other engineers. Second, it ensures the engineer that the
problem has not already been solved.

Designing a solution
Once the problem is well understood, the process of designing a 

solution begins. It typically starts with brainstorming, a technique by
which members of the engineering team suggest a number of possible
general approaches for the problem. Normally, one of the approaches 
is then selected as the primary candidate for further development. Oc-
casionally, however, the team may elect to pursue multiple solutions to
the problem. The members then compare the refined designs of these 
solutions, choosing the best one to pursue to completion.

Once a general design or technology is selected, the work is 
subdivided and various team members assume specific responsibi-
lities. In the case of the automobile, for example, mechanical engi-
neers in the group would tackle such problems as the design of the
transmission and suspension systems. Electrical engineers, on the
other hand, would focus on the ignition system and the various dis-
plays and electronic gauges. In any case, each of these engineers
must design one aspect that operates in harmony with every other
aspect of the general design.
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Bringing it to life
Once the design is complete, a prototype or preliminary working

model is generally built. The primary function of the prototype is to
demonstrate and test the operation of the device.

In the prototype stage, the device undergoes extensive testing to re-
veal any bugs or problems with the design. Especially with complex sys-
tems, it is often difficult to predict (on paper) where problems with the
design may occur. If one aspect of the system happens to fail too quickly
or does not function at all, it is closely analyzed and that subsystem is re-
designed and retested (both on its own and within the complete system.)
This process is repeated until the entire system satisfies the design re-
quirements.

Once the prototype is in complete working order and the engineers
are satisfied with its operation, the device goes into the production stage.
Here, details such as appearance, ease of use, availability of materials,
and safety are studied and generally result in additional final design
changes.

‡�Environmental ethics
Environmental ethics is a branch of philosophy that considers the moral
relations between human beings and their natural environment. As a field
of study, it assumes that humans have certain responsibilities to the nat-
ural world, and it seeks to help people and their leaders become aware of
them and to act responsibly when they do things that impact the natural
world.

The need for ethics
Most people recognize that some agreed-upon guidelines or general

rules should exist between individuals when they interact with one an-
other because if they did not, nothing in our lives would be predictable
or safe. In other words, people need to know that besides actual laws,
there are some basic, common ethics or principles of what is right and
what is wrong that everyone agrees upon and usually follows or lives by.
Ethics is sometimes called moral philosophy because it is concerned with
what is morally good and bad or what is right and wrong. As a special-
ized part of ethics, environmental ethics is concerned with the morality
(right and wrong) of human actions as they affect the environment or the
natural world we live in.
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Global environmental problems
As a branch of philosophy, environmental ethics is a fairly recent

development, having become a body of organized knowledge only in the
last decades of the twentieth century. It came about as a necessary re-
sponse to a growing number of very obvious threats to the physical con-
dition of the world in which we live. The list of some of these global en-
vironmental problems is a long and familiar one, and many of them came
about because of the massive increase in the growth of the human popu-
lation worldwide. As populations continue to soar, the various problems
caused by too many people naturally increase in both their number and
seriousness. It is predicted that the 2000 world population of six billion
people will rise by another one billion people within ten years. To the
many problems this causes, such as increased pollution of the air, water,
and soil, is also added the depletion of these and other important natural
resources.

Today, as we face such problems as the greenhouse effect, the de-
struction of the ozone layer, and the presence of toxic and nuclear wastes,
we can easily recognize some of their negative effects. Among these are
the growing disappearance of wilderness areas, a steady loss of biodi-
versity (the variety of species in an area) among living things, and even
the actual extinction of some species. It is safe to say that at the begin-
ning of the twenty-first century, one of the greatest challenges facing hu-
man beings is how to stop the continued harm to Earth.
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Anthropomorphic: Described or thought of as having a human form or
human attributes.

Deep ecology: Philosophical belief system that holds that all forms of
life—plant, animal, human—have an intrinsic right to exist in the
natural environment and that humans have a direct responsibility to
maintain the environment for all life forms.

Ethics: Branch of philosophy that deals with the general nature of
morals and specific moral choices.

Shallow ecology: Philosophical belief system that holds that humans
have a responsibility to protect the environment so it can support
human life both in the present and in the future.



Origins of environmental ethics
Many people associate the beginnings of today’s environmental

ethics with the first Earth Day held on April 22, 1970, in the United States.
On that day (and every April since), organizers around the country ral-
lied and demonstrated to make people and political leaders aware of the
importance of caring for and preserving the environment. That first Earth
Day launched the beginning of an environmental awareness in the United
States and later around the world. It made many people realize that some
sense of environmental responsibility should be developed and applied to
our daily lives.

Most movements do not just suddenly happen out of nowhere; 
they are usually preceded by many other influential events. In the envi-
ronmental movement, perhaps the earliest of these was the 1949 publi-
cation of a book by American naturalist Aldo Leopold (1887–1948).
Leopold had fallen in love with nature as a youngster and eventually joined
the newly established U.S. Forest Service in 1909. As a game manage-
ment expert, he came to appreciate and understand how deeply humans
affected the natural world. A year after he died, his landmark work, A
Sand County Almanac, was published. It contained not only his strong
defense of the environment but his argument that what was needed was
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a new philosophy about man and nature, or what would come to be called
an environmental ethic. This idea was carried on by others when, two
decades later, the first Earth Day was held.

Important questions
The importance of that first Earth Day was that it not only raised

the environmental consciousness or awareness of many people, but it got
them to start asking important questions. Once people became aware that
they had some sort of a responsibility toward the natural world, it then
became a matter of trying to figure out how far that responsibility ex-
tends. This naturally led to many questions, such as, does Earth exist en-
tirely for humanity? What are the rights of nonhuman species and do we
have any obligations to them? Do we have a duty to be concerned with
future generations? These and many other important questions are what
environmental ethics is all about. While answering them may be difficult,
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and people may not always agree, it is significant that they are being asked
and discussed.

Schools of thought
Answers to these questions are shaped by what theory or school of

thought of environmental ethics an individual believes in. One of these
theories says that our responsibility to the natural environment is only an
indirect one and is based on our responsibilities to other people. This
school of thought is definitely human-centered or anthropomorphic (pro-
nounced an-throw-poe-MOR-fick). While it argues that we have some
sort of responsibility to the environment, it says that this responsibility is
not a direct one and that the focus is on how the condition of the envi-
ronment affects people, both in present and in future generations. In other
words, we have a duty to make sure that Earth stays in good enough shape
so that human life is supported. Some call this school of thought or phi-
losophy “shallow ecology.”

A somewhat different school of thought is described as nonan-
thropomorphic, which means that all forms of life have an intrinsic (es-
sential or basic) right to exist in the natural environment. This point of
view gives what is called “moral standing” to animals and plants, and ar-
gues that they, like humans, are to be considered “morally significant per-
sons.” This philosophy is called “deep ecology.” It states that humans
have a direct responsibility toward maintaining the environment for all
forms of life.

There are many versions of these two schools of thought—ranging
from the argument that what is right or wrong environmentally should be
judged only by how it affects people, to one that says the environment it-
self has direct rights. Few agree on how far our responsibility extends.
Furthermore, the real disagreements are found when actual policies have
to be decided upon that will guide how we act. Despite these and other
disagreements, the fact that some sort of appreciation for nature has been
fostered in many of us, and that we realize that nature must be appreci-
ated and considered for its own sake and treated with respect, marks the
beginning of a real ethics of the environment. For a very long time, hu-
man beings have never even been aware that they had any sort of re-
sponsibility toward the natural world and all its members. However, the
development of some sort of environmental ethic that makes us consider
if our environmental actions are right or wrong marks the beginning of
future progress for a better world.

[See also Ecology; Endangered species]
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‡�Enzyme
An enzyme is a biological catalyst. A catalyst is a chemical compound
that speeds up the rate of some chemical reaction. When that chem-
ical reaction occurs in a living organism, the catalyst is known as an 
enzyme.

Catalyzed and uncatalyzed reactions
Figure 1 shows how an enzyme (or any other catalyst) affects 

the rate of a chemical reaction. Consider the reaction in which a complex
carbohydrate, such as starch, is broken down in the body to produce the
simpler sugars known as sucrose. We can express this reaction by the fol-
lowing chemical equation:

starch * sucrose

The compound present at the beginning of the reaction (starch) is known
as the reactant. The compound that is formed as a result of the reaction
(sucrose) is known as the product.

In most instances, energy has to be supplied to the reactant or reac-
tants in order for a reaction to occur. For example, if you heat a suspen-
sion of starch in water, the starch begins to break down to form sucrose.

The line labeled “Uncatalyzed reaction” in Figure 1 represents
changes in energy that take place in the reaction without a catalyst. No-

tice that the amount of energy needed to
make the reaction happen increases from
its beginning point to a maximum point,
and then drops to a minimum point. The
graph shows that an amount of energy
equal to the value Ea has to be added to
make the reaction happen.

The second line in Figure 1 shows
energy changes that take place with a cat-
alyst. Energy still has to be added to the
reactant to get the reaction started, but the
amount of energy is much less. In Fig-
ure 1, that amount of energy is indicated
by the symbol Eb. Notice that Eb is much
less than Ea. The difference in those two
values is the savings in energy provided
by using a catalyst in the reaction.
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Enzymes in biological reactions
Living organisms could not survive without enzymes. During each

second in the life of a plant or animal, thousands of different chemical re-
actions are taking place. Every one of those reactions requires the input of
energy, as shown in Figure 1. Every one of those reactions could be made
to occur by adding heat, electricity, or some other form of energy—but
not within a living organism. Imagine what would happen if the only way
we had of digesting starch was to heat it to boiling inside our stomach!

Every one of those thousands of chemical reactions taking place in-
side plants and animals, then, is made possible by some specific enzyme.
The presence of the enzyme means that the reaction can occur at some
reasonable temperature, such as the temperature of a human body or the
cells of a plant.

Structure of enzymes
All enzymes are proteins. Proteins are complex organic compounds

that consist of simpler compounds attached to each other. The simpler

8 1 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Enzyme

Words to Know

Amino acid: An organic compound that contains two special groups of
atoms known as the amino group and the carboxylic acid group.

Catalyst: Any chemical compound that speeds up the rate of a chemi-
cal reaction.

Chemical reaction: Any change in which at least one new substance is
formed.

Lock-and-key model: One of the ways in which enzymes bring about
chemical reactions.

Product: A compound that is formed as the result of a chemical reaction.

Protein: A complex chemical compound that consists of many amino
acids attached to each other which are essential to the structure and
functioning of all living cells.

Reactant: A compound present at the beginning of a chemical reaction.

Substrate: The substance on which an enzyme operates in a chemical
reaction.



compounds of which proteins are made are amino acids. An amino acid
gets its name from the fact that it contains two special groups of atoms,
an amino (•NH2) group and a carboxylic acid (•COOH) group.

Amino acids are of particular importance because they can react 
with each other to form long chains. If you mix two amino acids with
each other under the proper circumstances, the amino group on one amino
acid will react with the carboxylic acid group on the second amino acid.
If you add a third amino acid to the mixture, its amino or carboxylic acid
group will combine with the product formed from the first two amino
acids, and so on.

A protein, then, is a very long chain of amino acids strung together
somewhat like a long piece of woolen thread.

Except that proteins are really more complex than that. The long
protein does not remain in a neat threadlike shape for long. As soon as it
is formed, it begins to twist and turn on itself until it looks more like a
tangled mass of wool. It looks something like a skein of woolen thread
would look if the family cat had a chance to play with it.

A protein molecule, then, has a complicated three-dimensional
shape, with nooks and crannies and projections all over its surfaces. You
could make your own model of a protein molecule by taking a SlinkyTM

toy and turning and twisting the coil into an irregular sphere.

Enzyme function
Enzymes can act as catalysts because of

their three-dimensional shapes. Figure 2 shows
one way that enzymes act as catalysts. The lower
half of the drawing in Figure 2 represents the
three-dimensional structure of an enzyme mole-
cule. Notice the two gaps—one with a rectangu-
lar shape and one with a triangular shape—in the
upper face of the molecule.

A molecule with this shape has the ability
to combine with other molecules that have a
complementary shape. In Figure 2, a second mol-
ecule of this kind, labeled “Substrate,” is shown.
The term substrate is used for molecules that can
be broken apart by catalysts.

Notice that the shape of the substrate mol-
ecule in Figure 2 perfectly matches the shape of
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the enzyme molecule. The two molecules can fit together exactly, like a
key fitting into a lock.

Here is how we think many kinds of enzyme-catalyzed reactions
take place: a substrate molecule, such as starch, is ready to be broken
apart in a living body. The energy needed to break apart the substrate is
quite large, larger than is available in the body. The substrate remains in
its complete form.

An enzyme with the correct molecular shape arrives on the scene and
attaches itself to the substrate molecule, as in Figure 2. Chemical bonds
form between the substrate and enzyme molecules. These bonds cause
bonds within the substrate molecule to become weaker. The bonds may
actually break, causing the substrate molecule to fall apart into two parts.

After a brief period of time, the bonds between the substrate and the
enzyme molecules break. The two pieces move away from each other. By
this time, however, the substrate molecule itself has also broken apart.
The enzyme has made possible the breakdown of the substrate without
the addition of a lot of energy. The products of the reaction are now free
to move elsewhere in the organism, while the enzyme is ready to find an-
other substrate molecule of the same kind and repeat the process.

[See also Catalyst; Reaction, chemical]

‡�Equation, chemical
A chemical equation is a shorthand method for representing the changes
that take place during a chemical reaction. In describing the formation of
water from its elements, a chemist could say, for example, that “two mol-
ecules of hydrogen gas combine with one molecule of oxygen to form
two molecules of water.” Or she could write the following chemical equa-
tion that contains the same information in a much more compact form:

2 H2 � O2 * 2 H2O

At the minimum, a chemical equation contains the chemical sym-
bols and formulas for the elements and compounds involved in the reac-
tion and the � and * signs that indicate reactants and products. The term
reactants refers to the substances present at the beginning of the reaction,
and the term products refers to the substances formed in the reaction.

In the example above, the reactants are represented by the symbols
H for hydrogen and O for oxygen. The product is represented by the for-
mula H2O for water. The � sign indicates that hydrogen (H) has combined
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with oxygen (O) in the reaction. The * indicates that the two have re-
acted with each other to form water.

Balancing chemical equations
One of the fundamental laws of chemistry is the law of conservation

of matter. That law says that matter can be neither created nor destroyed
in an ordinary chemical reaction. In terms of the above reaction, the law
means that there must be the same number of hydrogen atoms and oxy-
gen atoms at the beginning of the reaction and at the end of the reaction.

The coefficients in the chemical equation assure that this condition
is true. The coefficients are the numbers in front of the chemical symbols
or formulas: 2 H2 and 2 H2O. One of the skills that beginning chemistry
students need to learn is how to select the correct coefficients in order to
make sure the equation obeys the law of conservation of matter. Choos-
ing those coefficients is called balancing the chemical equation.

Additional symbols; additional information
Most chemical equations contain other symbols (in addition to chem-

ical symbols) that provide further information about the reaction. The sub-
script 2 in the symbols for hydrogen and oxygen (H2 and O2), for exam-

8 1 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Equation,
chemical

Words to Know

Balancing an equation: The process of selecting coefficients for sym-
bols and formulas in a chemical equation to make sure that the law of
conservation of matter is not violated.

Chemical reaction: Any chemical change in which one new substance
is formed.

Chemical symbol: A letter or pair of letters that represent a specific
quantity of a chemical element.

Coefficient: A number selected for use in balancing a chemical equa-
tion. Coefficients are placed in front of the chemical symbols and for-
mulas in an equation.

Products: The substances formed in a chemical reaction.

Reactants: The substances present at the beginning of a chemical reaction.



ple, tells that each molecule of hydrogen and oxygen consists of two atoms
of the element.

Other symbols are often used to indicate the physical state of the
substances in the reaction. The same reaction for the formation of water
can also be represented as:

2 H2 (g) � O2 (g) * 2 H2O (l)

The symbols g and l tell us that hydrogen and oxygen are gases and wa-
ter is a liquid. Other symbols used for this purpose include (s) for solids
and (aq) for substances dissolved in water (the aqueous condition). Up-
ward and downward pointing arrows (+ and )) can also be used to in-
dicate the formation of gases and precipitates (solids), respectively, dur-
ing a chemical reaction.

Finally, symbols can also be used to indicate the gain or loss of heat
in a chemical reaction. Nearly all reactions are accompanied by such
changes, and they can be represented by means of the symbol �H. In the
case of the reaction above, for example, the complete reactions could be
written as:

2 H2 (g) � O2 (g) * 2 H2O (l)

�H � �571.6 kJ

In this case, the added information, �H � �571.6 kJ tells us that 571.6
kilojoules of heat energy were given off during the formation of water
from its elements. (A joule is the metric unit of measurement for energy.
One kilojoule is 1,000 joules.)

Applications
The use of chemical equations is absolutely essential in dealing with

any discussion of chemical reactions. It would be completely unreason-
able for chemists to describe chemical reactions in English sentences, as
indicated in the first paragraph of this entry. Thus, all reports of chemi-
cal research, books and articles on chemical topics, and any other writ-
ten commentaries on chemistry all include chemical equations.

[See also Reaction, chemical]

‡�Equilibrium, chemical
Chemical equilibrium (plural equilibria) is a dynamic condition (mean-
ing it is marked by continuous change) in which the rate at which two
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opposing chemical changes is the same. As an example, consider the re-
action in which ammonia gas (NH3) is made from the elements nitrogen
(N2) and hydrogen (H2). That reaction can be represented by the follow-
ing chemical equation:

N2 � 3 H2 K 2 NH3

The double arrow (K) in this equation means that two reactions are tak-
ing place at the same time. In one reaction, nitrogen and hydrogen com-
bine to form ammonia:

N2 � 3 H2 * 2 NH3

In the second reaction, ammonia breaks down to form nitrogen and hy-
drogen. This reaction is just the reverse of the first reaction:

2 NH3 * N2 � 3 H2

The term chemical equilibrium refers to the condition in which both of
the above two reactions are taking place at the same time.

Explanation
It is easy to show why many kinds of chemical reactions must reach

a point of chemical equilibrium. In the above example, suppose that the
reaction begins when nitrogen gas and hydrogen gas are mixed with each
other. At that moment in time, reaction number (1) takes place, but reac-
tion number (2) is impossible. No ammonia exists at the beginning of the
reaction, so equation (2) cannot occur.

As time goes on, the rate of reaction (1) continues to be high. A lot
of nitrogen and hydrogen are available to keep the reaction going. But
now reaction (2) can begin to occur. As ammonia is formed, some of it
can begin to break down to form the original gases—nitrogen and hy-
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Concentration: The amount of a substance present in a given volume,
such as the number of molecules in a liter.

Dynamic condition: A condition in which components are constantly
changing.

Precipitate: A solid formed during a chemical reaction.



drogen. At this point, we can say that the rate of reaction (1) is greater
than the rate of reaction (2).

Over time, as nitrogen and hydrogen are used up to form ammonia,
the rate of reaction (1) slows down. At the same time, the amount of am-
monia gets larger and the rate of reaction (2) becomes greater. Eventu-
ally, the two rates will be equal to each other: the rate of reaction num-
ber (1) will equal the rate of reaction number (2). The system has reached
a state of chemical equilibrium.

What happens if the rate of reaction (1) continues to increase be-
yond equilibrium? That statement means that more and more hydrogen
and nitrogen are used up until they are both gone. In other words, the re-
action has gone to completion. That result can occur, but it usually does
not take place in chemical reactions.

Consider what happens if the rate of reaction (2) becomes greater
than the rate of reaction (1). That means that ammonia breaks down faster
than it is being produced. At some point, all the ammonia will be gone,
and only nitrogen and hydrogen will be left. So it becomes obvious that
in many chemical reactions, a point of equilibrium must be reached.

Upsetting equilibria
The conditions under which a chemical equilibrium exists can change,

thereby changing the equilibrium itself. In general, equilibria are sensitive
to three factors: temperature, pressure, and concentration. Consider once
again the reaction between nitrogen and hydrogen to form ammonia:

N2 � 3 H2 K 2 NH3

What happens to this equilibrium if the temperature is increased? An in-
crease in temperature increases the rate at which molecules move. The
faster molecules move, the more likely they are to react with each other.
In the above example, increasing the temperature increases the likelihood
that nitrogen and ammonia molecules will react with each other and the
rate of reaction number (1) will increase. The rate of reaction (2) will not
change. Eventually a new equilibrium will be established reflecting this
change of reaction rates.

Changing the pressure on a reaction involving gases produces a sim-
ilar effect. Increasing the pressure brings molecules more closely together
and increases the chances of their reacting with each other.

Finally, changing the concentration (number of molecules present)
of substances in the reaction can change the equilibrium. Suppose that a
lot more hydrogen is added to the previous reaction. With more hydrogen
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molecules present, the rate of the forward reaction will increase. Again, a
new equilibrium will be reached that reflects this changed rate of reaction.

Reactions that go to completion
Most chemical reactions can be described by the previous explana-

tion. Some cannot. Various factors can force a reaction not to reach equi-
librium; instead, the reaction is said to go to completion. The phrase go
to completion means that the forward direction—such as reaction (1)
above—continues until all reactants are used up. The product is prevented
from breaking down—as in reaction (2) above—to form the original re-
actants.

One condition that leads to a completed reaction is the formation of
a gas that escapes from the reaction. When zinc metal (Zn) is added to
hydrochloric acid (HCl), for example, hydrogen gas (H2) is formed. The
hydrogen gas bubbles away out of the reaction. Since it is no longer pre-
sent, the reverse reaction cannot occur:

Zn � 2 HCl * ZnCl2 � H2 +

(The upward-pointing arrow in the equation means that hydrogen escapes
as a gas.)

Another condition that leads to a completed reaction is the forma-
tion of a precipitate in a reaction. A precipitate is a solid that forms dur-
ing a chemical reaction. When silver nitrate (AgNO3) is added to hy-
drochloric acid (HCl), silver chloride (AgCl) is formed. Silver chloride is
insoluble and settles out of the reaction as a precipitate. Since the silver
chloride is no longer present in the reaction itself, the reverse reaction
(AgCl � HNO3 * AgNO3 � HCl) cannot occur:

AgNO3 � HCl * AgCl ) � HNO3

(The downward-pointing arrow means that silver chloride forms as a pre-
cipitate in the reaction.)

‡�Erosion
Erosion is the general term for the processes that wear down Earth’s sur-
faces, exposing the rocks below. The natural forces responsible for this
endless sculpting include running water, near-shore waves, ice, wind, and
gravity. The material produced by erosion is called sediment or sedi-
mentary particles. Covering most of Earth’s surface is a thin layer of sed-
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iment known as regolith, which is produced by the erosion of bedrock,
or the solid rock surface underlying Earth’s surface.

Natural sources of erosion
Running water. Everywhere on the planet, running water continu-
ously reshapes the land by carrying soil and debris steadily downslope.
As the sediment and other eroded materials are carried along the bottoms
of streams and rivers, they scour away the bedrock underneath, eventu-
ally carving deep gorges or openings. A classic example of the erosive
power of running water over a great period of time is the Grand Canyon
of the Colorado River.

Rain falling on dry land also can result in erosion. When raindrops
strike bare ground that is not protected by vegetation, they loosen parti-
cles of soil, spattering them in all directions. During heavy rains on sloped
surfaces, the dislodged soil is carried off in a flow of water.
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Near-shore waves. Along seacoasts, the constant movement of tides
and the pounding of waves alter the shoreline. The strong force of waves,
especially during storms, erodes beaches and cliffs. Breaking waves of-
ten contain small pebbles and stones that scrape away at seacoast rocks,
rubbing and grinding them into pieces. Waves can also trap air in small
cracks and crevices in the rocks against which they crash. Small explo-
sions in the rock result when air pressure builds up, sending loose chunks
of rock toppling down.

Ice. Ice, in the form of huge glaciers, can plow through rock, soil, and
vegetation. As the ice moves along, it scoops up great chunks of bedrock
from the slopes, creating deep valleys. In turn, the rocks and soil already
carried along the bottom of the glacier wear away the bedrock that is not
loosened. Along many seacoasts, especially in Norway, glaciers gouged
out fjords—long, narrow inlets whose bottoms can reach depths thousands
of feet below sea level.

Wind. Wind erosion is referred to as eolian erosion, after Aeolus, the
Greek god of wind. Erosion due to wind is more pronounced in dry re-
gions and over land that lacks vegetation. The wind easily picks up par-
ticles of soil, sand, and dust and carries them away. Wind cannot carry
as large of particles as flowing water, and it cannot carry fine particles
more than a few feet or a meter above ground level. However, windblown
grains of sand, when carried along at high speeds, effectively act as cut-
ting tools. In desert regions, the bases of rocks and cliffs are often dra-
matically sandblasted away, resulting in mushroom-shaped rocks with
large caps and slender stems.

Gravity. Gravity exerts a force on all matter, earth materials included.
Gravity, acting alone, moves sediment down slopes. Gravity also causes
water and ice to flow down slopes, transporting sediment with them. When
bare soil on steep slopes becomes waterlogged and fluid, the downward
pull of gravity results in a landslide. Sometimes landslides are simple
lobes of soil slumped down a hillside; other times they can be an avalanche
of rocks and debris hurtling downslope.

Human contributions to erosion
Soil loss results naturally from erosion. A balance exists on Earth

between the erosion of land and its rejuvenation by natural forces. How-
ever, human activities have overwhelmed this balance in many parts of
the world. The removal of vegetation, poor farming practices, strip min-
ing, logging, construction, landscaping, and other activities all increase
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erosion. In general, any land use or activity that disturbs the natural veg-
etation or that changes the slope or surface materials of an area will in-
crease the chances of erosion.

The Dust Bowl that took place in the prairie states of America in
the 1930s is an example of an ecological disaster resulting from erosion.
In the years leading up to the Dust Bowl, farmers planted wheat on lands
that were formerly used for livestock grazing. After several growing sea-
sons, the livestock were returned and allowed to graze. Their hooves pul-
verized the unprotected soil, which strong winds then carried aloft in huge
dust clouds. Crops and land were destroyed by the dust storms, and many
families were forced to abandon their farms.

[See also Soil]

‡�Europe
Europe is the world’s sixth largest continent. Together with its adjacent is-
lands, it occupies an area of about 4,000,000 square miles (10,360,000
square kilometers), roughly 8 percent of the world’s land area. Geograph-
ically, Europe can be seen as a peninsula of the single great continent called
Eurasia (Europe and Asia combined). However, because Europe has such
a distinctive history and culture, it is considered a separate continent.

The boundaries of the European continent are recognized as the Ural
Mountains and the Ural River in the east; the Caspian Sea and the Cau-
casus Mountains in the southeast; and the Black Sea and the Bosporus
and Dardenelle Straits in the south. The Mediterranean Sea and the Strait
of Gibraltar separate Europe from the African continent, while the At-
lantic Ocean borders it in the west and the Arctic Ocean borders it in the
north. Numerous islands around the continental landmass are considered
to be a part of Europe. More than 40 independent counties lie within the
boundaries of the European continent.

The highest point on the continent is Mount Elbrus in the Caucasus
Mountains, which rises 18,481 feet (5,633 meters) above sea level. The
lowest point occurs at the surface of the Caspian Sea, 92 feet (28 meters)
below sea level.

Chief rivers and lakes
Europe’s longest river is the Volga, which runs for almost 2,300

miles (3,700 kilometers) in central and western Russia before emptying
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into the Caspian Sea. It drains an area of about 533,000 square miles
(1,380,470 square kilometers). Europe’s second longest river, the Danube,
runs through the heart of the continent. About 1,770 miles (2,850 kilo-
meters) long, it drains an area of roughly 320,000 square miles (828,800
square kilometers). A third prominent river is the Rhine, which winds
through west-central Europe for 820 miles (1,320 kilometers) before emp-
tying into the North Sea. Other chief European rivers include the Elbe in
central Europe; the Dnieper and Don in Russia; the Garonne, Loire, and
Rhône in France; the Tagus in Spain; and the Oder and Vistula in Poland.

The Caspian Sea, with an area of 143,550 square miles (371,795
square kilometers), is the largest inland body of water in the world. The
largest lake within the boundaries of Europe proper is Russia’s Lake
Ladoga, which covers approximately 7,000 square miles (18,100 square
kilometers). Other large European lakes include Geneva and Zurich in
Switzerland; Constance on the border of Switzerland, Germany, and Aus-
tria; Balaton in Hungary; Como, Garda, and Maggiore in Italy; and Vät-
tern and Vänern in Sweden.

Major physical regions
Europe may be divided geographically into four physical regions:

the Northwestern Uplands, the Central Plain, the Central Uplands, and the
Alpine mountain chain.

Northwestern Uplands. Uplands—high plateaus, rugged mountains,
and deep valleys—stretch along Europe’s northwest coast from western
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Bedrock: Solid rock lying beneath the soil on the surface of Earth.

Bog: Area of wet, spongy ground consisting of decayed plant matter.

Fjord: Long, narrow, steep-sided inlet of the sea.

Glacier: Large mass of ice slowly moving over a mountain or through a
valley.

Moor: Broad stretch of open land, often with boggy areas.

Moraine: Mass of boulders, stones, and other rock debris carried along
and deposited by a glacier.



France through the United Kingdom to the Scandinavian peninsula. Farm-
ing in this area is often difficult because of the rocky soil, and the cli-
mate is often rainy. Moors and bogs (areas of wet spongy ground) dom-
inate in the northern sections.
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Podgorica

Europe. (Reproduced by per-

mission of The Gale Group.)



During the last Ice Age, which ended about 11,000 years ago, glacial
ice covered much of the far northern areas. When the ice retreated, it left
deep valleys along the shores into which ocean water flowed. These nar-
row arms of the sea—called fjords—reach far inland and are bordered by
steep mountains.

Central Plain. The most densely settled part of Europe, with its largest
cities and manufacturing sites, is the Central Plain. Starting at the Atlantic
coast of France, it spreads out in a V-shape, growing wider as it extends
west. At the Ural Mountains, it stretches from the Arctic Ocean to the
Black Sea. Except for being perfectly flat in the Netherlands, the plain
features occasional hills and isolated ridges. Much of the plain holds fer-
tile agricultural soil.

Around the Baltic Sea, Ice Age glaciers left mounds of boulders,
stones, and other rock debris they had carried along. These remaining
hills, called terminal moraines, mark the leading edge of these glaciers.

Glaciers subject earth materials beneath them to the most intense
kind of scraping and scouring. An alpine glacier has the power to tear
bedrock (solid rock beneath soil) apart and move the shattered pieces
miles away. These are the forces that shaped the sharp mountain peaks
and U-shaped mountain valleys of modern Europe. Many European moun-
tain ranges bear obvious scars from alpine glaciation, and the flat areas
of the continent show the features of a formerly glaciated plain.

Central Uplands. Between the Central Plain and the Alpine moun-
tains lies a band of uplands. It stretches from Spain’s Atlantic coast
through France and Germany to Poland. Important mountainous and
wooded plateaus in this band include the Meseta (in Spain), the Massif
Central (in France), the Ardennes (across Belgium, Luxembourg, and
France), the Black Forest (in Germany), and the Bohemian Forest (along
the northern Czech-German border).

Alpine mountain chain. Southern Europe from Spain to the south-
ern part of western Russia is dominated by the Alpine mountain chain.
Beginning at the western edge, the mountains forming this chain are the
Sierra Nevada range in Spain, the Pyrenees between Spain and France,
the Alps in south-central Europe, and the Apennines in Italy.

The Sierra Nevada range in southern Spain runs parallel to the Mediter-
ranean Sea for about 60 miles (100 kilometers). The highest peak in the
range is Mulhacén, which rises to a height of 11,411 feet (3,478 meters).

The Pyrenees form an effective barrier between the Iberian Penin-
sula (on which Portugal and Spain lie) and the rest of Europe. They ex-
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tend 270 miles (435 kilometers) in an almost straight line from the Bay of
Biscay on the west to the Gulf of Lions on the east. The highest peak in
the Pyrenees is Pico de Aneto, 11,168 feet (3,404 meters) above sea level.

The Alps are Europe’s great mountain system. They stretch in an
arc for almost 660 miles (1,060 kilometers) from the Mediterranean coast
between France and Italy into Switzerland and along the northern bound-
ary of Italy, through southwest Austria, before ending in Slovenia. The
Alps, composed of more than 15 principal mountain ranges (all of which
have offshoot ranges), cover an estimated 80,000 square miles (207,200
square kilometers). They form a barrier between southern Europe and
western and central Europe. The highest peak in the Alps is Mont Blanc,
15,771 feet (4,807 meters) in height. Many peaks in the Alps rise above
the snowline, 8,000 to 10,000 feet (2,440 to 3,050 meters), and thus are
permanently snowcapped.

The Apennines run the entire length of the Italian peninsula. They
extend about 840 miles (1,350 kilometers) from the Ligurian Alps (which
they resemble geologically) in northwest Italy south to the Strait of
Messina. The highest peak in the Apennines is Monte Corno, which stands
9,560 feet (2,914 meters) above sea level. Most rivers in Italy find 
their source in the Apennines. The central and southern portions of the
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mountain system are marked by crater lakes and volcanoes. Two of those
volcanoes—Vesuvius and Etna—are still active. It was Vesuvius that
erupted on August 24, A.D. 79, burying the cities of Pompeii and Hercu-
laneum.

Boundary mountains
The Caucasus Mountains, extending for about 750 miles (1,210 kilo-

meters), act as a divide between Europe and the Middle East. The moun-
tain system is volcanic in origin, and many of its peaks rise above 15,000
feet (4,600 kilometers). Included in this group is Mount Elbrus, Europe’s
highest mountain. Lying northeast of the Caucasus are the Ural Moun-
tains, the far eastern boundary of Europe. Unlike the Caucasus, the Urals
do not form an almost impassable wall. They are low and covered with
forests. The Urals, extending about 1,500 miles (2,400 kilometers) from
the Arctic tundra to the deserts near the Caspian Sea, average only 3,000
to 4,000 feet (900 to 1,200 meters) in height. The highest peak in the
range is Mount Narodnaya, which rises 6,214 feet (1,894 meters) above
sea level.

Geological forces in present-day Europe
Europe continues to change today. From the Atlantic coast of the

Iberian Peninsula to the Caucasus, Europe’s southern border is geologi-
cally active. It will remain so effectively forever. Africa, Arabia, and the
Iranian Plateau all continue to move northward, which will insure con-
tinued mountain-building in southern Europe.

Geologists are concerned about volcanic hazards, particularly under
the Bay of Naples and in the Caucasus. Smaller earthquakes, floods, and
other natural disasters happen almost every year. In historic times, entire
European cities have been devastated or destroyed by volcanos, earth-
quakes, and seismic sea waves. These larger-scale natural disasters can
and will continue to happen in Europe on an unpredictable schedule.

‡�Eutrophication
Eutrophication (pronounced you-tro-fi-KAY-shun) is a natural process
that occurs in an aging lake or pond as that body of water gradually builds
up its concentration of plant nutrients. Cultural or artificial eutrophication
occurs when human activity introduces increased amounts of these nutri-
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ents, which speed up plant growth and eventually choke the lake of all of
its animal life.

In nature, eutrophication is a common phenomenon in freshwater
ecosystems and is really a part of the normal aging process of many lakes
and ponds. Some never experience it because of a lack of warmth and
light, but many do. Over time, these bodies of freshwater change in terms
of how productive or fertile they are. While this is different for each lake
or pond, those that are naturally fed rich nutrients from a stream or river
or some other natural source are described as “eutrophic,” meaning they
are nutrient-rich and therefore abundant in plant and animal life. Eu-
trophication is not necessarily harmful or bad, and the word itself is of-
ten translated from the Greek as meaning “well nourished” or “good food.”
However, eutrophication can be speeded up artificially, and then the lake
and its inhabitants eventually suffer as the input of nutrients increases far
beyond what the natural capacity of the lake should be.

Too much of a good thing
Natural eutrophication is usually a fairly slow and gradual process,

occurring over a period of many centuries. It occurs naturally when for
some reason, production and consumption within the lake do not cancel
each other out and the lake slowly becomes overfertilized. While not rare
in nature, it does not happen frequently or quickly. However, artificial or
human-caused eutrophication has become so common that the word eu-
trophication by itself has come to mean a very harmful increase and ac-
celeration of nutrients. It is as if something receives too much fertilizer
or has too much of what is a good thing.
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Words to Know

Algae: Single-celled or multicellular plants or plantlike organisms that
contain chlorophyll, thus making their own food by photosynthesis.
Algae grow mainly in water.

Nitrate: A salt or ester of nitric acid, which is a transparent corrosive
liquid composed of nitrogen, hydrogen, and oxygen.

Phosphate: A salt or ester of a phosphoric acid, which is any of three
acids that are formed when the oxide of phosphorus reacts with water.



Humans increase the rate of eutrophication
Human activities almost always result in the creation of waste, and

many of these waste products often contain nitrates and phosphates. Ni-
trates are a compound of nitrogen, and most are produced by bacteria.
Phosphates are phosphorous compounds. Both nitrates and phosphates are
absorbed by plants and are needed for growth. However, the human use
of detergents and chemical fertilizers has greatly increased the amount of
nitrates and phosphates that are washed into our lakes and ponds. When
this occurs in a sufficient quantity, they act like fertilizer for plants and
algae and speed up their rate of growth.

Algae are a group of plantlike organisms that live in water and can
make their own food through photosynthesis (using sunlight to make food
from simple chemicals). When additional phosphates are added to a body
of water, the plants begin to grow explosively and algae takes off or
“blooms.” In the process, the plants and algae consume greater amounts of
oxygen in the water, robbing fish and other species of necessary oxygen.

All algae eventually die, and when they do, oxygen is required by
bacteria in order for them to decompose or break down the dead algae.
A cycle then begins in which more bacteria decompose more dead algae,
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consuming even more oxygen in the process. The bacteria then release
more phosphates back into the water, which feed more algae. As levels
of oxygen in the body of water become lower, species such as fish and
mollusks literally suffocate to death.

Eventually, the lake or pond begins to fill in and starts to be choked
with plant growth. As the plants die and turn to sediment that sinks, the
lake bottom starts to rise. The waters grow shallower and finally the body
of water is filled completely and disappears. This also can happen to wet-
lands, which are already shallow. Eventually, there are shrubs growing
where a body of water used to be.

In the 1960s and 1970s, Lake Erie was the most publicized exam-
ple of eutrophication. Called a “dead lake,” the smallest and shallowest
of the five Great Lakes was swamped for decades with nutrients from
heavily developed agricultural and urban lands. As a result, plant and al-
gae growth choked out most other species living in the lake, and left the
beaches unusable due to the smell of decaying algae that washed up on
the shores. New pollution controls for sewage treatment plants and agri-
cultural methods by the United States and Canada led to drastic reduc-
tions in the amount of nutrients entering the lake. Forty years later, while
still not totally free of pollutants and nutrients, Lake Erie is again a bio-
logically thriving lake.

[See also Lake]

‡�Evaporation
Evaporation is the name given to the process in which a liquid is con-
verted to the gaseous state. Everyone is familiar with the process of evap-
oration. Suppose that you spill a teaspoon of water on the kitchen table.
If you come back a few hours later, the water will have disappeared. It
has changed from liquid water into water vapor, or evaporated.

Molecular explanation
Evaporation occurs because all molecules of all substances are con-

stantly in motion. Consider the molecules that make up a teaspoon of wa-
ter, for example. Those molecules are constantly in motion, flying back
and forth within the water, sometimes colliding with each other. When
collisions occur, some molecules gain energy from other molecules.

Those changes make little difference for molecules deep within the wa-
ter. But for molecules at the surface of the water, the situation is different.
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Molecules at the surface that pick up energy from other molecules begin
to travel faster. Eventually, they may be able to travel fast enough to es-
cape from the surface of the water or to evaporate from the water.

This process continues as long as water molecules remain. Mole-
cules that were once inside the water eventually work their way to the
surface. When they pick up enough energy by colliding with other water
molecules, they too escape. Eventually, no water molecules remain. The
liquid has completely evaporated.

The remaining liquid
This description explains an interesting fact about an evaporating

liquid: its temperature decreases as evaporation occurs. Remember that
surface molecules escape from the liquid as they pick up energy from
other molecules. The molecules left behind, therefore, have less energy
than they had before the collisions. Since they have less energy, they also
have a lower temperature.

The human body uses this principle to remain cool. On a warm day,
we perspire (sweat). Sweat evaporates from the skin, taking body heat
with it. As a result, the body is cooled.

Commercial applications
Evaporation is an important commercial process by which liquids

are removed from solids. In many instances, a product is formed as the
result of a chemical reaction that takes place in water. One way to obtain
the final product is to simply allow the water to evaporate leaving the
solid product behind.

[See also Matter, states of]

‡�Evolution
The term evolution in general refers to the process of change. For exam-
ple, one can describe the way in which a section of land evolves over
time. Geologic evolution comes about as the result of forces such as earth-
quakes, volcanoes, land movements, rain, snow, wind, and other factors.
In biology, the term evolution refers to changes that take place in organ-
isms over long periods of time. For example, one can study the changes
that take place in a population of fruit flies over many generations. The
characteristics of that population after 100 generations is likely to be quite
different from the characteristics of the first generation of flies.
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Scientists and laypeople often refer to the theory of evolution. The
term “theory” in this phrase does not refer to a scientific guess, as the
term is sometimes used. Instead, the term refers in this case to a large 
collection of well-established laws and facts about the ways organ-
isms change over time. The theory of evolution is not in any sense an
idea whose truth needs to be tested. Instead, it is one of the most funda-
mental and most important general concepts in all of the biological 
sciences.

Historical background
The English naturalist Charles Darwin (1809–1882) is generally re-

garded as the father of modern evolutionary theory. However, evolution-
ary thought can be traced to much earlier periods. In the mid-eighteenth
century, for example, the French mathematician Pierre-Louis Maupertuis
(1698–1759; last name pronounced moe-per-TWEE) and the French en-
cyclopedist Denis Diderot (1713–1784; name pronounced da-NEE dee-
duh-ROE) proposed evolutionary theories that contained ideas that reap-
peared in Darwin’s own theory a century later.

The French naturalist Jean-Baptiste Lamarck (1744–1829) was the
first to clearly explain the theory that species could change over time into
new species. In his 1809 book Philosophie zoologique, he argued that liv-
ing things progress inevitably toward greater per-
fection and complexity. The driving force behind
that change, he said, was the natural environment.
According to Lamarck’s theory, changes in the
environment altered the needs of living creatures.
These creatures, in turn, responded by using cer-
tain organs or body parts more or less. As the
body parts were either used or disused, they
would change in size or shape. That change
would then be inherited by the creatures’ off-
spring, Lamarck said. Such changes could then
be regarded as “acquired characters.” According
to this notion of the inheritance of acquired char-
acteristics, also known as Lamarckism, giraffes
would have “acquired” their long necks from
stretching to reach leaves not available to other
animals. Members of each succeeding generation
would have stretched their necks to attain leaves
at ever higher levels, leading to the modern gi-
raffe. Although this theory was later discredited
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and abandoned, Lamarck remains the first scientist to acknowledge the
adaptability of organisms.

Darwin and his contemporary, Alfred Russell Wallace (1823–1913),
are credited with independently providing the first logical theory for a
mechanism to explain evolutionary change. Darwin and Wallace called
that theory natural selection. However, Wallace did not develop his ideas
as fully as did Darwin. As a result, it is Darwin who is generally given
credit for having founded the modern theory of evolution. He outlined the
fundamental ideas of that theory in his 1859 book The Origin of Species
by Means of Natural Selection and his later works. One major difference
between the two men was that Wallace did not believe that natural se-
lection could have produced the human brain. He thought that human in-
tellect could only have been created by a higher power (a god), a concept
that Darwin rejected.

In The Origin of Species, Darwin concluded that some individuals
in a species are better equipped to find food, survive disease, and escape
predators than others. He reasoned that these individuals are more likely
to survive, mate, and produce offspring. Individuals that are not as well-
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DNA (deoxyribonucleic acid): A large, complex chemical compound
that makes up the core of a chromosome and whose segments consist
of genes.

Fitness: The ability of an organism to survive in an environment as
measured by the average number of offspring produced by individuals
with a certain set of genes, relative to that of individuals with a dif-
ferent set of genes.

Gene: A section of a DNA molecule that carries instructions for the
formation, functioning, and transmission of specific traits from one
generation to another.

Mutation: A change in the physical structure of an organism’s DNA
(deoxyribonucleic acid), resulting in a genetic change that can be
inherited.

Natural selection: Also referred to as “survival of the fittest,” the
process by which some organisms are better able to survive and repro-
duce in some present environment.



adapted to their environment are less likely to survive, mate, and produce
offspring. As a result, each generation of a population will consist of 
individuals that are better and better adapted to their environment. The
overall characteristics of the population will change to reflect this better
adaptation.

The major problem with Darwin’s theory—which he acknowl-
edged—was that he didn’t know the mechanism by which successful adap-
tations could be passed from one generation to the next. The solution to
that problem lay in the research done by the Austrian monk and botanist
Gregor Mendel (1822–1884). Mendel discovered that hereditary charac-
teristics are transmitted from generation to generation in discrete units
that he called “factors” and that we now call genes. Darwin’s theory can
be restated to say that individuals who are better adapted to their envi-
ronment are more likely to pass their genes to the next generation than
are other members of a population.

Evidence for evolution
Support for the theory of evolution comes from a number of sources.

One of these sources is the science of embryology, the study of early forms
of an organism. Darwin reasoned that organisms that have passed through
a period of evolution will retain some reminders of that history within their
bodies. As its turns out, virtually all living creatures possess vestigial fea-
tures. A vestigial feature is a structure that once served some function in
an ancestor and remains in an organism at some stage of its development.
But the structure no longer serves any function in that organism.

As an example, the embryos of all vertebrates (animals with back-
bones) look remarkably alike at an early stage. They all contain, for ex-
ample, a tail-like structure that may or may not be lost as the individual
develops. Also, fetal whales, still in their mothers’ wombs, produce teeth
like all vertebrates. However, those teeth are later reabsorbed in prepara-
tion for a life of filtering plankton from their ocean habitat. Snakes, whose
vertebrate ancestors ceased walking on four legs millions of years ago,
still possess vestigial hind limbs with reduced hip and thigh bones.

In some cases, the same structures may be adapted for new uses.
The cat’s paw, the dolphin’s flipper, the bat’s wing, and a human hand
all have a similar structure. They all contain counterparts of the same five
bones forming the digits or fingers (in humans). There is no known en-
vironmental or functional reason why there should be five digits. In the-
ory, there could just as easily be four or seven. The point is that the an-
cestor to all tetrapods (vertebrates with four legs) had five digits. Thus,
all living tetrapods have that number, although in a modified form.
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Another important source of evidence about evolution comes from
the fossil record. In general, one would expect, if evolutionary theory is
correct, that the older a fossil is the simpler and more primitive it is. Such,
in fact, is the case. Fossil invertebrates (animals that lack backbones),
plants, and animals appear in the rocky layers of Earth’s crust in the same
order that their anatomical complexity suggests they should: with the more
primitive organisms in the older layers, beneath the increasingly complex
organisms in the more recent deposits. No one has ever found a flower-
ing plant or a mammal in deposits from 400 million years ago, for in-
stance, because those organisms did not appear on Earth until much later.

In some cases, evolution can actually be observed. Organisms that
reproduce rapidly can be exposed to environmental factors that would af-
fect the make-up of the population. In one famous experiment, Joshua
Lederberg (1925– ) and Esther Lederberg (1922– ) exposed bacterial
colonies to an antibiotic. In the first stages of the experiment, most bac-
teria in the colony were killed off by the antibiotic; only a very few sur-
vived. As the colony reproduced, however, that pattern began to change.
More and more individuals in the population were resistant to the antibi-
otic. Eventually, the antibiotic was no longer successful in killing off the
new strain of bacteria that had evolved.

Finally, evidence for evolution can be found in the most fundamental
part of living organisms: the structure of their DNA molecules. DNA (de-
oxyribonucleic acid) is the molecule in all living cells that controls the
functions of those cells. When one studies the DNA of animals that ap-
pear to be related to each other on a superficial level, such as humans and
chimpanzees, very close similarities in the DNA of these animals can also
be observed.

Evolutionary mechanisms
One of the fundamental questions in evolutionary thought is how

changes take place within a species. How does it happen that the organ-
isms that make up a population today are different in important ways from
the organisms that made up a similar population a thousand or a million
years ago?

For biologists, that question can be rephrased in terms of changes
in gene frequencies. Suppose one could make a list of all the genes in a
population of muskrats in a particular geographical region. Since all the
individuals in that population are muskrats, they will share a great many
genes in common with each other. However, all muskrats in the popula-
tion will not have identical genes. There will be some variability among
those genes.
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Natural selection. An important factor in the evolution of a species
is that, as a whole, a species tends to overproduce. That is, under most cir-
cumstances, more muskrats (or any other organism) are born each year than
can possibly survive. Environmental factors such as food, water, and liv-
ing space limit the number of individuals that will survive in any one year.

For all living organisms, then, life can be seen as a struggle. A con-
stant battle goes on among the individuals to determine which individuals
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So, how did it all begin? Any discussion of evolution eventually
leads to the most basic question of all: how did life begin on Earth?

Humans have wondered about that question for centuries. One
of the oldest beliefs is that organisms are created by the process of
spontaneous generation. According to this theory, organisms arise out
of nonliving matter almost magically—from garbage, refuse, muddy
water, and other places where dirt collects. In the 1860s, French
chemist Louis Pasteur (1822–1895) showed that living organisms only
come from other living organisms. So the question remained, where did
the first organisms come from?

The most popular theory today is that the first living organ-
isms probably grew out of the warm “chemical soup” that existed on
Earth’s surface three to four billion years ago. That soup consisted of
compounds of nitrogen, oxygen, carbon, and hydrogen. With energy
provided by sunlight, lightning, and the heat of volcanoes, those com-
pounds apparently came together to form amino acids. Those amino
acids, in turn, reacted with each other to form proteins, the building
blocks of all forms of life. In 1953, American chemist Stanley Miller
(1930–) showed in a laboratory experiment how such reactions might
take place. Since that time, more and more experiments have strength-
ened the “chemical soup” theory of the origin of life.

Still, other theories remain. For example, some scientists
believe that the seeds from which life on Earth began arrived on our
planet millions of years ago from outer space, brought by meteors that
fell to the planet’s surface. Recent discoveries by astronomers of the
presence of these “life-giving” chemicals (complex carbon molecules
and water) in comets, in the dust and gas of distant stars, and in the
emptiness of outer space lend some support to this theory.



survive and which will die. In determining the outcome of that battle, it
should be obvious that those individuals best adapted to an environment
will survive. For example, in a cold environment, individuals that are
somewhat better able to live in cold temperatures are more likely to live
than those that are adapted to a somewhat warmer environment.

More to the point, individuals that are adapted to an environment
are more likely to live and to reproduce. Those individuals are more likely
to survive, reproduce, and pass their genes on to the next generation. In-
dividuals that are less well-adapted are less likely to reproduce and pass
on their generations. Over a long period of time, the individuals that make
up a population are better and better adapted to the environment in which
they live.

This fact of life has been summarized in one of the most famous ex-
pressions in all of biology, the “survival of the fittest.” The phrase sim-
ply means that individuals that “fit” the needs, demands, and opportuni-
ties of the environment are most likely to have offspring that will also
“fit in” with the environment.

This process is described as natural selection. The term natural se-
lection refers to the tendency of organisms that are better adapted to an
environment to survive, reproduce, and pass on their genes to the next
generation.

The effects of natural selection can be seen when an environment
changes. As an environment changes, the characteristics needed to sur-
vive within it also change. Evolution continues, but the direction it takes
may alter.

For example, suppose that global climate changes occur. Suppose
that the annual average temperature in northern Canada begins to 
drop. Over a one-million year period, the region becomes much colder.
In such a case, organisms that are better adapted to cold climates will sur-
vive, reproduce, and pass on their “cold weather” genes to their offspring.
The individuals that make up a population will differ from the individu-
als in a population one million years earlier because the population has
adapted to new environmental conditions. Natural conditions have “se-
lected” those individuals (along with their genes) best adapted to the new
environment.

Mutation. An important factor in evolution is mutation. Mutation is
the process by which changes occur in an organism’s genes that are trans-
mitted to the organism’s offspring. Mutations are often regarded as un-
desirable events because they often lead to genetic disorders that result
in the death of individuals. But mutations also can be positive events.
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For example, consider a group of disease-causing bacteria that are
exposed to an antibiotic. The vast majority of those bacteria will be killed
by the antibiotic. The use of antibiotics to cure certain diseases is an ex-
ample of this fact. But suppose that a mutation has occurred in a small
fraction of the bacteria—in even a single bacterium—treated with the an-
tibiotic. And assume that that mutation provides the bacteria with an im-
munity (tolerance) to the antibiotic. In such a case, the vast majority of
bacteria lacking the mutant gene will die off. The few bacteria that have
the mutant gene will be able to survive, reproduce, and pass on their im-
munity to the antibiotic to their offspring.

In fact, this kind of evolution takes place all the time in the real
world. Any antibiotic that has ever been discovered or invented eventu-
ally loses its effectiveness in treating disease. The reason is that bacteria
with mutant genes become resistant to the antibiotic, reproduce, and even-
tually become the dominant forms of the bacteria.

The same kind of change occurs in every kind of organism. A mu-
tant gene may provide a tree with the ability to grow taller, giving it an
advantage over other trees lacking the mutant gene. A tiger may attain a
mutant gene that makes it more aggressive, stronger, or able to out-hunt
its brothers and sisters. A mutant gene in the human brain may provide
a person with more intelligence, better perception, or some other trait that
gives him or her a slight advantage over his or her peers. In each case,
the mutant gene changes the course of evolution and gives one individ-
ual a survival advantage over other individuals in the same population.

[See also Adaptation; Genetics; Geologic time; Mendelian laws
of heredity; Migration; Mutation; Nucleic acid]

‡�Excretory system
The excretory system is a system of organs that removes waste products
from the body. When cells in the body break down proteins (large mol-
ecules that are essential to the structure and functioning of all living cells),
they produce wastes such as urea (a chemical compound of carbon, hy-
drogen, nitrogen, and oxygen). When cells break down carbohydrates
(compounds consisting of carbon, hydrogen, and oxygen and used as a
food), they produce water and carbon dioxide as waste products. If these
useless waste products are allowed to accumulate in the body, they would
become dangerous to the body’s health. The kidneys, considered the main
excretory organs in humans, eliminate water, urea, and other waste prod-
ucts from the body in the form of urine.
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Other systems and organs in the body also play a part in excretion.
The respiratory system eliminates water vapor and carbon dioxide through
exhalation (the process of breathing out). The digestive system removes
feces, the solid undigested wastes of digestion, by a process called defe-
cation or elimination. The skin also acts as an organ of excretion by re-
moving water and small amounts of urea and salts (as sweat).

Urinary system
The kidneys are bean-shaped organs located at the small of the back

near the spinal column. The left kidney sits slightly higher than the right
one. The size of an adult kidney is approximately 4 inches (10 centime-
ters) long and 2 inches (5 centimeters) wide. To maintain human life, it
is necessary for at least one of the kidneys to function properly.

Blood carries waste products to the kidneys via the renal artery. 
Inside each kidney, blood is transported to 1.2 million filtering units called
nephrons (pronounced NEFF-rons). The cells in nephrons take in the 
liquid portion of the blood and filter out impurities (urea, mineral salts,
and other toxins). Necessary substances such as certain salts, water, glu-
cose (sugar), and other nutrients are returned to the blood stream via the
renal vein.

The waste-containing fluid that remains in the nephrons is called
urine. Urine is 95 percent water, in which the waste products are dissolved.
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Antidiuretic hormone: Chemical secreted by the pituitary gland that
regulates the amount of water excreted by the kidneys.

Hemodialysis: Process of separating wastes from the blood by passage
through a semipermeable membrane.

Nephron: Filtering unit of the kidney.

Urea: Chemical compound of carbon, hydrogen, nitrogen, and oxygen
produced as waste by cells that break down protein.

Ureter: Tube that carries urine from a kidney to the urinary bladder.

Urethra: Duct leading from the urinary bladder to outside the body
through which urine is eliminated.



A pair of tubes called ureters carry urine from the kidneys to the urinary
bladder. Each ureter is about 16 to 18 inches (40 to 45 centimeters) long.
The bladder is a hollow muscular sac located in the pelvis that is collapsed
when empty, but pear-shaped and distended when full. The bladder in an
adult can hold more than 2 cups (0.6 liters) of urine. The bladder empties
urine into the urethra, a duct leading to outside the body. In males, the
urethra is about 8 inches (20 centimeters) long. In females, it is less than
2 inches (5 centimeters) long. A sphincter muscle around the urethra at
the base of the bladder controls the flow of urine between the two.

The volume of urine excreted is controlled by the antidiuretic hor-
mone (ADH), which is released by the pituitary gland (a small gland ly-
ing at the base of the skull). If an individual perspires a lot or fails to
drink enough water, special nerve cells in the hypothalamus (a region of
the brain controlling body temperature, hunger, and thirst) detect the low
water concentration in the blood. They then signal the pituitary gland to
release ADH into the blood, where it travels to the kidneys. With ADH
present, the kidneys reabsorb more water from the urine and return it to
the blood. The volume of urine is thus reduced. On the other hand, if an
individual takes in too much water, production of ADH decreases. The
kidneys do not reabsorb as much water, and the volume of urine is in-
creased. Alcohol inhibits ADH production and therefore increases the out-
put of urine.

Urinary disorders
Disorders of the urinary tract (kidneys, ureters, bladder, and urethra)

include urinary tract infections (UTI). An example is cystitis, a disease
in which bacteria infect the urinary bladder, causing inflammation. Most
UTIs are treated with antibiotics. Sometimes kidney stones, solid salt crys-
tals, form in the urinary tract. Kidney stones can obstruct the urinary pas-
sages and cause severe pain and bleeding. If they do not pass out of the
body naturally, a physician may remove them surgically or disintegrate
them using shock waves.

Chronic renal failure is the permanent loss of kidney function. He-
modialysis and kidney transplant are two medical treatments for this con-
dition. In hemodialysis, an artificial kidney device cleans the blood of
wastes. During the procedure, blood is taken out of an artery in the pa-
tient’s arm and passed through a tubing that is semipermeable (allows cer-
tain materials to pass through its sides). The tubing is immersed in a so-
lution. As the blood passes through the tubing, wastes pass out of the
tubing and into the surrounding solution. The cleansed blood then returns
to the body. In a kidney transplant, a surgeon replaces a diseased kidney
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with a closely matched donor kidney. Although about 23,000 people in
the United States wait for donor kidneys each year, fewer than 8,000 re-
ceive kidney transplants.

[See also Digestive system; Integumentary system; Respiratory
system; Transplant, surgical]

‡�Expansion, thermal
Thermal expansion is the change in size of an object as its temperature
changes. Normally, as the temperature increases, the size of an object also
increases. Conversely, most objects shrink as the temperature drops. On a
hot summer day, electrical power lines sag between power poles. The sag
occurs because the wires grow longer as the temperature increases. Long
bridges often have interlocking metal fingers along the joints where sec-
tions of the bridge are joined to each other. The metal fingers allow the
bridge sections to expand and contract with changes in the temperature.

A relatively small number of substances contract when they are
heated and expand when they are cooled. Water is the most common ex-
ample. As water is cooled from room temperature to its freezing point, it
contracts, like most other substances. However, just four degrees Celsius
above its freezing point, it begins to expand. At its freezing point a gram
of ice takes up more space than does a gram of liquid water. This change
explains the fact that ice floats on top of water.

Factors affecting thermal expansion
Imagine that a long, thin metal wire is heated. The wire expands.

The amount by which it expands depends on three factors: its original
length, the temperature change, and the thermal (heat) properties of the
metal itself.

Some substances simply expand more easily than others. If you heat
wires of aluminum, iron, and tungsten metals—all the wires being the
same size and heated to the same temperature—each wire will expand by
a different amount. The ease with which a substance expands is given 
by its coefficient of expansion. For comparison, the coefficients of ex-
pansion for aluminum, iron, and tungsten are 23 � 10�6, 12 � 10�6, and 
5 � 10�6 per degree Celsius, respectively.

The values given in the previous sentence actually refer to the co-
efficients of linear expansion. They measure how much a substance 
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expands in only one direction. But suppose the above experiment were
done with blocks of aluminum, iron, and tungsten rather than wires. In
that case, the expansion would occur in all three directions: length, width,
and depth. The measure of expansion in all three directions is called the
coefficient of volume expansion.

Length and temperature. Suppose this discussion is limited to a
single kind of material, say an iron wire. The amount by which that wire
expands when heated depends on only two factors: its original length and
the temperature to which it is heated. An iron bar that is 16 feet (5 me-
ters) long will expand more than a bar that is 3 feet (1 meter) long. And
a 16-foot (5-meter) bar will expand more if heated by 68°F (20°C) than
a 16-foot (5-meter) bar that is heated by 50°F (10°C).

Applications
Engineers and architects must always take into consideration the fact

that objects usually expand when they are heated. As a result, they have
to design buildings, bridges, power lines, and other structures to com-
pensate for expansion and contraction.

Thermal expansion also is used in the construction of certain appli-
ances and devices in homes and industry. One example is the bimetallic
strip. A bimetallic strip consists of two pieces of metal welded to each
other. The two metals are chosen to have different coefficients of expan-
sion. When the bimetallic strip is heated, it bends one way or the other
as one metal expands faster than the other.

One use of bimetallic strips is in thermostats used to control room
temperatures. As a room warms up or cools down, the bimetallic strip in
the thermostat bends one way or the other. If it bends far enough, it comes
into contact with a button that turns a furnace on or off.

‡�Explosives
Explosives are materials that produce violent chemical or nuclear reac-
tions. These reactions generate large amounts of heat and gas in a frac-
tion of a second. Shock waves produced by rapidly expanded gases are
responsible for much of the destruction seen following an explosion.

Probably the oldest known explosive is black gunpowder, a mixture
of charcoal (carbon), sulfur, and saltpeter (potassium nitrate). When these
three chemicals are ignited, a chemical reaction takes place very quickly.
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The products of that reaction are carbon dioxide, carbon monoxide, sul-
fur dioxide, and nitric oxide (all gases) as well as potassium carbonate
and potassium sulfide (two solids). The four gases formed in the reaction
are heated to very high temperatures and expand very rapidly. They form
shock waves that have the ability to knock down trees, buildings, people,
and other objects in their way. The shock wave also carries with it very
hot gases that can burn objects and initiate fires. The combination of shock
wave and high temperature is characteristic of most kinds of explosives.

History
Gunpowder was first invented in China no later than about A.D. 850.

For hundreds of years, it was used mainly to create fireworks. The Chi-
nese did not use gunpowder as a weapon of war; it was the Europeans who
first adapted explosives for use in weapons. By the fourteenth century, Eu-
ropeans were widely using the explosive as a military device to project
stones, spearlike projectiles, and metal balls from cannons and guns.

For the next 500 years, gunpowder was used almost exclusively for
pyrotechnic (fireworks) displays and in warfare. Then, in 1856, Italian
chemist Ascanio Sobrero (1812–1888) invented the first modern explo-
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Chemical explosive: A compound or mixture that releases chemical
energy violently and rapidly, creating heat and a shock wave generated
by a release of gases.

Dynamite: An explosive made by soaking an inert (inactive or stable),
absorbent substance with a mixture of (1) nitroglycerin or ammonium
nitrate, (2) a combustible substance (a substance with the ability to
burn), such as wood pulp, and (3) an antacid.

Gunpowder: An explosive mixture of charcoal, potassium nitrate, and
sulfur often used to propel bullets from guns and shells from cannons.

Nitroglycerine: An explosive liquid used to make dynamite. Also used
as a medicine to dilate blood vessels.

Nuclear explosive: A device that obtains its explosive force from the
release of nuclear energy.

TNT: Trinitrotoluene, a high explosive.



sive, nitroglycerin. Sobrero’s discovery was, unfortunately for many early
users, too unstable to be used safely. Nitroglycerin readily explodes if
bumped or shocked.

In 1859, Swedish inventor Alfred Nobel (1833–1896) began to look
for a way to package nitroglycerin safely. His solution was to mix nitro-
glycerin with an inert (inactive) absorbent material called kieselguhr. He
called his invention dynamite.

Virtually overnight, Nobel’s invention revolutionized the mining in-
dustry. Dynamite was five times as powerful as gunpowder, relatively
easy to produce, and reasonably safe to use. For the first time in history,
explosives began to be used for a productive purpose: the tearing apart
of land in order to gain access to valuable minerals.

Nobel became extremely wealthy as a result of his discovery. But he
is said to have been worried about the terrible potential for destruction that
his invention had made possible. When he died, he directed that his for-
tune be used to create the Nobel Foundation, the purpose of which was to
bring about lasting peace and advance technology. The Nobel Prizes in
various fields of science are now the highest honors that scientists can earn.

Types of explosives
Explosives can be classified into one of four large categories: pri-

mary, low, high, and nuclear explosives.

Primary explosives. Primary explosives are generally used to set off
other explosives. They are very sensitive to shock, heat, and electricity
and, therefore, must be handled with great care. Two common examples
are mercury fulminate and lead azide. Primary explosives also are known
as initiating explosives, blasting caps, detonators, or primers.

Low explosives. Low explosives are characterized by the fact that
they burn only at their surface. For example, when a cylinder of black
gunpowder is ignited, it begins burning at one end of the cylinder and
then continues to the other end. This process takes place very rapidly,
however, and is complete in just a few thousandths of a second.

This property of slowed combustion is preferred in guns and artillery
because too rapid an explosion could cause the weapon itself to blow up.
A slower explosive has the effects of building up pressure to force a bul-
let or shell smoothly out of the weapon. Fireworks also are low explosives.

High explosives. High explosives are much more powerful than pri-
mary explosives. When they are detonated, all parts of the explosive blow

8 4 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Explosives



up within a few millionths of a second. Some also are less likely than 
primary explosives to explode by accident. Examples of high explosives
include ANFO (ammonium nitrate-fuel oil mixture), dynamite, nitro-
glycerin, PETN (pentaerythritol tetranitrate), picric acid, and TNT (tri-
nitrotoluene). They provide the explosive force delivered by hand
grenades, bombs, and artillery shells.

High explosives that are set off by heat are called primary explo-
sives. High explosives that can be set off only by a detonator are called
secondary explosives. When mixed with oil or wax, high explosives be-
come like clay. These plastic explosives can be molded into various shapes
to hide them or to direct explosions. In the 1970s and 1980s, plastic ex-
plosives became a favorite weapon of terrorists (people who use violence
in order to force a government into granting their demands). Plastic ex-
plosives can even be pressed flat to fit into an ordinary mailing envelope
for use as a “letter bomb.”

Nuclear explosives. Research during World War II (1939–45) pro-
duced an entirely new kind of explosive: nuclear explosives. Nuclear ex-
plosives produce their explosive power not by chemical reactions, as with
traditional explosives, but through nuclear reactions. In some types of nu-
clear reactions, large atomic nuclei are split (or fissioned) into two pieces
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with the release of huge amounts of energy. In a second type of nuclear
reaction, small atomic nuclei are combined (or fused) to make a single
large nucleus, again with the release of large amounts of energy.

These two kinds of nuclear explosives were first used as weapons
at the end of World War II. The world’s first atomic bomb, dropped on
Hiroshima, Japan, in 1945, for example, was a fission weapon. The
world’s first hydrogen bomb, tested at Bikini Atoll in the Pacific Ocean
in 1952, was a fusion weapon.

Since the end of World War II, a half-dozen nations in the world have
continued to develop and build both fission and fusion weapons. Efforts
also have been made to find peaceful uses for nuclear explosives, as in
mining operations, although these efforts have not been fully successful.

‡�Extrasolar planet
Extrasolar planets, or exoplanets, are planets that exist outside our solar
system. These planets may orbit stars other than our Sun or move inde-
pendently through interstellar space.

The existence of extrasolar planets has been suspected since the time
of ancient Greece. For centuries, however, extrasolar planets existed only
in theory because they are extremely difficult to observe directly. Plan-
ets shine only by reflected light from the stars they orbit. Because they
are so far away from Earth, the faint light they reflect is lost in the scat-
tered light from nearby stars.

The modern search
In the twentieth century, astronomers first tried to detect extrasolar

planets by viewing stars that wobble. The motion of celestial bodies is
affected by their closeness to other bodies. The gravitational force of one
body will “pull” another to it as they pass close to each other. The orbits
of the planets in our solar system have a direct effect on the motion of
the Sun as it travels through the Milky Way galaxy. Seen from another
part of the galaxy, the Sun would appear to wobble as moved along its
path. This method only can be used for stars nearest to the Sun because
the farther away the star is, the smaller its wobble.

A more accurate method for detecting extrasolar planets is the use
of a spectroscope, a device that breaks down light into its component 
frequencies. A change in the color of a star (meaning a change in the
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wavelength of light it emits) would show that the star is moving toward
or away from Earth. This movement might be the result of the gravita-
tional pull of an orbiting planet.

In late 1995 and early 1996, three planet-sized objects were dis-
covered. The first planet, discovered by Swiss astronomers Michel Mayor
and Didier Queloz of the Geneva Observatory, orbits a star in the con-
stellation Pegasus, about forty light-years away from Earth. The next two
planets were discovered by American astronomers Geoffrey Marcy and
R. Paul Butler. One is in the constellation Virgo and the other is in Ursa
Major. By late 2000, astronomers had found evidence of more than 40
additional planets outside of our solar system.

In 1999, astronomers announced they had discovered the first plan-
etary system outside of our own. They detected three planets circling the
star Upsilon Andromedae, some 44 light-years away. Two of the three
planets are at least twice as massive as Jupiter. The innermost lies ex-
tremely close to Upsilon Andromedae—about one-eighth the distance at
which Mercury circles the Sun.

In early 2001, stunned astronomers disclosed they had found two
more planetary systems in the universe. Each bears little resemblance to
the other or to our solar system. In one, a star like our Sun is accompa-
nied by a massive planet and an even larger object 17 times as massive as
Jupiter. Astronomers believe this large object could be a dim, failed star
or an astronomical object that simply has not been seen before. In the sec-
ond system, two planets of a more standard size orbit a small star. How-
ever, their orbits around the star are perplexing: the inner planet goes around
twice (it has an orbital period of 30 days) for each orbit of the outer planet
(it has an orbital period of 61 days). These discoveries have left astronomers
wondering just what a normal planetary system is in the universe.

[See also Binary star; Solar system; Star]

‡�Eye
The eye is the organ of sight (vision) in humans and animals. The eye
works by transforming light waves into visual images. Eighty percent of
all information received by the human brain comes from the eyes. These
organs are almost spherical in shape and are housed in the eye (orbital)
sockets in the skull.

Sight begins when light waves enter the eye through the cornea 
(the transparent layer at the front of the eye), pass through the pupil (the
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Words to Know

Aqueous humor: Clear liquid filling the small cavities between the
cornea and the iris and between the iris and the lens.

Astigmatism: Vision disorder caused by an uneven curvature in the
cornea (sometimes the lens), resulting in indistinct or slightly out-of-
focus images.

Cataract: A clouding of the lens of the eye.

Choroid: Delicate membrane between the sclera and the retina.

Cones: Light-sensitive nerve cells of the retina that function chiefly in
bright light and are sensitive to color.

Cornea: Protective lens covering the iris.

Farsightedness: Vision disorder caused by an eyeball that is too short
or a lens that is too weak; objects far away are seen easily while
those up close appear blurry.

Glaucoma: Serious vision disorder caused by a buildup of aqueous
humor, resulting in pressure against the retina.

Iris: Colored portion around the pupil that regulates the amount of
light entering the eye.

Lacrimal gland: Tear-producing gland that lies immediately above each
eyeball at the outer corner of the eye socket.

Nearsightedness: Vision disorder caused by an eyeball that is too long
or a lens that is too strong; objects up close are seen easily while
those far away appear blurry.

Pupil: Adjustable opening in the center of the iris through which light
enters the eye.

Retina: Photosensitive lining inside the eye.

Rods: Light-sensitive nerve cells of the retina that function chiefly in
dim light.

Sclera: Tough, fibrous outer covering (the “white”) of the eyeball.

Vitreous humor: Clear, gel-like substance inside the large cavity in
back of the lens (the center of the eyeball).



opening in the center of the colored portion of the eye, called the iris),
then through a clear lens behind the iris. The lens focuses light onto the
retina, which functions like the film in a camera. Nerve cells in retinas,
called rods and cones, convert light energy into electrical impulses. These
impulses are then carried via the optic nerve to the brain where they are
interpreted as images.

The human eyeball is about 0.9 inch (2.3 centimeters) in diameter
and is not perfectly round, being slightly flattened in the front and back.
The eye consists of three layers: the sclera (pronounced SKLIR-a), the
choroid (pronounced KOR-oid), and the retina.

Sclera
The sclera, the outer fibrous layer, encases and protects the eyeball.

The visible portion of the sclera is seen as the “white” of the eye. When
that portion is irritated, the small blood vessels contained in the layer en-
large, producing a “bloodshot eye.” In the center of the visible portion of
the sclera is the cornea, which projects slightly forward. A delicate mem-
brane, the conjunctiva, covers the cornea and visible portion of the sclera.

Choroid
The choroid is a thin membrane lying underneath the sclera. It is

composed of a dense pigment and numerous blood vessels that nourish
the internal tissues of the eye. At the front end of the choroid is the cil-
iary body. Running like a ring around the visible portion of the eye, the
ciliary body connects the choroid with the iris. The ciliary body contains
muscles that are connected by ligaments to the lens behind the iris. The
iris is the visible portion of the choroid. It gives the eye its color, which
varies depending on the amount of pigment present in the choroid. Dense
pigment makes the iris brown, while little pigment makes the iris blue. If
there is no pigment the iris is pink, as in the eye of a white rabbit. In
bright light, muscles in the iris constrict the pupil, reducing the amount
of light entering the eye. Conversely, the pupil dilates (enlarges) in dim
light, increasing the amount of light entering. Extreme fear, head injuries,
and certain drugs can also dilate the pupil.

Lens
The lens is a crystal-clear, flexible body that is biconvex (curving

outward on both surfaces). The entire surface of the lens is smooth and
shiny, contains no blood vessels, and is encased in an elastic membrane.
The lens sits behind the iris and focuses light on the retina. In addition to
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holding the lens in place, the muscles of the ciliary body contract and re-
lax, causing the lens to either fatten or become thin. As the shape of the
lens changes, so does its focus.

Retina
The retina is the innermost layer of the eye. The retina is thin, 

delicate, sensory tissue composed of layers of light-sensitive nerve cells.
The retina begins at the ciliary body (not at the front of the eye) and en-
circles the entire interior portion of the eye. Rods and cones, nerve cells
of the retina, convert light first to chemical energy and then electrical en-
ergy. Rods function chiefly in dim light, allowing limited night vision: it
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is with rods that we see the stars. Rods cannot detect color, but they are
the first cells to detect movement. Cones function best in bright light and
are sensitive to color. In each eye there are about 126 million rods and 6
million cones.

Fluids of the eye
Between the cornea and the iris and between the iris and the lens

are two small cavities. These cavities are filled with a clear watery fluid
known as aqueous humor. This fluid aids good vision by helping main-
tain eye shape, providing support for the internal structures, supplying nu-
trients to the lens and cornea, and disposing of the eyes’ cellular waste.

The large cavity in back of the lens (the center of the eyeball) is
filled with a clear gel-like substance called vitreous humor. Light passing
through the lens on its way to the retina passes through the vitreous hu-
mor. The vitreous humor is 99 percent water and contains no cells. It helps
to maintain the shape of the eye and support its internal components.

Other structures of the eye
Tears are produced by the lacrimal gland, which lies immediately

above each eyeball at the outer corner of the eye socket. Tears flow
through ducts from this gland to the area beneath the upper eyelid. Blink-
ing spreads the tears across the cornea’s outside surface, keeping it moist
and clean. Tear fluid then either evaporates or drains from the inner cor-
ner of the eye into the nasal cavity.

Eyelashes, eyelids, and eyebrows all help to protect the eye from dust
and dirt. Extending from the eye socket to the eyeball are six small mus-
cles that contract and relax, allowing the eye to move in various directions.

Vision disorders
Farsightedness and nearsightedness are common vision disorders.

They occur because of a defect in the shape of the eyeball or in the re-
fractive power (ability to bend light rays) of the lens. In these cases, the
image the eye perceives is distorted because the parallel rays of light that
enter the eye do not fall perfectly on a tiny hollow (called the fovea) in
the retina at the back of the eye. However, corrective eyeglasses can eas-
ily overcome these disorders.

With farsightedness, objects far away are seen easily while those up
close appear blurry. The cause may be that the eyeball is too short or the
lens is too weak.
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With nearsightedness, objects up close are seen easily while those
far away appear blurry. The cause may be that the eyeball is too long or
the lens is too strong.

Astigmatism, another common vision disorder, can occur in combi-
nation with farsightedness or nearsightedness. Individuals with astigma-
tism see indistinct or slightly out-of-focus images. The condition is
brought about by an uneven curvature in the cornea (sometimes the lens).
As a result, some light rays entering the eye focus on the fovea while oth-
ers focus in front or behind it. Like farsightedness and nearsightedness,
astigmatism can be corrected with eyeglasses or contact lenses.

A cataract is the clouding of the lens, which alters the amount of
light entering the eye. The most common cataracts are senile cataracts, a
result of aging that occurs in almost all people over 65 years old. These
cataracts grow slowly over months or years, cause no pain, usually affect
both eyes, and gradually reduce vision. If not treated, they eventually
cause blindness. Clear vision can be restored by a relatively simple sur-
gical procedure in which the entire lens is removed and an artificial lens
is implanted.

Glaucoma is a serious vision disorder caused by a buildup of aque-
ous humor, which is prevented for some reason from properly draining.
The excessive amount of fluid causes pressure against the retina, affect-
ing vision. Long-term diseases like diabetes or a malfunctioning thyroid
gland can bring about glaucoma. If left untreated, glaucoma will result in
permanent blindness. The condition can be controlled with drugs that ei-
ther increase the outflow of aqueous humor or decrease its production.

[See also Radial keratotomy]
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‡�Fault
A fault is a crack or fracture in Earth’s crust caused by the movement of
landmasses, called plates, on either side of the fault line. Faults are found
either at the surface (fault surface) or underground (fault plane). Most
earthquakes occur along fault lines. The principle types of faults are: nor-
mal, reverse, thrust, and slip-strike.

Normal faults form when two plates are under tension and are be-
ing pulled or stretched apart. When this occurs, Earth’s crust thins and
one plate rises or drops against the other. More than 200 million years
ago, North America and Africa were one huge landmass. Plates on either
side of a massive fault line ruptured and began drifting apart. Oceanic
waters, now known as the Atlantic Ocean, surged into the valley between,
and two separate continents were born.

In contrast, reverse faults form from compression: two plates are be-
ing pushed into one another. The compression forces one plate up and
over the other. (See photo on page 856.)

Thrust faults are low-angled reverse faults. Such faults are note-
worthy because they produce great horizontal movement. Thrust faults
have created most of the great mountain chains found around the world.

Strike-slip faults move horizontally along the fault line. The edge of
one plate grinds against the edge of the other as it slips sideways. Most
of these movements are quiet and continuous. Sometimes, however, plates
shift with a sudden lurch, causing earthquakes. Such is the case with the
San Andreas Fault in the western United States where the North Ameri-
can and Pacific plates meet. Land west of this fault is edging northwest.

[See also Earthquake; Geologic map; Plate tectonics]
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‡�Felines
Felines, generally known as cats, are mammals in the family Felidae of
the order Carnivora. Cats are the most carnivorous of all meat-eating an-
imals. The predatory instinct in wild cats can be seen in the domestic cats,
for even well-fed domestic cats will hunt mice and birds. Members of the
cat family occur naturally in all parts of the world, except Australia and
Antarctica.

The cat family includes both big cats (lions, tigers, and leopards)
and small cats (lynx, servals, and ocelots). Small cats purr but do not roar,
whereas big cats roar but do not purr. The reason for this difference is
that the tongue muscles of large cats are attached to a pliable cartilage at
the base of the tongue, which allows roaring. In contrast, the tongue mus-
cles of small cats are attached to the hyoid bone, which allows purring,
but not roaring.
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Most cats have 30 teeth, including large canine and carnassial teeth,
and few cheek teeth. This arrangement is well suited to crushing bones
and tearing, cutting, and gripping prey. Cats’ jaws are limited to vertical
movements, and their chewing action is aided by sharp projections on the
tongue (papillae) that grip and manipulate food.

Evolution and history
Modern cats first appeared about 25 million years ago. One of the

earliest members of the family was the saber-toothed tiger, which lived
in Europe, Asia, Africa, and North America. This cat had long, upper ca-
nine teeth for stabbing its prey. The remains of saber-toothed tigers have
been found to be as recent as 13,000 years old.

Cats were first domesticated in ancient Egypt about 5,000 years ago.
The Egyptians used cats to protect grain supplies from rodents. They also
worshiped cats and mummified large numbers of them along with their
owners. Since that time, the domestic cat has spread throughout Europe,
Asia, Africa, and the Americas. Breeding of cats into specific pedigrees
did not begin, however, until the middle of the nineteenth century.

Senses
Cats have excellent binocular (involving the use of both eyes) eye-

sight, which allows them to judge distances. Cats cannot see in complete
darkness, but need at least dim light in order to distinguish objects at
night. Cats’ eyes have a special reflective layer behind the retina. This
layer allows light that has not been absorbed on its first pass through the
retina to stimulate the retina a second time, providing good vision in poor
light. It is this layer that makes cats’ eyes appear to glow in the dark when
a light flashes on them.

The senses of smell and taste in cats are closely connected, as they
are in all mammals. Distinctive to cats is the absence of response to sweets,
and cats avoid foods that taste sweet. The taste buds of cats are located
along the front and side edges of their tongues. Their vomeronasal organ,
also known as Jacobson’s organ, is a saclike structure located in the roof
of the mouth. This organ is believed to be involved in sensing chemical
messages associated with sexual activity. When a male cat smells a fe-
male’s urine, he may wrinkle his nose and curl back his upper lip in a ges-
ture known as flehmening. He also will raise his head and bare his teeth.

Cats have the ability to hear high-frequency sounds that humans are
unable to hear. This ability is particularly helpful when cats are stalking
prey such as mice, since the cats can detect the high-frequency sounds
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emitted by these rodents. The external ears of cats are flexible and can
turn as much as 180 degrees to locate sounds precisely.

A cat’s whiskers have a sensory function, helping it avoid objects
in its path in the dimmest light. If a cat passes an object that touches its
whiskers, it will blink, thus protecting its eyes from possible injury. Be-
sides the long cheek whiskers, cats have thicker whiskers above their eyes.
Cats use their nose to determine the temperature, as well as the smell, of
food. The hairless paw pads of cats are an important source of tactile
(touch) information gained from investigating objects with their paws.

Behavior
In the wild, most forest-living members of the cat family tend to be

solitary hunters. Some species of cats live in pairs, while others, such as
lions, live in family groups. Cats engage in daily grooming, which not
only keeps their fur in good condition, but also helps them regulate their
body temperature and keeps their coat waterproof.

Cats need a great deal of sleep, which is consistent with the large
amounts of energy they expend during their hunting periods. They sleep on-
and-off almost two-thirds of the day. Because of a slight fall in their body
temperatures when they sleep, they look for warm, sunny spots for dozing.

Cats are excellent climbers, great jumpers, and have remarkable bal-
ance. Except for the cheetah, cats have retractable claws that are curved,
sharp, and sheathed. The claws are particularly useful to cats when climb-
ing trees. The bones of their feet (like those of dogs) are arranged in a
digitigrade posture, meaning that only their toes make contact with the
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Digitigrade posture: A manner of walking on the toes, as cats and
dogs do, as opposed to walking on the ball of the feet, as humans do.

Flehmening: A gesture of cats that involves curling the lips upwards,
baring the teeth, wrinkling the nose, and raising the head.

Righting reflex: The ability of a cat to land on all fours after a fall.

Vomeronasal organ: A pouchlike structure on the roof of a cat’s
mouth whose purpose is probably related to sexual behavior in cats.



ground, which increases their speed of running. Cats have the remarkable
ability—called the righting reflex—to right themselves during a fall. The
righting reflex causes first a cat’s head, then the rest of its body, to turn
toward the ground as it falls. Thus, the cat lands on all four feet.

Cats follow a well-defined hunting sequence that begins with the
sighting or smelling of prey. The hunting skills that cats display are in
some aspects instinctual and in others learned. Cats begin learning how
to hunt through the play they engage in when they are young. Mother cats
are involved in teaching hunting skills to their young, first by bringing
back dead prey, later by bringing back immobilized (injured) prey, al-
lowing young cats to kill the prey themselves. Still later, the mother cat
will take the young cat on a stalking and killing mission so that it learns
how to successfully hunt. Cats that do not have the opportunity to learn
to hunt from their mothers do not become good hunters.

Cats are territorial, marking their territory by spraying the bound-
aries with urine. Cats also scratch and rub against fixed objects to mark
their territory. Within a male territorial boundary, there may be several
female territories. During mating, the male seeks out or is lured to nearby
females that are ready to breed. Females may vocalize loudly when they
are ready to mate, thus attracting males. Frequent scenting and rubbing
against trees also help the male cat know the female is ready to mate. In
cats, frequent sexual contact is important to insure successful ovulation
(production of egg cells), which is brought on during sexual intercourse.

The gestation (pregnancy) period in cats depends upon their body
size. Domestic cats have a gestation period of about 60 days, and an av-
erage litter size of about four kittens. In the wild, gestation ranges from
slightly less than 60 days for the smaller species of cats to about 115 days
for large cats, such as lions. The number in the litter varies from one to
seven; the body size of the cat does not seem to be the factor that deter-
mines litter size. It may have more to do with the availability of food and
the survival rate in the area the cat inhabits. With the exception of lions,
the care and training of the young are left to the mother. Nursing contin-
ues until the cubs or kittens are gradually weaned and learn to eat meat.

Species of big cats
There are eight species of big cats, including the lion, tiger, leop-

ard, cheetah, jaguar, snow leopard, clouded leopard, and cougar. The onza
is a possible undescribed species or subspecies from Mexico that resem-
bles the cougar and has been seen only rarely. Sightings of the onza 
go back to the time of the Spanish conquest of Mexico in 1521. The first
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specimen of this cat was collected only in 1986 by a Mexican rancher,
who shot what he thought was a puma (mountain lion).

The lion. Lions were once distributed over much of Europe, Asia, and
Africa. Today, lions are found only in sub-Saharan Africa and in the Gir
Forest, a wildlife sanctuary in India. Lions prefer open grasslands to for-
est, but also are found in the Kalahari Desert. Adult male lions weigh be-
tween 300 and 500 pounds (135 and 225 kilograms), while the female
weighs about 300 pounds (135 kilograms). Lions are a light tawny color
with black markings on the abdomen, legs, ears, and mane. Lions live up
to 15 years, reaching sexual maturity in their third year. Male lions have
been observed to kill cubs that they have not fathered.

Lions are the most social of the cats, living in family groups called
prides, consisting of four to twelve related adult females, their young, and
one to six adult males. The size of the pride usually reflects the amount
of available food. Where prey is abundant, lion prides tend to be larger,
making them better able to protect their kills from hyenas and other scav-
engers. Most lion kills are made by the females. Males defend the pride’s
territory, which may range from 8 square miles (20 square kilometers) to
more than 150 square miles (400 square kilometers).

The tiger. The tiger is the largest member of the cat family, with males
weighing from 400 to 600 pounds (180 to 275 kilograms) and females
from 300 to 350 pounds (135 to 160 kilograms). Tigers range from a pale
yellow to a reddish-orange color (depending on habitat), with character-
istic vertical stripes. Tigers live in habitats with a dense vegetation cover,
commonly forests and swamps in India, Southeast Asia, China, and In-
donesia. A century ago, tigers inhabited areas as far north as Siberia, all
of India and Southeast Asia, and regions along the eastern part of China.
Today, all eight subspecies of tigers are endangered.

The tiger lives a solitary life and systematically protects its territory
by marking its boundaries with urine, feces, glandular secretions, and
scrape marks on trees. Tigers are solitary nocturnal (night-time) hunters,
approaching their prey stealthily in a semicrouching position. When close
enough, the tiger makes a sudden rush for the prey, attacking from the
side or the rear. The prey is seized by the shoulder or neck with the tiger’s
front paws and jaws, while keeping its hind feet on the ground. The tiger
applies a throat bite that usually suffocates its victim, which it carries into
cover and consumes.

The leopard. Male leopards weigh about 200 pounds (90 kilograms),
with females weighing about half that amount. Leopards are found in sub-
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Saharan Africa, India, and Southeast Asia. Some small populations of
leopards are still found in Arabia and North Africa. Leopards have a dis-
tinctive coloring, black spots over a pale brown coat. Their habitats in-
clude rain forests, dry savanna grasslands, and cold mountainous areas.

Leopards feed on a variety of small prey, usually hunting at night by
ambush. Leopards use trees as resting places and frequently drag their catches
up into trees to eat them. The number of leopards is declining worldwide
due to hunting and habitat destruction from human population pressures.

The cheetah. Cheetahs are the fastest animals on land, reaching speeds
of up to 70 miles per hour (110 kilometers per hour). Over short distances,
a cheetah can outrun any other animal. Cheetahs resemble leopards in that
they have a black-spotted pattern over a tawny coat, but are distinguished
by large black “tear” stripes under their eyes, a long, lithe body, and a
relatively small head. Cheetahs are the only members of the cat family
that do not have retractable claws. Cheetahs are solitary hunters, feeding
on gazelles and impalas. They hunt mainly in the morning and early 
afternoon, when other large cats are usually sleeping, thereby enabling
them to share hunting areas with other carnivores. Cheetahs are found in
north and east Africa and along the eastern regions of southern Africa, as
well as in selected areas of the Middle East and southern Asia. There is
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a considerable trade in cheetah skins, and hunting, together with the loss
of habitat, threatens their survival in the wild.

Other big cats. Among other large cats are the jaguar, the snow leop-
ard, and the clouded leopard. These three cats inhabit a forest wilderness,
and all are solitary and nocturnal. Jaguars are found in Central and South
America, while the snow leopard is found in Central Asia, and the clouded
leopard in Southeast Asia. The average weight of the jaguar is about 125
pounds (55 kilograms). The snow leopard is found in the Himalayas at
elevations from 9,000 feet (2,750 meters) to nearly 20,000 feet (6,000 me-
ters). The clouded leopard and the snow leopard have a rigid hyoid bone
in their throats which prevents them from roaring. The black panther is a
black form of the jaguar. Its spots are visible within its black coat. The
cougar, also known as the puma or mountain lion, is about the size of a
leopard and ranges from western Canada to Argentina. The cougar is
found in mountains, plains, deserts, and forests, and preys on deer and
other medium-sized herbivores (plant eaters).

The small wild cats
The small wild cats, such as the lynx and the bobcat, are considered

to be the ancestors of the domestic cat. They are native to most areas of
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the world, except Australia and Antarctica. Other features small wild cats
share with domestic cats include the inability to roar, retractable claws,
and a hairless strip along the front of their noses. Small wild cats include
the European wild cat; the African wild cat; the sand cat, of the Sahara;
the African tiger cat, of tropical forests; the golden cat; and Pallas’ cat,
of central Asia.

Asian medium-sized cats include the African serval and the caracal
or desert lynx of the Sahara. Medium-sized cats of the Americas include
the ocelot of South and Central America and the jaguarundi.

The wildcat or bobcat of North America is colored to blend in with
the rocky, densely vegetated background of its habitat. Bobcats rely more
on hearing than on sight to catch their prey, and the tufts on their ears are
thought to improve their hearing. The lynx lives in cold climates and has
long legs, to make trekking through deep snow easier, and foot pads cov-
ered with fur, to protect them while walking in snow. The Canada lynx
differs from the common lynx in that it is larger, has longer hair, and does
not have a spotted coat.

The other 26 species of small wild cats live mainly in forests and
feed on small prey, such as rodents, hares, lizards, small deer, fish, snakes,
squirrels, insects, and birds. Most species have a spotted or striped coat
and usually have a rounded head. Small wild cats are either solitary or
form groups, depending on the abundance of the food supply. Some
species, such as the ocelot, are hunted for their spotted skin and are in
danger of becoming extinct.

Domestic cats
The breeding of domestic cats involves basic principles of heredity,

with consideration of dominant and recessive (suppressed) traits. It was
in England that cat breeding first became serious enough that so-called
“purebred” cats were displayed at cat shows. In England a system of au-
thenticating a cat’s genetic lineage was also begun by issuing a pedigree
certificate. Special associations were established to regulate the cat pedi-
grees and to sponsor the cat shows.

Cat breeds can be categorized as either long-haired breeds or short-
haired breeds. Within each group, head and ear shape and size, body for-
mation, hair color and length, eye color and shape, and special markings
like stripes and color variations on the feet, tail, face, and neck distin-
guish the breeds from one another.

More than 100 different breeds of cats are recognized around the
world, subdivided into five broad groups. One group includes Persian

8 6 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Felines



longhairs; another, the rest of the long-haired cats; a third, the British
short-haired cats; a fourth, the American short-haired cats; and a fifth, the
Oriental short-haired cats.

The Persian cat, highly prized among cat fanciers, has a round 
body, face, eyes, and head with a short nose and legs. Its fur is long and
woolly, and its tail is fluffy and bushy. Persians vary from black to white,
cream, blue, red, blue-cream, cameo, tortoiseshell, smoke, silver, tabby,
calico, pewter, chocolate, and lilac. Other popular long-haired cats include
the Balinese, the ragdoll, the Turkish angora, and the Maine coon cat.
Among the short-haired cats, the Manx, British shorthair, American short-
hair, Abyssinian, Burmese, and Siamese are popular. One breed is hair-
less: the sphynx, bred from a mutant kitten in 1966, does not even have
whiskers.

The domestic cat is rivaled only by the dog as a household pet, and
in recent years has outnumbered the dog as an urban pet. Cats are more
self-sufficient than dogs in that they self-groom, need little if any train-
ing to use the litter box, and don’t have to be walked. Cats are generally
quiet and aloof, but will display affection to their owners. They have the
reputation of being fussy eaters, but will usually adapt quickly to a par-
ticular brand of cat food.

‡�Fermentation
In its broadest sense, fermentation refers to any process by which large
organic molecules are broken down to simpler molecules as the result of
the action of microorganisms (organisms so small they can be seen only
with the aid of a microscope). The most familiar type of fermentation is
the process by which sugars and starches are converted to alcohol by en-
zymes in yeasts. (Enzymes are chemicals that act as catalysts, which spark
reactions.) To distinguish this reaction from other kinds of fermentation,
the process is sometimes known as alcoholic or ethanolic fermentation.

History
Ethanolic fermentation was one of the first chemical reactions ob-

served by humans. In nature, various types of food “go bad” as a result
of bacterial action. Early in history, humans discovered that this kind of
change could result in the formation of products that were actually en-
joyable to consume. The “spoilage” (fermentation) of fruit juices, for ex-
ample, resulted in the formation of primitive forms of wine.
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The mechanism by which fermentation occurs was the subject of
extensive debate in the early 1800s. It was a key issue among those ar-
guing over the concept of vitalism, the notion that living organisms are
in some way essentially different from nonliving objects. One aspect in
this debate centered on the role of so-called “ferments” in the conversion
of sugars and starches to alcohol. Vitalists argued that ferments (what we
now know as enzymes) are linked to a living cell. Destroy a cell, they
said, and ferments can no longer cause fermentation.

A crucial experiment on this issue was carried out in 1896 by the
German chemist Eduard Buchner (1860–1917). Buchner ground up a group
of cells with sand until they were totally destroyed. He then extracted the
liquid that remained and added it to a sugar solution. His assumption was
that fermentation could no longer occur since the cells that had held the
ferments were dead. Thus, they no longer carried the “life-force” needed
to bring about fermentation. He was amazed to discover that the cell-free
liquid did indeed cause fermentation. It was obvious that the ferments them-
selves, distinct from any living organism, could cause fermentation.

Theory
The chemical reaction that occurs in fermentation can be described

quite easily. Starch is converted to simple sugars such as sucrose and 
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Words to Know

Enzyme: An organic compound that speeds up the rate of chemical
reactions in living organisms.

Ferment: An early term used to describe the substances we now know
as enzymes.

Gasohol: A synthetic fuel consisting of a mixture of about 90 percent
gasoline and 10 percent alcohol.

Vitalism: The concept that compounds found within living organisms
are somehow essentially different from those found in nonliving objects.

Wastewater: Water that carries away the waste products of personal,
municipal, and industrial operations.

Wild yeast: A naturally occurring yeast.



glucose. Those sugars are then converted to alcohol (ethyl alcohol) and
carbon dioxide:

simple sugars
starch * * alcohol � carbon dioxide

(sucrose � glucose)

This description does not really provide an idea as to how complex the
fermentation process really is. During the 1930s, two German biochemists,
Gustav Embden (1874–1933) and Otto Meyerhof (1884–1951), worked
out the sequence of reactions by which glucose ferments. Embden and
Meyerhof found that it required a sequence of 12 reactions in order to 
accomplish the “simple” change from glucose to ethyl alcohol and car-
bon dioxide. A number of enzymes are needed to carry out this sequence
of reactions, the most important of which is zymase, found in yeast 
cells. These enzymes are sensitive to environmental conditions in which
they live. When the concentration of alcohol in a liquid reaches about 14
percent, they are inactivated. For this reason, no fermentation product
(such as wine) can have an alcoholic concentration of more than about
14 percent.

Uses
The alcoholic beverages that can be produced by fermentation vary

widely, depending primarily on two factors, the plant that is fermented
and the enzymes used for fermentation. Human societies use, of course,
the materials that are available to them. Thus, various peoples have used
grapes, berries, corn, rice, wheat, honey, potatoes, barley, hops, cactus
juice, cassava roots, and other plant materials for fermentation. The prod-
ucts of such reactions are various forms of beer, wine, or distilled liquors,
which may be given specific names depending on the source from which
they come. In Japan, for example, rice wine is known as sake. Wine pre-
pared from honey is known as mead. Beer is the fermentation product of
barley, hops, and/or malt sugar.

Early in human history, people used naturally occurring yeasts for
fermentation. The products of such reactions depended on whatever en-
zymes might occur in those “wild” yeasts. Today, wine-makers are able
to select from a variety of specially cultured (grown) yeasts that control
the precise direction that fermentation will take.

Ethyl alcohol is not the only useful product of fermentation. The
carbon dioxide generated during fermentation is also an important 
component of many baked goods. When the batter for bread is mixed, 
for example, a small amount of sugar and yeast are added. During the 
rising period, sugar is fermented by enzymes in the yeast, with the 
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formation of carbon dioxide gas. The carbon dioxide gives the batter 
bulkiness and texture that would be lacking without the fermentation
process. 

Fermentation has a number of commercial applications beyond those
described thus far. Many occur in the food preparation and processing in-
dustry. A variety of bacteria are used in the production of olives, cu-
cumber pickles, and sauerkraut from raw olives, cucumbers, and cabbage,
respectively. The selection of exactly the right bacteria and the right con-
ditions (for example, acidity and salt concentration) is an art in produc-
ing food products with exactly the desired flavors. An interesting line of
research in the food sciences is aimed at the production of edible food
products by the fermentation of petroleum.

In some cases, antibiotics and other drugs can be prepared by fer-
mentation if no other commercially efficient method is available. For ex-
ample, the important drug cortisone can be prepared by the fermentation
of a plant steroid known as diosgenin. The enzymes used in the reaction
are provided by the mold Rhizopus nigricans.

One of the most successful commercial applications of fermentation
has been the production of ethyl alcohol for use in gasohol. Gasohol is a
mixture of about 90 percent gasoline and 10 percent alcohol. The alco-
hol needed for this product can be obtained from the fermentation of agri-
cultural and municipal wastes. The use of gasohol provides a promising
method for using renewable resources (plant material) to extend the avail-
ability of a nonrenewable resource (gasoline).

Another application of the fermentation process is in the treatment
of wastewater. In the activated sludge process, aerobic bacteria (bacteria
that can live without oxygen) are used to ferment organic material in
wastewater. Solid wastes are converted to carbon dioxide, water, and min-
eral salts.

[See also Alcohol; Bacteria; Brewing; Carbon dioxide; Enzyme;
Yeast]

‡�Fertilization
Fertilization is the process by which the nucleus of a sperm (a male re-
productive cell) fuses (combines) with the nucleus of an egg (a female
reproductive cell; also called an ovum). Fertilization occurs somewhat dif-
ferently in plants and animals. In flowering plants, two sperm cells are
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involved in the process of fertilization. The first sperm cell combines with
an egg cell, while the second sperm cell combines with two nuclei pre-
sent in the ovule (the structure that eventually becomes the seed). The
structure formed in the second fertilization eventually forms a storage site
for nutrients needed by the fertilized egg cell.

A fertilized egg cell is known as a zygote. Once formed, the zygote
undergoes continuous cell division that eventually produces a new multi-
cellular organism.
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Fertilization in humans
In humans, fertilization occurs in the fallopian tubes of the female

reproductive tract. It takes place within hours following sexual intercourse.
Approximately 300 million sperm are released into a female’s vagina dur-
ing intercourse. However, only one of these sperm can actually fertilize
the single female egg cell (also called an ovum). The successful sperm
cell must enter the uterus and swim up the fallopian tube to meet the egg
cell. There it passes through the thick coating surrounding the egg. This
coating is known as the zona pellucida.

The head of the sperm cell contains enzymes (certain types of chem-
icals) that break through the zona pellucida and make it possible for the
sperm to penetrate into the egg. Once the head of the sperm is inside the
egg, the tail of the sperm falls off. The outside of the egg then thickens
to prevent another sperm from entering.

In humans, a number of variables affect whether or not fertilization
occurs following intercourse. One factor is a woman’s ovulatory cycle. The
ovulatory cycle is the series of events that bring about the ripening of an
egg and its release from the ovaries. Human eggs can be fertilized for only
a few days after ovulation, which usually occurs only once every 28 days.

Fertilization in other species
Nearly all forms of terrestrial (land) animals use some form of in-

ternal fertilization similar to that in humans. External fertilization, how-
ever, is more common among aquatic animals. It is simple enough for
aquatic animals simply to dump their sperm and eggs into the water and
let currents mix the two kinds of cells with each other.

Reproduction of the sea urchin is a typical example of external fer-
tilization among aquatic animals. A male sea urchin releases several bil-
lion sperm into the water. These sperm then swim towards eggs released
in the same area. Fertilization occurs within seconds when sperm come
into contact and fuse with eggs.

External fertilization in animals
Although it does not occur naturally in animals very often, external

fertilization is also a possibility. In the case of humans, for example, some
form of external fertilization may be necessary when a male and female
wish to have a child but one or the other is biologically incapable of con-
tributing to the normal process of internal fertilization.

An example is the process known as in vitro fertilization. The ex-
pression in vitro means “in glass,” that is, in a glass test tube or petri dish.
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The term is used in contrast to in vivo fertilization, where in vivo means
“in a living organism.”

During in vitro fertilization, eggs are removed surgically from a fe-
male’s reproductive tract. Those eggs then can be fertilized by sperm that
has been taken from a male and then stored in a test tube or petri dish.
After the fertilized eggs have divided twice, they are reintroduced into
the female’s body. If all goes well, the embryo and fetus develop, even-
tually resulting in a normal birth.

In vitro fertilization has been performed successfully on a variety of
domestic animals since the 1950s. In 1978, the first human birth follow-
ing in vitro fertilization occurred in England. Since that time, the proce-
dure has become a routine treatment for infertile couples who wish to
have children.

[See also Reproduction; Reproductive system]

‡�Fiber optics
Optical fiber is a very thin strand of glass or plastic capable of transmit-
ting light from one point to another. Since the late 1950s, optical fibers
have emerged as revolutionary tools in the fields of medicine and
telecommunications. These fibers can transmit light pulses containing data
up to 13,000 miles (20,900 kilometers), and do so without significant dis-
tortion. The fibers also permit the “piping” of light into the body, allow-
ing doctors to see and diagnose conditions without the use of surgery.
Optical fibers operate by continuously reflecting light (and images) down
the length of the glass core.

Production of optical fibers
Optical fibers are manufactured in a multistep process: the inner wall

of a silica glass tube is coated with 100 or more successive thin layers of
purer glass. The tube is then heated to 3,632°F (2,000°C) and stretched
into a strand of thin, flexible fiber. The result is a clad fiber, approxi-
mately 0.0005 inch (0.0013 centimeter) in diameter. By comparison, a
human hair measures 0.002 inch (0.005 centimeter).

The use of fiber optics
Optical fibers were first used in medicine in the late 1950s when

fiber optic bundles were added to endoscopes (optical instruments used
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to examine the inside of hollow organs or tubes in the body). The new
endoscope, called a fiberscope, consisted of two bundles of fibers. One
bundle carried light down to the area to be studied, while the other car-
ried a color image of the area back to the physician. Because of its small
size and flexibility, the fiberscope can view many areas inside the body,
such as veins, arteries, the digestive system, and the heart.

The field of telecommunications first used optical fibers in 1966.
Today a telephone conversation can be carried over optical fibers by a
method called digital transmission. In this method, sound waves are con-
verted into electrical signals, each of which is then assigned a digital code
of 1 or 0. The light carries the digitally encoded information by emitting
a series of pulses: a 1 would be represented by a light pulse, while a 0
would be represented by the absence of a pulse. At the receiving end, the
process is reversed: light pulses are converted back into electronic data,
which are then converted back into sound waves.

By using digital transmission, telecommunications systems carry
more information farther over a smaller cable system than its copper wire
predecessor. A typical copper bundle measuring 3 inches (7.6 centime-
ters) in diameter can be replaced by a 0.25-inch (0.64-centimeter) wide
optical fiber carrying the same amount of data. This improvement be-
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comes important where telephone cables must be placed underground in
limited space.

The tiny size of optical fibers also brings about a significant reduc-
tion in the weight of a particular system. Replacing copper aircraft in-
strument wiring can save up to 1,000 pounds (454 kilograms), allowing
for more economical fuel consumption. Optical fibers are also immune
to electromagnetic interference, making them roughly 100 times more ac-
curate than copper. They typically allow only 1 error in 100 million bits
of data transmitted.

Optical fibers and television
Optical fibers have proven to be an ideal method of transmitting

high-definition television (HDTV) signals. Because its transmission con-
tains twice as much information as those of conventional television,
HDTV features much greater clarity and definition in its picture. How-
ever, standard television technology cannot transmit so much information
at once. Using optical fibers, the HDTV signal can be transmitted as a
digital light-pulse, providing a near-flawless image. HDTV reproduction
is far superior to broadcast transmission, just as music from a digital com-
pact disc is superior to that broadcast over FM radio.

‡�Filtration
Filtration is the process by which solid materials are removed from a fluid
mixture, either a gas or liquid mixture. Anyone who has ever prepared
foods in a kitchen has probably seen one of the simplest forms of filtra-
tion. After cooking pasta, for example, the contents of the pot may be
poured through a colander or sieve. (A colander looks like a big pot with
holes in it.) The pasta is captured in the colander, and the wastewater runs
through holes and is usually thrown away.

Beginning science students often use filtration, too. The solid ma-
terial (precipitate) formed in a chemical reaction can be separated 
from the liquid part of a mixture by passing the mixture through a filter
paper. The filter paper traps solid particles in the mixture, while a clear
solution passes through the filter, down the funnel, and into a receiving
container.

Filtration is carried out for one of two general purposes: in order to
capture the solid material suspended in the fluid or in order to clarify the
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fluid in which the solid is suspended. The general principle is the same
in either case, although the specific filtration system employed may dif-
fer depending on which of these objectives is intended.

In the world outside of chemistry laboratories, a very great variety
of filtration systems are available. These systems can be categorized ac-
cording to the fluids on which they operate (gaseous or liquid) and the
driving force that moves fluids through them (gravity, vacuum, or pres-
sure). They also can be subdivided depending on the type of material used
as a filter.

Liquid filtration
Liquid filtration occurs when a suspension of a solid in a liquid

passes through a filter. That process takes place when the liquid is pulled
through the filter by gravitational force (as in the laboratory example men-
tioned above) or is forced through the filter by some pressure applied to
the mixture. In some filtration systems, a vacuum is maintained in the re-
ceiving container. Then normal atmospheric pressure has a greater effect
in forcing the mixture through the filter.

One of the most familiar gravity filters in the industrial world is that
used for the purification of water. A water filtration system generally
makes use of a thick layer of granular materials, such as sand, gravel, and
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Cake filter: A type of filter on which solid materials removed from a
suspension collect in a quantity that can be physically removed.

Clarification: The process by which unwanted solid materials are
removed from a suspension in order to produce a very clear liquid.

Diatomaceous earth: A finely divided rocklike material obtained from
the decay of tiny marine organisms known as diatoms.

Fluid: A gas or liquid.

Precipitate: A solid material that is formed by some physical or chem-
ical process within a fluid.

Suspension: A temporary mixture of a solid in a gas or liquid from
which the solid will eventually settle out.



charcoal. Such a filter may be many feet thick and is known, therefore,
as a deep-bed filter. When impure water passes through such a filter, sus-
pended solids are removed, allowing relatively pure water to be collected
at the bottom of the filter. In commercial water purification plants, the
deep-bed filter may be modified to remove other impurities. For exam-
ple, dissolved gases that add unpleasant odors and taste to the water may
be removed if activated carbon (finely divided charcoal) is included in
the filter. The gases responsible for offensive odor and taste are absorbed
on particles of charcoal, leaving behind fluid that is nearly odorless and
tasteless.

The filtration of smaller volumes of solution than those normally
encountered in a water filtration plant is often accomplished by means of
positive pressure systems. A positive pressure system is one in which the
fluid to be filtered is forced through a filtering medium by an external
pressure. A number of variations on this concept are commercially avail-
able. For example, in one type of apparatus, the fluid to be filtered is in-
troduced under pressure at one end of a horizontal tank and then forced
through a series of vertical plates covered with thin filtering cloths. As
the fluid passes through these filters, solids are removed and collect on
the surface of the cloths. The material that builds up on the filters is known
as a cake, and the filters themselves are sometimes called cake filters.

In another type of pressure filter a series of filter plates is arranged
one above the other in a cylindrical tank. Liquid is pumped into the tank
under pressure, which forces it downward through the filters. Again, solids
suspended in the liquid collect on the filters while the clear liquid passes
out of the tank through a drain pipe in the center of the unit.

A variety of vacuum filters also have been designed. In a vacuum
filter, the liquid to be separated is poured onto a filtering medium and a
vacuum is created below the medium. Atmospheric pressure above the
filter then forces the liquid through the medium with suspended solids
collecting on the filter and the clear liquid passing through.

Probably the most common variation of the vacuum filter is the con-
tinuous rotary vacuum filter. In this device, a drum with a perforated sur-
face rotates on a horizontal axis. A cloth covering the drum acts as the
filter. The lower part of the drum is submerged in the liquid to be sepa-
rated and a vacuum is maintained within the drum. As the drum rotates,
it passes through the liquid; atmospheric pressure then forces liquid into
its interior. Solids suspended in the liquid are removed by the filter and
collect as a cake on the outside of the drum. Because the cake can con-
stantly be removed by a stream of water, the drum can continue to rotate
and filter the suspension in the pan below it.
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Clarifying filters
The filters described thus far are used most commonly to collect a

solid material suspended in a liquid. Clarifying filters, on the other hand,
are designed to collect a liquid that is as free from solid impurities as pos-
sible. The most important feature of a clarifying filter, then, is the filter
itself. It must be constructed in such a way as to remove the very small-
est particles suspended in the liquid. A number of systems have been de-
veloped to achieve this objective. Some rely on the use of wires or fibers
spaced very closely together. Others make use of finely powdered mate-
rials, such as diatomaceous earth.

Gas filtration
Examples of gas filtration are common in everyday life. For exam-

ple, every time a vacuum cleaner runs, it passes a stream of dust-filled
air through a filtering bag inside the machine. Solid particles are trapped
within the bag, while clean air passes out through the machine.

The removal of solid particles from air and other gases is a com-
mon problem in society. Today, air conditioning and heating systems not
only change the temperature of a room, but also remove dust, pollen, and
other particles that may cause respiratory problems for humans.

The cleansing of waste gases is also a significant problem for many
industrial operations. Gases discharged from coal- and oil-burning power
plants, for example, usually contain solid particles that cause air pollu-
tion and acid rain. One way to remove these particles is to pass them
through a filtering system that physically collects the particles leaving a
clean (or cleaner) effluent gas.

[See also Hydrologic cycle; Waste management]

‡�Fish
Ocean saltwater covers more than three-quarters of Earth’s surface; lakes,
rivers, streams, ponds, canals, swamps, marshes, and other forms of fresh-
water cover vast expanses of the planet’s surface as well. One of the most
successful groups of animals that have evolved to fill all these habitats
are fish.

There are two types of fish: a small group with skeletons made of
cartilage (a bonelike elastic tissue less rigid than true bone) and an enor-
mous group with skeletons made of bone (like that found in humans).
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Cartilaginous fish include the sharks, skates, rays, and dogfish. The re-
mainder—more than 25,000 species (more than all other species of ver-
tebrates combined)—are known as bony fish.

All fish are cold-blooded, meaning they do not have a constant body
temperature but take on the temperature of the surrounding water. The
majority of fish species have bodies that are streamlined; their bodies are
covered with tiny, smooth scales that offer no resistance to a fish’s move-
ment through water. The scales themselves are covered with a slimy coat-
ing that further reduces friction. Additionally, a fish’s external appendages
(fins) have been reduced to produce minimal resistance to the water as
they propel the fish through it. Fins fall into two categories: vertical fins,
which occur individually, and paired fins. Examples of the vertical fins
are a dorsal fin that runs down the middle of a fish’s back and the anal
fin that runs along its underside. Examples of paired fins are those that
appear on either side of a fish’s upper body, below and behind its eyes.
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The form, size, and number of fins varies considerably according to
an individual species’ habitat and requirements. In fast-swimming species,
such as the tuna or mackerel, the dorsal and anal fins have thin, sharp
shapes that reduce friction. In puffer or porcupine fish, by contrast, the
fins are greatly reduced—for use in short paddling movements. Other
species, such as eels, have lost almost all traces of external fins and swim
instead by rhythmic movements of their muscular bodies.

Another important adaptation made by fish is their swim bladder.
The swim bladder is a chamber filled with air that allows a fish to remain
at the same level in water while expending very little energy.

Fish breathe through structures known as gills. When a fish takes in
water through its mouth, the flaps that cover its gills are closed. When
the fish closes its mouth, the flaps open and water is expelled through the
gills. In this process, oxygen dissolved in the water is absorbed into the
fish’s bloodstream.

Bony fish are either carnivorous (meat-eating), herbivorous (plant-
eating), or both. And fish are, of course, one of the world’s most popu-
lar foods. In island nations and countries with long coastlines, fish are a
major part of the diet. They are also a healthful food since they are high
in protein and low in fat content.

Cartilaginous fish
The cartilaginous fish—whose skeletons are made of cartilage—in-

clude both sharks and rays. An intriguing characteristic of sharks is the
presence of tiny primitive teeth on their skin. These denticles are similar
in some ways to human teeth, although much smaller in size. Thus the
texture of a shark’s skin is similar to that of fine sandpaper. Human swim-
mers can be badly cut by coming into contact with the skin of a shark.
The skin of a ray, on the other hand, is entirely smooth except for the
back or upper tail surface, where denticles have developed into large,
strong spines.

The jaw teeth of both sharks and rays are, in fact, modified denti-
cles. These teeth are lost when they become worn and are replaced by rows
of new teeth from the space behind them. In some species of sharks, the
jaw looks like an assembly line, with new teeth filling spaces immediately.

Like bony fish, both sharks and rays breathe through gills. They also
have an opening called a spiracle on both sides of the head behind the
eye. The spiracle allows water to flow through the gills without taking in
large amounts of mud and sand. This adaptation is especially useful for
rays, which often bury in the sand, and for sharks, which often rest on
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the ocean bottom. Unlike the bony fish, sharks and rays do not possess a
swim bladder.

Cartilaginous fish are predatory: they feed on other animals, from zoo-
plankton to shellfish to whales. And they themselves are sought after by
humans as a food source. Shark meat, once marketed under the pseudonyms
of flake and steakfish, is now popular worldwide. Shark fins have long
been popular in Asia. Rays are considered delicacies in Great Britain and
France, and thornback rays and flapper skates are often sold as sea trout.

[See also Coelacanth]

‡�Flower
A flower is the reproductive part of a plant that produces seeds. Plants
that produce flowers and fruit are called angiosperms. There are more
than 300,000 species of angiosperms, and their flowers and fruits vary
significantly. Flowers and fruits are among the most useful features for
identifying plant species.

Study of flowers throughout history
Many modern cultures consider flowers attractive, and scholars have

been fascinated with flowers for thousands of years. Dioscorides, a first-
century Greek physician, wrote the most influential early book on plants,
De materia medica. This was the first text about the medicinal uses of
plants, and it contained many diagrams of plants and their flowers. The
book helped other physicians identify the species of plant to prescribe to
their patients for a particular ailment. De materia medica remained an im-
portant reference on botany (the study of plants) for more than 1,500 years.

In the mid-1700s, Swedish botanist Carolus Linnaeus revolutionized
the field of botany. He classified plant species according to the morphol-
ogy (form and structure) of their flowers and fruits. Modern botanists con-
tinue to rely upon his classification system.

Up until the late 1700s, people believed that flowers with beautiful
colors and sweet smells were created by God to please humans. However,
German botanist Christian Konrad Sprengel disputed this view. He held
that the characteristics of flowers (shape, color, smell) are related to their
method of reproduction. Sprengel published his theory of flowers in 1793
in The Secret of Nature Revealed. Although not widely accepted in his
own time, Sprengel’s views were soon considered scientifically correct.
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Parts of the flower
There are considerable differences among the many species of flow-

ers. Flowers can develop on different places on a plant. Terminal flow-
ers, like a tulip, are single flowers that bloom at the apex or end of an
upright stalk. Other flowers arise in an inflorescence, a branched cluster
of individual flowers. Begonias are an example of this type. Those flow-
ers that grow at the base of a leaf where it attaches to the stem of the
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Words to Know

Angiosperm: Plant that produces flowers and seeds.

Anther: Top part of the stamen that produces pollen.

Filament: Stalk of the stamen that bears the anther.

Corolla: Layers of petals in a flower.

Morphology: Branch of biology dealing with the form and structure of
living organisms.

Ovary: Base part of the pistil that bears ovules and develops into a
fruit.

Ovule: Structure within the ovary that develops into a seed after fer-
tilization.

Petal: Whorl of a flower just inside the sepals that is often colored.

Pistil: Female reproductive organ of flowers that is composed of the
stigma, style, and ovary.

Pollen: Powdery grains that contain the male reproductive cells of
angiosperms.

Pollination: Transfer of pollen from the male reproductive organs to
the female reproductive organs of a plant.

Sepal: External whorl of a flower that is typically leaflike and green.

Stamen: Male reproductive organ of flowers that is composed of the
anther and filament.

Stigma: Top part of the pistil upon which pollen lands and germinates.

Style: Stalk of the pistil that connects the stigma to the ovary.



plant are called axillary flowers. Snapdragons are an example of axillary
flowers.

There are four concentric whorls (rings) of organs in a complete
flower. From the center to the outside, they are the pistil, stamens, petals,
and sepals. Fundamentally, these four parts are modified leaves.

The pistil, a long stalk arising in the center, is the female reproduc-
tive organ of a flower. It is composed of the stigma, style, and ovary. The
stigma is the sticky knob at the outer end of the stalk. The style is the
portion of the stalk connecting the stigma to the ovary. The ovary is the
round base that contains one or more undeveloped seeds called ovules.
In each ovule is an egg waiting to be fertilized by a sperm.

Stamens, the male reproductive organs, also arise from the center of
the flower and encircle the pistil. The stamens are composed of a stalk,
called a filament, topped by an anther. The anther produces many mi-
croscopic pollen grains. The male sex cell, a sperm, develops within each
pollen grain.

Petals, the often-brightly colored portion surrounding the pistil and
stamens, are a flower’s showpiece. They attract the attention of passing
insects, birds, and people. The layers of petals in a flower comprise the
corolla.

Sepals lie below the petals and are usually green and leaflike in ap-
pearance. Sepals form a temporary, protective cover over an unopened
flower. When the petals of a flower are ready to unfurl, the sepals fold back.

In some species, one or more of the four whorls of floral organs is
missing, and the flower is referred to as an incomplete flower. A bisex-
ual flower is one with both stamens and a pistil, whereas a unisexual
flower is one that has either stamens or a pistil, but not both. All com-
plete flowers are bisexual since they have all four floral whorls. All uni-
sexual flowers are incomplete since they lack either stamens or a pistil.

Pollination
In angiosperms, pollination is the transfer of pollen from an anther

to a stigma. Pollen grains land on the sticky stigma, where they begin to
germinate or grow. A pollen tube then forms down the style, sperm is de-
livered to the ovules, and fertilization takes place.

If the transfer of pollen occurs between an anther and the stigma of
the same plant, it is known as self-pollination. Complete flowers are able
to self-pollinate. When the transfer of pollen occurs between an anther
and the stigma of different plants, it is known as cross-pollination. Of the
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two methods, cross-pollination produces stronger and healthier off-spring
since it mixes up the genetic make-up of plants. Cross-pollination can be
brought about by wind, rain, mammals, birds, and insects.

Pollination by wind. Many angiosperms are pollinated by wind.
Wind-pollinated flowers, such as those of corn and all grasses, tend to
have a simple structure lacking petals. The anthers dangle on long fila-
ments, allowing the light pollen grains to be easily caught by the wind.
The stigma are freely exposed to catch the airborne pollen. Large amounts
of pollen are usually wasted because they do not reach female reproduc-
tive organs. For this reason, most wind-pollinated plants are found in tem-
perate regions, where members of the same species often grow close to-
gether.

Pollination by animals. In general, pollination by insects and other
animals is more efficient than pollination by wind. Many times flowers
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offer “rewards” to attract these animals—sugary nectar, oil, solid food, a
place to sleep, or even the pollen itself. Generally, plants use color and
fragrances to lure their pollen-transporting agents.

The flowers of many species of plants are marked with special pig-
ments that absorb ultraviolet light (light whose wavelengths are shorter
than visible light). These pigments are invisible to humans and most an-
imals. But the eyes of bees are sensitive enough to detect the patterns cre-
ated by the pigments and so the bees are drawn to them.

Having been attracted to a flower, an insect or other small animal
probes inside for its reward. In doing so, it brushes against the anthers
and picks up dust pollen on its body. When the animal moves on to the
next flower, it brushes past the stigma, depositing pollen. Many flowers
are designed precisely to match the body forms of the animals partici-
pating in this pollen transfer. In this way, contact with both the anthers
and the stigma is ensured. A few orchids use a combination of smell,
color, and shape to mimic the female of certain species of bees and wasps.
The male bees and wasps then try to mate with the flower. In the process,
they either pick up or transfer pollen to that flower.

‡�Fluid dynamics
Fluid dynamics is the study of the flow of liquids and gases, usually in
and around solid surfaces. For example, fluid dynamics can be used to
analyze the flow of air over an airplane wing or over the surface of an
automobile. It also can be used in the design of ships to increase the speed
with which they travel through water.

Scientists use both experiments and mathematical models and cal-
culations to understand fluid dynamics. A wind tunnel is an enclosed space
in which air can be made to flow over a surface, such as the model of an
airplane. Smoke is added to the air stream so that the flow of air can be
observed and photographed.

The data collected from wind tunnel studies and other experiments
are often very complex. Scientists today use models of fluid behavior and
powerful computers to analyze and interpret those data.

The field of fluid dynamics is often subdivided into aerodynamics
and hydrodynamics. Aerodynamics is the study of the way air flows
around airplanes and automobiles with the aim of increasing the efficiency
of motion. Hydrodynamics deals with the flow of water in various situa-
tions such as in pipes, around ships, and underground. Apart from the
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more familiar cases, the principles of fluid dynamics can be used to un-
derstand an almost unimaginable variety of phenomena such as the flow
of blood in blood vessels, the flight of geese in V-formation, and the be-
havior of underwater plants and animals.

Factors that influence flow
Flow patterns in a fluid (gas or liquid) depend on three factors: the

characteristics of the fluid, the speed of flow, and the shape of the solid
surface. Three characteristics of the fluid are of special importance: vis-
cosity, density, and compressibility. Viscosity is the amount of internal
friction or resistance to flow. Water, for instance, is less viscous than
honey, which explains why water flows more easily than does honey.

All gases are compressible, whereas liquids are practically incom-
pressible; that is, they cannot be squeezed into smaller volumes. Flow pat-
terns in compressible fluids are more complicated and difficult to study
than those in incompressible ones. Fortunately for automobile designers,
at speeds less than about 220 miles (350 kilometers) per hour, air can be
treated as incompressible for all practical purposes. Also, for incom-
pressible fluids, the effects of temperature changes can be neglected.

Laminar and turbulent flow
Flow patterns can be characterized as laminar or turbulent. The term

laminar refers to streamlined flow in which a fluid glides along in layers
that do not mix. The flow takes place in smooth continuous lines called
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Boundary layer: The layer of fluid that sticks to a solid surface and
through which the speed of the fluid decreases.

Compressibility: The property that allows a fluid to be compressed
into a smaller volume.

Laminar: A mode of flow in which the fluid moves in layers along con-
tinuous, well-defined lines known as streamlines.

Turbulent: An irregular, disorderly mode of flow.

Viscosity: The internal friction within a fluid that makes it resist flow.



streamlines. You can observe this effect when you open a water faucet
just a little so that the flow is clear and regular. If you continue turning
the faucet, the flow gradually becomes cloudy and irregular. This condi-
tion is known as turbulent flow.

Fluid flow concepts
Bernoulli’s principle. Swiss mathematician Daniel Bernoulli (1700–
1782) was the first person to study fluid flow mathematically. For his re-
search, Bernoulli imagined a completely nonviscous and incompressible
or “ideal” fluid. In this way, he did not have to worry about all the many
complications that are present in real examples of fluid flow. The math-
ematical equations Bernoulli worked out represent only ideal situations,
then, but they are useful in many real-life situations.
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Mach Number

The Mach number is a measurement used in fluid dynamics that
compares the velocity of an object traveling through a fluid to the
speed of sound in that fluid. For example, the speed of sound in air at
sea level at a temperature of 59°F (15°C) is about 760 miles per hour
(340 meters per second). Imagine an airplane flying just above the
ocean at a speed of 380 miles per hour (170 meters per second). In
that case, the Mach number of the airplane would be 380 miles per
hour divided by 760 miles per hour (380 mph � 760 mph) or 0.5.

The Mach number is named after Austrian physicist and
philosopher Ernst Mach (1838–1916), who pioneered the study of
supersonic (faster than sound) travel. The Mach number is especially
important in the field of fluid dynamics because fluids flow around an
object in quite different ways. For example, when an airplane flies at a
speed greater than the speed of sound, sound waves are not able to
“get out of the way” of the airplane. Shock waves are produced,
resulting in the sonic booms heard when an airplane exceeds the speed
of sound.

Aircraft designers have to take differences in fluid behavior at
different Mach numbers into account when designing planes that take
off and climb to altitude at speeds in the subsonic (less than the speed
of sound) region, then pass through the transonic (about equal to the
speed of sound) region, and cruise at speeds in the supersonic region.



A simple way to understand Bernoulli’s result is to picture water
flowing through a horizontal pipe with a diameter of 4 inches (10 centi-
meters). Then imagine a constricted section in the middle of the pipe with
a diameter of only 2 inches (5 centimeters). Bernoulli’s principle says that
water flowing through the pipe has to speed up in the constricted portion
of the pipe. If water flowed at the same rate in the constricted portion of 
the pipe, less water would get through. The second half of the pipe would
not be full.

What Bernoulli showed was that water in the constricted section of
the pipe (through which liquid moves more quickly) experiences less wa-
ter pressure. Suppose the water pressure in the wide part of the pipe is 20
newtons per square meter. Then the pressure in the constricted part of the
pipe might be only 15 newtons per square meter. More generally,
Bernoulli’s principle says that the pressure exerted by a fluid decreases
as the velocity of that fluid increases.

Bernoulli’s principle is easy to demonstrate. Hold both ends of a
piece of paper in your two hands and blow over the upper surface of the
paper. The paper appears to rise, as if by magic. The “magic” is that air
passing over the surface of the paper causes reduced pressure from above
on the paper. Normal atmospheric pressure below the paper pushes it up-
ward. This simple demonstration also illustrates the principle on which
airplanes fly. Air flying over the wings of the airplane produces a lifting
effect from below on the wings.

Boundary layer effects. Bernoulli’s principle works very well in
many cases. But assuming that fluids have no viscosity, as Bernoulli did,
does introduce some errors in real life. The reason for these errors is that
even in fluids with very low viscosity, the fluid right next to the solid
boundary sticks to the surface. This effect is known as the no-slip condi-
tion. Thus, however fast or easily the fluid away from the boundary may
be moving, the fluid near the boundary has to slow down gradually and
come to a complete stop exactly at the boundary. This effect is what causes
drag on automobiles and airplanes in spite of the low viscosity of air.

The treatment of such flows was considerably simplified by the
boundary layer concept introduced by German physicist Ludwig Prandtl
(1875–1953) in 1904. According to Prandtl, a fluid slows down only in
a thin layer next to the surface. This boundary layer starts forming at the
beginning of the flow and slowly increases in thickness. It is laminar in
the beginning but becomes turbulent after some period of time. Since the
effect of viscosity is confined to the boundary layer, the fluid away from
the boundary may be treated as ideal.
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Shape and drag. Moving automobiles and airplanes experience a re-
sistance or drag due to the viscous force of air sticking to their surface.
Another source of resistance is pressure drag, which is due to a phenom-
enon known as flow separation. This happens when there is an abrupt
change in the shape of the moving object, and the fluid is unable to make
a sudden change in flow direction and stay with the boundary. In this
case, the boundary layer gets detached from the body, and a region of low
pressure turbulence or wake is formed below it, creating a drag on the
vehicle (due to the higher pressure in the front). That is why aerody-
namically designed cars are shaped so that the boundary layer remains at-
tached to the body longer, creating a smaller wake and, therefore, less
drag. There are many examples in nature of shape modification for drag
control. The sea anemone, for instance, with its many tentacles, continu-
ously adjusts its form to the ocean currents in order to avoid being swept
away while gathering food.

‡�Fluorescent light
Fluorescent light is the most common type of electrical light used in the
United States. It is estimated that there are 1.5 billion fluorescent lamps
in use nationwide, mostly in commercial settings such offices, factories,
stores, and schools. Fluorescent lighting is popular due to its high effi-
ciency: it produces four to six times more light than an incandescent lamp
consuming the same electrical power.

Luminescence is the term used to describe the process in which light
is produced by a means other than heating (incandescence refers to the
production of light from heat). Fluorescence is luminescence in which light
of a visible color is emitted from a substance that is stimulated or excited
by light or other forms of electromagnetic radiation (radiation that has
properties of both an electric and magnetic wave and that travels through
a vacuum with the speed of light) or by certain other means. Once the
stimulation stops, however, the light emitted by the stimulated substance
lasts no more than about 10 nanoseconds (10 billionths of a second).

Humans observed fluorescence in certain rocks and other substances
for hundreds of years before fully understanding its nature. In 1852, Eng-
lish mathematician and physicist George Gabriel Stokes (1819–1903) fi-
nally named and explained the phenomena (he named it after fluorite, a
strongly fluorescent mineral). Stokes discovered that fluorescence can be
induced or brought about in certain substances by stimulating them with
ultraviolet light (ultraviolet radiation is electromagnetic radiation of a
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wavelength just shorter than the violet end of the visible light spectrum
and thus with higher energy than visible light). From his discovery, he
formulated Stoke’s law, which states that in fluorescence, the wavelength
of the emitted or fluorescent light is always longer than that of the stim-
ulating radiation.

Construction and operation
Even though Stokes uncovered the science behind fluorescence, flu-

orescent lamps were not commercially produced until 1938. Since then,
improvements have been made in all aspects of the lamp, but the basic
principle has remained the same.

A fluorescent lamp is formed from a sealed, hollow glass tube that
is straight, although other shapes also can be used. The tube contains a
low-pressure mixture of argon gas and mercury vapor. Electrodes are lo-
cated at either end of the tube, which has a coating of an inorganic phos-
phor on its inside surface (a phosphor is a material that absorbs energy
over some period of time, then gives off light for a longer period). When
activated, the electrodes discharge a stream of electrons that flow between
them through the gas mixture. The electrons interact with the mercury va-
por atoms floating in the gas mixture, exciting them. As the mercury atoms
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Electrode: A material that will conduct an electrical current, usually a
metal, used to carry electrons into or out of an electrochemical cell.

Electromagnetic radiation: Radiation (a form of energy) that has
properties of both an electric and magnetic wave and that travels
through a vacuum with the speed of light.

Fluorescence: Luminescence (glowing) that stops within 10 nanosec-
onds after an energy source has been removed.

Incandesacence: Glowing due to heat.

Phosphor: A material that absorbs energy over some period of time,
then gives off light for a longer period.

Ultraviolet radiation: Electromagnetic radiation (energy) of a wave-
length just shorter than the violet (shortest wavelength) end of the
visible light spectrum and thus with higher energy than visible light.



return to an unexcited state, they release photons of ultraviolet light. These
ultraviolet photons then collide with the phosphor on the inside surface of
the tube, and the phosphor emits visible photons—it fluoresces to create
light. When the lamp is turned off, the phosphor stops fluorescing. The
color of the emitted light is determined by the chemical compounds used
in the phosphor. Most compounds produce what is perceived as white light.

Lifetime
A fluorescent lamp produces less heat than an incandescent one.

Thus, it runs cooler for the same effective light output. Fluorescent bulbs
also last much longer: 10,000 to 20,000 hours versus 1,000 hours for a
typical incandescent bulb. The lifetime of a fluorescent lamp is limited
primarily by the phosphor and by the electron-emitting material on the
electrodes. Over time, frequent on-off cycles begin to erode both. The in-
duction lamp, a commercial version of which was introduced by the Gen-
eral Electric Company in 1994, contains no electrodes, and the discharge
current is induced by a radio-frequency discharge. Since there is no ero-
sion problem, the induction lamp has the capability of lasting for up to
60,000 hours, many times longer than standard fluorescent lamps.

[See also Incandescent light]
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‡�Fluoridation
Fluoridation is the process of adding the chemical fluoride to a substance
(often drinking water) to reduce tooth decay. In the human body, fluoride
acts to prevent tooth decay by strengthening tooth enamel and inhibiting
the growth of plaque-forming bacteria. Fluoridation was first introduced
into the United States in the 1940s in an attempt to study its effect on the
reduction of tooth decay. Since then many cities have added fluoride to
their water supply systems.

Early fluoridation studies
In 1901, Frederick McKay (1874–1959), a dentist in Colorado

Springs, Colorado, noticed that many of his patients had brown stains,
called mottled enamel, on their teeth. After studying the cause of this stain-
ing for three decades, McKay concluded that it was due to high concen-
trations of fluoride in the patients’ drinking water. McKay also observed
that although unsightly, the stained teeth of his patients seemed to be more
resistant to decay. After experimentation, he found that the ideal level of
fluoride in water should be one part fluoride per million parts of water (or
one ppm). That was enough to stop decay but too little to cause mottling.

The U.S. Public Health Service (USPHS) grew interested in fluo-
ride and, following safety tests on animals, conducted field tests. In 1945,
the public water systems of Newburgh, New York, and Grand Rapids,
Michigan, became the first ever to be artificially fluoridated with sodium
fluoride.

Results of these tests seemed to show that fluoridation reduced den-
tal cavities by as much as two-thirds. Based on those results, the USPHS
recommended in 1950 the fluoridation of all public water systems in the
United States. Later that year, the American Dental Association added its
endorsement, and the American Medical Association followed suit in 1951.

To fluoridate or not to fluoridate
Even though almost the entire dental, medical, and public health es-

tablishment favored fluoridation, the recommendation was immediately
controversial, and has remained so. Opponents objected to fluoridation
because of possible health risks (fluoride is toxic, or poisonous, in large
amounts). They also objected to being deprived of the choice whether to
consume a chemical. Despite the opposition, nearly 60 percent of people
in the United States now drink fluoridated water. Fluoridation also is prac-
ticed in about 30 other countries.
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Fluoridation today
Over the years, other ways of applying fluoride have been developed.

In 1956, Procter & Gamble added fluoride to one of its brands of tooth-
paste, Crest. Four years later, the Council on Dental Therapeutics of the
ADA gave Crest its seal of approval as “an effective decay-preventive den-
tifrice.” The ADA now estimates that brushing with fluoride-containing
toothpaste reduces tooth decay by as much as 20 to 30 percent.

By the 1990s, the initial claims that fluoridation in drinking water
produced two-thirds less tooth decay had been modified to about 20 to
25 percent reduction. Researchers now believe that the overall reduction
of tooth decay levels in the twentieth century has been brought about by
the addition of fluoride to many items, including food, salt, toothpaste,
and mouth rinses. Education and better dental hygiene also have played
a part. In 1993, the National Research Council published a report stating
the maximum recommended level of four ppm for fluoride in drinking
water was appropriate. Since then, the scientific debate of the health ben-
efits of fluoridation versus its possible health risks has continued. Both
sides agree that further research into this area is needed.

[See also Poisons and toxins]

‡�Food preservation
Food preservation refers to any one of a number of techniques used to
prevent food from spoiling. All foods begin to spoil as soon as they are
harvested or slaughtered. Some spoiling is caused by such microorgan-
isms as bacteria and mold. Other spoilage results from chemical changes
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Words to Know

Fluoride: A form of the element fluorine that is soluble in water. It is
often added to drinking water to reduce tooth decay.

Parts per million (ppm): A way to express low concentrations of a
substance in water. For example, 1 ppm of fluoride means 1 gram of
fluoride is dissolved in 1 million grams of water.



within the food itself due to natural processes such as enzyme action or
oxidation.

Ancient methods
Ages-old food preservation techniques include drying, smoking,

cooling, freezing, fermenting, salting, pickling, and canning.

Drying and smoking. One of the most ancient methods of food preser-
vation is sun- or air-drying. Drying works because it removes much of
the food’s water. Without adequate water, microorganisms cannot multi-
ply and chemical activities greatly slow down. Dried meat was one of the
earliest staple foods of hunters and nomads (people who constantly moved
about). Once fire was discovered, prehistoric cave dwellers heat-dried
meat and fish, which probably led to the development of smoking as an-
other way to preserve these foods. The Phoenicians of the Middle East
air-dried fish. Ancient Egyptians stockpiled dried grains. Native North
Americans produced a nutritious food called pemmican by grinding to-
gether dried meat, dried fruit, and fat.

Cooling and freezing. Early northern societies quickly learned that
coolness as well as freezing helped preserve foods. Microbe growth and
chemical changes slow down at low temperatures and completely stop
when water is frozen. Pre-Columbian natives in Peru and Bolivia freeze-
dried potatoes, while the early Japanese and Koreans freeze-dried their
fish. Water evaporating through earthenware jars was used as a coolant
in 2500 B.C. by Egyptians and East Indians. Ancient Chinese, Greeks, 
and Romans stored ice and mountain snow in cellars or icehouses to keep
food cool.

Fermenting. Fermentation was particularly useful for people in south-
ern climates, where cooling and freezing were not practical. When a food
ferments, it produces acids that prevent the growth of organisms that cause
spoilage. Grapes, rice, and barley were fermented into wine and beer by
early people. Fermentation also was used to produce cheese and yogurt
from milk.

Salting and pickling. Salting, which also inhibits bacteria growth,
was a preferred method of preserving fish as early as 3500 B.C. in the
Mediterranean world, and also was practiced in ancient China.

Substances besides salt were found to slow food spoilage. The Chi-
nese began using spices as preservatives around 2700 B.C. Ancient Egyp-
tians used mustard seeds to keep fruit juice from spoiling. Jars of fruit
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preserved with honey have been found in the ruins of Pompeii, Italy.
Melted fat—as Native North Americans discovered with pemmican—pre-
served meat by sealing out air. Pickling—preserving foods in an acid sub-
stance like vinegar—also was used during ancient times.

Early canning. By the Middle Ages (400–1450), all of these ancient
methods of preserving foods were widely practiced throughout Europe
and Asia, often in combination. Salted fish became the staple food of poor
people during this time—particularly salted herring, introduced in 1283
by Willem Beukelszoon of Holland. As the modern era approached, the
Dutch navy in the mid-1700s developed a way of preserving beef in iron
cans by packing it in hot fat and then sealing the cans. By the late 1700s,
the Dutch also were preserving cooked, smoked salmon by packing it with
butter or olive oil in sealed cans.

Modern methods
Modern methods of food preservation include canning, mechanical

refrigeration and freezing, the addition of chemicals, and irradiation.

With the Industrial Revolution (1760–1870), populations became
concentrated in ever-growing cities and towns. Thus other methods were
needed to preserve food reliably for transportation over long distances
and for longer shelf life.
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Additive: A chemical compound that is added to foods to give them
some desirable quality, such as preventing them from spoiling.

Antioxidant: A chemical compound that has the ability to prevent the
oxidation of substances with which it is associated.

Dehydration: The removal of water from a material.

Fermentation: A chemical reaction in which sugars are converted to
organic acids.

Irradiation: The process by which some substance, such as a food, is
exposed to some form of radiation, such as gamma rays or X rays.

Oxidation: A chemical reaction in which oxygen reacts with some
other substance.



The crucial development was the invention of sophisticated canning
techniques during the 1790s by the Frenchman Nicolas François Appert
(1750–1841), who operated the world’s first commercial cannery in 1804.
Appert’s method, which first used bottles, was greatly improved by the
1810 invention of the tin can in England. Used at first for Arctic expedi-
tions and by the military, canned foods came into widespread use among
the general population by the mid-1800s.

Packaged frozen foods. The 1851 invention of a commercial ice-
making machine by American John Gorrie (1803–1855) led to the de-
velopment of large-scale commercial refrigeration of foods for shipping
and storage. Clarence Birdseye (1886–1956) introduced tasty quick-frozen
foods in 1925. Shortages of canned goods after World War II (1939–45)
helped boost the popularity of frozen foods.

Dehydrated foods. Modern methods of drying foods began in France
in 1795 with a hot-air vegetable dehydrator. Dried eggs were widely sold
in the United States after 1895, but dried food was not produced in 
volume in the United States until it was used by soldiers during World
War I (1914–18). World War II led to the development of dried skim
milk, potato flakes, instant coffee, and soup mixes. After the war, freeze-
drying was applied to items such as coffee and orange juice, and the tech-
nique continues to be applied to other foodstuffs today.

Chemicals, sterile packages, and irradiation. Chemicals are now
commonly added to food to prevent spoilage. They include benzoic acid,
sorbic acid, and sulfur dioxide. Antioxidants such as BHA (butylated hy-
droxyanisole) and ascorbic acid (vitamin C) prevent compounds in food
from combining with oxygen to produce inedible changes. The use of chem-
ical additives has not been without controversy. The spread of often un-
necessary and sometimes harmful chemical additives to food during the late
1800s led to governmental regulation in both England and the United States.

Aseptic packaging is a relatively new way to keep food from spoil-
ing. A food product is sterilized and then sealed in a sterilized container.
Aseptic packages, including plastic, aluminum foil, and paper, are lighter
and cheaper than the traditional metal and glass containers used for can-
ning. Aseptically processed foods are also sterilized much more quickly,
so their flavor is better. Aseptic packaging became commercially avail-
able in 1981. However, controversy has developed about the amount of
disposable containers produced by this method.

Food irradiation uses low doses of radiation to kill microorganisms
in food and to extend the amount of time in which food can be sold and
eaten safely. Strawberries that are treated with irradiation can last for up
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to two weeks, compared to less than a week for untreated berries. The
process, which remains controversial, is a relative newcomer among food-
preserving techniques. The U.S. government first approved its use on fresh
fruits and vegetables in 1986 and for poultry in 1990.

‡�Food web and food chain
The terms food chain and food web both refer to groups of organisms that
are dependent on each other for food. A food chain is a single series of
organisms in which each plant or animal depends on the organism above
or below it. As an example, a food chain might consist of garden plants,
such as lettuce and carrots, fed upon by rabbits which, in turn, are fed
upon by owls which, in turn, are fed upon by hawks.

A food chain is largely a theoretical idea and probably seldom, if
ever, exists in the real world. It is a useful concept, however, as it helps
ecologists understand how specific plants and animals are dependent upon
one another.

The feeding relationships of organisms in the real world is almost
always more complex than suggested by a food chain. For that reason, the
term food web is more accurate than is food chain. A food web differs
from a food chain in that it includes all the organisms whose feeding habits
are related in some way or another to those of other organisms. In the ex-
ample above, small animals other than rabbits feed on lettuce and carrots
and, in turn, those animals are fed upon by a variety of larger animals.

Structure of food webs
Food webs are organized into three main categories, depending on

the kinds of organisms they contain. These three categories are known as
trophic levels. The three primary trophic levels are those that consist of (1)
producers, (2) consumers, and (3) decomposers. Producers are organisms
that can make their own organic compounds or food using energy and sim-
ple inorganic compounds. Producers are sometimes called autotrophs,
meaning “self-feeders.” For example, green plants are autotrophs because
they manufacture the compounds they need through photosynthesis.

The next trophic level above the producers consists of consumers.
Consumers are organisms that cannot make their own foods and so have
to eat other organisms to obtain the nutrients they use. The consumer
trophic level can be subdivided depending on the kind of organisms in-
cluded. Immediately above the producers are the herbivores, organisms
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that eat plants only. Some common examples of the herbivores include
squirrels, rabbits, mice, deer, cows, horses, sheep, and seed-eating birds.
The herbivores are sometimes called first-order consumers or primary con-
sumers because they occupy the first level above the producer trophic level.

Above the primary consumers, the food web fans out to include two
other kinds of consumers. The carnivores are animals that eat other ani-
mals, and the omnivores are animals that eat both plants and animals.
Within the food web, carnivores and omnivores can be on any higher
trophic levels. Some are secondary consumers or second-order consumers,
meaning that they eat primary consumers. Snakes that eat mice (primary
consumers) are secondary consumers. Other higher-level consumers are
tertiary consumers or third-order consumers, and eat further up on the
food web or perhaps on many levels. Examples of third-order consumers
are mountain lions and hawks, both of whom eat second-order consumers
such as snakes and owls.

The third trophic level consists of decomposers or detritivores (pro-
nounced de-TRY-tuh-vorz). Organisms in this trophic level survive by
eating dead organisms. Some decomposers, such as earthworms, feed di-
rectly on dead plants and animals. These organisms convert dead organ-
isms to simpler substances that are then digested even further by other
decomposers, such as bacteria and fungi.
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Biomagnification: The increasing concentration of compounds at
higher trophic levels.

Food chain: A sequence of organisms directly dependent on one
another for food.

Food web: An interconnection of many food chains.

Photosynthesis: The conversion of solar energy into chemical energy
that is stored in the tissues of primary producers (for example, green
plants).

Primary consumer: An organism that eats primary producers.

Primary producer: An organism that makes its own food.

Trophic level: A feeding level in a food web.



Unlike organisms in the consumer/producer part of the food web,
decomposers are extremely efficient feeders. They can rework the remains
of dead organisms, progressively extracting more and more energy. Even-
tually the waste materials are broken down into simple inorganic chemi-
cals such as water, carbon dioxide, and simple nutrients. The nutrients
may then be reused by the primary producers in the lowest part of the
food web. The decomposer food web is very active inside of compost
piles where kitchen wastes are converted into a soil conditioner. Decom-
posers are active in all natural ecosystems.

Ecological pyramids
Food webs are, of course, collections of organisms. However, they

also can be thought of as accumulations of energy. Think, for example, of
the energy changes involved in the food chain described at the beginning
of this essay. Lettuce and carrots, like other green plants, have the ability
to capture solar energy from sunlight and convert it into the stored chem-
ical energy of starches and other chemical compounds. When rabbits eat
lettuce and carrots, they take in that stored energy. At the next level, owls
that eat rabbits take in the energy stored in the bodies of their prey.

No organism ever collects 100 percent of the energy stored in the plant
or animal it eats, however. In fact, studies have shown that only about 10
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percent of the energy stored in an organism gets transferred from one trophic
level to the next: the rabbit gets only 10 percent of the energy stored in a
carrot, the owl 10 percent of the energy stored in the rabbit, and so on.

One way to illustrate this fact is by means of an ecological pyramid
or energy pyramid. The lowest level of an ecological pyramid consists of
producers, the next higher level of first-order consumers, the next higher
level of second-order consumers, and so on.

An ecological pyramid makes clear two important facts about food
webs. First, as pointed out previously, the total amount of energy at any
one level decreases as one goes up the pyramid. That is, the producer
level contains the greatest amount of energy, the first-order-consumer
level the next largest amount, the second-order-consumer level the next
largest amount, and so on. Second, the total number of organisms found
in any one level also decreases in going up the pyramid. An ecosystem
that contains 10,000 lettuce plants may be able to support no more than
100 rabbits, 10 owls, and 1 hawk, as an example.

Biomagnification
One interesting phenomenon associated with food webs is bio-

magnification. The term biomagnification refers to the accumulation of
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certain substances as one moves up the food web. Biomagnification has
become an important issue in ecology because of the presence in the en-
vironment of certain human-made substances that can have harmful ef-
fects on animals.

For example, suppose that a farmer sprays his or her fields with a
pesticide designed to control insects that destroy his or her crops. A small
amount of that pesticide will be washed off into rivers, streams, and lakes
near the field. The pesticide will be ingested by fish living in those bod-
ies of water. Those fish, in turn, may be eaten by larger fish, by birds, by
bears, by humans, and by higher-level carnivores.

At each stage of the food web, however, the amount of pesticide
stored in an organism’s body increases. A single bass, for example, might
eat a dozen perch in a month. A single hawk or bear or human might eat
a dozen bass in a month. The amount of pesticide stored in one perch gets
multiplied many times over in the body of other animals that feed on
perch. In one study of a food web in Lake Ontario, scientists found a con-
centration of pesticide 630 times greater in herring gulls than in primary
consumers, such as zooplankton found in the lake.

Biomagnification has serious consequences for all species. It is par-
ticularly dangerous for predator species at the top of long food webs.
Those predators are at risk because the degree of biomagnification is high
by the time it reaches their trophic level. Also, top predators usually con-
sume large quantities of meat, which has lots of fatty tissue and contam-
inants. Polar bears, humans, eagles, and dolphins are examples of top
predators, and all of these organisms are vulnerable to the effects of bio-
magnification.

[See also DDT (dichlorodiphenyltrichloroethane); Energy]

‡�Forensic science
Forensic science is the application of science to matters of law. A basic
principle of forensic science is that a criminal always brings something
to the scene of a crime that he or she leaves behind. The “something” left
behind is the evidence that detectives and criminalists (people who make
use of science to solve crimes) look for. It might be fingerprints, foot-
prints, teeth marks, blood, semen, hair, fibers, broken glass, a knife or
gun, or a bullet. It also might be something less tangible such as the na-
ture of the wounds or bruises left on a victim’s body, which might indi-
cate the nature of the weapon or the method of assault. Careful analysis
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of evidence left at the scene of a crime often can be used in establishing
the guilt or innocence of someone on trial.

Fingerprints
Although fingerprints have been used by crime investigators for

more than a century, they remain one of the most sought after pieces of
evidence. All human beings are born with a characteristic set of ridges
on their fingertips. The ridges, which are rich in sweat pores, form a pat-
tern that remains fixed for life. Even if the skin is removed, the same 
pattern will be evident when the skin regenerates. Some of the typical
patterns found in fingerprints are arches, loops, and whorls.

Oils from sweat glands collect on these ridges. When we touch some-
thing, a small amount of the oils and other materials on our fingers are
left on the surface of the object we touched. The pattern left by these sub-
stances, which collect along the ridges on our fingers, make up the fin-
gerprints that police look for at the scene of a crime. Fingerprints col-
lected as evidence can be compared with fingerprints on file or taken from
a suspect. The Federal Bureau of Investigation (FBI) maintains a finger-
print library with patterns taken from more than 10 percent of the entire
United States population.

8 9 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Forensic science

Fingerprints being recorded

onto an electronic tracking

system. (Reproduced by per-

mission of Phototake.)

P



Fingerprints are not the only incriminating patterns that a criminal
may leave behind. Lip prints are frequently found on glasses. Footprints
and the soil left on the print may match those found in a search of an ac-
cused person’s premises. Tire tracks, bite marks, toe prints, and prints left
by bare feet also may provide useful evidence. In cases where identify-
ing a victim is difficult because of tissue decomposition or death caused
by explosions or extremely forceful collisions, a victim’s teeth may be
used for comparison with dental records.

Genetic fingerprinting
The nuclei within our cells contain coiled, threadlike bodies called

chromosomes. Chromosomes are made of deoxyribonucleic acid (DNA).
DNA carries the “blueprint” (genes) that directs the growth, maintenance,
and activities that go on within our bodies.

Although certain large strands of DNA are the same in all of us, no
two people have exactly the same DNA (except for identical twins). It is
these unique strands of DNA that are used by forensic scientists to es-
tablish a characteristic pattern—the so-called genetic fingerprint. Because
different people have different DNA, the prints obtained from different
people will vary considerably; however, two samples from the same per-
son will be identical. If there is a match between DNA extracted from se-
men found on the body of a rape victim and the DNA obtained from a
rape suspect’s blood, the match is very convincing evidence and may well
lead to a conviction or possibly a confession.

Other evidence used in forensic science
Long before DNA was recognized as the “ink” in the blueprints of

life, blood samples were collected and analyzed in crime labs. The evi-
dence available through blood typing is not as convincing as genetic fin-
gerprinting, but it can readily prove innocence or increase the probabil-
ity of a defendant being guilty. All humans belong to one of four blood
groups: A, B, AB, or O. If a person accused of a homicide has type AB
blood and it matches the type found at the crime scene, the evidence for
guilt is more convincing than if a match were found for type O blood.

Bullets and the remains of tools can be used as incriminating evi-
dence. When a bullet is fired, it moves along a spiral groove in the gun
barrel. It is this groove that makes the bullet spin so that it will follow a
straight path much like that of a spiraling football. The markings on a
bullet made by the groove are unique to each gun. Similarly, tool marks,
which are often left by burglars who pry open doors or windows, can
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serve as useful evidence if comparisons can be made with tools associ-
ated with a person accused of the crime. Particularly incriminating are
jigsaw matches—pieces of a tool left behind that can be shown to match
pieces missing from a tool in the possession of the accused.

Autopsies
An autopsy can often establish the cause and approximate time of

death. Cuts, scrapes, punctures, and rope marks may help to establish the
cause of death. A drowning victim will have soggy lungs, water in the
stomach, and blood diluted with water in the left side of the heart. A per-
son who was not breathing when he or she entered the water will have
undiluted blood in the heart. Bodies examined shortly after the time of
death may have stiff jaws and limbs. Such stiffness, or rigor mortis, is
evident about ten hours after death, but disappears after about a day when
the tissues begin to decay at normal temperatures. Each case is different,
of course, and a skillful coroner can often discover evidence that the killer
never suspected he or she had left behind.

[See also Nucleic acid]

‡�Forestry
Forestry is usually defined as the science of the harvesting, planting, and
tending of trees, primarily in managed forested landscapes. In the first
250 years after Europeans came to North America, little or no effort was
made to protect the continent’s forest resources. Most people thought they
could harvest trees without limit almost anywhere. The vastness of the
North American continent gave the impression that an unlimited supply
of timber was available.

By the late nineteenth century, however, some individuals saw the
foolishness of this philosophy. Vast forest areas in the eastern and mid-
western United States had been totally cleared of trees. Similar efforts to
cut down and use trees as rapidly as possible were occurring at the na-
tion’s last frontier, the Far West. At this point, a movement was initiated
to think more carefully about the nation’s forest resources. People began
to develop plans either to preserve or conserve those resources. Preser-
vation meant protecting forests entirely from human use, while conser-
vation meant using forest resources wisely to ensure that they would be
available for future generations. Out of this movement grew the modern
science of forestry in the United States.
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Forestry and agriculture
In many respects, forestry is similar to agricultural science, and

foresters are comparable to farmers. Forestry and agriculture both deal with
the harvesting and management of ecological systems. Both fields also
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Words to Know

Clear-cutting: A forest harvesting system that involves the cutting of
all trees of economic value in a given area at the same time.

Conservation: The act of using natural resources in a way that ensures
that they will be available to future generations.

Forest harvesting: Methods used to cut and remove trees from the
forest.

Game animal: An animal that is hunted for food or recreational pur-
poses.

Herbicide: Any chemical that kills plants.

Natural regeneration: A method of growth in which foresters rely
largely on natural processes for trees to regrow in an area.

Prescribed burn: The controlled burning of vegetation in an area to
achieve some effect.

Preservation: The act of protecting a natural resource from any human
use.

Regeneration: The process by which the trees in a forest ecosystem
are restored over time.

Selection-tree system: A forest management system in which some of
the larger individual trees of a desired species in an area are har-
vested every ten or more years.

Shelter-wood cutting: A forest management technique in which cer-
tain large trees are left behind in an area that is otherwise cut.

Silviculture: The branch of forestry that is concerned with the cultiva-
tion of trees.

Strip-cutting: A forest management system in which long and narrow
clear-cuts are made, with alternating uncut strips of forest left
between.



look for ways to make the best possible use of land to produce valuable
products. However, some important differences between the two fields ex-
ist. In the first place, agriculture deals with a greater variety of species and
products, while forestry deals essentially with one species: trees. In addi-
tion, farmers deal with a wider range of harvesting and management sys-
tems, most of which are much more intensive than in forestry. Finally,
agriculture involves relatively short harvesting rotations, with most crops
being planted and harvested once a year. Still, the goals of forestry and
agriculture are very much alike: harvesting and managing crops to pro-
duce ongoing yields of organic products that are required by society.

Another shared feature of forestry and agriculture is that both sub-
stantially deteriorate the original ecosystems of the area. For example,
populations of many native species of plants and animals may be reduced,
threatened, or even eliminated. The soil is often eroded, the environment
may become contaminated with pesticides and fertilizers, and the beauty
of the landscape may be degraded. One of the most important challenges
to both forestry and agriculture is to achieve their primary goals of main-
taining harvests while keeping the environmental damage within accept-
able limits.

Goals of forest management
Forests are important for a number of reasons. They are used to pro-

vide a vast array of products that include lumber, plywood, pulp and pa-
per, and other wood products. Many fish (particularly salmon) and fur-
bearing animal species (marten, fisher, and beaver) that live in forested
lands are valuable commodities. Forests are home to species of game an-
imals such as deer, rabbits, and quails that are hunted for food and for
recreational purposes. But the great majority of the species of forested
landscapes are nongame animals which, though not economically impor-
tant, are nonetheless valuable.

Forests also provide people with recreation: bird watching and other
wildlife observation, hiking, and cross-country skiing. And many people
enjoy forests simply for their great beauty. Forests also play a vital role in
the ecology of the planet. In addition to preventing erosion and helping to
maintain the water cycle, these stands of trees provide atmospheric oxygen.

Highly publicized, intense debates rage as to the best possible uses
of forest resources. For instance, in North America there are concerns
about the negative effects of forestry on endangered species, such as the
spotted owl and red-cockaded woodpecker, and on endangered ecosys-
tems, such as old-growth forests. In a few cases, these concerns have been
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addressed by declaring large tracts of natural forests to be off limits to
commercial harvesting of timber. In general, however, logging industry
interests are seen as having a higher value to society.

Harvesting and management
There are a number of methods used to cut and remove trees from

the forests. Forest harvesting methods vary greatly in their intensity. Clear-
cutting is the most intensive system, involving the harvest of all trees of
economic value at the same time. The areas of clear-cuts can vary greatly,
from cuts smaller than a hectare in size to enormous harvests thousands
of hectares in area.

Strip-cutting is a system in which long and narrow clear-cuts are
made, with alternating uncut strips of forest left between. One advantage
of strip-cutting is seeds from uncut trees fall into the harvested strips, and
new trees soon begin to grow there.

Shelter-wood cutting is a technique in which certain large trees are
left behind in an area that is otherwise cut. The large trees produce seeds
from which the next generation of trees will be born. In addition, the large
trees will be even larger at the time of the next cutting in the area.

The least intensive method of harvesting is the selection-tree sys-
tem. In this system, some of the larger individual trees of a desired species
are harvested every ten or more years. The forest overall, however, is al-
ways left essentially intact.

Regeneration. Forest management involves decisions not only as to
how trees are to be harvested, but how the forest is to be regenerated. Ide-
ally, one might hope that a new tree grows in an area for every older tree
that was taken out. One method for dealing with this problem is natural
regeneration. Natural regeneration refers to the practice of simply allow-
ing a forested area to grow back on its own, once trees have been har-
vested. Natural regeneration can be aided by humans in a number of ways,
such as leaving younger trees in place while only larger trees are harvested
and preparing the ground to increase the rate of germination for tree seeds.

Natural regeneration is an ecologically responsible way to promote
the regrowth of a forest area. But the process often takes a great deal of
time and, therefore, may not be economically desirable.

More managed forms of regeneration are also possible. For example,
young seedlings of valuable tree species may be planted and grown in
greenhouses before being transplanted to the forest. This technique assures
that high-quality trees of just the right species will grow in a particular area.
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Once an acceptable population of trees has been planted in an area,
intensive tending may be needed to protect these trees from forest fires,
attack by pests, and intrusion of undesirable species. This form of man-
agement is very time-consuming, and is more likely used on tree farms.

One of the more widely used methods of forest management is
known as a prescribed burn. A prescribed burn is the controlled burning
of vegetation to achieve some effect. Most commonly, fires are inten-
tionally set to reduce the amount of logging debris present after clear-
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cutting. This practice is generally undertaken to make the site more ac-
cessible to tree planters.

Sometimes prescribed burns are also useful in developing better
seedbeds for planting tree seedlings. Prescribed burns also can be used to
encourage natural regeneration by particular types of trees that are eco-
nomically valuable, such as certain species of pines. When using fire for
this purposes, it is important to plan for the survival of an adequate num-
ber of mature seed trees. If this is not accomplished, the burned site would
have to be planted with seedlings grown in a greenhouse.

Silviculture
Silviculture is a special field of forest management that involves the

development of activities designed to establish, tend, protect, and harvest
crops of trees, especially for use as timber. The term silviculture was in-
vented to compare its activities with those of agriculture. Whereas agri-
culture deals with a great variety of different crops, silviculture (silvi
means “trees”) deals with trees only.

As with forestry systems in general, silviculture can use techniques
ranging from entirely natural to highly intensive. An example of an in-
tensive system used in North America might involve the following series
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of activities: (1) whole-tree clear-cut harvesting of the natural forest, fol-
lowed by (2) breaking up of the surface of the site to prepare it for plant-
ing, then (3) an evenly spaced planting of young seedlings of a very spe-
cific type of a single species (usually a conifer), with (4) one or more
applications of herbicides to free seedlings from the harmful effects of
competition with weeds, and (5) one or more thinnings of the maturing
plantation, to optimize spacing and growth rates of the residual trees. Fi-
nally, the stand is (6) harvested by another whole-tree clear-cut, followed
by (7) establishment, tending, and harvesting of the next stand using the
same silvicultural system.

In contrast, a more natural silvicultural system might involve peri-
odic selection and harvesting of a mixed-species forest, perhaps every
decade or two, and with reliance on natural regeneration to ensure re-
newal of the economic resource.

Because silvicultural systems can differ so much in their intensity,
they also vary in their environmental impacts. As is the case with agri-
culture, the use of intensive systems generally results in substantially
larger yields of the desired economic commodity, in this case, trees. How-
ever, intensive systems have much greater environmental impacts asso-
ciated with their activities.

[See also Forests]

‡�Forests
A forest is an ecosystem or ecological community whose most important
organisms are trees. Forests occur any place where the climate provides
a sufficiently long growing season, adequate air and soil temperature, and
suitable amount of moisture. Forests can be classified into broad types on
the basis of their geographic position and dominant types of trees. Re-
gional and local variations of all of these types can be found as well.

Types of forests
The designation of forest types varies from country to country

throughout the world. One of the most widely used systems is the one
proposed by the United Nations Educational, Scientific and Cultural Or-
ganization (UNESCO). This scheme lists 24 forest types, divided into two
broad categories. One category includes forests with a canopy of at least
16 feet (5 meters) high and interlocking tree crowns. (The canopy is the
forest’s “covering,” or the highest level of tree branches in the forest.)
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The second category consists of open woodlands with a relatively sparse,
shorter canopy. Some example of the UNESCO categories with their gen-
eral characteristics are described below.

Tropical rain forests. Tropical rain forests grow in regions of high
rainfall and constant, warm temperatures. Because of these favorable con-
ditions, tropical rain forests are extraordinarily biodiverse: these areas con-
tain a wide variety of tree species and the largest concentration of plants,
animals, insects, and microorganisms on the planet.

Tropical and subtropical evergreen forests. Tropical and sub-
tropical evergreen forests also contain a great diversity of biological
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Words to Know

Biodiversity: The wide range of organisms—plants and animals—that
exist within any given geographical region.

Boreal: Located in a northern region.

Canopy: The “covering” of a forest consisting of the highest level of
tree branches in the forest.

Conifer: Plants whose seeds are stored in cones and that retain their
leaves all year around.

Deciduous: Plants that lose their leaves at some season of the year,
and then grow them back at another season.

Deforestation: The loss of forests as they are cut down to produce
timber or to make land available for agriculture.

Ecosystem: An ecological community, including plants, animals, and
microorganisms, considered together with their environment.

Old-growth forest: A mature forest, dominated by long-lived species
but also including younger trees, with a complex physical structure
that has multiple layers in the canopy, large trees, and many large
dead standing trees and dead logs.

Temperate: Mild or moderate.

Tropical: Characteristic of a region or climate that is frost free with
temperatures high enough to support—with adequate precipitation—
plant growth year round.



species, but they are found in regions with a relatively limited rainfall.
Some tree species are deciduous, meaning they lose their leaves at one
point or another during the year. Still, enough species retain their leaves
at any one time that the forest never becomes completely bare.

Mangrove forests. Mangrove forests are found in muddy coastal re-
gions in the tropics and subtropics. Compared to the rain forests, man-
grove forests have relatively few plant species. Those that do thrive are
able to withstand exposure to salt.

Temperate deciduous forests. The trees in a temperate deciduous
forest lose their leaves sometime during the year, only to grow them back
again later. This type of forest occurs in regions that have moderately cold
winters with a fair amount of rainfall.

Temperate winter-rain evergreen broadleaf forests. Temper-
ate winter-rain evergreen broadleaf forests are not very common because
the climatic conditions on which they depend are somewhat unusual. These
types of forests thrive in areas with a definite wet season followed by a
very dry summer, such as those in coastal regions of southern California.

Cold-deciduous forests. Cold-deciduous forests grow in regions with
very cold winters. Typical tree species include aspen, birch, and larch.
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Forests as habitats
Although trees are the largest, most productive organisms in for-

ests, the forest ecosystem contains a great many other species of plants,
along with numerous animals and microorganisms. Most of the species
found in forests cannot live anywhere else. Often that need is very 
specific. For example, a bird species may require a particular type of 
tree species, tree age, and other conditions found only in a certain type
of forest.
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For example, Kirtland’s warbler is a bird that nests only in stands
of jack pine of a particular age and density in northern Michigan. This
species does not breed in any other type of forest, including younger or
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Old-growth Forests

Which is more important: a lumberman’s job or the survival of
the northern spotted owl? That question highlights one of the most dra-
matic ecological debates going on in the United States today. The
debate centers on old-growth forests, which are ecosystems dominated by
large, old trees, usually representing many species. The physical structure
of old-growth forests is very complex, and includes multiple layers and
gaps of foliage within the canopy, great variations of tree sizes, and
many large, standing dead trees and dead logs lying on the forest floor.

Old-growth forests provide a habitat with very special ecologi-
cal characteristics. These features are not present or as well developed
in forests that are younger than old-growth forests. Some wildlife
species require these specific qualities of old-growth habitats. As a
result, they need extensive areas of old-growth forest as all or a major
part of their range.

Some well-known, North American examples of species consid-
ered to be dependent on old-growth forests are birds such as the
northern spotted owl, marbled murrelet, and red-cockaded woodpecker,
and mammals such as marten and fisher. Some species of plants also
may require or be much more abundant in old-growth forests than in
younger, mature forests. Examples include Pacific yew and various
species of lichens occurring in old-growth Douglas-fir forests of west-
ern North America.

The controversy over jobs versus owls arises because old-
growth forests contain many very old, very large trees of highly desir-
able species. Lumber companies can realize very large economic profits
from the cutting and removal of old-growth trees.

The destruction of old-growth forests presents two problems.
In the first place, the loss of such forests destroys the habitats of
many animals, such as the spotted owl and the marbled murrelet. Addi-
tionally, such forests are unlikely to be replaced. They develop over
hundreds or thousands of years when left entirely untouched. In an age
when humans are eager to harvest as much mature wood as possible,
the chances of new old-growth forests developing are relatively small.



older stands of jack pine. As jack pine forests have been cut down, the
Kirtland’s warbler has lost its natural habitat and is today listed as en-
dangered. Similarly, the endangered spotted owl lives only in certain types
of old-growth conifer forests in western North America. These same old-
growth forests also sustain other species that cannot exist in younger
stands, for example, certain species of lichens, mosses, and liverworts.

The previous examples are somewhat unusual. More commonly, an-
imal species can survive in a more diverse habitat. In eastern North Amer-
ica, for example, white-tailed deer do well in a mixture of habitats, in-
cluding relatively young stands that have abundant and nutritious food,
along with mature forests, with some conifer-dominated areas that have
shallower snow depths in winter.

More generally, forests provide the essential habitat for most of
Earth’s species of plants, animals, and microorganisms. This is especially
true of tropical rain forests. Recent reductions of forest area are a critical
environmental problem because they endanger or threaten animal and
plant species and have an impact on climates around the world. The prob-
lem is especially difficult to deal with since most destruction of tropical
rain forests has been performed in order to convert forest land to agri-
cultural use.

Forests as a natural resource
Forests are extremely important because they provide a number of

essential natural resources for human societies. The challenge is to find
ways to harvest these resources while ensuring that they will continue to
exist and be productive for generations in the future.

Wood is by far the most important product harvested from forests.
That wood is commonly manufactured into paper, lumber, plywood, and
other products. Moreover, in most of the forested regions of the less-
developed world, firewood is the most important source of energy used
for cooking and heating. Potentially, all of these forest products can be
harvested without much danger to the ecosystem. Unfortunately, in most
cases forests have been overharvested, resulting in the permanent loss of
forest resources and widespread ecological damage.

Many other plant products also may be collected from forests. Some
examples include fruits, nuts, mushrooms, and latex for manufacturing
rubber. In addition, many species of animals are hunted in forests, for
recreation or for food. Forests provide additional goods and services that
are important to both human welfare and to the environment, including
control of erosion and water flows and cleansing of air and water.
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Deforestation
The term deforestation refers to the loss of forests as they are cut

down to produce timber or to make land available for agriculture. In some
cases, deforestation is a temporary condition as new trees grow back to
replace those that are lost to the timber industry. In other cases, defor-
estation is a permanent condition, in which forests are lost forever.

The most common single cause of deforestation is human activities.
Forest fires and attacks by insects also produce deforestation, although
those produced by nature are generally only temporary conditions.

Some dramatic examples of deforestation are known from history.
For example, forests mentioned in the Bible were long ago cut down to
produce wood for human needs. Places such as the Forest of Hamath, the
Wood of Ziph, and the Forest of Bethel are now deserts. Vast regions of
the eastern and midwestern United States once covered by forests have
become farmland or urban areas.

By some estimates, about 12 percent of Earth’s forests have been
destroyed since the beginning of human history. A large fraction of that
loss has taken place in temperate and arctic regions. In recent decades,
however, that pattern has changed. The forest cover in Western Europe
and North America, for example, has become stable or has actually 
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increased. By contrast, the rates of deforestation in Latin America, Africa
and Asia have increased at an alarming rate in recent decades.

This deforestation is driven by the rapid growth in size of the hu-
man population of these regions. As these populations grow, so do the
needs to create more agricultural land to provide additional food and to
harvest forests as fuel. In addition, large areas of tropical forest have been
converted to agricultural use in order to grow crops for markets in wealth-
ier countries, often at the environmental expense of local peoples.

The great threat of deforestation is, of course, the loss of a valuable
renewable natural resource. In addition to the loss of economically im-
portant products, such as lumber, pulp for the manufacture of paper, and
fuel wood to produce energy, essential animal habitats are destroyed. This
habitat loss results in the decline of populations of both game animals and
the great diversity of animals not hunted for sport or food. In addition,
important ecological services that help maintain clean air and water and
the control of erosion disappear as a result of deforestation also are stunted.

[See also Biodiversity; Endangered species; Forestry; Rain for-
est; Slash-and-burn agriculture; Tree]

‡�Formula, chemical
A chemical formula is a combination of chemical symbols that represents
the chemical composition of a compound. At a minimum, a formula tells
which elements are present in the compound and the relative amount of
each element. The chemical formula most familiar to people is probably
H2O, the formula for water. This formula says that water consists of two
elements, hydrogen (H) and oxygen (O). Further, it says that the ratio of
the two elements is two parts hydrogen and one part oxygen. On a sub-
microscopic scale, the formula says that a molecule of water contains two
atoms of hydrogen and one atom of oxygen.

Determining chemical formulas
A chemical formula can be determined in one of two ways: by 

experimentation or by prediction. For example, imagine that an entirely
new compound has been discovered whose formula must be determined.
That compound can be broken down in the laboratory and the elements
present determined. Also, the ratio of the elements can be found. The for-
mula obtained in this way shows the simplest possible ratio of the ele-
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ments present and is known as the compound’s empirical formula. The
word empirical means “obtained by means of experimentation.”

The empirical formula of a compound may not be its true or correct
formula. Consider three different chemical compounds made of carbon
and hydrogen only. The first compound contains one carbon atom and
one hydrogen atom in each molecule. A molecule of the second com-
pound consists of three carbon atoms and three hydrogen atoms joined to
each other. And a molecule of the third compound contains six atoms of
carbon and six atoms of hydrogen joined to each other.

The empirical formula for all three compounds is CH because the
ratio of carbon to hydrogen is 1:1 in each. But the true formula is differ-
ent for the three compounds. It is CH for the first compound, C3H3

for the second, and C6H6 for the third. The true, correct, or molecular 
formula for most chemical compounds also can be determined experi-
mentally.

A second way of writing the chemical formula of a compound is by
making intelligent guesses. When sodium reacts with chlorine to form
sodium chloride, for example, each sodium atom loses one electron and
each chlorine atom gains one electron. It makes sense to assume that the
formula for sodium chloride is NaCl. To form the compound, every
sodium atom needs one chlorine atom, so their final ratio should be 1:1.

Chemists now know enough about the chemical elements to use this
method with confidence. The tendency of any given element to lose or
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Words to Know

Atom: The smallest particle of which an element can exist.

Chemical formula: A combination of chemical symbols that shows the
composition of a compound.

Compound: A substance that contains two or more elements combined
in a fixed proportion.

Empirical: Based on observation or experimentation.

Molecule: A particle formed by the combination of two or more atoms.

Valence: The tendency of an atom to gain or lose electrons in reacting
with other atoms.



gain electrons in forming a compound is called its valence. The valence
of sodium, for example, is �1, and the valence of chlorine, �1. Using
valences, chemists can write the formulas for most chemical compounds
with a high degree of accuracy.

Kinds of chemical formulas
Molecular formulas are the simplest kind of formulas to write be-

cause they tell only the minimum amount of information: the kind and
number of atoms present in a compound. Structural formulas are a more
complex type of formula because they also show how the atoms in a mol-
ecule are arranged in space.

Structural formulas. The structural formula for water is H•O•H.
The dashed lines (•) in this formula are called bonds. They stand for the
electrons that hold each hydrogen atom to the oxygen atom.

Another example of a structural formula is the expanded structural
formula. It shows not only the elements present (for example, hydrogen,
carbon, and oxygen) and the ratio of those elements in the compound (for
example, CH4O), but also the arrangement of those atoms in comparison
to each other. Thus, in an expanded structural formula you can see that
three hydrogen atoms are attached to the carbon atom and one hydrogen
atom is attached to the oxygen atom.

The only disadvantage of an expanded structural formula is the time
and space required to write it out. Because of this disadvantage, chemists
have developed an abbreviated kind of structural formula known as a con-
densed structural formula. The condensed structural formula for methanol
can be written as:

CH3•OH or CH3OH

Both the condensed and structural formulas for methanol provide the same
information.

When students are first beginning to study chemistry, they gener-
ally have to write expanded structural formulas. With practice, however,
they soon develop the ability to write condensed formulas.

Spatial formulas. Other kinds of chemical formulas contain even
more information about the structure of a molecule. For example, the
structure of the water molecule shown above (H•O•H) is not quite cor-
rect. The hydrogen atoms in a water molecule do not really stick out in
opposite directions from each other. Instead, the O•H bonds are bent
slightly at an angle to each other.
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More sophisticated formulas may be necessary for compounds
whose three-dimensional shape is important. The compound known as
1,3-dichlorocyclobutane is an example. The compound consists of four
carbon atoms connected to each other in a ring. The ring can be thought
of as a square piece of cardboard with one carbon atom at each corner.
Attached to two carbon atoms at opposite corners are two chlorine atoms.
This molecule can be represented in two different ways, with both chlo-
rine atoms on the same side of the carbon ring or on opposite sides of the
ring. The two molecules look different from each other, and two differ-
ent kinds of 1,3-dichlorocyclobutane can actually be found in the labora-
tory. Formulas that show special three-dimensional shapes are sometimes
known as conformational formulas.

[See also Compound, chemical; Element, chemical; Symbol,
chemical]

‡�Fossil and fossilization
A fossil is the remains or traces of a once-living plant or animal that was
preserved in rock or other material before the beginning of recorded his-
tory. The term also is used to describe the fossil fuels (oil, coal, petro-
leum, and natural gas) that have been formed from the remains of ancient
plants and animals. It is unusual for complete organisms to be preserved.
Fossils usually represent the hard parts, such as bones or shells of ani-
mals and leaves, seeds, or woody parts of plants. Fossils occur on every
continent and on the ocean floor. Through paleontology (the scientific
study of fossils), it is possible to reconstruct ancient communities of liv-
ing organisms and to trace the evolution of species.

Fossils of single-celled organisms have been recovered from rocks as
old as 3.5 billion years. Animal fossils first appear in rocks dating back
about 1 billion years. The occurrence of fossils in unusual places, such as
dinosaur fossils in Antarctica and fish fossils on the Siberian steppes, is due
to the shifting of the plates that make up Earth’s crust and environmental
changes (such as ice ages) over time. The best explanation for dinosaurs
on Antarctica is not that they evolved there, but that Antarctica was once
part of a much larger landmass with which it shared many lifeforms.

Formation of fossils
Most fossils are found in sedimentary rocks, those rocks produced

by the accumulation of sediment such as sand or mud. Wind and other
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weathering conditions wash away sediment on land, depositing it in bod-
ies of water. For this reason, fossils of sea creatures are more common
than those of land creatures. Land animals and plants that have been pre-
served are found mostly in sediments in calm lakes, rivers, and estuaries.

The likelihood that any living organism will become a fossil is quite
low. The path from the organic, living world to the world of rock and
mineral is long and indirect. In the best conditions, fossilization will oc-
cur if an animal or plant dies and is quickly covered over with moist sed-
iment. This prevents the animal or plant from being eaten by other or-
ganisms or from undergoing natural decay through exposure to oxygen
and bacteria. The soft parts of an animal or plant decay more quickly than
its hard parts. Teeth and bones are therefore more likely to be preserved
than skin, tissues, and organs. Because of this fact, most fossils come from
the time period dating to almost 600 million years ago, when organisms
began to develop skeletons and hard parts.

Successful fossilization or preservation of an organism can occur in
several ways: (1) preservation without change; (2) complete replacement
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Amber: Transparent golden-brown resin fossil formed from hardened
pine tree sap.

Cast: Fossil formed when a mold is later filled in by mud or mineral
matter.

Geologic time periods: Episodes in Earth’s history marked by different
climate factors, sea levels, and lifeforms.

Index fossil: A distinctive fossil, common to a particular geological
period, that is used to date rocks of that period.

Mold: Fossil formed when acidic water dissolves a shell or bone around
which sand or mud has already hardened.

Paleontology: The scientific study of fossils.

Petrifaction: Process of turning organic material into rock by the
replacement of that material with minerals.

Sediment: Sand, silt, clay, rock, gravel, mud, or other matter that has
been transported by flowing water.



by a mineral; (3) filling in of a hollow space by a mineral; (4) formation
of a thin film of carbon; and (5) formation of an imprint or the filling in
of an imprint.

Bones, shells, and teeth are examples of fossils preserved without
change. The entire skeletal remains of animals that fell into ancient as-
phalt pits and quicksand have been preserved undamaged. Sometimes an
entire organism may be preserved whole. An example of an almost per-
fectly preserved organism is an ancient insect trapped in pine tree sap.
Over time, the pine sap hardened into a transparent golden-brown resin
called amber, which contains the body of the insect. The remains of an-
imals trapped in ice—such as woolly mammoths—have been found with
skin and hair intact.

The process by which an organism is completely replaced by min-
erals is called petrifaction. The best-known example of this process is pet-
rified wood, as seen in the Petrified Forest National Park in Arizona. Trees
in this area were buried in mud and sand that contained the mineral sil-
ica. Ground water carried this dissolved mineral into the trees, where it
replaced the wood cells so completely the trees became hardened opal.

Sometimes only small open spaces or holes in a shell or bone are
filled in by dissolved minerals. The added mineral matter makes the shell
or bone more compact and stonelike, preventing it from decaying.
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Another type of fossil is the darkened carbon imprint of a buried
plant or, more rare, animal. When an organism dies and is buried, pres-
sure underneath Earth’s surface compresses the organism between rock
faces. The organism decomposes, leaving a thin film of carbon on the
rock face in the form of the organism. (All organic matter is made of car-
bon.) Leaves, insects, and fish are often found preserved this way.

An imprint in rock or the filling in of that imprint are other very
common fossils. When an organism trapped in hardening sedimentary
rock was dissolved by acidic water percolating through the rock, only the
shape or form of the organism remained as an imprint. The cavity re-
maining in the rock is called a mold. If the mold were later filled in by
mud or mineral matter, the resulting fossil is called a cast.

The fossil clock
The principal use of fossils by geologists has been to date rock lay-

ers (called strata) that have been deposited on the surface of Earth over
millions of years. Different episodes in Earth’s history (known as geo-
logic time periods) are marked by different climate factors, sea levels, and
lifeforms. Distinctive fossilized lifeforms that are typically associated with
a specific geologic time period are known as index fossils. These are fos-
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sils of organisms that lived for a short period of time in many areas. Since
fossils and the rock they are found in are considered to be the same age,
specific index fossils found in different rock layers in different areas in-
dicate that the rock layers are the same age.

[See also Dating techniques; Geologic time; Paleoecology; Pale-
ontology; Rocks]

‡�Fractal
A fractal is a geometric figure with two special properties. First, it is ir-
regular, fractured, fragmented, or loosely connected in appearance. Sec-
ond, it is self-similar; that is, the figure looks much the same no matter
how far away or how close up it is viewed.

The term fractal was invented by Polish French mathematician
Benoit Mandelbrot (1924– ) in 1975. He took the word from the Latin
word fractus, which means “broken.”

The idea behind fractals is fairly simple and obvious when explained.
But the mathematics used to develop those ideas is not so simple.

Natural fractals
Most objects in nature do not have simple geometric shapes. Clouds,

trees, and mountains, for example, usually do not look like circles, trian-
gles, or pyramids. Instead, they can best be described as fractals. Natural
objects that can be described as fractals are called natural fractals.

One of the natural objects most often used to explain fractals is a
coastline. A coastline has the three properties typical of any fractal fig-
ure. First, a coastline is irregular, consisting of bays, harbors, and penin-
sulas. By definition, any fractal must be irregular in shape.

Second, the irregularity is basically the same at all levels of magni-
fication. Whether viewed from orbit high above Earth, from a helicopter,
or from land, whether viewed with the naked eye, or a magnifying glass,
every coastline is similar to itself. While the patterns are not precisely the
same at each level of magnification, the essential features of a coastline
are observed at each level. This property is the self-similar property that
also is basic to all fractals.

Third, the length of a coastline depends on the magnification at
which it is measured. Measuring the length of a coastline on a photograph
taken from space will give only an estimate of its length. Many small
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bays and peninsulas will not appear, and the lengths of their perimeters
will be excluded from the estimate. A better estimate can be obtained us-
ing a photograph taken from a helicopter. Some detail will still be miss-
ing, but many of the features missing in the space photo will be included.
Thus, the estimate will be longer and closer to what might be termed the
actual length of the coastline.

This estimate can be improved further by walking the coastline wear-
ing a pedometer. Again, a longer measurement will result, perhaps more
nearly equal to the actual length. But the result is still an estimate because
many parts of a coastline are made up of rocks and pebbles that are smaller
than the length of an average stride. Successively better estimates can be
made by increasing the level of magnification, and each successive mea-
surement will find the coastline longer. Eventually, the level of magnifi-
cation must achieve atomic or even nuclear resolution to allow measure-
ment of the irregularities in each grain of sand, each clump of dirt, and
each tiny pebble, until the length appears to become infinite. This prob-
lematic result suggests the length of every coastline is the same.

The resolution of this problem requires that we rethink the way space
is described. Standard one-dimensional space (such as a point), two-
dimensional space (such as a line), and three-dimensional space (such as
a sphere) are not adequate for the analysis of fractals. Instead, noninte-
gral dimensions (1��; 2��; etc.) are needed.

Constructions
Fractals can often be drawn by rather sim-

ple rules, as shown in the accompanying illustra-
tion. This drawing shows how the pathway taken
by a dust particle in air can be modeled by using
fractals. We begin in Step A with a straight line.
First, the center one-third of the line is removed
and broken in half, as shown in Step B. Next, the
center one-third of each of the three remaining line
segments is removed and broken in half, as shown
in Step C. This process is repeated over and over
again until a fractal figure is formed that looks like
the path followed by a dust particle in air.

Applications
The similarity between fractals and natural

objects has resulted in a number of important ap-
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The construction of a well-

known fractal, the triadic

Koch curve. A line segment

(a) has its central one-third

removed and replaced with a

segment twice as long (b).

In order to accomplish this,

the replacement segment is

“broken” in the middle. The

resulting curve has four seg-

ments each one-third the

length of the original line.

Next, the center one-third of

each of the four segments is

replaced with a “broken” line

twice as long as the segment

that was removed (c). Now

the curve has 16 segments,

each one-ninth the length of

the original line. Repeating

this process indefinitely

results in a Koch curve which

is self-similar because any

piece of it can be magnified

by a factor of three and look

the same as an unmagnified

segment. (Reproduced by per-

mission of The Gale Group.)



plications for this field of mathematics. Fractals are used by geologists to
model the meandering paths of rivers and the rock formations of moun-
tains; by botanists to model the branching patterns of trees and shrubs;
by astronomers to model the distribution of mass in the universe; by phys-
iologists to model the human circulatory system; by physicists and engi-
neers to model turbulence in fluids; and by economists to model the stock
market and world economics.

‡�Fraction, common
A fraction is a mathematical expression that states the ratio between two
numbers. The adjective common in the term common fraction means that
both numbers involved are integers, or whole numbers. The common frac-
tion �� can be thought of as the whole number 3 being compared to the
whole number 4 in some way or another. A common fraction is gener-
ally written with the two numbers separated by a diagonal or horizontal
line, as ��. The number above the line is the numerator of the fraction, and
the number below the line, the denominator of the fraction. The diagonal
or horizontal line separating the numerator and denominator is mathe-
matically equivalent to the division sign (�) or the ratio sign (:).

Meanings of fractions
The fraction “3 compared to 4,” or ��, can be interpreted in many

ways. At a beginning level, one can imagine a whole object—such as a
pie—divided into four parts. The common fraction ��, in this instance,
refers to 3 parts out of 4. The 4 in the fraction “�� of a pie” refers to the
total number of parts into which the pie is divided. The 3 refers to the
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Dimension: The number of coordinates required to describe a figure,
such as a point (one), line (two), or sphere (three).

Self-similar: Having an appearance that does not change no matter
how far away or how close up an object is viewed.

Similarity: Having corresponding shapes.



number of pieces being considered. Thus, �� means 3 of the 4 pieces cut
from one whole pie.

Another way of interpreting fractions is to think of the denomina-
tor as a number of whole parts and the numerators as some selection of
those parts. In this case, �� could refer to a set of 4 pies, 3 of which are
being considered. In this case, �� means “3 pies out of a complete set of
4 pies.”

Yet a third way of thinking about a fraction is as a division prob-
lem. The common fraction �� also means the number 3 divided by the 
number 4. Treating a common fraction as a division problem results in
the formation of another kind of fraction, a decimal fraction. A decimal
fraction is a fraction whose denominator is 10, 100, 1,000, or some other
multiple of 10.

Dividing 3 by 4 results in 0.75. The number 0.75 is a decimal frac-
tion because it can be thought of as a fraction whose denominator is 100.
That is, 0.75 also can be expressed as the common fraction ���	�.

Applications
Fractions are numbers that can be manipulated according to the same

rules as those used for whole numbers, such as addition, subtraction, mul-
tiplication, and division. Fractions are of immense use in mathematics and
physics (the science of matter and energy) and in the application of these
studies to modern technology. They are used in everyday life as well, for
instance when baking a cake or selecting a nut to screw into a bolt.
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Fraction, common

Words to Know

Denominator: The bottom number in a fraction; the number of parts
into which the whole has been divided.

Equivalent fractions: Two or more fractions with different numerators
and denominators but the same numerical value.

Improper fraction: A fraction in which the numerator is greater than
the denominator.

Numerator: The top number in a fraction; that part of a fraction that
tells how many parts of the whole are being dealt with.



‡�Frequency
Any process that repeats on a regular basis has an associated frequency.
The frequency is the number of repetitions, or cycles, that occur during
a given time interval. The inverse of the frequency is called the period of
the process.

Suppose you stand on a beach and watch the waves come in. You
will notice that the waves arrive in a regular pattern, perhaps one every
second. The frequency of that wave motion, then, is one wave per sec-
ond. The period for the wave motion is the inverse of the frequency, or
one second per wave.

All forms of wave motion have some frequency associated with
them. That frequency is defined as the number of wave crests (or troughs)
that pass a given point per second. Light waves, for example, have a fre-
quency of about 4 � 1014 to 7 � 1014 cycles per second. By comparison,
the frequency of X rays is about 1018 cycles per second and that of radio
waves is about 100 to 1,000 cycles per second.

The frequency of some processes depends on other factors. For 
example, the frequency with which a string vibrates depends on factors
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Harmonics

What makes a note from a musical instrument sound rich and
pleasing to the ear? The answer is harmonics.

If you pluck a guitar string, the string vibrates in a very com-
plex way. If you could actually watch that vibration in slow motion,
you would see the whole string vibrating at once with a frequency
known as the fundamental frequency. At the same time, however, the
string would be vibrating in halves (the first overtone), in thirds (the
second overtone), and in even smaller segments. The collection of
overtones is known as the harmonics of the sound produced by the
vibrating string.

The harmonics produced by a vibrating string depend on factors
such as the place the string is plucked and how strongly it is pulled.
The many different sounds produced from a single guitar string depend
on the variety of harmonics that a player can produce from that string.



such as the type of string used and its length. One way to change the 
frequency of a vibrating string is to change its length. The frequency of
a vibrating string determines the pitch of the sound it produces. Thus,
when a violinist plays on her instrument, she places her finger on differ-
ent parts of the string in order to produce sounds of different pitches, or
different notes.

‡�Friction
Friction is a force that resists motion when the surface of one object slides
over the surface of another. Frictional forces are always parallel to the
surfaces in contact, and they oppose any motion or attempted motion. No
movement will occur unless a force equal to or greater than the frictional
force is applied to the body or bodies that can move.

Friction is often regarded as a nuisance because it reduces the effi-
ciency of machines. It is also, however, an essential force for such items
as nails, screws, pliers, bolts, forceps, and matches. Without friction we
could not walk, play a violin, or pick up a glass of water.

Gravity and friction are the two most common forces affecting our
lives. While we know a good deal about gravitational forces, we know
relatively little about friction. Frictional forces are believed to arise from
the forces of attraction between the molecules in two surfaces that are
pushed together by pressure.

The surface of a given material may feel smooth. But at the atomic
level, it is filled with valleys and hills a hundred or more atoms or mol-
ecules high. When one object is placed on top of another object, the pres-
sure it exerts squeezes the hills and valleys in the two surfaces together.
Molecules on the two surfaces tend to stick to one another, producing
friction.

The laws of friction
Three laws apply to frictional forces. First, the force of friction be-

tween an object and the surface on which it rests is proportional to the
weight of the object. The heavier the object, the greater the frictional force.
The lighter the object, the less the frictional force. Second, in most cases,
the force of friction between an object and the surface on which it rests
is independent of the surface area of the object. Two objects may have
very different surface areas, but if they weigh the same amount they will
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exert the same frictional force. Third, the force of friction between an ob-
ject and the surface on which it rests is independent of the speed at which
the object moves—provided that the speed is not zero.

The third law suggests that two kinds of friction exist, static and ki-
netic friction. Static friction is the force required to make an object at rest
begin to move. In contrast, kinetic friction is the resistance to motion of
an object moving across a surface. Static friction always is greater than
kinetic friction because fewer areas of the object are in contact with a sur-
face once a body is in motion. Molecules are not in contact long enough
to form attractions to each other.

Two kinds of kinetic friction exist: sliding and rolling friction. When
you push a book across a table top, the resistance you experience is caused
by sliding friction. When you push a wheelbarrow over the ground, the
resistance you feel is caused by rolling friction. In general, rolling fric-
tion is always less than sliding friction. One reason is that the contact area
between a wheel and a surface is very small and brief.

The friction between two surfaces can be reduced by using a lubri-
cant, such as oil. The oil reduces the amount of contact between two sur-
faces and allows them to slide or roll over each other more smoothly.

‡�Function
A function is a mathematical relationship between two sets of real num-
bers. These sets of numbers are related to each other by a rule that as-
signs each value from one set to exactly one value in the other set. For
example, suppose we choose the letter x to stand for the numbers in one
set and the letter y for the numbers in the second set. Then, for each value
we assign to x, we can find one and only one comparable value of y.

An example of a function is the mathematical equation y � 3x � 2.
For any given value of x, there is one and only one value of y. If we choose
5 for the value of x, then y must be equal to 17 (3 � 5 � 2 � 17). Or if
we choose 11 for the value of x, then y must be equal to 35 (3 � 11 � 2
� 35).

The standard notation for a function is y � f(x) and is read “y equals
f of x.” Functions can also be represented in other ways, such as by graphs
and tables. Functions are classified by the types of rules that govern their
relationships: algebraic, trigonometric, logarithmic, and exponential.
Mathematicians and scientists have found that elementary functions rep-
resent many real-world phenomena.
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Characteristics of functions
The idea of a function is very important in mathematics because it

describes any situation in which one quantity depends on another. For ex-
ample, the height of a person depends, to a certain extent, on that per-
son’s age. The distance an object travels in four hours depends on its
speed. When such relationships exist, one variable is said to be a func-
tion of the other. Therefore, height is a function of age and distance is a
function of speed.

One way to represent the relationship between the two sets of num-
bers of a function is with a mathematical equation. Consider the rela-
tionship of the area of a square to its sides. This relationship is expressed
by the equation A � x2. Here, A, the value for the area, depends on x,
the length of a side. Consequently, A is called the dependent variable and
x is the independent variable. In fact, for a relationship between two vari-
ables to be called a function, every value of the independent variable must
correspond to exactly one value of the dependent variable.

The previous equation mathematically describes the relationship be-
tween a side of the square and its area. In functional notation, the relation-
ship between any square and its area could be represented by f(x) � x2,
where A � f(x). To use this notation, we substitute the value found be-
tween the parentheses into the equation. For a square with a side 4 units
long, the function of the area is f(4) � 42 or 16. Using f(x) to describe the
function is a matter of tradition. However, we could use almost any com-
bination of letters to represent a function such as g(s), p(q), or even LMN(z).

Just as we add, subtract, multiply, or divide real numbers to get new
numbers, functions can be manipulated as such to form new functions.
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Words to Know

Dependent variable: The variable in a function whose value depends
on the value of another variable in the function.

Independent variable: The variable in a function that determines the
final value of the function.

Inverse function: A function that reverses the operation of the origi-
nal function.



Consider the functions f(x) � x2 and g(x) � 4x � 2. The sum of these
functions f(x) � g(x) � x2 � 4x � 2. The difference of f(x) � g(x) 
� x2 � 4x � 2. The product and quotient can be obtained in a simi-
lar way.

In addition to a mathematical equation, graphs and tables can be
used to represent a function. Since a function is made up of two sets of
numbers—each of which is paired with only one other number—a graph
of a function can be made by plotting each pair on an x,y coordinate sys-
tem known as the Cartesian coordinate system. Graphs are helpful be-
cause they make it easier to visualize the relationship between the domain
and the range of the function.

Classification of functions
Functions are classified by the type of mathematical equation that

represents their relationship. Algebraic functions are the most common
type of function. These are functions that can be defined using addition,
subtraction, multiplication, division, powers, and roots. Examples of 
algebraic functions include the following: f(x) � x � 4 and f(x) � x/2
and f(x) � x3.

Two other common types of functions are trigonometric and expo-
nential (or logarithmic) functions. Trigonometric functions deal with the
sizes of angles and include the functions known as the sine, cosine, tan-
gent, secant, cosecant, and cotangent. Exponential functions can be de-
fined by the equation f(x) � bx, where b is any positive number except
1. The variable b is constant and is known as the base.

An example of an exponential function is f(x) � 10x. Notice that
for values of x equal to 1, 2, 3, and 4, the values of f(x) are 10, 100, 1,000,
and 10,000. One property of exponential functions is that they change
very rapidly with changes in the independent variable.

The inverse of an exponential function is a logarithmic function. In
the equation f(x) � 10x, one procedure is to set certain values of x (as we
did in the example above) and then find the corresponding values of f(x).
Another possibility is to set certain values of f(x) and find out what val-
ues of x are needed to produce those values. This process is using the ex-
ponential function in reverse and is known as a logarithmic function.

Applications
All types of functions have many practical applications. Algebraic

functions are used extensively by chemists and physicists. Trigonometric
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functions are particularly important in architecture, astronomy, and 
navigation. Financial institutions often use exponential and logarithmic
functions.

‡�Fungi
Fungi (plural of fungus) are one of the five kingdoms of organisms. King-
doms are the main divisions into which scientists classify all living things
on Earth. The other kingdoms are: Monera (single-celled organisms with-
out nuclei), Protista (single-celled organisms with a nucleus), Plantae
(plants), and Animalia (animals).

Fungi constitute a large and diverse group of organisms. The king-
dom of fungi is divided into four major groups: conjugating fungi, sac
fungi, club fungi, and imperfect fungi. Mushrooms, molds, yeasts, and
mildew are all fungi. Biologists have estimated that there are more than
200,000 species of fungi in nature, although only about 100,000 have been
identified so far. The scientific study of fungi is called mycology.

General characteristics
The different groups of fungi have different levels of cellular orga-

nization. Some groups consist of single-celled organisms that have a sin-
gle nucleus per cell. (A nucleus is a membrane-enclosed structure within
a cell that contains the cell’s genetic material and controls its growth and
reproduction.) Other groups consist of single-celled organisms in which
each cell has hundreds or thousands of nuclei. Still others consist of mul-
ticellular organisms that have one or two nuclei per cell. The bodies of
multicellular fungi usually consist of slender, cottony filaments called hy-
phae. A mass of hyphae is called a mycelium. The mycelium carries on
all the life-maintaining processes of the organism, including sexual re-
production (in most species).

Unlike plants, fungi do not contain chlorophyll (green pigment) and
thus cannot create their own food through photosynthesis (the chemical
process by which plants containing chlorophyll use sunlight to convert
carbon dioxide and water to carbohydrates, releasing oxygen as a by-
product).

Most species of fungi grow on land and obtain their nutrients from
dead organic matter. Most species feed by secreting enzymes, which par-
tially break down the food. The fungi then absorb the partially digested
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food to complete digestion internally. Because fungi (along with bacte-
ria) help decompose dead plants, animals, and other organic matter, they
serve an important ecological role. They release large amounts of carbon
dioxide into the atmosphere and recycle nitrogen and other important nu-
trients for use by plants and other organisms.

Some fungi are parasites, living in or on another organism (called a
host) from which they obtain their nutrients. This relationship usually
harms the host. Such parasitic fungi usually have specialized tissues called
haustoria that penetrate the host’s body. Most of the diseases that afflict
agricultural plants are caused by parasitic fungi. Some examples are corn
smut, black stem rust of wheat and barley, and cotton root rot. Some
species of fungi also can parasitize animals. Fungi that parasitize humans
cause diseases such as athlete’s foot, ringworm, and yeast infections.

Conjugating fungi
There are about 600 species of conjugating fungi. Most species are

land-based and feed on organic matter, although there are a few parasitic
species. The algaelike conjugating fungi have a continuous mycelium 
containing hundreds or thousands of nuclei, with no divisions between
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Words to Know

Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Hyphae: Slender, cottony filaments making up the body of multicellu-
lar fungi.

Nucleus: Membrane-enclosed structure within a cell that contains the
cell’s genetic material and controls its growth and reproduction.

Parasite: Organism living in or on another organism (called a host)
from which it obtains nutrients.

Photosynthesis: Chemical process by which plants containing chloro-
phyll use sunlight to convert carbon dioxide and water to carbohy-
drates, releasing oxygen as a by-product.

Symbiosis: Close relationship between two organisms of different
species, which often benefits each member.



them. Species of conjugating fungi cause potato blight, downy mildew,
black bread mold, and water mold (which affects dead leaves and sticks
in water).

Sac fungi
Sac fungi are so-named because many species in this group repro-

duce sexually by forming a spore-filled structure called an ascus, which
means literally “a sac.” This large group of fungi includes many species
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An American fly agaric. This

mushroom is very common

in all of North America, but

it is somewhat more rare in

the southern states, where

specimens are more slender

and tinged with a

salmonlike color. (Repro-

duced by permission of Field

Mark Publications.)



that are beneficial to humans. For example, yeasts are a major group of
sac fungi. Different yeasts are used by bakers, brewers, and vintners to
make their bread, beer, or wine. Truffles, regarded as a food delicacy, are
underground sac fungi that grow in association with tree roots.

Some species of sac fungi appear as blue-green molds on fruits, veg-
etables, and cheeses. Several other species are important for the making
of cheeses, such as blue cheese.

Some other sac fungi cause plant diseases. These include chestnut
blight (a disease that virtually wiped out the American chestnut as a ma-
ture forest tree) and Dutch elm disease.

Club fungi
Club fungi species reproduce sexually by forming spores on top of

club-shaped structures called basidia. The club fungi are believed to be
closely related to the sac fungi. This large group includes species that are
known as mushrooms, toadstools, earthstars, stinkhorns, puffballs, jelly
fungi, coral fungi, and many other interesting names. Some species, such
as the rusts and smuts, cause disease in agricultural grains. Other species,
such as the fly agaric, produce chemical hallucinogens (chemicals that 
induce visions) and have been used by numerous cultures in their reli-
gious ceremonies.
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Lichens

A lichen is the product of a symbiotic (mutually beneficial)
relationship between fungi and blue-green or green algae. The result-
ing structure resembles neither species. Typically, the algae supply
carbohydrates to the fungi and the fungi supply nitrogen and other
nutrients to the algae. Lichens can be very colorful, ranging from
bright reds and oranges to yellows and greens, with white, gray, and
black hues.

Many lichens can inhabit harsh environments and withstand
prolonged periods of drought. In the temperate region of North Amer-
ica, lichens often grow on tree trunks and bare rocks and soil. In
Antarctica, they have been found growing upon and within rocks. In
the Arctic, the lichen species commonly known as reindeer mosses are
important in the diets of caribou and reindeer.



A significant species of club fungi is called mycorrhizae, which
means “fungus root.” Mycorrhizal fungus form a symbiotic relationship
with many types of plant roots. (Symbiosis is the close association be-
tween two organisms of different species, which often benefits each mem-
ber.) The fungus typically supplies nitrogen-containing compounds to the
plant, and the plant supplies carbohydrates and other organic compounds
to the fungus. Mycorrhizal fungus are very important for the growth of
orchids and many trees, including pines and beeches.

Imperfect fungi
Mycologists have never observed the sexual reproduction of fungi

in the imperfect fungi group. Since this part of their life cycle is missing,
they are referred to as imperfect fungi. These fungi may have lost their
sexual phase through the course of evolution. Species in this group pro-
duce plant and animal diseases. Athlete’s foot and ringworm in humans
are caused by imperfect fungi.

Some species in this group appear as blue-green molds on fruits,
vegetables, and cheeses. Several other species are important for the  mak-
ing of cheeses such as blue cheese, Roquefort, and Camembert. Certainly
the best known product obtained from this group of fungi is penicillin,
the first widely used antibiotic. Penicillin was first discovered in the 
mold Penicillium notatum by Scottish bacteriologist Alexander Fleming
(1881–1955) in 1928. Scientists now know it is produced by other species
in this group, as well.

[See also Fermentation; Hallucinogens; Parasite; Yeast]
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‡�Gaia hypothesis
The Gaia (pronounced GAY-ah) hypothesis is the idea that Earth is a 
living organism and can regulate its own environment. This idea argues
that Earth is able to maintain conditions that are favorable for life to 
survive on it, and that it is the living things on Earth that give the planet
this ability.

Mother Earth
The idea that Earth and its atmosphere are some sort of “superor-

ganism” was actually first proposed by Scottish geologist (a person spe-
cializing in the study of Earth) James Hutton (1726–1797), although this
was not one of his more accepted and popular ideas. As a result, no one
really pursued this notion until some 200 years later, when the English
chemist James Lovelock (1919– ) put forth a similar idea in his 1979
book, Gaia: A New Look at Life on Earth. Gaia is the name of the Greek
goddess of Earth and mother of the Titans. In modern times, the name
has come to symbolize “Earth Mother” or “Living Earth.” In this book,
Lovelock proposed that Earth’s biosphere (all the parts of Earth that make
up the living world) acts as a single living system that if left alone, can
regulate itself.

As to the name Gaia, the story goes that Lovelock was walking in
the countryside surrounding his home in Wilshire, England, and met his
neighbor, English novelist William Golding (1911–1993), author of Lord
of the Flies and several other books. Telling Golding of his new theory,
he then asked his advice about choosing a suitable name for it, and the
result of this meeting was that the term “Gaia” was chosen because of its
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real connection to the Greek goddess who pulled the living world together
out of chaos or complete disorder.

Origin of Earth’s atmosphere
Lovelock arrived at this hypothesis by studying Earth’s neighboring

planets, Mars and Venus. Suggesting that chemistry and physics seemed
to argue that these barren and hostile planets should have an atmosphere
just like that of Earth, Lovelock stated that Earth’s atmosphere is differ-
ent because it has life on it. Both Mars and Venus have an atmosphere
with about 95 percent carbon dioxide, while Earth’s is about 79 percent
nitrogen and 21 percent oxygen. He explained this dramatic difference by
saying that Earth’s atmosphere was probably very much like that of its
neighbors at first, and that it was a world with hardly any life on it. The
only form that did exist was what many consider to be the first forms of
life—anaerobic (pronounced ANN-ay-roe-bik) bacteria that lived in the
ocean. This type of bacteria cannot live in an oxygen environment, and
its only job is to convert nitrates to nitrogen gas. This accounts for the
beginnings of a nitrogen build-up in Earth’s atmosphere.

The oxygen essential to life as we know it did not start to accumu-
late in the atmosphere until organisms that were capable of photosynthe-
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Words to Know

Biosphere: The sum total of all lifeforms on Earth and the interaction
among those lifeforms.

Feedback: Information that tells a system what the results of its
actions are.

Homeostasis: State of being in balance; the tendency of an organism
to maintain constant internal conditions despite large changes in the
external environment.

Photosynthesis: Chemical process by which plants containing chloro-
phyll use sunlight to manufacture their own food by converting carbon
dioxide and water to carbohydrates, releasing oxygen as a by-product.

Symbiosis: A pattern in which two or more organisms live in close
connection with each other, often to the benefit of both or all 
organisms.



sis evolved. Photosynthesis is the process that some algae and all plants
use to convert chemically the Sun’s light into food. This process uses car-
bon dioxide and water to make energy-packed glucose, and it gives off
oxygen as a by-product. These very first photosynthesizers were a blue-
green algae called cyanobacteria (pronounced SIGH-uh-no-bak-teer-eea)
that live in water. Eventually, these organisms produced so much oxygen
that they put the older anaerobic bacteria out of business. As a result, the
only place that anaerobic bacteria could survive was on the deep-sea floor
(as well as in heavily water-logged soil and in our own intestines). Love-
lock’s basic point was that the existence of life (bacteria) eventually made
Earth a very different place by giving it an atmosphere.

Lovelock eventually went beyond the notion that life can change the
environment and proposed the controversial Gaia hypothesis. He said that
Gaia is the “Living Earth” and that Earth itself should be viewed as be-
ing alive. Like any living thing, it always strives to maintain constant or
stable conditions for itself, called homeostasis (pronounced hoe-mee-o-
STAY-sis). In the Gaia hypothesis, it is the presence and activities of life
that keep Earth in homeostasis and allow it to regulate its systems and
maintain steady-state conditions.

Cooperation over competition
Lovelock was supported in his hypothesis by American microbiol-

ogist Lynn Margulis (1918– ) who became his principal collaborator. Mar-
gulis not only provided support, but she brought her own scientific abil-
ity and achievements to the Gaia hypothesis. In her 1981 book, Symbiosis
in Cell Evolution, Margulis had put forth the then-unheard of theory that
life as we know it today evolved more from cooperation than from com-
petition. She argued that the cellular ancestors of today’s plants and ani-
mals were groups of primitive, formless bacteria cells called prokaryotes
(pronounced pro-KAR-ee-oats). She stated that these simplest of bacteria
formed symbiotic relationships—relationships that benefitted both or-
ganisms—which eventually led to the evolution of new lifeforms. Her
theory is called endosymbiosis (pronounced en-doe-sim-bye-O-sis) and is
based on the fact that bacteria routinely take and transfer bits of genetic
material from each other.

Margulis then argued that simple bacteria eventually evolved into
more complex eukaryotic (pronounced you-kar-ee-AH-tik) cells or cells
with a nucleus. These types of cells form the basic structure of plants and
animals. Her then-radical but now-accepted idea was that life evolved
more out of cooperation (which is what symbiosis is all about) than it 
did out of competition (in which only the strong survive and reproduce).
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The simple prokaryotes did this by getting together and forming symbi-
otic groups or systems that increased their chances of survival. Accord-
ing to Margulis then, symbiosis, or the way different organisms adapt to
living together to the benefit of each, was the major mechanism for change
on Earth.

Most scientists now agree with her thesis that oxygen-using bacteria
joined together with fermenting bacteria to form the basis of a type of new
cell that eventually evolved into complex eukaryotes. For the Gaia hy-
pothesis, the Margulis concept of symbiosis has proven to be a useful ex-
planatory tool. Since it explains the origin and the evolution of life on Earth
(by stating that symbiosis is the mechanism of change), it applies also to
what continues to happen as the process of evolution goes on and on.

Gaia explained
The main idea behind the Gaia hypothesis can be both simple and

complex. Often, several similar examples or analogies concerning the bod-
ies of living organisms are used to make the Gaia concept easier to un-
derstand. One of these states that we could visualize Earth’s rain forests
as the lungs of the planet since they exchange oxygen and carbon diox-
ide. Earth’s atmosphere could be thought of as its respiratory system, and
its streams of moving water and larger rivers like its circulatory system,
since they bring in clean water and flush out the system. Some say that
the planet actually “breathes” because it contracts and expands with the
Moon’s gravitational pull, and the seasonal changes we all experience are
said to reflect our own rhythmic bodily cycles.

Many of these analogies are useful in trying to explain the general
idea behind the Gaia hypothesis, although they should not be taken liter-
ally. Lovelock, however, has stated that Earth is very much like the hu-
man body in that both can be viewed as a system of interacting compo-
nents. He argues that just as our bodies are made up of billions of cells
working together as a single living being, so too are the billions of dif-
ferent lifeforms on Earth working together (although unconsciously) to
form a single, living “superorganism.” Further, just as the processes or
physiology of our bodies has its major systems (such as the nervous sys-
tem, circulatory system, respiratory system, etc.), so, says Lovelock, Earth
has its own “geophysiology.” This geophysiology is made up of four main
components: atmosphere (air), biosphere (all lifeforms), geosphere (soil
and rock), and hydrosphere (water). Finally, just as our own physiologi-
cal health depends on all of our systems being in good working condi-
tion and, above all, working together well, so, too, does Earth’s geo-
physiology depend on its systems working in harmony.
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Life is the regulating mechanism
Lovelock claims that all of the living things on Earth provide it with

this necessary harmony. He states that these living things, altogether, con-
trol the physical and chemical conditions of the environment, and therefore
it is life itself that provides the feedback that is so necessary to regulating
something. Feedback mechanisms can detect and reverse any unwanted
changes. A typical example of feedback is the thermostat in most homes.
We set it to maintain a comfortable indoor temperature, usually somewhere
in the range between 65°F (18°C) and 70°F (21°C). The thermostat is de-
signed so that when the temperature falls below a certain setting, the fur-
nace is turned on and begins to heat the house. When that temperature is
reached and the thermostat senses it, the furnace is switched off. Our own
bodies have several of these feedback mechanisms, all of which are geared
to maintaining conditions within a certain proper and balanced range.

For Earth’s critical balance, Lovelock says that it is the biosphere,
or all of life on Earth, that functions as our thermostat or regulator. He
says that the atmosphere, the oceans, the climate, and even the crust of
Earth are regulated at a state that is comfortable for life because of the
behavior of living organisms. This is the revolutionary lesson that the Gaia
hypothesis wants to teach. It says that all of Earth’s major components,
such as the amount of oxygen and carbon dioxide in the atmosphere, the
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saltiness of the oceans, and the temperature of our surface is regulated or
kept in proper balance by the activities of the life it supports. He also
states that this feedback system is self-regulating and that it happens au-
tomatically. As evidence that, if left alone, Earth can regulate itself, he
asserts that it is the activity of living organisms that maintain the delicate
balance between atmospheric carbon dioxide and oxygen. In a way, Love-
lock argues that it is life itself that maintains the conditions favorable for
the continuation of life. For example, he contends that it is no accident
that the level of oxygen is kept remarkably constant in the atmosphere at
21 percent. Lovelock further offers several examples of cycles in the en-
vironment that work to keep things on an even keel.

Lovelock also warns that since Earth has the natural capacity to keep
things in a stable range, human tampering with Earth’s environmental bal-
ancing mechanisms places everyone at great risk. While environmentalists
insist that human activity (such as industrial policies that result in harm-
ing Earth’s ozone layer) is upsetting Earth’s ability to regulate itself, oth-
ers who feel differently argue that Earth can continue to survive very well
no matter what humans do exactly because of its built-in adaptability.

Earth as seen from space
An important aspect about the Gaia hypothesis is that it offers sci-

entists a new model to consider. Most agree that such a different type of
model was probably not possible to consider seriously until humans went
into space. However, once people could travel beyond the atmosphere of
Earth and put enough distance between them and their planet, then they
could view their home from an extra-terrestrial viewpoint. No doubt that
the 1960s photographs of the blue, green, and white ball of life floating
in the total darkness of outer space made both scientists and the public
think of their home planet a little differently than they ever had before.
These pictures of Earth must have brought to mind the notion that it re-
sembled a single organism.

Although the Gaia hypothesis is still very controversial and has not
been established scientifically (by being tested and proven quantitatively),
it has already shown us the valuable notion of just how interdependent
everything is on Earth. We now recognize that Earth’s biological, phys-
ical, and chemical components or major parts regularly interact with and
mutually affect one another, whether by accident or on purpose. Finally,
it places great emphasis on what promises to be the planet’s greatest fu-
ture problem—the quality of Earth’s environment and the role humans
will play in Earth’s destiny.

[See also Biosphere; Ecosystem]
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‡�Galaxy
A galaxy is a large collection of stars, glowing nebulae (clouds), gas, and
dust bound together by gravity. Many scientists now believe that a black
hole, the remains of a massive star, lies at the center of many galaxies. Galax-
ies are as plentiful in the universe as grains of sand on a beach. The galaxy
that contains our solar system is called the Milky Way. The Milky Way
is part of a cluster of some 30 galaxies known as the Local Group, and the
Local Group is part of a local supercluster that includes many clusters.
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Although astronomers are not yet sure how galaxies formed and
evolved, the process must have occurred quickly very early in the history
of the universe. The age of the oldest galaxies appears to be about the same
age as the universe, which is estimated to be 10 to 13 billion years old.

The shape of galaxies
Galaxies can be spiral, elliptical, or irregular in shape. The Milky

Way and nearby Andromeda galaxy are both spiral shaped. They have a
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Words to Know

Barred spiral galaxy: A spiral galaxy in which the spiral arms start at
the end of a central bar structure rather than the nucleus.

Black hole: The remains of a massive star that has burned out its
nuclear fuel and collapsed under tremendous gravitational force into a
single point of infinite mass and gravity.

Dark matter: Unseen matter that has a gravitational effect on the
motions of galaxies within clusters of galaxies.

Halo: A distribution of older stars and clusters of stars surrounding
the nucleus of a spiral galaxy.

Irregular galaxy: A galaxy that does not fit into the shape categories
of elliptical and spiral galaxies.

Light-year: The distance light travels in one year, roughly 5.88 trillion
miles (9.46 trillion kilometers).

Milky Way: The galaxy in which we are located.

Nebulae: Bright or dark clouds, often composed of gases, hovering in
the space between the stars.

Nucleus: The central core of a galaxy.

Radio waves: Electromagnetic radiation, or energy emitted in the form
of waves or particles.

Spiral arms: The regions where stars are concentrated that spiral out
from the center of a spiral galaxy.

Spiral galaxy: A galaxy in which spiral arms wind outward from the
nucleus.



group of objects at the center (stars and possibly a black hole) surrounded
by a halo of stars and an invisible cloud of dark matter. From this nu-
cleus or center, arms spiral out like a pinwheel. The spiral shape is formed
because the entire galaxy is rotating, with the stars at the outer edges form-
ing the arms. Most spiral galaxies have just one arm wrapped around the
nucleus, although some have two or even three arms.

Spiral galaxies are divided into two types: barred and unbarred. In
barred spirals, a thick bar of stars crosses the center of the galaxy. Un-
barred spirals have no such feature.

An elliptical galaxy contains mostly older stars, with very little dust
or gas. It can be round or oval, flattened or spherical, and resembles the
nucleus of a spiral galaxy without the arms. Astronomers do not yet know
whether elliptical galaxies eventually form arms and become spirals, or
if spiral galaxies lose their arms to become elliptical.

About one-quarter of all galaxies are irregular in shape and are much
smaller than spiral galaxies. The irregular shape may be caused by the
formation of new stars in these galaxies or by the pull of a neighboring
galaxy’s gravitational field. Two examples of an irregular galaxy are the
Large and Small Magellanic Clouds, visible in the night sky from the
Southern Hemisphere.
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Some galaxies are variations of these types. There are the Seyfert
galaxies (violent, fast-moving spirals); bright elliptical galaxies of super-
giants that often consume other galaxies; ring galaxies that seem to have
no nucleus; twisted starry ribbons formed when two galaxies collide; and
others.

The Milky Way
The Milky Way is a barred spiral galaxy about 100,000 light-years

across. Its disklike nucleus, which bulges to about 30,000 light-years thick,
contains billions of old stars and maybe even a black hole. It has four spi-
ral arms. Our solar system is located in the Orion arm, about 30,000 light-
years from the center of the galaxy.

Just as Earth revolves around the Sun, the Sun revolves around the
nucleus of the galaxy. Traveling at a speed of about 155 miles (250 kilo-
meters) per second, the Sun completes one revolution around the galac-
tic center in about 220 million years.

In ancient times, people looked into space and saw a glowing band
of light. They thought it resembled a river of milk and called it the Milky
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Active Galaxies

An active galaxy is one that emits far more energy than a
normal galaxy. The Milky Way, like most galaxies, is relatively stable
and quiet. Active galaxies, on the other hand, give off more than 100
times the energy of the Milky Way. Explosions at the nucleus of active
galaxies spew huge jets of material hundreds of thousands of light-
years into space. The energy is emitted as radio waves (electromag-
netic radiation) rather than optical light. There are several varieties of
active galaxies, including Seyfert galaxies and quasars.

Seyfert galaxies look like spiral galaxies with a hyperactive
nucleus. The normal-looking spiral arms surround an abnormally bright
nucleus. Quasars are the most interesting of active galaxies. A quasar
can emit more energy in one second than our sun has in its entire life-
time. Quasars, which look like stars, are the most distant and energetic
objects in the universe known so far. Most astronomers consider a quasar
to be the very active nucleus of a distant galaxy in the early stages of
evolution. The light from a quasar has been traveling toward Earth for
billions of years, perhaps from the very beginning of the universe.



Way. In the late 1500s, Italian physicist and astronomer Galileo Galilei
(1564–1642) first examined the Milky Way through a telescope and saw
that the glowing band was made up of countless stars. As early as 1755,
German philosopher Immanuel Kant (1724–1804) suggested that the
Milky Way was a lens-shaped group of stars, and that many other such
groups existed in the universe.

Over the years, astronomers learned more about the shape of the
Milky Way, but they continued to place our solar system at the center. In
1918, American astronomer Harlow Shapley (1885–1972) studied the dis-
tribution of star clusters and determined that our solar system was not at
the center, but on the fringes of the galaxy.

Hubble and the expanding universe
In 1924, American astronomer Edwin Hubble (1889–1953) first

proved the existence of other galaxies. Using a very powerful 100-inch
(254-centimeter) telescope at Mount Wilson Observatory in California,
he discovered that a group of stars long thought to be part of the Milky
Way was actually a separate galaxy, now known as the Andromeda galaxy.
Modern estimates place Andromeda 2.2 million light-years away from the
Milky Way. Hubble also discovered many other spiral-shaped galaxies.
In 1927, Dutch astronomer Jan Oort (1900–1992) showed that galaxies
rotate about their center.

Beyond these important discoveries, Hubble found that more distant
galaxies are moving away from us at a faster rate. From this observation,
known as Hubble’s Law, he deduced that the universe is expanding, a
fundamental fact about the nature of the universe.

In early 1996, the Hubble Space Telescope sent back photographs
of 1,500 very distant galaxies in the process of forming, indicating that
the number of galaxies in the universe is far greater than previously
thought. Based on this and other discoveries in the late 1990s, astronomers
have estimated the number of galaxies to be 50 billion.

[See also Quasar; Radio astronomy; Solar system; Star; Star-
burst galaxy]

‡�Game theory
Game theory is a branch of mathematics concerned with the analysis 
of conflict situations. The term conflict situation refers to a condition 
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involving two or more people or groups of people trying to achieve some
goal. A simple example of a conflict situation is the game of tic-tac-toe.
In this game, two people take turns making Xs or Os in a #-shaped grid.
The first person to get three Xs or Os in a straight line wins the game. It
is possible, however, that neither person is able to achieve this goal, and
the game then ends in a tie or a stand-off.

The variety of conditions described by the term conflict situation is
enormous. They range from board and card games such as poker, bridge,
chess and checkers; to political contests such as elections; to armed con-
flicts such as battles and wars.

Mathematicians have long been intrigued by games and other kinds
of conflict situations. Is there some mathematical system for winning at
bridge? at poker? in a war? One of the earliest attempts to answer this
question was the probability theory, developed by French mathematician
and physicist (one who studies the science of matter and energy) Blaise
Pascal (1623–1662) and his colleague Pierre de Fermat (1601–1665). At
the request of a gentleman gambler, Pascal and Fermat explored the way
to predict the likelihood of drawing certain kinds of hands (a straight, a
flush, or three-of-a-kind, for example) in a poker game. In their attempts
to answer such questions, Pascal and Fermat created a whole new branch
of mathematics.

The basic principles of game theory were first suggested by Hun-
garian American mathematician and physicist John von Neumann (1903–
1957) in 1928. The theory received little attention until 1944, when 
Neumann and economist Oskar Morgenstern (1902–1977) wrote the clas-
sic treatise Theory of Games and Economic Behavior. Since then, many
economists and scientists have expanded and applied the theory.
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Words to Know

Game: A situation in which a conflict arises between two or more
players.

Nonzero-sum game: A game in which the amount lost by all players is
not equal to the amount won by all other players.

Zero-sum, two-player games: A game in which the amount lost by
one player is equal to the amount won by the other player.



Characteristics of games
The mathematical analysis of games begins by recognizing certain

basic characteristics of all conflict situations. First, games always involve
at least two people or two groups of people. In most cases, the game re-
sults in a win for one side of the game and a loss for the other side. Sec-
ond, games always begin with certain set conditions, such as the dealing
of cards or the placement of soldiers on a battlefield. Third, choices al-
ways have to be made. Some choices are made by the players themselves
(“where shall I place my next X”?) and some choices are made by chance
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(such as rolling dice). Finally, the game ends after a set number of moves
and a winner is declared.

Types of games
Games can be classified in a variety of ways. One method of clas-

sification depends on the amount of information players have. In check-
ers and chess, for example, both players know exactly where all the pieces
are located and what moves they can make. There is no hidden informa-
tion that neither player knows about. Games such as these are known as
games of perfect information.

The same cannot be said for other games. In poker, for example,
players generally do not know what cards their opponents are holding,
and they do not know what cards remain to be dealt. Games like poker
are known as games of imperfect knowledge. The mathematical rules for
dealing with these two kinds of games are very different. In one case, one
can calculate all possible moves because everything is known about a sit-
uation. In the other case, one can only make guesses based on probabil-
ity as to what might happen next. Nonetheless, both types of games can
be analyzed mathematically and useful predictions about future moves
can be made.

Games also can be classified as zero-sum or nonzero-sum games. A
zero-sum game is a game in which one person wins. Everything lost by
the loser is given to the winner. For example, suppose that two players
decide to match pennies. The rule is that each player flips a penny. If both
pennies come up the same (both heads or both tails), player A wins both
pennies. If both pennies come up opposite (one head and one tail), player
B wins both pennies. This game is a zero-sum game because one player
wins everything (both pennies) on each flip, while the other player loses
everything. Game theory often begins with the analysis of zero-sum games
between two players because they are the simplest type of conflict situa-
tion to analyze.

Most conflict situations in real life are not zero-sum games. At the
end of a game of MonopolyTM, for example, one player may have most
of the property, but a second player may still own some property on the
board. Also, the game may involve more than two people with almost any
type of property distribution.

Application of game theory
Game theory is a powerful tool that can suggest the best strategy or

outcome in many different situations. Economists, political scientists, the
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military, and sociologists have all used it to describe situations in their
various fields. A recent application of game theory has been in the study
of the behavior of animals in nature. Here, researchers are applying the
notions of game theory to describe the many aspects of animal behavior
including aggression, cooperation, and hunting methods. Data collected
from these studies may someday result in a better understanding of our
own human behaviors.

‡�Gamma ray
Gamma rays are high-energy subatomic particles formed either by the de-
cay of radioactive elements or by nuclear reactions. The wavelength of a
gamma ray is very short—less than the radius of an atom—and the en-
ergy they carry can measure millions of electron volts.

Terrestrial gamma rays—those produced on Earth—are the only
gamma rays we can observe here. A second class of gamma rays, called
cosmic gamma rays, do not penetrate to the surface of Earth because the
ozone layer absorbs high-energy radiation. The only way to detect cos-
mic gamma rays, which are created by nuclear fusion reactions that oc-
cur within the core of stars, is by sending a satellite-observatory into space.

First detection
Cosmic gamma rays were first discovered in 1967 by small satel-

lites called Velas. These military satellites had been put into orbit to mon-
itor nuclear weapon explosions on Earth, but they found gamma ray bursts
from outside our solar system as well.

Several other small satellites launched in the early 1970s gave pic-
tures of the whole gamma-ray sky. These pictures reveal hundreds of pre-
viously unknown stars and several possible black holes, the remains of
massive stars. Thousands more stars were discovered in 1977 and 1979
by three large satellites called High Energy Astrophysical Observatories.
They found that the entire Milky Way galaxy shines with gamma rays.

The Compton Gamma Ray Observatory
Then, on April 5, 1991, the National Aeronautics and Space Ad-

ministration (NASA) sent the Compton Gamma Ray Observatory (CGRO)
into space aboard the space shuttle Atlantis. During its nine-year mission,
this 17-ton (15.4-metric ton) observatory provided scientists with an 
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all-sky map of cosmic gamma-ray emissions, as well as new information
about supernovas, young star clusters, pulsars, black holes, quasars, so-
lar flares, and gamma-ray bursts. Gamma-ray bursts are intense flashes
of gamma rays that occur uniformly across the sky and are of unknown
origin. The energy of just one of these bursts has been calculated to be
more than 1,000 times the energy that our Sun will generate in its entire
ten-billion-year lifetime.

A major discovery of the CGRO was the class of objects called
gamma-ray blazars, quasars that emit most of their energy as gamma rays
and vary in brightness over a period of days. Scientists also have found
evidence for the existence of antimatter based on the presence of gamma
rays given off by the mutual destruction of electrons and positrons in the
interstellar medium, or the space between the stars.
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Words to Know

Antimatter: Matter composed of antiparticles, or subatomic particles
identical to one another in mass but opposite in electric and magnetic
charge. When an electron (with a negative charge) is brought together
with its counterpart positron (with a positive charge), they destroy
each other and are converted into energy.

Black hole: The remains of a massive star that has burned out its
nuclear fuel and collapsed under tremendous gravitational force into a
single point of infinite mass and gravity.

Interstellar medium: The space between the stars, consisting mainly
of empty space with a very small concentration of gas atoms and tiny
solid particles.

Nuclear reaction: The processes by which an atomic nucleus is split
(fission) or joined with another (fusion), resulting in the release of
great amounts of energy.

Ozone layer: The atmospheric layer of approximately 15 to 30 miles
(24 to 48 kilometers) above Earth’s surface that protects the lower
atmosphere from harmful solar radiation.

Pulsar: Rapidly rotating star that emits varying radio waves at precise
intervals; also known as a neutron star because much of the matter
within has been compressed into neutrons.



NASA decided to end the CGRO’s mission after one of its three 
gyroscopes failed in December 1999. The observatory, which cost $670
million, could have been kept aloft for eleven more years, but NASA de-
cided that if more equipment had failed, they could not control its return
to Earth. So, on June 4, 2000, after completing 51,658 orbits of the planet,
the CGRO re-entered Earth’s atmosphere and broke apart. The charred
remains of the craft—roughly 6 tons (5.4 metric tons) of superheated
metal—splashed into the Pacific Ocean about 2,500 miles (4,020 kilo-
meters) southeast of Hawaii.

To study gamma rays further, NASA plans to launch the Gamma
Ray Large Area Telescope in 2005.

[See also Gamma-ray burst; Radioactivity; Star]
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Quasar: Extremely bright, starlike sources of radio waves that are the
oldest known objects in the universe.

Radiation: Energy emitted in the form of waves or particles.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.

Radio waves: Electromagnetic radiation, or energy emitted in the form
of waves or particles.

Solar flare: Sudden outbursts of light extending from the Sun that
last only five to ten minutes and produce an incredible amount of
energy.

Subatomic particle: Basic unit of matter and energy smaller than an
atom.

Supernova: The explosion of a massive star at the end of its lifetime,
causing it to shine more brightly than the rest of the stars in the
galaxy put together.

Wavelength: The distance between one peak of a wave of light, heat,
or energy and the next corresponding peak.



‡�Gamma-ray burst
Gamma-ray bursts are unexplained intense flashes of light that occur sev-
eral times a day in distant galaxies. The bursts give off more light than
anything else in the universe and then quickly fade away. They were first
detected in the late 1960s when instruments on orbiting satellites picked
them up. No known explosion besides the big bang is more powerful than
a gamma-ray burst. (The big bang is a theory that explains the beginning
of the universe as a tremendous explosion from a single point that oc-
curred 12 to 15 billion years ago.) Gamma-ray bursts are mysterious be-
cause scientists do not know for sure what causes them or where in the
sky they will occur.

Types of bursts
There are two types of gamma-ray bursts: short and long. Short

bursts last no more than two seconds. Long bursts can last up to just over
fifteen minutes. The shorter life of a short gamma-ray burst makes it more
difficult for astronomers to study. Short bursts leave no trace of light be-
cause they have no detectable afterglow (a gleam of light that remains
briefly after the original light has dissipated). In addition, weaker gamma-
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ray bursts tend to be observed as shorter, since only the higher parts of
the emission are observable.

Astronomers believe that each type of burst may come from a dif-
ferent type of cosmic explosion. To learn more about the sources of
gamma-ray bursts, scientists at the National Aeronautics and Space Ad-
ministration (NASA) studied the time histories of short and long bursts.
They did this by counting the number of gamma-ray pulses (particles of
light, called photons, that arrive at about the same time) in each burst,
and by measuring the arrival time of lower-energy and high-energy pulses.
The astronomers learned that short bursts had fewer pulses than long bursts
and that their lag times were twenty times shorter than those of longer
bursts. This suggested that both long and short bursts were produced in
physically different objects.

Theories of gamma-ray burst origin
Scientists’ theories about the source of gamma-ray bursts are many.

Some believe that they are a result of a fusion of black holes or neutron
stars. (A black hole is the remains of a massive star that has burned out
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Words to Know

Big bang theory: Theory that explains the beginning of the universe
as a tremendous explosion from a single point that occurred 12 to 15
billion years ago.

Black hole: Single point of infinite mass and gravity formed when a
massive star burns out its nuclear fuel and collapses under its own
gravitational force.

Gamma ray: Short-wavelength, high-energy radiation formed either by
the decay of radioactive elements or by nuclear reactions.

Neutron star: The dead remains of a massive star following a super-
nova. It is composed of an extremely dense, compact, rapidly rotating
core composed of neutrons that emits varying radio waves at precise
intervals.

Supernova: The explosion of a massive star at the end of its lifetime,
causing it to shine more brightly than the rest of the stars in the
galaxy put together.



its nuclear fuel and collapsed under tremendous gravitational force into a
single point of infinite mass and gravity. A neutron star is a dead rem-
nant of a massive star; a star dies when it uses up all of its nuclear fuel.)
Others believe that supernovae or hypernovae are the cause of a gamma-
ray burst. (A supernova is a typical exploding star; a hypernova also is
an exploding star, but with about 100 times more power as that of super-
nova.) In 2000, two sets of astronomers found evidence of an iron-rich
cloud near gamma-ray bursts. Since stars at the supernova stage produce
iron, the scientists theorized that a supernova emitted the iron cloud just
before the gamma-ray burst.

The power of a gamma-ray burst is astounding. A satellite launched
by NASA in 1991 detected gamma-ray bursts at a rate of nearly one a
day for almost two years. The energy of just one burst was calculated to
be more than 1,000 times the energy that the Sun would generate in its
almost 10-billion-year lifetime.

The most distant gamma-ray burst measured so far is one that sci-
entists detected on January 31, 2000. To determine how far the gamma-
ray burst had traveled, astronomers measured the burst’s spectrum (the
range of individual wavelengths of radiation produced when light is bro-
ken down by the process of spectroscopy). Astronomers estimated that the
explosion that caused the burst took place near the time the Milky Way
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(a galaxy that includes a few hundred billion stars, the Sun, and our so-
lar system) was formed, or 6 billion years before our solar system was
born. Viewed another way, this particular gamma-ray burst has traveled
through 90 percent of the age of the universe.

Scientists study gamma-ray bursts as a way of helping to better un-
derstand the evolution of the universe.

[See also Gamma ray; Star]

‡�Gases, liquefaction of
Liquefaction of gases is the process by which a gas is converted to a liq-
uid. For example, oxygen normally occurs as a gas. However, by apply-
ing sufficient amounts of pressure and by reducing the temperature by a
sufficient amount, oxygen can be converted to a liquid.

Liquefaction is an important process commercially because sub-
stances in the liquid state take up much less room than they do in their
gaseous state. As an example, oxygen is often used in space vehicles to
burn the fuel on which they operate. If the oxygen had to be carried in
its gaseous form, a space vehicle would have to be thousands of times
larger than anything that could possibly fly. In its liquid state, however,
the oxygen can easily fit into a space vehicle’s structure.

Liquefaction of a gas occurs when its molecules are pushed closer
together. The molecules of any gas are relatively far apart from each other,
while the molecules of a liquid are relatively close together. Gas mole-
cules can be squeezed together by one of two methods: by increasing the
pressure on the gas or by lowering the temperature of the gas.

Critical temperature and pressure
Two key properties of gases are important in developing methods

for their liquefaction: critical temperature and critical pressure. The crit-
ical temperature of a gas is the temperature at or above which no amount
of pressure, however great, will cause the gas to liquefy. The minimum
pressure required to liquefy the gas at the critical temperature is called
the critical pressure.

For example, the critical temperature for carbon dioxide is 88°F
(31°C). That means that no amount of pressure applied to a sample of
carbon dioxide gas at or above 88°F will cause the gas to liquefy. At 

9 5 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Gases,
liquefaction of



or below that temperature, however, the gas can be liquefied provided
sufficient pressure is applied. The corresponding critical pressure for car-
bon dioxide at 88°F is 72.9 atmospheres. In other words, the application
of a pressure of 72.9 atmospheres on a sample of carbon dioxide gas at
88°F will cause the gas to liquefy. (An atmosphere is a unit of pressure
equal to the pressure of the air at sea level, or approximately 14.7 pounds
per square inch.)

A difference in critical temperatures among gases means that some
gases are easier to liquefy than are others. The critical temperature of 
carbon dioxide is high enough so that it can be liquefied relatively easily
at or near room temperature. By comparison, the critical temperature 
of nitrogen gas is �233°F (�147°C) and that of helium is �450°F
(�268°C). Liquefying gases such as nitrogen and helium present much
greater difficulties than does the liquefaction of carbon dioxide.

Methods of liquefaction
In general, gases can be liquefied by one of three general methods:

(1) by compressing the gas at temperatures less than its critical tempera-
ture; (2) by making the gas do some kind of work against an external
force, causing the gas to lose energy and change to the liquid state; and
(3) by using the Joule-Thomson effect.
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Words to Know

Critical pressure: The minimum pressure required to liquefy a gas at
its critical temperature.

Critical temperature: The temperature at or above which no amount
of pressure, however great, will cause a gas to liquefy.

Cryogenics: The production and maintenance of low temperature 
conditions and the study of the behavior of matter under such 
conditions.

Liquefied natural gas (LNG): A mixture of gases obtained from nat-
ural gas or petroleum from which almost everything except methane
has been removed before it is converted to the liquid state.

Liquefied petroleum gas (LPG): A mixture of gases obtained from
natural gas or petroleum that has been converted to the liquid state.



Compression. In the first approach, the application of pressure alone
is sufficient to cause a gas to change to a liquid. For example, ammonia
has a critical temperature of 271°F (133°C). This temperature is well
above room temperature. Thus, it is relatively simple to convert ammo-
nia gas to the liquid state simply by applying sufficient pressure. At its
critical temperature, that pressure is 112.5 atmospheres.

Making a gas work against an external force. A simple exam-
ple of the second method for liquefying gases is the steam engine. A se-
ries of steps must take place before a steam engine can operate. First, wa-
ter is boiled and steam is produced. That steam is then sent into a cylinder.
Inside the cylinder, the steam pushes on a piston. The piston, in turn, 
drives some kind of machinery, such as a railroad train engine.

As the steam pushes against the piston, it loses energy. Since the
steam has less energy, its temperature drops. Eventually, the steam cools
off enough for it to change back to water.

This example is not a perfect analogy for the liquefaction of gases.
Steam is not really a gas but a vapor. A vapor is a substance that is 
normally a liquid at room temperature but that can be converted to a gas
quite easily. The liquefaction of a true gas, therefore, requires two steps.
First, the gas is cooled. Next, the cool gas is forced to do work against
some external system. It might, for example, be driven through a small
turbine. A turbine is a device consisting of blades attached to a central
rod. As the cooled gas pushes against the turbine blades, it makes the rod
rotate. At the same time, the gas loses energy, and its temperature drops
even further. Eventually the gas loses enough energy for it to change 
to a liquid.

This process is similar to the principle on which refrigeration sys-
tems work. The coolant in a refrigerator is first converted from a gas to
a liquid by one of the methods described above. The liquid formed then
absorbs heat from the refrigerator box. The heat raises the temperature of
the liquid, eventually changing it back to a gas.

There is an important difference between liquefaction and refriger-
ation, however. In the former process, the liquefied gas is constantly re-
moved from the system for use in some other process. In the latter process,
however, the liquefied gas is constantly recycled within the refrigeration
system.

Using the Joule-Thomson effect. Gases also can be made to liq-
uefy by applying a principle discovered by English physicists James
Prescott Joule (1818–1889) and William Thomson (later known as Lord
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Kelvin; 1824–1907) in 1852. The Joule-Thomson effect depends on the
relationship of volume, pressure, and temperature in a gas. Change any
one of these three variables, and at least one of the other two (or both)
will also change. Joule and Thomson found, for example, that allowing a
gas to expand very rapidly causes its temperature to drop dramatically.
Reducing the pressure on a gas accomplishes the same effect.

To cool a gas using the Joule-Thomson effect, the gas is first pumped
into a container under high pressure. The container is fitted with a valve
with a very small opening. When the valve is opened, the gas escapes
from the container and expands quickly. At the same time, its tempera-
ture drops.

In some cases, the cooling that occurs during this process may not
be sufficient to cause liquefaction of the gas. However, the process can
be repeated more than once. Each time, more energy is removed from the
gas, its temperature falls further, and it eventually changes to a liquid.

Practical applications
The most common practical applications of liquefied gases are the

compact storage and transportation of combustible fuels used for heating,
cooking, or powering motor vehicles. Two kinds of liquefied gases are
widely used commercially for this reason: liquefied natural gas (LNG)
and liquefied petroleum gas (LPG). LPG is a mixture of gases obtained
from natural gas or petroleum that has been converted to the liquid state.
The mixture is stored in strong containers that can withstand very high
pressures.

Liquefied natural gas (LNG) is similar to LPG, except that it has
had almost everything except methane removed. LNG and LPG have
many similar uses.

In principle, all gases can be liquefied, so their compactness and
ease of transportation make them popular for a number of other applica-
tions. For example, liquid oxygen and liquid hydrogen are used in rocket
engines. Liquid oxygen and liquid acetylene can be used in welding op-
erations. And a combination of liquid oxygen and liquid nitrogen can be
used in Aqua-LungTM devices (an underwater breathing apparatus).

Liquefaction of gases also is important in the field of research known
as cryogenics (the branch of physics that deals with the production and
effects of extremely low temperatures). Liquid helium is widely used for
the study of behavior of matter at temperatures close to absolute zero, 
0 K (�459°F; �273°C).

[See also Cryogenics; Gases, properties of]
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‡�Gases, properties of
Gases are a state of matter characterized by two properties: their lack of
definite volume and their lack of definite shape. This definition suggests,
in the first place, that a given mass of gas can occupy any volume what-
soever. Imagine a cylindrical tank filled with a small amount of hydrogen
gas placed in a chemistry laboratory. If the top is removed from that tank
in a room, the gas escapes from the tank to fill the room. If the door to
the room is opened, the gas then escapes to fill the building. If the build-
ing door also is opened, the gas escapes into the outside environment and,
at least in theory, then expands throughout the universe. Neither solids nor
liquids, the other two common forms of matter, display this property.

Gases also take the shape of the container in which they are placed.
Suppose the valve of the tank of hydrogen gas is fitted with a rubber hose
that leads to a cubic box. When the valve is opened, the hydrogen gas
fills the cubic box. Its shape changes from cylindrical to cubic. Liquids
also take the shape of their container, although solids do not.

Kinetic theory of matter
Our understanding of the properties of gases arises from the kinetic

theory of matter. The kinetic theory of matter says that all matter is made
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up of tiny particles that are constantly in motion. In solids, those parti-
cles are relatively close together and move relatively slowly. In liquids,
they are somewhat farther apart and move more rapidly. In gases, those
particles are very far apart and move with much greater speed than in
solids or liquids.

The rapid speed with which gas particles move explains their ten-
dency to fly away from each other and fill any container in which they
are placed. Their relatively great distance from each other explains the
other properties of gases explained below.

Gas laws
Most of the fundamental laws describing the properties of gases were

discovered in the eighteenth and early nineteenth centuries. Those laws
deal primarily with three properties of gases: their volume, pressure, and
temperature.

Boyle’s law. The volume of a gas depends on the pressure exerted on
it. When you pump up a bicycle tire, you push down on a handle that
squeezes the gas inside the pump. You can squeeze a balloon and reduce
its size (the volume it occupies). In general, the greater the pressure ex-
erted on a gas, the less its volume. Conversely, the less pressure on a gas,
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Words to Know

Direct proportion: A mathematical relationship between two variables
such that a change in one produces a corresponding change in the
other in the same direction.

Gas law: A statement that shows the mathematical relationship of the
volume, pressure, and temperature of a gas.

Ideal gas: A gas in which the particles of the gas have no effect on
each other.

Inverse proportion: A mathematical relationship between two vari-
ables such that a change in one produces a corresponding change in
the other, but in the opposite direction.

Kinetic theory of matter: A scientific theory that says that all matter
is made up of tiny particles that are constantly in motion.



the greater its volume. A relationship of this kind is said to be an inverse
proportion. Increasing one variable (such as the pressure) causes a de-
crease in the other variable. This mathematical relationship between vol-
ume and pressure was discovered in 1662 by English chemist Robert
Boyle (1627–1691). This relationship is true only if the temperature of
the gas remains constant while the pressure is changed.

Charles’s law. If a balloon is taken from inside a warm house to much
cooler air outside, the balloon will appear to collapse. Volume and tem-
perature have a direct relationship to each other. When temperature in-
creases, so does volume; when temperature decreases, so does volume.
The mathematical relationship between gas volume and temperature was
first derived in 1787 by French physicist Jacques Alexandre Charles
(1746–1823). Charles’s law is valid only when the pressure on the gas is
constant.
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Some Gases and Their Properties
Content

Name Formula % in atm Color Odor Toxicity

Ammonia NH3 — Colorless Penetrating Toxic
Argon Ar 0.93 Colorless Odorless Nontoxic
Carbon dioxide CO2 0.03 Colorless Odorless Nontoxic
Carbon monoxide — Colorless Odorless Very toxic
Chlorine  Cl2 — Pale green Irritating Very toxic
Helium He 0.00052 Colorless Odorless Nontoxic
Hydrogen H2 0.0005 Colorless Odorless Nontoxic
Hydrochloric acid HCl — Colorless Irritating Corrosive
Hydrogen sulfide H2S — Colorless Foul Very toxic
Krypton Kr 0.00011 Colorless Odorless Nontoxic
Methane CH4 0.0002 Colorless Odorless Nontoxic
Neon 0.0018 Colorless Odorless Nontoxic
Nitrogen N 78.1 Colorless Odorless Nontoxic
Nitrogen dioxide NO2 — Red brown Irritating Very toxic
Nitric oxide NO — Colorless Odorless Very toxic
Ozone O3 Varied  Bluish Sharp Sharp
Oxygen 2 20.9 Colorless Odorless Nontoxic
Radon Rd  Colorless Odorless Toxic
Sulfur dioxide SO2 — Choking Toxic
Xenon Xe 0.0000087 Colorless Odorless Nontoxic



Gay-Lussac’s law. The relationship between temperature and pressure
can be observed when pumping up a bicycle or car tire. The tire gets
warmer as more air is added to it. The reason for this change is that 
increasing the pressure on a gas also increases its temperature. This rela-
tionship was first expressed mathematically by French chemist Gay-
Lussac (1778–1850) around 1802. Again, this law is valid only when the
volume of a gas remains constant (as when it’s trapped in a tire).

The combined gas law. The final gas law—one that shows how vol-
ume, pressure, and temperature are related to each other—is called the
combined gas law. The value of the gas laws is that one can find any one
of the variables, assuming that the others are known.

Ideal and real gases
All four of the gas laws previously discussed apply only to ideal

gases. An ideal gas is a theoretical concept developed by scientists to learn
more about gases. The particles of which an ideal gas is made have no
effect on each other. That is, they do not exert gravitational attraction on
each other, and they bounce off each other without losing any energy.

If one makes these assumptions about gases, it is much easier to de-
velop laws describing their behavior. There is, however, one problem with
this concept: there is no such thing as an ideal gas in the real world. All
gas particles really do interact with each other in some way or another.

That fact doesn’t mean that the gas laws are useless. Instead, it warns
us that the predictions made by the gas laws may be more or less incor-
rect. The more or less depends on how closely the gas under consideration
resembles an ideal gas. Some gases, like hydrogen and helium, match the
description of an ideal gas quite well; other gases do not even come close.

Properties of real gases
Gases, like other forms of matter, have physical properties such as

color, odor, and taste. In general, gases tend to be colorless and odorless,
although some important exceptions exist. Also, most gases are transpar-
ent: that is, it is possible to see objects through them rather clearly.

‡�Generator
A generator is a machine that converts mechanical energy into electrical
energy. Generators can be subdivided into two major categories depend-
ing on whether the electric current produced is alternating current (AC)
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or direct current (DC). The basic principle on which both types of gen-
erators work is the same, although the details of construction of the two
may differ somewhat.

Principle of operation
In 1820, Danish physicist Hans Christian Oersted (1777–1851) dis-

covered that an electric current created a magnetic field around it. French
physicist André Marie Amperè (1775–1836) then found that a coil of wire
with current running through it behaved just like a magnet.

In about 1831, English physicist Michael Faraday (1791–1867) dis-
covered the scientific principle on which generators operate: electromag-
netic induction. By reversing the work of Oersted and extending the work
of Amperè, Faraday reasoned that if a current running through a coiled
wire could produce a magnetic field, then a magnetic field could induce
(generate) a current of electricity in a coil of wire. By moving a magnet
back and forth in or near a coil of wire, he created an electrical current
without any other source of voltage feeding the wire.

Faraday also discovered that it makes no difference whether the coil
rotates within the magnetic field or the magnetic field rotates around the

9 6 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Generator

Words to Know

Alternating current (AC): Electric current in which the direction of
flow changes back and forth rapidly and at a regular rate.

Armature: A part of a generator consisting of an iron core around
which is wrapped a wire.

Commutator: A slip ring that serves to reverse the direction in which
an electrical current flows in a generator.

Direct current (DC): Electrical current that always flows in the same
direction.

Electromagnetic induction: The production of an electromotive force
(something that moves electricity) in a closed electrical circuit as a
result of a changing magnetic field.

Slip ring: The device in a generator that provides a connection
between the armature and the external circuit.



coil. The important factor is that the wire and the magnetic field are in
motion in relation to each other. In general, most AC generators have a
stationary (fixed) magnetic field and a rotating coil, while most DC gen-
erators have a stationary coil and a rotating magnetic field.

Alternating current (AC) generators
A magnet creates magnetic lines of force on either side of it that move

in opposite directions. As the metal coil passes through the magnetic field
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in a generator, the electrical power that is produced constantly changes. At
first, the generated electric current moves in one direction (as from left to
right). Then, when the coil reaches a position where it is parallel to the
magnetic lines of force, no current at all is produced. As the coil contin-
ues to rotate, it cuts through magnetic lines of force in the opposite direc-
tion, and the electrical current generated travels in the opposite direction
(as from right to left). The ends of the coil are attached to metal slip rings
that collect the electrical current. Each slip ring, in turn, is attached to a
metal brush, which transfers the current to an external circuit.

Thus, a spinning coil in a fixed magnetic field will produce an al-
ternating current, one that travels first in one direction and then in the op-
posite. The rate at which the current switches back and forth is known as
its frequency. Ordinary household current alternates at a frequency of 60
times per second (or 60 hertz).

The efficiency of an AC generator can be increased by substituting
an armature for the wire coil. An armature consists of a cylinder-shaped
iron core with a long piece of wire wrapped around it. The longer the
piece of wire, the greater the electrical current that can be generated by
the armature.

Commercial generators. One of the most important uses of genera-
tors is the production of large amounts of electrical energy for use in 
industry and homes. The two most common energy sources used in 
operating AC generators are water and steam. Both of these energy sources
have the ability to drive generators at the very high speeds at which 
they operate most efficiently, usually no less than 1,500 revolutions per
minute.

In order to generate hydroelectric (water) power, a turbine is needed.
A turbine consists of a large central shaft on which are mounted a series
of fanlike vanes. As moving water strikes the vanes, it causes the central
shaft to rotate. If the central shaft is then attached to a very large mag-
net, it causes the magnet to rotate around a central armature, generating
electricity.

Steam power is commonly used to run electrical generating plants.
Coal, oil, or natural gas is burned—or the energy from a nuclear reactor
is harnessed—to boil water to create steam. The steam is then used to
drive a turbine which, in turn, spins a generator.

Direct current (DC) generators
An AC generator can be modified to produce direct current (DC)

electricity also. This change requires a commutator. A commutator is 
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simply a slip ring that has been cut in half, with both halves insulated
from each other. The brushes attached to each half of the commutator are
arranged so that at the moment the direction of the current in the coil re-
verses, they slip from one half of the commutator to the other. The cur-
rent that flows into the external circuit, therefore, is always traveling in
the same direction. This results in a steadier current.

[See also Electric current; Electromagnetic field; Electromag-
netic induction]

‡�Genetic disorders
Genetic disorders are conditions that have some origin in an individual’s
genetic make-up. Many of these disorders are inherited and are governed
by the same genetic rules that determine dimples and red hair. However,
some genetic disorders—such as Down syndrome, characterized by heart
malformation, poor muscle tone, and a flattened face—result from a spon-
taneous mutation (gene change) that takes place during embryonic (ear-
liest life) development.

Genetic disorders can be classified according to the way in which
they develop. If the disorder is transmitted by genes inherited from only
one parent, it is said to be an autosomal dominant disorder. The term au-
tosome applies to any of the 22 chromosomes that are identical in human
males and females. (Chromosomes are structures that organize genetic in-
formation in the nucleus of cells.) By contrast, disorders that can be in-
herited only by the transmission of genes from both parents is called an
autosomal recessive disorder.

Other genetic disorders are associated with the X (female) or Y
(male) chromosome and are called sex-linked disorders because the X and
Y chromosomes are related to sexual characteristics in humans. Finally,
the development of some genetic disorders involves environmental fac-
tors, factors present outside the organism itself. Such disorders are known
as multifactorial genetic disorders.

Principles of genetic inheritance
Genetic information in humans is stored in units known as genes 

located on large complex molecules called chromosomes. A vast range
of human characteristics, from eye and hair color to musical and literary
talents, are controlled by genes. To say that a person has red hair color,
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for example, is simply to say that that person’s body contains genes that
tell hair cells how to make red hair.

Reproduction in humans occurs when a sperm cell from a male pen-
etrates and fertilizes an egg cell from a female. The fertilized egg cell,
called a zygote, contains genes from both parents. For example, the zy-
gote will contain two genes that control hair color, one gene from the
mother and one gene from the father.

In some cases, both genes carry the same message. For example, the
zygote might contain two genes that act as a kind of code that tells a cell
to make red hair, one from each parent. In that case, the child will be born
with red hair.

In other cases, two genes may carry different messages. The zygote
might, for instance, carry a gene for red hair from the mother and for
brown hair from the father. In such cases, one gene is dominant and the
other recessive. As these terms suggest, one gene will “win out” over the
other and determine the offspring’s hair color. In this example, the gene
for brown hair is dominant over the gene for red hair, and the offspring
will have brown hair.
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Words to Know

Chromosomes: Structures that organize genetic information in the
nucleus of cells.

Dominant trait: A trait that can manifest (be expressed) when inher-
ited from one parent.

Gene: A section of a chromosome that carries instructions for the for-
mation, functioning, and transmission of specific traits from one gen-
eration to another.

Multifactorial trait: A trait that results from both genetic and envi-
ronmental influences.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Recessive trait: A trait that is expressed in offspring only when iden-
tical genes for the trait are inherited from both parents.

Sex-linked disorder: A disorder that generally affects only one sex
(male or female).



Dominant genetic disorders
If one parent has an autosomal dominant disorder, then offspring

have a 50 percent chance of inheriting that disease. Approximately 2,000
autosomal dominant disorders (ADDs) have been identified. These dis-
orders have effects that range from inconvenience to death. ADDs include
Huntington’s disorder, polydactyly (extra toes or fingers), Marfan’s syn-
drome (extra long limbs), achondroplasia (a type of dwarfism), some
forms of glaucoma (a vision disorder), and hypercholesterolemia (high
blood cholesterol).

ADDs may occur early or late in life. People with ADDs that are
diagnosed at older ages are faced with very special problems. They may
already have had children of their own and transmitted the genetic trait
that caused their disorder to their offspring.

Huntington’s disease (also known as Huntington’s chorea) is an ex-
ample of an ADD that is typically diagnosed relatively late in life. The
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disorder is characterized by progressive involuntary, rapid, jerky motions
and mental deterioration. It usually appears in affected individuals be-
tween the ages of 30 and 50, and leads to dementia and eventual death in
about 15 years.

Marfan’s syndrome, also called arachnodactyly, is an ADD charac-
terized by long, thin arms, legs, and fingers. People with Marfan’s syn-
drome also tend to be stoop-shouldered and have a bluish tint to their eye-
balls. In addition, these individuals have a high incidence of eye and heart
problems. Abraham Lincoln is believed to have had Marfan’s syndrome.

Recessive genetic disorders
Recessive genetic disorders (RGD) are caused when both parents

supply a recessive gene to their offspring. The probability of such an
event’s occurring is 25 percent each time the parents conceive. About
1,000 confirmed RGDs exist. Some of the better known examples of the
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condition include cystic fibrosis, sickle-cell anemia, Tay-Sachs disease,
galactosemia, phenylketonuria (PKU), adenosine deaminase deficiency,
growth hormone deficiency, Werner’s syndrome (juvenile muscular dys-
trophy), albinism (lack of skin pigment), and autism.

Some RGDs tend to affect people of one particular ethnic back-
ground at a higher rate than the rest of the population. Three such RGDs
are cystic fibrosis, sickle-cell anemia, and Tay-Sachs disease. Cystic fi-
brosis is one of the most common autosomal recessive diseases in Cau-
casian children in the United States. About 5 percent of Caucasians carry
this recessive gene. Cystic fibrosis is characterized by excessive secretion
of an unusually thick mucus that clogs respiratory ducts and collects in
lungs and other body areas. Cystic fibrosis patients usually die before the
age of 20, although some individuals live to the age of 30.

Sickle-cell anemia occurs with an unusually high incidence among
the world’s black and Hispanic populations. However, some cases also
occur in Italian, Greek, Arabian, Maltese, southern Asian, and Turkish
people. About 1 in 12 blacks carry the gene for this disorder. Sickle-cell
anemia is caused by mutations in the genes responsible for the produc-
tion of hemoglobin. (Hemoglobin is the compound that carries oxygen in
red blood cells to tissues and organs throughout the body.) Sickle-cell
anemia patients have red blood cells that live only a fraction of the nor-
mal life span of 120 days. The abnormal blood cells have a sickled ap-
pearance, which led to the disease’s name. Sickle-cell patients also die
early, before the age of 30.

The Tay-Sachs gene is carried by 1 in 30 Ashkenazi Jews. Children
born with Tay-Sachs disorder seem normal for the first 5 months of their
lives. But afterwards, they begin to express symptoms of the disorder. Even-
tually, the condition leads to blindness and death before the age of four.

Galactosemia and PKU are examples of metabolic RGDs. A meta-
bolic RGD is one in which a person’s body is unable to carry out func-
tions that are normal and essential to the body. For example, people with
galactosemia lack an enzyme (chemical) needed to metabolize (break
down) galactose, a sugar found in milk. If people with galactosemia do
not avoid normal milk, mental retardation will eventually develop. Peo-
ple with PKU have a similar problem. They lack an enzyme needed to
convert the amino acid phenylalanine to the amino acid tyrosine. The
build-up of phenylalanine in the body leads to severe mental retardation.

Adenosine deaminase deficiency is one of few “curable” genetic dis-
eases. It is caused by a mutation in a single gene essential to normal de-
velopment of the immune system. Bone marrow transplants have been
found to be of some value to patients. In addition, gene therapy has been
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successful at replacing these patients’ defective gene with a copy of a cor-
rect gene that enables their immune system to function effectively.

Sex-linked genetic disorders
Sex-linked genetic disorders (XLGDs) can be either dominant or re-

cessive. Dominant XLGDs affect females, are usually fatal, and cause se-
vere disorders in males who survive. A high percentage of male embryos
with dominant XLGD spontaneously abort early in a pregnancy. Domi-
nant XLGD’s include conditions such as Albright’s hereditary osteodys-
trophy (seizures, mental retardation, stunted growth), Goltz’s syndrome
(mental retardation), cylindromatosis (deafness and upper body tumors),
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Color Blindness

Is the traffic light red or green? Most humans have the ability
to distinguish the color we call red from the color we call green. But
some people cannot. Such people are said to be color-blind. Color
blindness is a defect in vision that makes it difficult or impossible for
a person to distinguish between or among certain colors.

Color-blindness is usually passed on genetically, and is more
common in men than in women. About 6 percent of all men and
roughly one-tenth of that many women inherit the condition. Individu-
als also can acquire the condition through various eye diseases. There
is no treatment for color blindness.

The most common form of color-blindness involves the inabil-
ity to distinguish reds from greens. A less common condition involves
the inability to distinguish green from yellow.

Color blindness is caused by a lack of pigment in the retina of
the eye. Normally, the retina contains molecules capable of detecting
every color in the spectrum. However, if some of these molecules are
not present, the various colors in the spectrum can not be distin-
guished from each other, and the person is color-blind.

Color blindness is a sex-linked characteristic. The gene
involved in the disorder occurs only on the X chromosome, which is
passed to the child by the mother. The Y chromosome, which is passed
to the child by the father, does not carry the defective gene. As a
result, children inherit color blindness only from their mothers.



oral-facial-digital syndrome (no teeth, cleft tongue, some mental retarda-
tion), and incontinentia pigmenti (abnormal swirled skin pigmentation).

Recessive XLGDs are passed to sons through their mothers. Major
XLGDs include severe combined immune deficiency syndrome (SCID),
color blindness, hemophilia, Duchenne’s muscular dystrophy (DMD),
some spinal ataxias, and Lesch-Nyhan syndrome. Roughly one-third of
these XLGDs result from a spontaneous mutation. Of these disorders,
color blindness is the least harmful.

Hemophilia is an example of a serious XLGD. This disorder is
caused by the absence of a protein responsible for the clotting of blood.
Lacking this protein, a person with hemophilia may easily bleed to death
from simple cuts and injuries that would be of little danger to the aver-
age person. Hemophilia A is the most severe form of this disease, and is
characterized by extreme bleeding. It affects males primarily, although it
has been known to occur in females. The disorder has often been associ-
ated with royalty. England’s Queen Victoria was a carrier whose de-
scendants became rulers in several European countries.

Other usually fatal XLGDs affect the immune, muscular, and nervous
systems. SCID, for example, is a disorder affecting the immune system. It
is characterized by a very poor ability to combat infection. One way to treat
patients with SCID is to completely enclose them in a large plastic bubble
that protects them from germs present in the air. The only known cure for
SCID involves a bone marrow transplant from a close relative.

DMD afflicts young boys and is apparent by age three or four. It is
characterized by wasting leg and pelvic muscles. Patients with DMD are
usually wheelchair-bound by the age of 12, and die before the age of 20,
often as the result of heart problems.

Multifactorial genetic disorders
Scientists often find it difficult to determine the relative role of hered-

ity and environment in certain medical disorders. One way to answer this
question is with statistical and twin studies. Identical and fraternal twins
who have been raised in different and identical homes are evaluated for
these MFGDs. If fraternal twins have a higher than normal incidence of
a disorder and identical twins show an even higher rate of the disorder,
then genetic inheritance is believed to contribute to development of the
disorder.

Among the most likely candidates for multifactorial genetic disor-
ders are certain medical conditions associated with diet and metabolism,
such as obesity, diabetes, alcoholism, rickets, and high blood pressure;
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some infectious diseases, such as measles, scarlet fever, and tuberculosis;
schizophrenia and some other psychological illnesses; club foot and cleft
lip; and various forms of cancer.

The tendency of some people to be more susceptible to a particular
MFGD and not another is characteristic of human genetics. All healthy
humans have a similar body form with very similar physiological func-
tions. Still, it is easy to see tremendous human diversity that results from
a diverse gene pool. This diversity explains why certain groups of peo-
ple with similar kinds of genes are more prone to some disorders, whereas
others have resistance to the same disorders. This diversity protects the
human race from being wiped out by a single kind of medical problem.

[See also Birth defects; Cancer; Chromosome; Embryo and em-
bryonic development; Gene; Genetic engineering; Human Genome
Project; Mendelian laws of inheritance; Mutation; Nucleic acid]

‡�Genetic engineering
Genetic engineering is any process by which genetic material (the build-
ing blocks of heredity) is changed in such a way as to make possible the
production of new substances or new functions. As an example, biologists
have now learned how to transplant the gene that produces light in a fire-
fly into tobacco plants. The function of that gene—the production of
light—has been added to the normal list of functions of the tobacco plants.

The chemical structure of genes
Genetic engineering became possible only when scientists had dis-

covered exactly what is a gene. Prior to the 1950s, the term gene was
used to stand for a unit by which some genetic characteristic was trans-
mitted from one generation to the next. Biologists talked about a “gene”
for hair color, although they really had no idea as to what that gene was
or what it looked like.

That situation changed dramatically in 1953. The English chemist
Francis Crick (1916– ) and the American biologist James Watson (1928– )
determined a chemical explanation for a gene. Crick and Watson discov-
ered the chemical structure for large, complex molecules that occur in the
nuclei of all living cells, known as deoxyribonucleic acid (DNA).

DNA molecules, Crick and Watson announced, are very long chains
or units made of a combination of a simple sugar and a phosphate group.

9 7 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Genetic
engineering



Attached at regular positions along this chain are nitrogen bases. Nitro-
gen bases are chemical compounds in which carbon, hydrogen, oxygen,
and nitrogen atoms are arranged in rings. Four nitrogen bases occur in
DNA: adenine (A), cytosine (C), guanine (G), and thymine (T).
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Words to Know

Amino acid: An organic compound from which proteins are made.

DNA (deoxyribonucleic acid): A large, complex chemical compound
that makes up the core of a chromosome and whose segments consist
of genes.

Gene: A segment of a DNA molecule that acts as a kind of code for
the production of some specific protein. Genes carry instructions for
the formation, functioning, and transmission of specific traits from
one generation to another.

Gene splicing: The process by which genes are cut apart and put back
together to provide them with some new function.

Genetic code: A set of nitrogen base combinations that act as a code
for the production of certain amino acids.

Host cell: The cell into which a new gene is transplanted in genetic
engineering.

Human gene therapy (HGT): The application of genetic engineering
technology for the cure of genetic disorders.

Nitrogen base: An organic compound consisting of carbon, hydrogen,
oxygen, and nitrogen arranged in a ring that plays an essential role in
the structure of DNA molecules.

Plasmid: A circular form of DNA often used as a vector in genetic
engineering.

Protein: Large molecules that are essential to the structure and func-
tioning of all living cells.

Recombinant DNA research (rDNA research): Genetic engineering; a
technique for adding new instructions to the DNA of a host cell by
combining genes from two different sources.

Vector: An organism or chemical used to transport a gene into a new
host cell.



The way in which nitrogen bases are arranged along a DNA mole-
cule represents a kind of genetic code for the cell in which the molecule
occurs. For example, the sequence of nitrogen bases T-T-C tells a cell that
it should make the amino acid known as lysine. The sequence C-C-G, on
the other hand, instructs the cell to make the amino acid glycine.

A very long chain (tens of thousands of atoms long) of nitrogen
bases tells a cell, therefore, what amino acids to make and in what se-
quence to arrange those amino acids. A very long chain of amino acids
arranged in a particular sequence, however, is what we know of as a pro-
tein. The specific sequence of nitrogen bases, then, tells a cell what kind
of protein it should be making.

Furthermore, the instructions stored in a DNA molecule can easily
be passed on from generation to generation. When a cell divides (repro-
duces), the DNA within it also divides. Each DNA molecule separates
into two identical parts. Each of the two parts then makes a copy of it-
self. Where once only one DNA molecule existed, now two identical
copies of the molecule exist. That process is repeated over and over again,
every time a cell divides.

This discovery gave a chemical meaning to the term gene. Accord-
ing to our current understanding, a specific arrangement of nitrogen bases
forms a code, or set of instructions, for a cell to make a specific protein.
The protein might be the protein needed to make red hair, blue eyes, or
wrinkled skin (to simplify the possibilities). The sequence of bases, then,
holds the code for some genetic trait.

Gene splicing
The Crick-Watson discovery opened up unlimited possibilities for

biologists. If genes are chemical compounds, then they can be manipu-
lated just as any other kind of chemical compound can be manipulated.
Since DNA molecules are very large and complex, the actual task of ma-
nipulation may be difficult. However, the principles involved in working
with DNA molecule genes is no different than the research principles with
which all chemists are familiar.

For example, chemists know how to cut molecules apart and put
them back together again. When these procedures are used with DNA
molecules, the process is known as gene splicing. Gene splicing is a
process that takes place naturally all the time in cells. In the process of
division or repair, cells routinely have to take genes apart, rearrange their
components, and put them back together again.

Scientists have discovered that cells contain certain kinds of en-
zymes that take DNA molecules apart and put them back together again.
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Endonucleases, for example, are enzymes that cut a DNA molecule at
some given location. Exonucleases are enzymes that remove one nitro-
gen base unit at a time. Ligases are enzymes that join two DNA segments
together.

It should be obvious that enzymes such as these can be used by 
scientists as submicroscopic scissors and glue with which one or more
DNA molecules can be cut apart, rearranged, and the put back together
again.

Genetic engineering procedures
Genetic engineering requires three elements: the gene to be trans-

ferred, a host cell into which the gene is inserted, and a vector to bring
about the transfer. Suppose, for example, that one wishes to insert the
gene for making insulin into a bacterial cell. Insulin is a naturally occur-
ring protein made by cells in the pancreas in humans and other mammals.
It controls the breakdown of complex carbohydrates in the blood to glu-
cose. People whose bodies have lost the ability to make insulin become
diabetic.

The first step in the genetic engineering procedure is to obtain a
copy of the insulin gene. This copy can be obtained from a natural source
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mouse embryo. (Reproduced

by permission of Phototake.)



(from the DNA in a pancreas, for example), or it can be manufactured in
a laboratory.

The second step in the process is to insert the insulin gene into the
vector. The term vector means any organism that will carry the gene from
one place to another. The most common vector used in genetic engineer-
ing is a circular form of DNA known as a plasmid. Endonucleases are
used to cut the plasmid molecule open at almost any point chosen by the
scientist. Once the plasmid has been cut open, it is mixed with the insulin
gene and a ligase enzyme. The goal is to make sure that the insulin gene
attaches itself to the plasmid before the plasmid is reclosed.

The hybrid plasmid now contains the gene whose product (insulin)
is desired. It can be inserted into the host cell, where it begins to func-
tion just like all the other genes that make up the cell. In this case, how-
ever, in addition to normal bacterial functions, the host cell also is pro-
ducing insulin, as directed by the inserted gene.

Notice that the process described here involves nothing more in con-
cept than taking DNA molecules apart and recombining them in a dif-
ferent arrangement. For that reason, the process also is referred to as re-
combinant DNA (rDNA) research.

Applications of genetic engineering
The possible applications of genetic engineering are virtually limit-

less. For example, rDNA methods now enable scientists to produce a num-
ber of products that were previously available only in limited quantities.
Until the 1980s, for example, the only source of insulin available to dia-
betics was from animals slaughtered for meat and other purposes. The
supply was never large enough to provide a sufficient amount of afford-
able insulin for everyone who needed insulin. In 1982, however, the U.S.
Food and Drug Administration approved insulin produced by genetically
altered organisms, the first such product to become available.

Since 1982, the number of additional products produced by rDNA
techniques has greatly expanded. Among these products are human growth
hormone (for children whose growth is insufficient because of genetic
problems), alpha interferon (for the treatment of diseases), interleukin-2
(for the treatment of cancer), factor VIII (needed by hemophiliacs for
blood clotting), erythropoietin (for the treatment of anemia), tumor necro-
sis factor (for the treatment of tumors), and tissue plasminogen activator
(used to dissolve blood clots).

Genetic engineering also promises a revolution in agriculture. Re-
combinant DNA techniques enable scientists to produce plants that are

9 7 7U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Genetic
engineering



resistant to herbicides and freezing temperatures, that will take longer to
ripen, and that will manufacture a resistance to pests, among other char-
acteristics.

Today, scientists have tested more than two dozen kinds of plants
engineered to have special properties such as these. As with other aspects
of genetic engineering, however, these advances have been controversial.
The development of herbicide-resistant plants, for example, means that
farmers are likely to use still larger quantities of herbicides. This trend is
not a particularly desirable one, according to some critics. How sure can
we be, others ask, about the risk to the environment posed by the intro-
duction of “unnatural,” engineered plants?

The science and art of animal breeding also are likely to be revolu-
tionized by genetic engineering. For example, scientists have discovered
that a gene in domestic cows is responsible for the production of milk. Ge-
netic engineering makes it possible to extract that gene from cows who pro-
duce large volumes of milk or to manufacture that gene in the laboratory.
The gene can then be inserted into other cows whose milk production may
increase by dramatic amounts because of the presence of the new gene.

Human gene therapy
One of the most exciting potential applications of genetic engineering

involves the treatment of human genetic disorders. Medical scientists know
of about 3,000 disorders that arise because of errors in an individual’s DNA.
Conditions such as sickle-cell anemia, Tay-Sachs disease, Duchenne mus-
cular dystrophy, Huntington’s chorea, cystic fibrosis, and Lesch-Nyhan syn-
drome result from the loss, mistaken insertion, or change of a single nitro-
gen base in a DNA molecule. Genetic engineering enables scientists to
provide individuals lacking a particular gene with correct copies of that gene.
If and when the correct gene begins functioning, the genetic disorder may
be cured. This procedure is known as human gene therapy (HGT).

The first approved trials of HGT with human patients began in the
1980s. One of the most promising sets of experiments involved a condi-
tion known as severe combined immune deficiency (SCID). Individuals
with SCID have no immune systems. Exposure to microorganisms that
would be harmless to the vast majority of people will result in diseases that
can cause death. Untreated infants born with SCID who are not kept in a
sterile bubble become ill within months and die before their first birthday.

In 1990, a research team at the National Institutes of Health (NIH)
attempted HGT on a four-year-old SCID patient. The patient received
about one billion cells containing a genetically engineered copy of the
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gene that his body lacked. Another instance of HGT was a procedure, ap-
proved in 1993 by NIH, to introduce normal genes into the airways of
cystic fibrosis patients. By the end of the 1990s, according to the NIH,
more than 390 gene therapy studies had been initiated. These studies in-
volved more than 4,000 people and more than a dozen medical conditions.

In 2000, doctors in France claimed they had used HGT to treat three
babies who suffered from SCID. Just ten months after being treated, the
babies exhibited normal immune systems. This marked the first time that
HGT had unequivocally succeeded.

Controversy remains. Human gene therapy is the source of great
controversy among scientists and nonscientists alike. Few individuals
maintain that the HGT should not be used. If we could wipe out sickle-
cell anemia, most agree, we should certainly make the effort. But HGT
raises other concerns. If scientists can cure genetic disorders, they can
also design individuals in accordance with the cultural and intellectual
fashions of the day. Will humans know when to say “enough” to the
changes that can be made with HGT?
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Despite recent successes, most results in HGT since the first exper-
iment was conducted in 1990 have been largely disappointing. And in
1999, research into HGT was dealt a blow when an eighteen-year-old
from Tucson, Arizona, died in an experiment at the University of Penn-
sylvania. The young man, who suffered from a metabolic disorder, had
volunteered for an experiment to test gene therapy for babies with a fa-
tal form of that disease. Citing the spirit of this young man, researchers
remain optimistic, vowing to continue work into the possible lifesaving
opportunities offered by HGT.

The commercialization of genetic engineering
The commercial potential of genetically engineered products was not

lost on entrepreneurs in the 1970s. A few individuals believed that the im-
pact of rDNA on American technology would be comparable to that of
computers in the 1950s. In many cases, the first genetic engineering firms
were founded by scientists involved in fundamental research. The Amer-
ican biologist Herbert Boyer, for example, teamed up with the venture cap-
italist Robert Swanson in 1976 to form Genentech (Genetic Engineering
Technology). Other early firms like Cetus, Biogen, and Genex were formed
similarly through the collaboration of scientists and businesspeople.

The structure of genetic engineering (biotechnology) firms has, in
fact, long been a source of controversy. Many observers have questioned
the right of a scientist to make a personal profit by running companies
that benefit from research that had been carried out at publicly funded
universities. The early 1990s saw the creation of formalized working re-
lations between universities, individual researchers, and the corporations
founded by these individuals. Despite these arrangements, however, many
ethical issues remain unresolved.

[See also Birth defects; Chromosome; Diabetes mellitus; Gene;
Genetic disorders; Genetics; Human Genome Project; Nucleic acid]

‡�Genetics
Genetics is the branch of biology concerned with the science of heredity.
The term heredity refers to the way in which specific characteristics are
transmitted from one generation to the next. For example, we know that
a tall mother and a tall father tend to have children that are tall. Geneti-
cists (scientists who study genetics) are interested in finding out two things
about this observation. First, what is there in the cells of a person’s body
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that directs the body to become tall rather than short. Second, how are
the directions for “tallness” transmitted from parent to offspring, from one
generation to the next?

The history of genetics
Humans have known about hereditary characteristics for thousands

of years. That knowledge has been used for the improvement of domes-
tic plants and animals. Until the late nineteenth century, however, that
knowledge had been gained by trial-and-error experiments. The modern
science of genetics began with the pioneering work of the Austrian monk
and botanist Gregor Mendel (1822–1884).

Mendel studied the genetic characteristics of pea plants. He was in-
terested in finding out how certain traits, such as flower color and plant
height, were passed on from generation to generation. During his life-
time, he studied dozens of generations of plants of all sizes, shapes, and 
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Words to Know

DNA (deoxyribonucleic acid): Molecules that make up chromosomes
and on which genes are located.

Dominant gene: The state or genetic trait that will always express
itself when present as part of a pair of genes in a chromosome.

Gene: A section of a DNA molecule that carries instructions for the
formation, functioning, and transmission of specific traits from one
generation to another.

Heredity: The transmission of characteristics from parents to offspring.

Nucleotide: A group of atoms present in a DNA molecule.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Recessive gene: The state or genetic trait that can express itself only
when two genes, one from both parents, are present and act as a kind
of code for creating the trait, but will not express itself when paired
with a dominant gene.

Triad: Also known as codon; group of three nucleotides that carries a
specific message for a cell.



colors. As a result of his research, Mendel was able to state a few basic
laws describing the way genetic traits are inherited. He also came to the
conclusion that there must be a specific biological unit responsible for the
transmission of genetic traits. He called that unit a factor. Mendel’s “fac-
tors” were later given the name of genes.

Without question, Mendel was the father of the modern science of
genetics. One of the great ironies of history, however, was that his dis-
coveries were lost for more than three decades. Then, in the early 1900s,
Mendel’s research was rediscovered almost simultaneously by three dif-
ferent biologists, the Dutch botanist Hugo de Vries (1848–1935), the Ger-
man botanist Karl F. J. Correns (1864–1933), and the Austrian botanist
Erich Tschermak von Seysenegg (1871–1962).

Although interest in genetics grew rapidly after 1900, a fundamen-
tal problem remained. Geneticists based all of their laws, theories, and ex-
periments on the concept of the gene. But no one had any idea as to what
was a gene. It seemed clear that the gene was probably some kind of chem-
ical compound, or some combination of compounds. But no one had been
able to determine exactly what kind of compound or compounds it was.

The answer to that question came in 1953. The American biologist
James Watson (1928– ) and the English chemist Francis Crick (1916– )
collaborated to discover that a gene was a section of a very large and
complex molecule found in the nuclei of all cells, the deoxyribonucleic
acid (DNA) molecule.

The chemistry of genes
Imagine a very long chain of beads strung together to form a strand

containing hundreds of thousands of beads. The strand contains beads of
only four colors: red, yellow, blue, and green. That strand of beads can
be compared to half of a DNA molecule. The other half of the molecule
is a second strand almost identical to the first strand.

Watson and Crick showed that the sequence in which various col-
ors of beads occur is significant. A DNA molecule in which the beads are
arranged in the sequence blue-yellow-yellow-red-red-blue-blue-blue-, and
so on, has meaning for a cell. The sequence tells the “chemical machin-
ery” of the cell to make a certain kind of protein, such as the protein re-
sponsible for red hair or blue eyes. Another sequence of colors, for ex-
ample, red-red-yellow-green-blue-green-red-, and so on, might be the
“code” for making blonde hair or green eyes.

The components of a DNA molecule are not, of course, colored
beads. They are certain groups of atoms known as nucleotides. Each nu-
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cleotide in a DNA molecule is comparable to one of the colored beads in
the analogy above. Just as there are only four colors of beads in the above
analogy, so there are only four different nucleotides in DNA molecules.
Those nucleotides might be represented by the symbols A, C, G, and T
(corresponding to bead colors of red, blue, green, and yellow). A DNA
molecule, then, is a very long chain of nucleotides with a structure some-
thing like the following:

-C-T-A-T-C-G-A-C-T-T-G-A-C-T-T-T-G-C-C-A-C-A-A-C- . . .

The dots at the end of the chain indicate that the chain actually goes on
much, much longer.

Watson and Crick said that each set of three nucleotides—they 
called them triads or codons—carried a specific message that cells could
understand. Those messages told a cell to “make red hair,” or “make blue
eyes,” or “help a person to grow tall,” or “give a person musical talent,”
or any one of thousands of other traits that each human possesses.
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This discovery answered the first question that geneticists had about
heredity: how cells know which traits they are “supposed” to make and
what functions they are “supposed” to carry out. The same discovery also
answered the second question puzzling geneticists: how do these traits get
passed down from generation to generation?

The answer to that question is that DNA molecules have the ability
to make copies of themselves. When a cell divides (reproduces), so do
the DNA molecules it contains. In most cases, two exactly identical mol-
ecules are produced from a single parent molecule.

When an egg cell (female reproductive cell) and a sperm cell (male
reproductive cell) unite during fertilization, each cell provides DNA to
the fertilized egg. The DNA from both parents combines to form DNA
for the offspring. Whatever nucleotide sequences the mother and father
had in their own cells, they pass on to their child.

Dominant and recessive traits
One fundamental question remains in the above example: suppose

that a child is born to a father with red hair and a mother with blonde
hair. What color hair will the child have?

9 8 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Genetics

Strands of DNA. (Reproduced

by permission of The Stock

Market.)



Mendel worked with this question long before Watson and Crick
discovered the nature of DNA. He found that for any one genetic trait,
there were always two possible conditions. A flower might be red or white;
a plant might be tall or short; a pea pod might be smooth or wrinkled;
and so on. Mendel also discovered that one of these two conditions was
more likely to “win out” over the other. He called the “winner” the dom-
inant trait and the loser the recessive trait.

If a pea plant inherits a “tall” gene for height from both parent plants,
the offspring is most like to be tall. If the pea plants inherits a “short”
gene for height from both parent plants, the offspring is most likely to be
short. But if the pea plant inherits a “tall” gene from one parent and a
“short” gene from the second parent, the offspring is most likely to be tall.

An important part of Mendel’s work was finding out what the math-
ematical chances of various kinds of combinations might be. For exam-
ple, he showed how to calculate the probabilities that would result when
a “tall” parent pea plant was crossed with a “short” parent pea plant in
the first, second, and succeeding generations.

The future of genetics
One can apply the principles of genetics in a great many situations

without knowing anything about the structure of DNA molecules. How-
ever, the Watson-Crick discovery made possible a revolutionary change
in the basic nature of genetics. As long as scientists had no idea as to
what a gene was, there was not much they could do to make changes in
the genes of a plant, animal, or human. But Watson and Crick showed
that genes are nothing other than chemical compounds. If someone can
make changes in chemical compounds in a laboratory, that person can
also make changes in a DNA molecule. The problems faced are a good
deal more difficult since DNA molecules are far more complex than most
molecules that chemists work with. But the basic principles involved are
the same.

Scientists are exploring a variety of ways in which genes can be
modified to produce cells that can do things they could not do before. For
example, it is possible to create the gene for the hormone (chemical mes-
senger) known as insulin in a chemical laboratory. The work is fairly dif-
ficult, but by no means impossible. It simply requires that the correct
atoms be assembled in the correct sequence. That artificial gene can then
be inserted into the DNA of other organisms, such as bacteria. When the
artificial gene becomes part of the bacterial DNA, it begins to function
just like all the other genes in the bacteria’s DNA. The bacteria begins to
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function as an “insulin factory,” making a vitally important compound
that it could never make before.

One of the most exciting recent developments in genetics is the ini-
tiation of the Human Genome Project, which officially began on October
1, 1990. This project is designed to provide a complete genetic road map
outlining the location and function of the approximately 50,000 genes in
human deoxyribonucleic acid (DNA) and to determine the sequences of
the 3,000,000,000 base pairs that make up human DNA. As a result, ge-
netic researchers will have easy access to specific genes to study how the
human body works and to develop therapies for diseases. Gene maps for
other species of animals also are being developed.

There appears to be virtually no technical limit to the things that sci-
entists can do with genes. But with the promise of genetic research, many
ethical and philosophical questions arise. One question is, of course,
whether there are social or ethical limits to the kinds of changes scien-
tists ought to be allowed to make in the genes of plants, animals, and hu-
mans. With research focusing on the ability to manipulate genes, there is
the fear that the results will not always be beneficial. For the most part,
the benefits for medicine and agriculture seem to far outweigh the possi-
ble abuses, and genetic research continues.

[See also Chromosome; Human Genome Project; Nucleic acid]

‡�Geologic map
Geologic maps display the arrangement of geologic features of a partic-
ular area. These features can include such things as types of rocks, faults,
minerals, and groundwater. From studying a geologic map the user can
better understand possible dangers like the potential for floods or earth-
quakes, and help locate important deposits of energy resources, such as
water, oil, natural gas, and minerals. Through the use of letters, colors,
lines, and symbols, geologic maps help the user gain a better under-
standing of Earth’s makeup.

Elements of geologic maps
Geologic maps use color to represent various types of geologic fea-

tures or units (a particular type of rock with a known age range). Geo-
logic units are indicated by colors that can range from yellows and reds
to purples and browns. Not only are geologic units assigned a color but
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also a set of letters. The set is usually composed of an initial capital let-
ter followed by one or two lowercased letters. The capital letter repre-
sents the age of the geologic unit. The lower-cased letters indicate the ge-
ologic unit’s name or the type of rock of which it is comprised.

Contact and fault lines. When two geologic units are located next
to each other, the place where they meet is called a contact. The two main
types of contacts are depositional contacts and faults. Depositional contacts
are created when geologic units are composed under, over, or next to each
other. The place where they meet is called a depositional contact and is in-
dicated by a thin line. Geologic units can be moved over time by faults.
Faults are cracks or fractures in Earth’s crust (outer portion of Earth’s sur-
face) caused by the movement of land masses, called plates, on either side
of the fault line. When plates move suddenly, the result is an earthquake.
A fault line (a thick line with the same geologic unit on both sides of the
line) indicates geologic units that have been moved by faults after they
have been formed. Fault lines are especially important for geologic maps
of a state such as California, where faults are known to be active.

Fold lines. Over time, geologic units can be reshaped by Earth’s move-
ments into wavelike shapes called folds. (A fold is a bend in a geologic
unit that forms due to a change in pressure). Wavelike folds are composed
of layers of Earth’s crust that bend and buckle under enormous pressure
as the crust hardens, compresses, and shortens. Folds may be softly rolling
or severe and steep, depending on the amount of pressure and density of
the crust. Folding may be massive, creating mile upon mile of mountains
like the Appalachian chain, which traverses the eastern United States from
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Words to Know

Bed: Mass of rock that extends under a large area and is bounded by
different material.

Fault: A crack running through rock that is the result of tectonic forces.

Fold: A bend in a layer of rock.

Plates: Large regions of Earth’s surface, composed of the crust and
uppermost mantle, which move about, forming many of Earth’s major
geologic surface features.



New York to Georgia. A fold axis (a line that follows through the crest,
or peak, of a fold) is represented on a geologic map by a line thicker than
a depositional contact line.

Lines on a geologic map can be adjusted according to known or un-
known locations. When a contact line is indicated but the location is not
quite certain, the line will appear as dashed. As the dashes that make up
a line become shorter, the more uncertain the location is to establish. This
could be due to man-made construction or natural growth of vegetation.
If the line appears dotted, the location is very uncertain. Other, more spe-
cialized symbols are often used as well on geologic maps to help the user
understand the makeup of Earth below.

Strike and dip lines. Over millions and millions of years, rocks form
into layers that are called beds. These beds can reach significant heights,
such as the walls of the Grand Canyon in Arizona. Sometimes these beds
do not stand straight up due to the shifting of Earth’s plates (large sec-
tions of the Earth’s crust and upper mantle, the portion just below the
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crust). The result is that the bed is tilted. To identify such a bed on a ge-
ologic map, a strike and dip symbol is used. The strike and dip symbol
is composed of three elements: a long line, a short line, and a number.
The strike line is represented by the long line and indicates what part of
the bed is still horizontal. The next line, the short line, is called the dip
line and indicates which way the bed is tilted. The number, called the dip,
follows next and indicates in degrees how much the bed is tilted. The
higher the number, the more sharply the bed is tilted.

Map key. To help the user understand a geologic map, a map key is al-
ways provided. A map key is a table that displays all the colors and sym-
bols used on a map. Starting with the most recently composed geologic
unit and preceding to the oldest, a description of the type of rocks and their
age are listed next to the color that represents them on the map. Follow-
ing the list of geologic units comes another list of symbols, such as dif-
ferent types of lines, and then the strike and dip marks. If necessary, a map
key also contains other important information, such as the locations of fos-
sils, deposits of precious metals (such as gold, silver, and platinum, which
have historically been valued for their beauty and rarity), and faults.

The future of geologic information
In 1992, the U.S. Congress passed the National Geologic Mapping

Act (Public Law 102-285). Part of the act states: “Federal agencies, state
and local governments, private industry, and the general public depend
on the information provided by geologic maps to determine the extent of
potential environmental damage before embarking on projects that could
lead to preventable, costly environmental problems or litigation.” The act
also directs that the U.S. Geological Survey establish a geologic database
that involves public and private institutions to help promote a better un-
derstanding of Earth and how to protect it.

Two years later, U.S. President Bill Clinton (1946– ) signed an ex-
ecutive order for the National Spatial Data Infrastructure (NSDI). This
order is particularly important because it specifically provides for the es-
tablishment of the National Geospatial Data Clearinghouse. This clear-
inghouse will allow users to search for geologic information.

The sharing of geologic information is key to achieving a better un-
derstanding of Earth. By studying geologic maps, users can identify such
potential natural hazard areas for floods, earthquakes, volcanoes, and land-
slides. These maps can also provide data on important deposits of energy
resources such as oil, natural gas, and coal.

[See also Cartography; Fault; Geology; Plate tectonics]
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‡�Geologic time
Geologic time describes the immense span of time—billions of years—
revealed in the complex rock surface of Earth. Geologists have devised a
geologic time scale that divides Earth’s history into units of time. These
units are eras, periods, and epochs. A unit is defined in terms of the fos-
sils or rock types found in it that makes it different from the other units.
Eras, the four largest time blocks in the scale, are named to indicate the
fossils they contain: Precambrian (before ancient life), Paleozoic (ancient
life), Mesozoic (middle life), and Cenozoic (recent life). The last three
eras are then subdivided into 11 periods. The two most recent periods are
further subdivided into seven epochs.

History of the concept of geologic time
Before the eighteenth century, ideas about time and the history of

Earth came mostly from religious theories. Many people believed Earth
was only a few thousand years old. They also believed that all the phys-
ical features of Earth—mountains, valleys, oceans, rivers, continents—
were the same as they had always been. Everything that existed on Earth
was the same as it had been in the beginning.

In the eighteenth century, geologists began to theorize that Earth’s
lifetime was immense. However, since they lacked sophisticated scien-
tific measuring devices, they could only offer educated guesses. They
compared the rock record from different parts of the world and estimated
how long it would take natural processes to form all the rocks on Earth.

Relative dating
Since that time, geologists have learned to study the strata, or the

thousands of layers of sedimentary rock that make up the Earth’s crust.
Over the course of history, the natural weathering of Earth’s surface cre-
ated sediments (rock debris) that settled in layers on the surface. As the
layers built up, the underlying layers were compressed together to form
sedimentary rock. A basic geological assumption is that lower layers of
rock almost always formed before higher layers.

The fossils of changing lifeforms found in the different strata also help
geologists determine the long history of Earth. Determining the age of strata
by looking at the fossils, position, grain size, minerals, color, and other phys-
ical properties contained within them is known as relative dating.

Geologists easily identify rocks containing fossils of primitive life-
forms as being older than rocks containing fossils that are more evolved
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or advanced. However, the method of relative dating is exactly that, rel-
ative. It is not absolute. In addition, complex lifeforms have existed on
Earth for only the last 600 million years. Therefore, their fossils repre-
sent less than 15 percent of Earth’s history.

Absolute dating
A more specific and far-reaching method to assign dates to layers

of rocks and events that have occurred in Earth’s history is absolute dat-
ing. This method employs the natural process of radioactive decay.

Every rock and mineral exists in the world as a mixture of elements.
Every element exists as a population of atoms. At the center of an atom
is the positively charged nucleus made up of protons and neutrons. Over
time, the nucleus of every radioactive element (such as radium and ura-
nium) spontaneously disintegrates, transforming itself into the nucleus of
an atom of a different element. In the process of disintegration, the atom
gives off radiation (energy emitted in the form of waves). Hence the term
radioactive decay.

The nucleus of an atom will continue to decay if it is radioactive.
The last radioactive element in a series of these transformations will de-
cay into a stable element, such as lead.

Half-life is a measurement of the time it takes for one-half of a ra-
dioactive element to decay. An important feature of the radioactive de-
cay process is that each element decays at its own rate. The half-life of a
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Words to Know

Half-life: The time it takes for one-half of the population of a
radioactive element to decay.

Radioactive decay: The predictable manner in which a population of
atoms of a radioactive element spontaneously fall apart.

Radiometric dating: Use of naturally occurring radioactive elements
and their decay products to determine the absolute age of the rocks
containing those elements.

Stratigraphy: The branch of geology that catalogues Earth’s succes-
sions of rock layers.



particular element, therefore, is constant and is not affected by any phys-
ical conditions (temperature, pressure, etc.) that occur around it. Because
of this stable process, scientists are able to estimate when a particular el-
ement was formed by measuring the amount of original and transformed
atoms in that element. This is known as radiometric or isotope dating.

Determining the age of Earth
The age of the whole Earth is deduced from the ages of other ma-

terials in the solar system, namely, meteorites. Meteorites are pieces
formed from the cloud of dust and debris left behind after the beginning
of the solar system. The meteorites that fall to Earth today have orbited
the Sun since that time, unchanged and undisturbed by the processes that
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Geologic Time Scale
   Number of Years Ago
Era Period Epoch (approximate; in millions)

Cenozoic  Quaternary  Holocene  10,000 years to present
  Pleistocene  2  Modern humans develop
 Tertiary  Pliocene  13
  Miocene  25
  Oligocene  36  First primitive apes
  Eocene  58
  Paleocene  65  Dinosaurs become extinct
Mesozoic  Cretaceous    136  First birds, then first   
    flowering plants
 Jurassic    190
 Triassic    225  First dinosaurs, then 
    first mammals
Paleozoic  Permian    280  First coniferous trees
 Carboniferous   345  First amphibians and   
    insects, then first reptiles
 Devonian    405  First land plants
 Silurian    425
 Ordovician    500  First freshwater fishes
 Cambrian    600  First mollusks
Precambrian     3,980 Bacteria and blue-green  
    algae appear, then worms,  
    jellyfish, and sponges



have destroyed Earth’s first rocks. Radiometric ages for these meteorites
fall between 4.45 and 4.55 billion years old.

[See also Dating techniques; Fossil and fossilization; Paleontol-
ogy; Radioactivity; Rocks]

‡�Geology
Geology is the scientific study of Earth. Geologists study the planet—its
formation, its internal structure, its materials, its chemical and physical
processes, and its history. Mountains, valleys, plains, sea floors, miner-
als, rocks, fossils, and the processes that create and destroy each of these
are all the domain of the geologist. Geology is divided into two broad
categories of study: physical geology and historical geology.

Physical geology is concerned with the processes occurring on or
below the surface of Earth and the materials on which they operate. These
processes include volcanic eruptions, landslides, earthquakes, and floods.
Materials include rocks, air, seawater, soils, and sediment. Physical ge-
ology further divides into more specific branches, each of which deals
with its own part of Earth’s materials, landforms, and processes. Miner-
alogy and petrology investigate the composition and origin of minerals
and rocks. Volcanologists check lava, rocks, and gases on live, dormant,
and extinct volcanoes. Seismologists set up instruments to monitor and
predict earthquakes and volcanic eruptions.

Historical geology is concerned with the chronology of events, both
physical and biological, that have taken place in Earth’s history. Paleon-
tologists study fossils (remains of ancient life) for evidence of the evolu-
tion of life on Earth. Fossils not only relate evolution, but also speak of
the environment in which the organism lived. Corals in rocks at the top of
the Grand Canyon in Arizona, for example, show a shallow sea flooded
the area around 290 million years ago. In addition, by determining the ages
and types of rocks around the world, geologists piece together continental
and oceanic history over the past few billion years. Plate tectonics (the
study of the movement of the sections of Earth’s crust) adds to the story
with details of the changing configuration of the continents and oceans.

Many other sciences also contribute to geology. The study of the
chemistry of rocks, minerals, and volcanic gases is known as geochem-
istry. The physics of Earth is known as geophysics. Paleobotanists study
fossil plants. Paleozoologists reconstruct fossil animals, while paleocli-
matologists reconstruct ancient climates.

9 9 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Geology



Environmental geologists attempt to minimize both the human im-
pact on Earth and the impact of natural disasters on human kind. Hy-
drology and hydrogeology, two subdisciplines of environmental geology,
deal specifically with water resources. Hydrologists study surface water
whereas hydrogeologists study ground water. Both disciplines try to re-
duce the impact of pollution on these resources. Economic geologists fo-
cus on finding the minerals and fossil fuels (oil, natural gas, coal) needed
to maintain or improve global standards of living.

[See also Geologic map]

9 9 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Geology



‡�Geometry
The term geometry is derived from the Greek word geometria, meaning
“to measure the Earth.” In its most basic sense, then, geometry was a
branch of mathematics originally developed and used to measure com-
mon features of Earth. Most people today know what those features are:
lines, circles, angles, triangles, squares, trapezoids, spheres, cones, cylin-
ders, and the like.

Humans have probably used concepts from geometry as long as civ-
ilization has existed. But the subject did not become a real science until
about the sixth century B.C. At that point, Greek philosophers began to
express the principles of geometry in formal terms. The one person whose
name is most closely associated with the development of geometry is 
Euclid (c. 325–270 B.C.), who wrote a book called Elements. This work
was the standard textbook in the field for more than 2,000 years, and the
basic ideas of geometry are still referred to as Euclidean geometry.

Elements of geometry
Statements. Statements in geometry take one of two forms: axioms
and propositions. An axiom is a statement that mathematicians accept as
being true without demanding proof. An axiom is also called a postulate.
Actually, mathematicians prefer not to accept any statement without proof.
But one has to start somewhere, and Euclid began by listing certain state-
ments as axioms because they seemed so obvious to him that he could-
n’t see how anyone would disagree.

One axiom is that a single straight line, and only one, can be drawn
through two points. Another axiom is that two parallel lines (lines run-
ning next to each other like train tracks) will never meet, no matter how
far they are extended into space. Indeed, mathematicians accepted these
statements as true without trying to prove them for 2,000 years. State-
ments such as these form the basis of Euclidean geometry.

However, the vast majority of statements in geometry are not ax-
ioms but propositions. A proposition is a statement that can be proved or
disproved. In fact, it is not too much of a stretch to say that geometry is
a branch of mathematics committed to proving propositions.

Proofs. A proof in geometry requires a series of steps. That series may
consist of only one step, or it may contain hundreds or thousands of steps.
In every case, the proof begins with an axiom or with some proposition
that has already been proved. The mathematician then proceeds from the
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known fact by a series of logical steps to show that the given proposition
is true (or not true).

Constructions. A fundamental part of geometric proofs involves con-
structions. A construction in geometry is a drawing that can be made with
the simplest of tools. Euclid permitted the use of a straight edge and a
compass only. An example of a straight edge would be a meter stick that
contained no markings on it. A compass is permitted in order to deter-
mine the size of angles used in a construction.

Many propositions in geometry can be proved by making certain
kinds of constructions. For example, Euclid’s first proposition was to show
that, given a line segment AB, one can construct an equilateral triangle
ABC. (An equilateral triangle is one with three equal angles.)

Plane and solid geometry
Euclidean geometry dealt originally with two general kinds of fig-

ures: those that can be represented in two dimensions (plane geometry)
and those that can be represented in three dimensions (solid geometry).
The simplest geometric figure of all is the point. A point is a figure with
no dimensions at all. The points we draw on a piece of paper while study-
ing geometry do have a dimension, of course, but that condition is due to
the fact that the point must be made with a pencil, whose tip has real di-
mensions. From a mathematical standpoint, however, the point has no
measurable size.
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Plane

A plane is a geometric figure with only two dimensions: width
and length. It has no thickness. The flatness of a plane can be
expressed mathematically by thinking about a straight line drawn on
the plane’s surface. Such a line will lie entirely within the plane with
none of its points outside of the plane.

A plane extends forever in both directions. Planes encountered
in everyday life (such as a flat piece of paper with certain definite
dimensions) and in mathematics often have a specific size. But such
planes are only certain segments of the infinite plane itself.



Perhaps the next simplest geometric figure is a line. A line is a se-
ries of points. It has dimensions in one direction (length) but in no other.
A line can also be defined as the shortest distance between two points.
Lines are used to construct all other figures in plane geometry, including
angles, triangles, squares, trapezoids, circles, and so on. Since a line has
no beginning or end, most of the “lines” one deals with in geometry are
actually line segments—portions of a line that do have a limited length.

In general, lines can have one of three relationships to each other.
They can be parallel, perpendicular, or at an angle to each other. Ac-
cording to Euclidean geometry, two lines are parallel to each other if they
never meet, no matter how far they are extended. Perpendicular lines are
lines that form an angle of 90 degrees (a right angle, as in a square or a
T) to each other. And two lines that cross each other at any angle other
than 90 degrees are simply said to form an angle with each other.

Closed figures. Lines also form closed figures, such as circles, trian-
gles, and quadrilaterals. A circle is a closed figure in which every part of
the figure is equidistant (at an equal distance) from some given point called
the center of the circle. A triangle is a closed figure consisting of three
lines. Triangles are classified according to the sizes of the angles formed
by the three lines. A quadrilateral is a figure with four sides. Some com-
mon quadrilaterals are the square (in which all four sides are equal), the
trapezoid (which has two parallel sides), the parallelogram (which has two
pairs of parallel sides), the rhombus (a parallelogram with four equal sides),
and the rectangle (a parallelogram with four right- or 90-degree angles).

Solid figures. The basic figures in solid geometry can be visualized
as plane figures being rotated through space. Imagine that a circle is caused
to rotate around its center. The figure produced is a sphere. Or imagine
that a right triangle is rotated around its right angle. The figure produced
is a cone.

Area and volume
The fundamental principles of geometry involve statements about

the properties of points, lines, and other figures. But one can go beyond
those fundamental principles to express certain measurements about such
figures. The most common measurements are the length of a line, the area
of a plane figure, or the volume of a solid figure. In the real world, length
can be determined using a meter stick or yard stick. However, the field
of analytic geometry provides a way to determine the length of a line by
using principles adapted from geometry.
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Mathematical formulas are available for determining the area of any
figures in geometry, such as rectangles, squares, various kinds of triangles,
and circles. For example, the area of a rectangle is given by the formula
A � l � h, where l is the length of the rectangle and h is its height. One
can find the areas of portions of solid figures as well. For example, the
base of a cone is a circle. The area of the base, then, is A � � � r2, where
� is a constant whose value is approximately 3.1416 and r is the radius of
the base. (Pi [�] is the ratio of the circumference of a circle to its diame-
ter, and it is always the same, no matter the size of the circle. The cir-
cumference of a circle is its total length around; its diameter is the length
of a line segment that passes through the center of the circle from one side
to the other. A radius is a line from the center to any point on the circle.)

Formulas for the volume of geometric figures also are available. For
example, the volume of a cube (a three-dimensional square) is given by
the formula V � s3, where s is equal to the length of one side of the cube.
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Axiom: A mathematical statement accepted as true without being proved.

Construction: A geometric drawing that can be made with simple
tools, such as a straight edge and a compass.

Euclidean geometry: A type of geometry based on certain axioms orig-
inally stated by Greek mathematician Euclid.

Line: A collection of points with one dimension only—that of length.

Line segment: A portion of a line.

Non-Euclidean geometry: A type of geometry based on axioms other
than those first proposed by Euclid.

Plane geometry: The study of geometric figures that can be repre-
sented in two dimensions only.

Point: A figure with no dimensions.

Proposition: A mathematical statement that can be proved or disproved.

Proof: A mathematical statement that has been demonstrated logically
to be correct.

Solid geometry: The study of geometric figures that can be repre-
sented in three dimensions.



Other geometries
With the growth of the modern science of mathematics, scholars be-

gan to ask whether Euclid’s initial axioms were necessarily true. That is,
would it be possible to imagine a world in which more than one straight
line could be drawn through two points. Such ideas often sound bizarre
at first. For example, can you imagine two parallel lines that do eventu-
ally meet at some point far in the distance? If so, what does the term par-
allel really mean?

Yet, such ideas have turned out to be very productive for the study
of certain special kinds of spaces. They have been given the name non-
Euclidean geometries and are used to study certain kinds of mathemati-
cal, scientific, and technical problems.

‡�Gerontology
Gerontology is a branch of sociology that studies aging and the prob-
lems—psychological, economic, and social—that arise in old age. Geron-
tology includes the field of geriatrics, the medical study of the biological
process of aging and the treatment of illnesses of old age.

Since the days of the ancient Greeks, speculation about aging has
gone hand in hand with the development of medicine as a science. Dur-
ing the 1800s, researchers began to study populations and social patterns
of aging in a systematic fashion. During the 1930s, the International As-
sociation of Gerontology was organized. Over the next decade, govern-
mental bodies sponsored conferences on aging, and by 1945 the Geron-
tological Society of America, Inc., was established in Washington, D.C.

In the United States in the late twentieth century, the median age of
the total population has increased. On average there are more and more
older people than younger ones in the country. Because of this increase,
research in the field of gerontology has broadened.

The health and economic status among the elderly vary widely.
Gerontologists have been researching the increased costs of health care
paid by communities and the federal government for the elderly. Geron-
tologists also have studied how the aging of a particular member of a fam-
ily affects the entire family, focusing on issues such as the interrelation-
ships of different generations within a family or the impact of death on
those different generations.

[See also Aging and death]
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‡�Glacier
Glaciers are flowing masses of ice, created by years of snowfall and cold
temperatures. Approximately one-tenth of Earth is covered by glaciers,
including Antarctica and parts of Greenland, Iceland, Canada, Russia, and
Alaska. Mountainous regions on every continent except Australia also
contain glaciers. Glaciers have enormous powers to reshape the face of
Earth. Even today, glaciers are altering how our planet looks, and they
hold clues to its past and future.

How glaciers form
Glaciers are created in areas where the air temperature never gets

warm enough to completely melt snow. After a snowfall, some or most
of the snow may melt when it comes into contact with warmer ground
temperatures. As the air temperature drops, the melted snow refreezes,
turning into small ice granules called firn or névé (pronounced nay-VAY).
As additional layers of snow accumulate on top, the firn underneath is
compacted. When the accumulation reaches about 150 feet (46 meters)
deep, the weight and pressure cause the lower layers to recrystallize into
solid ice. As years pass, snow accumulates and the slab of ice grows
steadily thicker. Eventually the mound of ice becomes too massive to sit
still, and gravity pulls the ice downhill. Once the ice begins to move, it
is considered a glacier.

Types of glaciers
Glaciers that flow down a valley from high mountainous regions

usually follow paths originally formed by rivers of snowmelt in the spring
and summer. These valley or mountain glaciers end in a valley or ocean,
and tend to increase the sharpness and steepness of the surrounding moun-
tains along the way. In the Alps, a mountain system in south-central Eu-
rope, there are more than 1,200 valley glaciers.

Piedmont glaciers are large, gently sloping ice mounds. Also known
as lakes of ice, piedmont glaciers form when a valley glacier reaches the
lowlands or plain at the foot of a mountain and spreads out. These are
common in Alaska, Greenland, Iceland, and Antarctica.

Glaciers that form in small valleys on the sides of mountains are
called ice caps. Found in Norway, Iceland, Greenland, and Antarctica, ice
caps usually do not move out of their basinlike area.

The largest form of glacier is called a continental glacier, a huge ice
sheet that moves slowly outward from its center. Ice sheets may cover hun-
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dreds of thousands of square miles, and are so heavy that they cause the
rock underneath to compress into Earth. The largest continental glacier is
found on Antarctica, where the ice is more than 2.5 miles (4 kilometers)
thick at its center, and hides entire mountain ranges beneath its surface. It
extends more than 5 million square miles (12.9 million square kilometers).
The Antarctic ice sheet accounts for 90 percent of all the ice in the world,
and contains more water than all of Earth’s rivers and lakes put together.

Glaciers’ effects
Most glaciers that exist today are remnants of the last glacial per-

iod from 1,800,000 to 11,000 years ago. As glaciers advance and retreat,
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Words to Know

Continental glacier: The largest form of and slowest moving glacier,
covering large expanses of a continent.

Glacial till: Rock and soil scoured from Earth and transported by a
glacier, then deposited along its sides or at its end.

Greenhouse effect: The warming of Earth’s atmosphere due to water
vapor, carbon dioxide, and other gases in the atmosphere that trap
heat radiated from Earth’s surface.

Ice age: Period of glacial advance.

Ice caps: Smaller glaciers that form in basinlike depressions in a
mountain.

Kettle lakes: Bowl-shaped lakes created by large ice blocks, which
formed depressions in Earth’s surface.

Meltwater: Melted ice in the glacier’s bottom layer, caused by heat
that develops as a result of friction with Earth’s surface.

Moraines: Large deposits of glacial till that form hills.

Piedmont glacier: Large, gently sloping glaciers found at the foot of
mountains, which are fed by alpine glaciers.

Surging: A sudden increase in a glacier’s movement as a result of
meltwater underneath decreasing its friction.

Valley glacier: Glacier that forms at a high elevation in a mountain
region and flows downhill through valleys originally created by rivers.



they plow through rock, soil, and vegetation like a huge bulldozer, alter-
ing everything they come into contact with. Ice acts like an adhesive,
scooping up rocks and soil that add to the glacier’s tremendous powers
of erosion.

Thus, a river valley that was once V-shaped becomes U-shaped; the
rocks and soil carried with the glacier, known as glacial till, are deposited
in huge mounds along the sides and at the end of the glacier, creating en-
tirely new hills, or moraines. Chunks of ice buried in this till create large
depressions that later became what are known as kettle lakes.

Glaciers also scour the land to great depths, creating larger lakes
such as the North American Great Lakes. During the last ice age, Earth’s
surface was depressed due to the weight of the glaciers. As the glaciers
retreated, Earth’s crust rose upward like a sponge. This crustal rebound-
ing, as it is called, is still occurring at slow rates in parts of North Amer-
ica and Europe.
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Most glaciers move fairly slowly, only inches to a few feet per day.
When large amounts of ice melt under the glacier as a result of friction
with Earth’s surface, the meltwater acts like grease to rapidly increase its
movement. This sudden increase in speed is called surging.

Clues to Earth’s past and future
While the effects of glaciers tell us where they have occurred in the

past, present glaciers are providing clues as to variations in climate over
time and potential changes in the future. Scientists continue to debate the
reasons why ice ages occur, but there seems to be agreement that glaci-
ers increase on the planet when Earth rotates farther away from the Sun.
When Earth rotates closer to the Sun, glaciers retreat.

The U.S. National Academy of Sciences has predicted that if global
temperatures rise from 1.5 to 5°F (0.75 to 2.5°C) over the twenty-first
century as a result of the greenhouse effect, significant portions of Earth’s
glaciers could melt. (The greenhouse effect is the warming of Earth’s at-
mosphere due to water vapor, carbon dioxide, and other gases in the at-
mosphere that trap heat radiated from Earth’s surface.) Because glaciers
hold 75 percent of the world’s freshwater supply, such a meltdown would
result in massive flooding of every continent’s coastlines, drastically al-
tering the shapes of every continent on Earth.

Ice core samples taken from Antarctic ice also have provided evi-
dence of Earth’s climate over the last 160,000 years. Data has shown a
direct link between warming and cooling trends and the amount of two
greenhouse gases, carbon dioxide and methane, in the atmosphere. These
same cores show significant increases in both gases in the past 200 years.

Scientific reports issued at the beginning of the twenty-first century
indicate that mountain glaciers from Montana to Mount Everest to the
Swiss Alps were in a stage of retreat. In the Alps, scientists have esti-
mated that by 2025 glaciers will have lost 90 percent of the ice that was
there a century ago. Glacier melting, however, is generally quickest in
and near the tropics. Ancient glaciers in the Andes have recently melted
at an extraordinary rate. Between 1998 and 2000, one Peruvian glacier
pulled back 508 feet (155 meters) a year. And Mount Kilimanjaro in the
African country of Tanzania has lost 82 percent of the icecap it had when
it was first carefully surveyed in 1912. At the current rate, scientists be-
lieve the icecap will disappear before 2015. Scientists theorize that all of
these factors indicate that a global warming trend is taking place and that
it is at least partly caused by gases released by human activities.

[See also Antarctica; Greenhouse effect; Ice ages; Icebergs]
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‡�Glass
Glass is a hard, brittle substance that is usually transparent or translucent.
It is made by melting together sand (silicon dioxide), soda (sodium car-
bonate), limestone (calcium carbonate), and other ingredients. The sim-
plest form of glass (containing only sand, soda, and lime) is known to-
day as plate or window glass.

Scholars believe that the first humans to make glass may have been
Phoenician sailors living around 5000 B.C. Examples of glass used for
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weapons, ornaments, and money from Egypt and Mesopotamia—dating
to about 1550 B.C.—still survive.

Humans may well have learned about glass-making by witnessing
the natural formation of glass by lightning bolts. When lightning strikes
areas where sand, soda, and limestone occur naturally, it can fuse these
materials to produce a natural form of glass known as obsidian.

The history of glass-making is a long and fascinating one. Artisans
in many parts of the world discovered ways to make colored glass and
glass with many special properties. Today, a very large variety of glassy
materials exists with many different properties and many applications.
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Some Special Kinds of Glass and
Their Properties and Uses

Type of Glass Composition, Properties, and Uses

Ceramic glass Contains titanium oxide; heat and shock resistant;
used in range and stove tops, architectural panels,
and telescope mirrors.

Enamel glass Contains lead and borax; resistant to most chemicals;
used in bottles, tumblers, glass signs, architectural
objects.

Fiberglass Formed by forcing melted glass through small
openings; used in the manufacture of insulation,
fabrics, tire cords, and light transmission (optical
fibers).

Heat-resistant glass ®
and Vicor®
temperature; used in laboratory glassware and kitchen
utensils.

Laminated glass Consists of layers of glass and plastic to provide
strength and make the final product shatterproof;
used in automobile windows.

Optical glass Contains either lime (crown glass) or lead (flint
glass); used for lenses in cameras, microscopes, 
eyeglasses, and other applications where refraction of 
light is important.

Photochromic glass Contains silver halide or borax; changes color when
exposed to light; used in eyeglasses that double as
sunglasses.

G
#



Colored glass
Colored glass is made by adding metallic compounds to the basic

sand/soda/lime mixture. For instance, red glass is made by adding certain
copper oxides or finely divided gold; yellow glass with compounds of
uranium and iron; green glass with certain copper oxides or compounds
of uranium and iron; blue with copper oxide, cobalt oxide, or finely di-
vided gold; purple with certain manganese oxides and finely divided gold;
milky white with calcium fluoride; and opaque with tin oxide.

Originally, glass was used primarily for decorative objects such as
beads, ornaments, and stained glass windows. Eventually, though, arti-
sans and chemists found that the properties of glass could be changed dra-
matically by adding various substances to the basic sand/soda/lime mix-
ture. Those properties also could be altered by changing the way glass is
cooled, or annealed.

For example, plate glass is made first by melting together the basic
components—sand, soda, and lime. The liquid mixture is then maintained
at its melting point for a long period of time, at least three days. Next,
the mixture is allowed to cool down very slowly to room temperature.
This process assures that strains within the glass are relieved, making the
final product less brittle. Tempered glass is cooled even more slowly, giv-
ing it very high strength.

‡�Global climate
Global climate is the term used to describe the sum total of all weather
patterns formed over all parts of the planet. In contrast to the term weather,
which applies to relatively short-term phenomena such as storms, global
climate is used to describe patterns that extend over much longer periods
of time, at least a few decades.

Global climatic zones
Ten distinct climatic zones exist on the planet: tropical, subtropical,

arid, semi-arid, mediterranean, temperate, northern temperate, mountain,
polar, and coastal. The specific designation of each climate zone depends
on two major factors: the average temperature and the amount of precip-
itation received in the zone. For example, temperate zones have fairly uni-
form rainfall patterns and four different seasons, while tropical zones have
high rainfall and temperature and a short dry season. Each of the climatic
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zones on Earth is inhabited by particular kinds of plants and animals that
have adapted to the conditions that exist there.

Factors affecting normal global climate
A number of factors account for Earth’s climatic pattern. Among

these factors are the amount of solar energy that reaches Earth’s surface,
the shape and orientation of Earth’s orbit around the Sun, and the com-
position of Earth’s atmosphere.

Solar energy. The driving force behind almost all climatic changes on
Earth is the Sun. Sunlight that reaches Earth’s atmosphere experiences dif-
ferent fates. About 30 percent of the solar radiation reaching the atmos-
phere is reflected back into space, another 20 percent is absorbed by the
atmosphere, and the rest (about 50 percent) is absorbed by Earth’s surface.

Earth’s orbit. The fact that weather conditions vary on different parts
of the planet and that they change throughout the year is a consequence
of two features of Earth’s orbit around the Sun. First, Earth follows an
oval-shaped path, called an ellipse, around the Sun. Because of this, Earth
comes closer to the Sun at certain times of the year, absorbing more so-
lar energy. Second, Earth’s axis is tilted at an angle of 23.5 degrees in re-
lation to the plane of the Sun. Because of this tilt, different parts of the
planet are tilted toward the Sun at different times of the year. Summer
occurs in the northern hemisphere in the middle of the year not because
the planet is closer to the Sun (it is not), but because the hemisphere is
tilted closer to the Sun.
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Words to Know

Global warming: The rise in Earth’s temperature that is attributed to
the buildup of carbon dioxide and other pollutants in the atmosphere.

Greenhouse effect: The warming of Earth’s atmosphere due to water
vapor, carbon dioxide, and other gases in the atmosphere that trap
heat radiated from Earth’s surface.

Radiation: Energy emitted in the form of waves or particles.

Wavelength: The distance between one peak of a wave of light, heat,
or energy and the next corresponding peak.



The atmosphere. Earth’s climate is strongly affected by the way heat
is absorbed in the atmosphere. Sunlight consists largely of radiation with
relatively short wavelengths, radiation that is not absorbed by most at-
mospheric gases. Once that radiation has been absorbed by Earth’s sur-
face, however, it is reradiated to the atmosphere in a form that consists
of longer wavelengths. These forms of radiation are more readily absorbed
by atmospheric gases, especially water vapor and carbon dioxide. As these
gases absorb reradiated energy, the temperature of the atmosphere in-
creases, a phenomenon known as the greenhouse effect.

Global climate changes
Changes in global climate have occurred over the course of Earth’s

history. Volcanic eruptions, more prevalent in the past than today, spewed
huge quantities of dust and ash into the atmosphere, reducing the amount
of solar radiation reaching Earth and lowering global temperatures. These
conditions may have lasted for months or even years.

The movement of landmasses across the planet’s face may have had
significant climatic effects. The breaking apart of ancient continents prob-
ably had a measurable effect on heat exchange between Earth’s land sur-
face, ocean waters, and the atmosphere. The creation of major landforms
such as mountains had a large effect on the formation and pattern of winds,
clouds, and precipitation.

Glacial periods—ice ages—are incidents of large-scale climatic
changes on Earth over very long periods of time. In the 1930s, Serbian
mathematician Milutin Milankovitch proposed a theory to explain such
changes. The Milankovitch theory states that three periodic changes in
Earth’s orbit around the Sun affect the amount of sunlight reaching Earth
at different latitudes, leading to ice ages. First, Earth’s axis wobbles like
a gyroscope, tracing a complete circle every 23,000 years or so. Second,
at the same time while wobbling, the axis tilts between 22 and 24.5 de-
grees every 41,000 years. Third, Earth’s elliptical orbit pulses, moving
outward or inward every 100,000 and 433,000 years.

Oscillations (back-and-forth changes) in ocean current temperatures
seem to lead to decades-long changes in global climate (the oceans and
the atmosphere are linked by their mutual transfer of heat and moisture).
Scientists have long known of the existence of a huge, powerful current
in the Atlantic Ocean that carries water from the area around Florida north-
east to the coast of Ireland, then heads westward where it cools and sinks
near the Labrador Peninsula of Canada (there is a similar one in the 
Pacific). This pipeline of water alternates between warm and cool cur-
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rents every 20 years or so. When the currents are warm, Northern Europe
and Asia experience mild winters. When the currents are cooler, North-
ern Europe is much colder and drier, while the Mediterranean region,
Africa, and the Middle East are warm and wet.

Human effects. During the twentieth century, humans have burned
very large quantities of fossil fuels (coal, oil, and natural gas) to operate
factories, heat homes and offices, run automobiles, and perform similar
tasks. Since carbon dioxide is always produced during the combustion
(burning) of a fossil fuel, these activities have contributed to the concen-
tration of that gas in the atmosphere.

Strong evidence now supports the contention that these activities
have significantly raised the level of carbon dioxide in Earth’s atmos-
phere. Many scientists now believe that this change means that higher
concentrations of carbon dioxide will inevitably lead to a greater reten-
tion of heat in the atmosphere and, hence, a higher annual average global
temperature. This phenomenon has been called global warming.

If global warming should occur, a number of terrestrial (land) changes
may follow. For example, portions of the polar ice cap may melt, in-
creasing the volume of water in the oceans and flooding coastal cities. In
addition, regional weather patterns may undergo significant changes.

[See also Atmospheric circulation; Greenhouse effect]

‡�Graphs and graphing
A graph is a pictorial representation of a set of data. These data can 
be of two distinct types: continuous or discontinuous. An example of 
continuous data would be temperature readings taken during a single day.
A person may choose to observe and record the temperature once every
hour, once every half hour, or on some other schedule. But temperature
is a continuous phenomenon. One can read a temperature at any instant
of any day.

Other data are discontinuous. Suppose you want to record the num-
ber of children in a class who are right-handed or left-handed. Children
can be either right-handed or left-handed. Of course, some children might
be ambidextrous, that is, capable of using either hand. However, those
three choices are the only possibilities. They constitute three distinct cat-
egories and are regarded, therefore, as discontinuous data.
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Representations of discontinuous data
Bar graphs. Graphs that depict discontinuous data are common in the
daily newspaper. Those graphs usually take one of three forms: bar graphs,
picture graphs, or circle (pie) graphs. In a bar graph, the distinct cate-
gories to be represented are shown on the horizontal axis. For example,
three regions might be marked off for “right-handed students,” “left-
handed students,” and “ambidextrous students.” The number of cases be-
longing to each category, then, are displayed on the vertical axis. If the
number of students in each category were 17, 19, and 1, for example, one
would draw a bar extending 17 units above the right-handed students cat-
egory and a second bar extending 19 units above the left-handed cate-
gory. A third bar—extending 1 unit above the ambidextrous category—
would complete the graph.

Picture graphs. A picture graph is similar to a bar graph except some
type of pictorial symbol is used to represent the variable being counted.
The graph described above could be redrawn using 17 student figures for
the right-handed category, 19 student figures for the left-handed category,
and 1 student figure for the ambidextrous category.

Representing divisions of a whole. Circle, or pie, graphs are gen-
erally used to show how some whole quantity is subdivided among var-
ious categories. For example, the state government might want to show
that 35 percent of its annual income comes from income taxes, 40 per-
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Words to Know

Continuous data: A collection of facts that have an infinite number of
values.

Data: Factual information, often expressed in numerical terms.

Discontinuous data: A collection of facts that have only a certain
number of values.

Function: A relationship between two variables such that for a 
given value of either there is one discrete value for the second 
variable.

Variable: A number that can take on a variety of numerical values.



cent from sales taxes, 10 percent from interest, and 15 percent from mis-
cellaneous categories. One way to do that is to make a large circle and
then divide the circle up into four parts. The sizes of the four parts would
correspond to the way income is split up by the state. One part of the
graph would be a wedge whose central angle is 126 degrees (35% � 360°
� 126°). This wedge represents income from income taxes. Another part
of the graph—this one representing sales tax—would have a wedge whose
central angle is 144 degrees (40% � 360° � 144°). The other two wedges
would have central angles with 54 and 36 degrees, representing interest
and miscellaneous income.

Graphing functions
The most common type of graph used in science is the line graph.

A line graph is a graph that shows how two variables are related to each
other. Line graphs are used only for continuous data.

For example, it is possible to measure the temperature at every 
moment of the day and night. One can attach a temperature sensor to a
pen that draws a line on a graph paper attached to a rotating drum. As
time passes, the drum rotates, and the temperature is recorded as a con-
tinuous line.

This graph means that for every moment of time, there is a corre-
sponding temperature. This type of relationship is known in mathematics
as a function. The two quantities described in the function are the inde-
pendent variable and the dependent variable. In the example above, the
independent variable is time, and the dependent variable is temperature.

In drawing graphs of functions, the independent variable is com-
monly graphed on the horizontal axis, and the dependent variable is
graphed on the vertical axis. The shape of the line produced in graphing
a function depends on the kind of relationship between the two variables.
The simplest relationship is a linear relationship. In a linear relation-
ship, a change in one variable produces a comparable change in the 
second. For example, in the equation y � 3x, when x is doubled, it also
doubles y.

Many relationships are more complex than those that can be ex-
pressed as a linear relationship. For example, plants and animals tend to
grow for at least part of their lives according to an exponential pattern.
An equation that represents an exponential relationship is y � 2x. As 
x gets larger, y also gets larger, but at a much faster rate. When x � 1, 
y � 2; when x � 2, y � 4; when x � 3, y � 9, and so on. The graph
for this relationship is a curve that rises very rapidly.
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‡�Gravity and gravitation
Gravity is the force of attraction between any two objects in the universe.
That force depends on two factors: the mass of each object and the dis-
tance between them.

Historical background
The story behind English physicist Isaac Newton’s (1642–1727) dis-

covery of the gravitational force is one of the most fascinating in all of
science. It begins in ancient Greece in the period from the sixth to the third
century B.C. During that time, a number of Greek philosophers attempted
to explain common observations from the natural world—such as the fact
that most objects fall to the ground if they are not held up in some way.

Aristotle. Among the explanations developed for this tendency was
one offered by Greek philosopher Aristotle (384–322 B.C.). Aristotle de-
veloped a grand scheme of natural philosophy stating that all objects “be-
longed” in one place or another. Heat belonged in the atmosphere because
it originally came from the Sun (as Aristotle taught). For that reason, heat
rises. Objects fall toward Earth’s surface, Aristotle said, because that’s
where “earthy” objects belong. Aristotle’s philosophy was an attempt to
explain why objects fall.

Galileo and Newton. Aristotle’s philosophy dominated the thinking
of European scholars for nearly 2,000 years. Then, in the sixteenth cen-
tury, Italian physicist Galileo Galilei (1564–1642) suggested another way
of answering questions in science. Scientists should not trouble them-
selves trying to understand why things happen in the natural world, Galileo
said. Instead, they should focus simply on describing how things occur.
Galileo also taught that the way to find out about the natural world is not
just to think logically about it but to perform experiments that produce
measurable results.

One of the most famous experiments attributed to Galileo was the
one he conducted at the Leaning Tower of Pisa. He is said to have dropped
two balls from the top of the tower and discovered that they both took
the same time to reach the ground. Galileo’s greatest achievements were
not in defining the true nature of gravity, then, but in setting the stage for
the work of Isaac Newton, who was born the year Galileo died.

Newton’s accomplishments in the field of gravity also are associated
with a famous story. Legend has it that Newton was hit on the head by
an apple falling from a tree. That event got him wondering about the force
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between two objects on Earth (the apple and the ground) and the force be-
tween two objects in the universe (the force between a planet and the Sun).

Gravity on Earth and in the heavens. The connection between
gravitational forces on Earth and in the heavens is a very important one.
Measuring the force of gravity on Earth is very difficult for one simple
reason. Suppose we want to measure what happens when an object falls
on Earth. In terms of gravity, what actually happens is that the object and
the planet Earth are attracted toward each other. The object moves down-
ward toward Earth, and Earth moves upward toward the object. The prob-
lem is that Earth is so much larger than the object that it’s impossible to
see any movement on the part of the planet.

The situation is quite different in the heavens. The reason planets
travel in an orbit around the Sun, Newton said, is that they are respond-
ing to two forces. One force is caused simply by their motion through the
skies. Just imagine that at some time in the past, someone grabbed hold
of Mars and threw it past the Sun. Mars would be traveling through space,
then, because of the initial velocity that was given to it.

But Mars does not travel in a straight line. It moves in a circle (or
nearly a circle) around the Sun. What changes Mars’s motion from a
straight line to a curve, Newton asked? The answer he proposed was grav-
ity. The gravitational force between the Sun and Mars causes the planet
to move out of a straight line and towards the Sun. The combination of
the straight line motion and the gravitational force, then, accounts for the
shape of Mars’s orbit.

But a huge point in Newton’s favor was that he already knew all the
main points about Mars and its orbit around the Sun. He had a good idea

1 0 1 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Gravity and
gravitation

Words to Know

Mass: A measure of the amount of matter in a body.

Orbit: The path followed by a body (such as a planet) in its travel
around another body (such as the Sun).

Proportionality constant: A number inserted into an equation to make
both sides equal.

Weight: The gravitational attraction of Earth on an object.



as to how fast the planet was traveling, its mass, the mass of the Sun, and
the size of its orbit. Furthermore, the difference in size between Mars and
the Sun was great—but not nearly as great as the difference between an
apple and Earth.

So Newton derived his idea of the gravitational force by studying
the orbit of the planets. He applied that idea to what he knew about the
planets and found that he was able to predict almost perfectly the orbits
followed by the planets.

Cavendish’s findings. Proving the gravitational law on Earth was
somewhat more difficult. Probably the most important experiment con-
ducted for this purpose was one carried out by English chemist and physi-
cist Henry Cavendish (1731–1810) in 1798. Cavendish suspended a light
rod horizontally from a silk thread. At each end of the rod he hung a lead
ball. Then he brought a third lead ball close to one of the two lead balls
suspended from the rod. He was able to notice that the two lead balls at-
tracted each other. As they did so, they caused the metal rod to pivot
slightly on its silk thread. The amount by which the rod pivoted, Cavendish
found out, depended on how closely the lead balls were brought next to
each other and how much the two balls weighed (what their masses were).
Cavendish’s results turned out to confirm Newton’s predictions exactly.
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Einsteinian gravity. Newton’s description of gravitational forces
proved to be satisfactory for almost two and a half centuries. Then, ob-
servations began to appear in which his gravitational law turned out to be
not exactly correct. The differences between predictions based on New-
ton’s law and actual observations were small—too small to have been no-
ticed for many years. But scientists eventually realized that Newton’s law
was not entirely and always correct.

In the early 1900s, German-born American physicist Albert Einstein
(1879–1955) proposed a solution for problems with Newton’s law. Inter-
estingly enough, Einstein did not suggest modifications in Newton’s law
to make it more accurate. Instead, he proposed an entirely new way to
think about gravity.

The way to think about gravitational forces, Einstein said, is to imag-
ine that space has shape. Imagine, for example, a thin sheet of rubber
stretched very tightly in all directions. Then imagine that the rubber sheet
has indentations in it, similar to the depressions caused by pushing in on
the sheet with your thumb. Finally, imagine that this dented rubber sheet
represents space.

Using this model, Einstein suggested that gravity is nothing other
than the effect produced when an object moving through space approaches
one of these indentations. If a planet were moving through space and came
close to an indentation, for example, it would tend to roll inward toward
the dent. The effect to an outside observer would be exactly the same as
if the planet were experiencing a gravitational force of attraction to the
center of the dent.

Finally, Einstein said, these dents in space are caused by the pres-
ence of objects, such as stars and planets. The larger the object, the deeper
the dent. Again, the effect observed is the same as it would be with New-
tonian gravity. An object traveling through space will be pulled out of its
orbit more by a deep dent (a heavy object) than it will be by a shallow
dent (a lighter object).

So what’s the point of thinking about gravity in Einstein’s terms
rather than Newton’s? The answer is that the mathematics used by Ein-
stein does everything that Newton’s law of gravitation does plus it solves
all of the problems that Newtonian gravity cannot explain.

Fundamental forces
Physicists now believe that all forces in the universe can be reduced

to one of four fundamental forces: gravitation, electromagnetism, and the
strong and weak force. The strong and weak force are forces discovered
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in the twentieth century; they are responsible for the way atoms and par-
ticles smaller than the atom interact with each other. Electromagnetic
forces affect charged or magnetic particles. And the gravitational force
affects all bodies of any size whatsoever. Of the four forces, the gravita-
tional force is by far the weakest and probably least understood.

One of the great efforts among physicists during the twentieth 
century was the attempt to show how all four fundamental forces are 
really different symptoms of a single force. They have been successful 
in doing so for the electromagnetic and weak forces, which are now rec-
ognized as two forms of a single force. The attempts to unify the re-
maining forces, including gravitation, however, have been unsuccessful
so far.

[See also Celestial mechanics]

‡�Greenhouse effect
The greenhouse effect is a natural phenomenon that is responsible for the
relatively high temperature maintained on Earth’s surface and in its at-
mosphere. The name comes from the process by which greenhouses are
thought to collect and hold heat.

The greenhouse mechanism
A greenhouse is a building in which plants are grown and kept. It

usually consists of a large expanse of window glass facing in a generally
southerly direction. Sunlight that strikes the windows of the greenhouse
passes through those windows and strikes the ground inside the green-
house. This process is possible because glass is transparent to sunlight,
that is, it allows sunlight to pass through.

Sunlight that strikes the ground inside a greenhouse either may be
reflected or absorbed by the ground. Sunlight that is absorbed by the
ground may later be re-emitted in the form of heat waves. When it bounces
back towards the windows of the greenhouse, it is not able to pass back
through the windows. In either instance, the sunlight undergoes a change
in form once it enters the through the windows. The windows are not trans-
parent, but are opaque, to the reflected and reradiated energy. The energy
trapped inside the greenhouse is then used to raise the temperature inside
the greenhouse. It is this effect that makes it possible for a greenhouse to
stay warm even though the outside temperature is quite cold.
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The greenhouse effect in Earth’s atmosphere
An effect similar to the one just described also occurs in Earth’s 

atmosphere. The atmosphere does not have a glass window, of course, 
although the gases that make up the atmosphere act something like a 
window.

Imagine a burst of solar energy reaching the outer edges of Earth’s
atmosphere. That solar energy consists of many different kinds of radia-
tion, such as visible light, ultraviolet radiation, infrared radiation, X rays,
gamma rays, radio waves, and microwaves. These forms of radiation are
different from each other in that they all travel with different wavelengths
and different frequencies. (The wavelength of a wave is the distance be-
tween any two successive crests or troughs [pronounced trawfs] in the
wave. The frequency of the radiation is the number of waves that pass a
given point every second.) For example, X rays have very short wave-
lengths and very large frequencies. In contrast, radio waves have very
long wavelengths and very small frequencies. The important point, how-
ever, is that all forms of radiation, whatever their wavelength and fre-
quency, travel together in a burst of solar energy.
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Words to Know

Atmospheric window: A range in the wavelength of radiations, from
about 350 to 750 nanometers, that can pass through Earth’s atmos-
phere without being absorbed.

Equilibrium: A process in which the rates at which various changes
take place balance each other, resulting in no overall change.

Frequency: The number of waves that pass a given point every second.

Infrared radiation: Another name for heat; a form of radiation with
wavelengths in the range from about 700 nanometers to 1 millimeter.

Nanometer: One-billionth of a meter.

Radiation: Energy emitted in the form of waves or particles.

Visible light: A form of radiation with wavelengths in the range from
about 400 to about 750 nanometers.

Wavelength: The distance between any two successive crests or
troughs in a wave.



The energy that reaches Earth’s atmosphere can experience one of
three fates, depending on the kind of radiation and the kind of gases pre-
sent in the atmosphere. First, about one-third of all the solar energy that
reaches Earth’s atmosphere is reflected back into space. As far as Earth
is concerned, that energy is simply lost to space.

Another one-third of the solar energy is absorbed by gases in Earth’s
atmosphere. Various gases absorb various types of radiation. Oxygen and
ozone, for example, tend to absorb radiation with short wavelengths, such
as ultraviolet light. In contrast, carbon dioxide and water absorb radiation
with longer wavelengths, such as infrared radiation. When these gases ab-
sorb various types of radiation, they convert the energy of sunlight into
heat. This phenomenon accounts for some of the heat stored in Earth’s
atmosphere.

Yet another one-third of the solar energy reaching our atmosphere
is able to pass through the atmosphere and strike Earth’s surface. This
process is similar to the way sunlight is transmitted through windows in
a greenhouse. The solar energy that passes through Earth’s atmosphere
does so because there are very few gases that absorb visible radiation.

Scientists sometimes refer to a “window” in Earth’s atmosphere
(somewhat similar to a greenhouse window) through which radiation can
pass. That atmospheric window is not an object, like a piece of glass, but
a range in radiation across which atmospheric gases are transparent. That
range is from about 350 to 750 nanometers (a nanometer is one-billionth
of a meter). For comparison, the wavelengths of visible light range from
about 400 nanometers (for blue light) to 750 nanometers (for red light).

Reflection and absorption. The solar energy that reaches Earth’s
surface also can experience a number of fates. It can cause ice to melt
and water to evaporate; it can be used to convert carbon dioxide and wa-
ter to carbohydrates in plants (photosynthesis); it can heat parcels of air
and water, causing winds, waves, and currents; and it can heat Earth’s
surface. The last of these fates is the most important. About one-half of
all the solar energy that passes through the atmosphere is absorbed by
soil, rocks, sand, dirt, and other natural and human-made objects.

All of which is to tell you something you already know. If you put
your hand on a patch of dark soil at the end of a sunny day, the soil feels
warm. In fact, if you place your hand just above the soil, you can feel
heat being given off by the soil. The reason is that objects that are heated
by sunlight behave in the same way as the ground in a greenhouse. Those
objects give back energy picked up from sunlight, but in a different form.
Instead of reradiating the energy in the form of visible light, the objects
give the energy back off in the form of heat.
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But what happens when heat reradiated from Earth’s surface trav-
els back upwards into the atmosphere. Heat is a form of infrared radia-
tion. As pointed out previously, carbon dioxide and water are both good
absorbers of infrared radiation. So the very gases that allowed visible light
to pass through the atmosphere are now able to absorb (trap) the infrared
radiation (heat) reradiated from Earth’s surface.

The sum total of all these reactions is that energy from the Sun is
captured by both Earth’s surface and the gases in the atmosphere. As a
result, the planet’s annual average temperature is about 55°F (30°C) higher
than it would be without an atmosphere.

Human activities and the greenhouse effect
Natural phenomena, such as the greenhouse effect, reach a natural

state of equilibrium over many hundreds or thousands of years. (A state
of equilibrium is a process in which the rates at which various changes
take place balance each other.) Two factors that affect the greenhouse ef-
fect are the shape of Earth’s orbit and its tilt with regard to the Sun. Both
of these factors change slowly over hundreds of thousands of years. When
they do, they alter the effects produced by the greenhouse effect. For ex-
ample, suppose that Earth’s orbit changes so that our planet begins to
move closer to the Sun. In that case, more solar energy will reach the
outer atmosphere and, eventually, the planet’s annual average tempera-
ture will probably increase.

In recent years, scientists have been exploring the possibility that
various human activities also may influence the greenhouse effect. The
most important of these activities is thought to be the combustion (burn-
ing) of fossil fuels, such as coal, oil, and natural gas.

No one needs to be reminded today of the important role of fossil
fuels in our society. We use them for heating homes and offices; for pow-
ering our cars, trucks, railroads, airplanes, and other forms of transporta-
tion; and for operating industrial processes. But the combustion of any
fossil fuel always results in the release of carbon dioxide and water into
the atmosphere. By some estimates, the release of carbon dioxide into the
atmosphere from fossil fuel combustion reached almost 2.5 billion tons
(2.3 billion metric tons) in 1999.

The result of this human activity is that Earth’s atmosphere contains
a higher concentration of carbon dioxide today than it did a century ago.
The most reliable scientific data show that the concentration of carbon
dioxide in the atmosphere has increased from about 320 parts per million
in 1960 to nearly 360 parts per million today.
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Effects of increasing concentrations 
of carbon dioxide

Many scientists are concerned about the increasing levels of carbon
dioxide in Earth’s atmosphere. With more carbon dioxide in the atmos-
phere, they say, more heat will be trapped. Earth’s annual average 
temperature will begin to rise. In early 2001, in a striking report released
by the Intergovernmental Panel on Climate Change (a United Nations-
sponsored panel of hundreds of scientists), scientists concluded that if
greenhouse emissions are not curtailed, the average global surface tem-
perature could rise by nearly 11°F (6°C) over the next 100 years. The sci-
entists also stated that man-made pollution has “contributed substantially”
to global warming and that Earth is likely to get a lot hotter than previ-
ously predicted.

Such a rise in temperature could have disastrous effects on the world.
One result might be the melting of Earth’s ice caps at the North and South
Poles, with a resulting increase in the volume of the ocean’s water. Were
that to happen, many of the world’s largest cities—those located along
the edge of the oceans—might be flooded. Some experts predict dramatic
changes in climate that could turn currently productive croplands into
deserts, and deserts into productive agricultural regions. Half of all Alpine
glaciers would disappear. Coral reefs would be destroyed, and vulnera-
ble plant and animal species would be pushed to extinction.

In 1997, in Kyoto, Japan, representatives from more than 170 na-
tions met to try to agree to decisive actions to reduce their emissions of
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greenhouse gases. A treaty, called the Kyoto Protocol, was drafted at the
meeting that proposed that 38 industrial nations cut their greenhouse-gas
emissions by 2012 to 5.2 percent below levels in 1990 (the United States
is the biggest producer of greenhouse gases, producing about 25 percent
of the gases associated with global warming; Japan and Russia are the
next biggest producers). More than 150 nations signed the treaty, but no
industrialized country ratified it, and the treaty cannot take effect until a
substantial number of industrial nations ratify it.

In November 2000, in The Hague, Netherlands, officials from around
the world met to write the detailed rules for carrying out the Kyoto Pro-
tocol. Unfortunately, after less than two weeks, the talks collapsed in dis-
array with no deal reached to stop global warming. The main reason for
the collapse was the argument between the United States and European
countries over ways to clean up Earth’s atmosphere. Officials attending
the meeting did agree to meet once more to tackle the issue of global
warming.

Differences of opinion. As with many environmental issues, ex-
perts tend to disagree about one or more aspects of anticipated climate
change. Some authorities are not convinced that the addition of carbon
dioxide to the atmosphere will have any significant long-term effects on
Earth’s average annual temperature. Others concede that Earth’s temper-
ature may increase, but that the changes predicted are unlikely to occur.
They point out that other factors—such as the formation of clouds—might
counteract the presence of additional carbon dioxide in the atmosphere.
They warn that nations should not act too quickly to reduce the combus-
tion of fossil fuels since that will cause serious economic problems in
many parts of the world. They suggest, instead, that we wait for a while
to see if greenhouse factors really are beginning to change.

The problem with that suggestion, of course, is that it is possible to
wait too long. Suppose that fossil fuel combustion is causing significant
changes in the climate. It might take a half century or more to be certain
of the relationship between fossil fuel combustion and warmer planetary
temperatures. But at that point, it also might be too late to resolve the
problem very easily. The carbon dioxide would have been already re-
leased to the atmosphere, and climate changes would have already begun
to occur. As evidenced by the collapse of climate talks and the failure to
ratify the Kyoto Protocol, there is no general consensus among scientists,
politicians, businesspeople, and the general public as to what, if anything
should be done about the potential for climate change on our planet.

The battle between industry and environmentalists over the issue of
global warming continues with no clear vision for the future. In March
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2001, U.S. President George W. Bush all but put an end to the possibil-
ity that the United States would follow through with the Kyoto Protocol
when he said his administration would not seek to curb the emissions of
carbon dioxide from power plants. This was a sharp reversal from his po-
sition during the presidential campaign in 2000. Ignoring recently pub-
lished scientific reports, Bush stated that he made his decision “given the
incomplete state of scientific knowledge of the causes of, and solutions
to, global climate change.”

[See also Carbon cycle; Carbon dioxide; Forests; Ozone; Pollu-
tion]

‡�Gynecology
Gynecology is the specialized field of medicine dealing with the health
of a woman’s genital system. The genital system consists of the repro-
ductive organs, including the uterus (the womb; the organ in which a fe-
tus develops), cervix (the opening between the uterus and the vagina),
ovaries (organs that produce eggs and sex hormones), fallopian tubes (or-
gans that carry eggs from the ovaries to the uterus), vagina (the muscu-
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lar tube that extends from the uterus to outside the body), as well as their
supporting structures.

Significant changes occur in a woman’s reproductive organs when
she reaches menarche (pronounced me-NAR-key). Menarche is the age
at which a woman begins to menstruate. (Menstruation is the monthly cy-
cle in nonpregnant women during which the uterus sheds its lining when
fertilization of an egg does not take place.) Other changes occur again
during any pregnancy that occurs in her life. A third important period of
change occurs during menopause, at which time a woman ceases men-
struating. A primary goal of the gynecologist is to guide women through
these changes in their lives and to ensure that they retain their health
throughout each stage.

Testing
The gynecologist uses a variety of tests to determine the health of a

woman’s reproductive organs. One such test is known as the Pap test, named
after the Greek American physician George Papanicolaou (1883–1962) who
developed the test in the mid-twentieth century. The Pap test involves the
removal, staining, and study of cells taken from the vagina and cervix. The
test can be used to detect the early stages of uterine cancer.

Gynecologists also can investigate the reasons that a woman is un-
able to become pregnant. Typical problems involve plugged fallopian tubes
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In vitro fertilization: A process by which a woman’s eggs are fertil-
ized outside her body and then re-implanted back into it.

Menarche: The age at which a woman begins to menstruate.

Menopause: The period in a woman’s life during which she ceases
menstruating.

Menstruation: The monthly cycle in nonpregnant women during which
the uterus sheds its lining when fertilization of an egg does not take
place. It is often accompanied by a small discharge of blood.

Pap test: A test that can be used to detect the early stages of uterine
cancer.



or a hormonal (chemical) imbalance that prevents an egg from becoming
mature, releasing properly from the ovaries, or implanting onto the uter-
ine wall. In each of these cases, steps can be taken to correct or bypass the
problem so the woman can bear children.

Gynecology has advanced to the point that a physician can force the
ovaries to produce eggs. These eggs can then be removed and fertilized
in a dish and then implanted in the uterus. This method is known as in
vitro fertilization because fertilization occurs within glass dishes (vitro is
Latin for “glass”) rather than a living body. In addition, the science of
gynecology continues to make advances against the diseases and disor-
ders that may deny a woman the ability to have children.

[See also Puberty; Reproductive system]

‡�Gyroscope
A gyroscope is an instrument consisting of a
frame supporting a disk or wheel that spins
rapidly about an axis. Technically, a gyroscope
is any body that spins on a movable axis, 
including a child’s toy top and the planet 
Earth. A gyroscope maintains a fixed axis of
spin in spite of forces of gravity and magnetic
fields.

French physicist Jean Bernard Léon Fou-
cault (1819–1868) invented the gyroscope in
1852. Foucault mounted a heavy wheel onto a
shaft and spun it rapidly. When he then turned
the shaft with his hands, the wheel resisted shift-
ing from the plane in which it was spinning.

The gyroscope follows one of the basic
laws of physics, rotational inertia. This law sim-
ply states that a body that is set spinning has a
tendency to keep spinning.

Foucault’s gyroscope demonstrated the ro-
tation of Earth. The spinning wheel, which was
not stationary, retained its alignment in space
while Earth turned under it. Foucault also found
that the force of Earth’s rotation caused the 
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gyroscope’s axis to move gradually until it was aligned parallel to Earth’s
axis in a north-south direction.

Unlike traditional magnetic compasses, the gyroscope can indicate
true, or geographic, north rather than magnetic north, which varies de-
pending on the location of the compass. Once a gyroscope is set spinning,
no amount of tilting or turning will affect the gyroscope. This stability
has allowed the gyroscope to replace the magnetic compass on ships and
in airplanes.
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‡�Half-life
Half-life is a measurement of the time it takes for one-half of a radioac-
tive substance to decay (in this sense, decay does not mean to rot, but to
diminish in quantity).

The atoms of radioactive substances, such as uranium and radium,
spontaneously break down over time, transforming themselves into atoms
of another element. In the process, they give off radiation, or energy emit-
ted in the form of waves. An important feature of the radioactive decay
process is that each substance decays at its own rate. The half-life of a
particular substance, therefore, is constant and is not affected by any phys-
ical conditions (temperature, pressure, etc.) that occur around it.

Because of this stable process, scientists are able to estimate when
a particular substance was formed by measuring the amount of original
and transformed atoms in that substance. For example, the amount of car-
bon in a fossil sample can be measured to determine the age of that fos-
sil. It is known that the radioactive substance carbon-14 has a half-life of
5,570 years. The half-lives of other radioactive substances can range from
tiny fractions of a second to quadrillions of years.

[See also Dating techniques; Geologic time; Isotope; Radioactivity]

‡�Hallucinogens
Hallucinogens are natural and human-made substances that often cause
people to believe they see random colors, patterns, events, and objects
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that do not exist. The hallucinatory experiences can either be very pleas-
ant or very disturbing. Many different types of substances are classified
as hallucinogens because of their capacity to produce such hallucinations.
These substances come in the form of pills, powders, liquids, gases, and
plants that can be eaten. In the body, hallucinogens stimulate the nervous
system. Effects include the dilation (widening) of the pupils of the eyes,
constriction of certain arteries, and rising blood pressure.

Hallucinogens have long been a part of the religious rites of vari-
ous cultures throughout history. Tribal shamen or medicine men swal-
lowed the hallucinogenic substance or inhaled fumes or smoke from a
burning substance to experience hallucinations. They believed that such
a state enhanced their mystical powers. Separated from reality, they were
better able to communicate with the gods or their ancestors. These hallu-
cinogens were mostly natural substances. Among the oldest are those from
mushrooms or cactus that have been used in Native American rites since
before recorded time. The use of such compounds still forms a central
part of tribal ritual in some Native American tribes.

Mushrooms
Certain species of mushrooms have been used for centuries by med-

icine men to bring about hallucinations. Although artifacts remaining from
ancient cultures show mushrooms surrounded by human figures, the sig-
nificance of such statues remained obscure for many years. Scientists were
not aware of the existence of hallucinogenic mushrooms and their part in
tribal rituals until the twentieth century.

After collecting and analyzing these mushrooms, scientists found
that their active ingredient had a chemical structure similar to serotonin,
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Hallucinations: Images, sounds, or odors that are seen, heard, or
smelled by a person, but do not exist in reality.

Neurotransmitter: Chemical substance that transmits impulses between
neurons (nerve cells) in the brain.

Synesthesia: A mixing of the senses so that one who experiences it
claims to be able to taste color, or hear taste, or smell sounds.



a neurotransmitter in the brain. (A neurotransmitter is a chemical sub-
stance that transmits impulses between neurons [nerve cells] in the brain.)
They named this ingredient psilocybin (pronounced sigh-luh-SIGH-ben).

In rituals, hallucinogenic mushrooms are either eaten directly or
boiled in a liquid, which is then consumed. A user experiences enhanced
colors and sounds, perceives objects or persons who are not present, and
sometimes has terrifying visions that predict dire circumstances to come.

Peyote
Peyote is another ancient, natural hallucinogenic substance. It comes

from the cactus species Lophophora that is native to the southwestern
United States and Mexico. Peyote is the flowering mushroomlike head or
button of the cactus. It contains a potent chemical substance called mesca-
line. Peyote is either chewed, boiled in a liquid for drinking, or rolled into
pellets that are swallowed. The uses of peyote parallel those of the hal-
lucinogenic mushrooms. Mescaline produces visions and changes in per-
ception, and users experience a state of intoxication and happiness. Na-
tive Americans of the Southwest often use peyote in their tribal rituals. It
is an especially important part of the Native American Church.

LSD
LSD (lysergic acid diethylamide; pronounced lie-SIR-jic A-sid die-

ETH-a-la-mide) is a synthetic substance first made in 1938 by Swiss
chemist Albert Hofmann (1906– ). While seeking a headache remedy,
Hofmann isolated lysergic acid from the ergot fungus that grows on wheat.
In the laboratory he added the diethylamide molecule to the lysergic acid
compound. While Hofmann was working with the new compound, a drop
of the material entered his bloodstream through the skin of his fingertip
and Hofmann soon experienced intense hallucinations.

In the 1950s, American chemists conducted a series of experiments
in which the drug was given to mice, spiders, cats, dogs, goats, and an
elephant. All of the animals showed dramatic changes in behavior. Ex-
periments on human subjects were then conducted. Researchers hoped 
to find a use for LSD as a treatment for disorders such as schizophrenia,
alcoholism, and narcotic addiction. However, it soon became evident 
that the drug had no therapeutic (healing) use, and research on it was
abandoned.

LSD, an illegal drug, is one of the most potent hallucinogens known.
It is 5,000 times more potent than mescaline and 200 times more potent
than psilocybin. Just a tiny amount of the drug can produce a dramatic
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effect. The drug can be swallowed, smoked (mixed with marijuana), 
injected through a needle, or rubbed on the skin. Taken by mouth, the
drug will take about 30 minutes to have any effect and up to an hour for
its full effect to be felt. The total effect of LSD can last 6 to 14 hours.

An LSD user will experience blurred vision, dilation of the pupils,
and muscle weakness and twitching. Heart rate, blood pressure, and body
temperature all increase. The user’s perception of colors, distance, shapes,
and sizes is totally distorted and constantly changing. Some LSD users
claim to be able to taste colors or smell sounds, a mixing of the senses
called synesthesia. Hallucinations are common. Mood swings are frequent,
with the user alternating between total euphoria and complete despair.

Users have been known to jump off buildings or walk in front of
moving trucks because they have lost their grasp of reality. Repeated users
of LSD who then stop taking the drug often experience flashbacks, or
vivid past hallucinations. How LSD produces all these effects in the body
remains unknown. Researchers know that the drug attaches to certain
chemical binding sites widely spread throughout the brain. What occurs
thereafter is not known.

[See also Addiction]

‡�Halogens
The halogens are the five chemical elements that make up Group 17 
on the periodic table: fluorine, chlorine, bromine, iodine, and astatine. 
The term halogen comes from Greek terms meaning “to produce sea salt.”
The halogens are all chemically active. For that reason, none occur 
naturally in the form of elements. However—with the exception of 
astatine—they are very widespread and abundant in chemical compounds.
The most widely known of these compounds is sodium chloride, or com-
mon table salt.

Fluorine and chlorine are gases. Bromine is one of only two liquid
elements. Iodine is a solid. Astatine is radioactive and is one of the rarest
of the chemical elements. Fluorine is the most reactive of all known ele-
ments. Chemical reactivity decreases throughout this family of elements,
with fluorine being the most reactive of all known elements, and chlo-
rine, bromine, and iodine being relatively less reactive, respectively.

Simple compounds of the halogens are called halides. When a halo-
gen becomes part of a compound with one other element, its name is
changed to an -ide ending; for example, a chloride.
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Fluorine
The name fluorine comes from the name of the mineral in which the

element was found, fluorspar. Fluorine was one of the last common ele-
ments to be isolated. It is so reactive that chemists searched for more than
70 years to find a way to extract the element from its compounds. Then,
in 1886, French chemist Henri Moissan (1852–1907) found a way to pro-
duce fluorine by passing an electric current through a liquid mixture of
potassium fluoride and hydrogen fluoride. Moissan’s method is still used
today, with some modifications, for the production of fluorine.

Properties and uses. Fluorine is one of the most dangerous chemi-
cals known. It attacks the skin and throat, causing serious burns and res-
piratory problems at very low concentrations. It is also very reactive chem-
ically. It attacks most chemicals vigorously at room temperature and reacts
explosively with water.

An indication of fluorine’s reactivity is that it even forms compounds
with the family of elements known as the inert gases. The inert gases in-
clude helium, neon, argon, krypton, and xenon. They get their name from
the fact that they generally do not combine with any other element. How-
ever, compounds of xenon and fluorine and krypton and fluorine have
been produced. They are the only known compounds of the inert gases
to have been discovered.

Because it is so reactive, fluorine itself has few uses. One exception
is its role as an oxidizing (burning) agent in rocket fuels. The vast ma-
jority of fluorine, however, is used to make compounds. One of the most
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Words to Know

Chemical activity: The tendency to form chemical compounds.

Compound: The combination of two or more elements in a definite
mass ratio.

Radioactive: The tendency of an element to break down spontaneously
into one or more other elements.

Synthesized: Prepared by scientists in a laboratory; not a naturally
occurring process.



interesting of those compounds is hydrofluoric acid. This compound has
been used since the 1600s to etch glass.

Perhaps the most familiar application of fluorine compounds is in
toothpaste additives. Scientists have discovered that the addition of tiny
amounts of fluoride in a person’s diet can decrease the number of dental
caries (cavities) that develop. Today, many kinds of toothpastes include
stannous fluoride to improve a person’s dental health.

For many years, the most important group of fluorine compounds
used commercially were the chlorofluorocarbons (CFCs). The CFCs were
developed and used as refrigerants, blowing agents for polyurethane foam,
and propellants in spray cans. At one time, more than 700 million kilo-
grams (1.5 billion pounds) of CFCs were produced in a single year.

In the 1980s, however, scientists found that CFCs break down in the
atmosphere. The chlorine formed as a result of this breakdown attacks the
ozone layer in Earth’s stratosphere (the part of Earth’s atmosphere that
extends 7 to 31 miles [11 to 50 kilometers] above the surface). The loss
of the ozone layer is a serious problem for humans since ozone screens
out radiation that causes skin cancer and other damage to plants and an-
imals on Earth. Today, scientists are exploring the use of another class of
fluorine compounds—the hydrochlorofluorocarbons, or HCFCs—as re-
placements for CFCs.

Chlorine
Chlorine was first prepared in the 1770s by Swedish chemist Carl

Wilhelm Scheele (1742–1786), who thought it was a compound. It was
later identified as an element by English chemist Humphry Davy (1778–
1829). Davy suggested the name of chlorine for the element because of
its greenish-yellow color. (The Greek word for “greenish-yellow” is
chloros.)

Chlorine occurs most abundantly in sodium chloride, which is ob-
tained from seawater and from underground deposits of rock salt formed
from seas that have dried up. To obtain chlorine, an electrical current is
passed through brine, a water solution of sodium chloride.

Properties and uses. Chlorine gas is toxic. It attacks the respiratory
tract, causing coughing, congestion, and flu-like symptoms. In high doses,
it can be fatal. For this reason, chlorine was used as a chemical weapon
during World War I (1914–18).

Chlorine is also very reactive, although less so than fluorine. It forms
compounds with almost every other element. Among the most important

1 0 3 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Halogens



of those compounds are sodium chloride (table salt), potassium chloride,
hydrochloric acid, and calcium chloride.

Chlorine consistently ranks among the top ten chemicals produced
in the United States. Some of chlorine’s uses depend on its toxic effects.
For example, chlorine is now widely used as a disinfectant in municipal
water systems, swimming pools, and sewage treatment plants. Many or-
ganic (carbon-containing) compounds of chlorine are used as pesticides,
herbicides, and fungicides. These compounds kill unwanted insects,
weeds, fungi, and other plants and animals. The use of these compounds
is often associated with undesirable environmental effects, however. DDT,
for example, is a chlorine-containing compound that was once one of the
most popular pesticides ever produced. But its harmful effects on fish,
birds, and other animals in the environment eventually led to bans on its
use in many industrialized nations.

Chlorine is also used in the bleaching of paper, pulp, and textiles.
The largest single application of the element is in the preparation of 
a large variety of compounds, including organic chlorides that are the 
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Chlorination

The mention of chlorine brings summertime and swimming
pools to mind for most people. Chlorine is added to pools and spas to
kill bacteria in water that might otherwise cause disease. The process
of adding chlorine to a swimming pool is called chlorination. Chlorina-
tion is used for other purification purposes also, as in the purification
of public water supplies.

Chlorination can be done in various ways. In some cases,
gaseous chlorine is pumped directly into water. In other cases, a com-
pound containing chlorine, such as sodium or calcium hypochlorite, is
added to water. When that compound breaks down, chlorine and other
purifying substances are released to the water.

The term chlorination applies more generally to any chemical
reaction in which chlorine is added to some other substance. For
example, chlorine and methane gas can be reacted with each other to
form a series of chlorine-containing compounds. The best known of
that series are trichloromethane (also known as chloroform; used as an
anesthetic) and tetrachloromethane (also known as carbon tetrachlo-
ride; used as a solvent and a refrigerant).



starting point in the manufacture of plastics and other kinds of polymers
(chemical compounds that consist of repeating structural units). One of
the most important of these polymers is polyvinyl chloride (PVC), from
which plastic pipe and many other plastic products are made. Another is
neoprene, a synthetic form of rubber that is resistant to the effects of heat,
oxidation, and oils. Neoprene is widely used in automobile parts.

Bromine
Bromine was discovered in 1826 by French chemist Antoine-Jérôme

Balard (1802–1876). Balard chose the name bromine from the Greek word
for “stink,” because of its strong and disagreeable odor. Like chlorine,
bromine is obtained from brine. Chlorine gas is used to convert bromide
compounds in brine to elemental bromine.

Properties and uses. Bromine is a beautiful reddish-brown liquid
that vaporizes (changes to a gas) easily. The vapors are irritating to the
eyes and throat. The liquid is highly corrosive and can cause serious burns
if spilled on the skin. Bromine is chemically less active than fluorine and
chlorine but more active than iodine.

Like chlorine, bromine can be used as a disinfectant. In fact, some
water treatment systems have converted from chlorination to bromination
as a way of purifying water. For many years, one of the most important
compounds of bromine was ethylene dibromide, an additive in leaded
gasolines. Since leaded gasoline has been removed from the market, this
use has declined.

The product in which most people are likely to encounter compounds
of bromine is in photographic film. Tiny crystals of silver bromide un-
dergo a chemical change when exposed to light. This change is respon-
sible for the image produced when photographic film is used to take a
picture.

Bromine is also used to make a number of organic products that
function as pesticides. The most popular of these currently is methyl bro-
mide, a fumigant (another word for a substance used to destroy pests).
Methyl bromide is used as a spray for potatoes, tomatoes, and other agri-
cultural crops.

The halons are a group of organic compounds that contain bromine
along with at least one other halogen. The halons are popular as flame re-
tardants. However, scientists have found that, like the CFCs, they appear
to cause damage to Earth’s ozone layer. For that reason, their use has
been largely reduced throughout the world.
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Iodine
Iodine was discovered accidentally in 1811 by French chemist

Bernard Courtois (1777–1838). Courtois was burning seaweed to collect
potassium nitrate when he noticed that a beautiful violet vapor was pro-
duced. When the vapor cooled, it changed to dark, shiny, metallic-like
crystals. Humphry Davy later suggested the name iodine for the element
from the Greek word iodos, for “violet.”

As with chlorine and bromine, iodine is obtained from seawater. It
can also be produced from Chile saltpeter (sodium nitrate), in which it
occurs as an impurity in the form of sodium iodate (NaIO3).

Properties and uses. Iodine vapor is irritating to the eyes and res-
piratory system. It is highly toxic if ingested. Iodine is the least active of
the common halogens (not counting astatine).

The human body uses iodine to make thyroxine, an important hor-
mone (chemical messenger) produced by the thyroid gland. (The thyroid is
a gland located in the neck that plays an important role in metabolism—a
term used to describe processes of energy production and use by the body.)
If insufficient amounts of iodine are present in the diet, a person may de-
velop a condition known as goiter, a sometimes noticeable enlargement of
the thyroid gland. Once the relationship between iodine and goiter were
first discovered, manufacturers of table salt began to add iodine (in the form
of sodium iodide) to their product (iodized salt). This practice has largely
eliminated the problem of goiter in modern developed nations.

Iodine is also used commercially in a variety of products including
dyes, specialized soaps, lubricants, photographic film, medicines, and
pharmaceuticals.

Astatine
Astatine is generally regarded as one of the rarest naturally occur-

ring elements. According to some estimates, no more than 44 milligrams
of the element are to be found in Earth’s crust. It is hardly surprising,
then, that the element was first produced synthetically. In 1940, three
physicists at the University of California at Berkeley—D. R. Corson, 
K. R. Mackenzie, and Emilio Segrè (1905–1989)—made astatine by bom-
barding the element bismuth with alpha particles in a cyclotron (a parti-
cle accelerator or atom-smasher).

About 24 isotopes (forms) of astatine exist, all of them radioactive.
The most long-lived has a half-life of 8.3 hours, meaning that half of a
sample of the element disappears in 8.3 hours. Because it is so rare and
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has such a short half-life, astatine is one of the most poorly understood
of all chemical elements. It has no practical applications at this time.

[See also Element, chemical; Organic chemistry; Periodic table]

‡�Hand tools
The earliest hand tools date back to the Old Stone Age (of the Paleolithic
period), the earliest period of human development, which started roughly
two million years ago. These early hand tools included sticks and rocks
picked up and used to pound, dig, or throw. Modern technologies make
hand tools that are battery powered, so they are still portable yet easier
to use than their predecessors.

Earliest stone and metal tools
Technology begins in human history when the first stone flints or

spear tips were deliberately cut. These are known as Oldowan tools or
eoliths. It is often difficult for archaeologists to prove that the sharpened
edges of some stone artifacts are human-made rather than the result of
naturally occurring processes. However, certain improvised tools such as

pebbles and animal bones show clear signs of the
wear and tear of use. Other tools that have been
found with human remains in areas that archae-
ologists have defined as settlements are clearly
human-made.

About one-and-a-half-million years ago, an
improvement was made upon the basic carved
tool. The newer tools fall into three categories:
hand axes, picks, and cleavers. Hand axes from
this period are flaked on both sides and often
shaped carefully into teardrops. Picks are long
tools, with either one sharp edge or two. Cleavers
are smoothed into U-shapes with a sharp point on
one side. Archaeologists have a long list of pos-
sible uses for these artifacts, which may have
served more than one purpose. Butchering ani-
mals, digging for roots or water sources, and mak-
ing other tools are the most common suggestions.

The Bronze Age, which began about 3500
B.C., is the period in human history when metals
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A plane’s basic design has

not changed over time.

(Reproduced by permission of

Field Mark Publications.)



were first used regularly in the creation of tools and weapons. Metal al-
loys like bronze were deliberately crafted to improve the durability and
efficiency of hand tools. Handcrafted knives were important for nomadic
(wandering) peoples who hunted to survive. Swords became crucial tools
in warfare. The invention of the metal plow brought agriculture a huge
step forward, since it made systematic planting over wide areas possible.

Development of modern tools
Some hand tools have gone out of style or are used only rarely. The

cobbler (old term for shoemaker) used to make shoes by hand, but now
people buy mass-produced shoes and only take them to a repair shop to
be worked on by hand. However, a sewing needle has not changed in cen-
turies—it is still a common household object. Even though people now
have access to big sewing machines, it is still easier to fix a button or
darn a small tear with a plain needle.

During colonial times only the metal parts of a tool would be sold
to a user, who would then make his own handle out of wood to fit in his
hand perfectly. Many things made with metal nowadays, like nails and
shovels, were then made from wood. This is why older buildings and tools
have aged well, without problems such as rusting.

Modern technology
Simple hand tools, which cut, pound, or assemble, are now sold with

attached metal or plastic handles. Their basic designs and operations, how-
ever, have not changed over time. Drills are still used to bore holes, saws
to cut hard materials, screwdrivers to attach screws, wrenches to tighten
nuts and bolts, and planes and files to smooth down metal or wood sur-
faces. Some of these tools, such as drills and saws, are now primarily
electric, which saves time and effort. Other present-day tools combine
modern technology with time-tested operation. Squares and levels now
measure inclines and angles with liquid crystal digital displays, but they
otherwise look, feel, and perform like their old-fashioned counterparts.

‡�Heart
In humans, the heart is a pulsating organ that pumps blood throughout
the body. On average, the heart weighs about 10.5 ounces (300 grams).
It is a four-chambered, cone-shaped organ about the size of a closed fist.
It lies under the sternum (breastbone), nestled between the lungs. The
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heart is covered by a triple-layered, fibrous sac called the pericardium.
This important organ is protected within a bony cage formed by the ribs,
sternum, and spine.

In its ceaseless work, the heart contracts more than 100,000 times a
day to drive blood through about 60,000 miles (96,000 kilometers) of ves-
sels to nourish each of the trillions of cells in the body. Each contraction
of the heart forces about 2.5 ounces (74 milliliters) of blood into the blood-
stream. This adds up to about 10 pints (4.7 liters) of blood every minute.
An average heart will pump about 1,800 gallons (6,800 liters) of blood
each day. With exercise, that amount may increase as much as six times.
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Words to Know

Angina pectoris: Chest pain that occurs when blood flow to the heart
is reduced, resulting in a shortage of oxygen.

Aorta: Largest blood vessel in the body.

Atherosclerosis: Condition in which fatty material such as cholesterol
accumulates on an artery wall forming plaque that obstructs blood flow.

Atrioventricular node: Area of specialized tissue that lies near the
bottom of the right atrium that fires an electrical impulse across the
ventricles, causing them to contract.

Atria: Upper heart chambers that receive blood.

Diastole: Period of relaxation and expansion of the heart when its
chambers fill with blood.

Mitral valve: Valve with two cusps that separates the left atrium from
the left ventricle.

Pericardium: Fibrous sac that encloses the heart.

Sinoatrial node: Area of specialized tissue in the upper area of the
right atrium that fires an electrical impulse across the atria, causing
them to contract.

Systole: Rhythmic contraction of the heat.

Tricuspid valve: Fibrous, three-leaflet valve that separates the right
atrium from the right ventricle.

Ventricles: Lower heart chambers that pump blood.



In an average lifetime, the heart will pump about 100 million gallons (380
million liters) of blood.

The heart is divided into four chambers. The upper chambers are the
atria (singular atrium). The lower chambers are the ventricles. The wall
that divides the right and left sides of the heart is the septum. The atria
are thin-walled holding chambers for blood that returns to the heart from
the body. The ventricles are muscular chambers that contract rhythmi-
cally to propel blood through the body.

Movement of blood between chambers and in and out of the heart
is controlled by valves that allow movement in only one direction. Be-
tween the atria and ventricles are atrioventricular (AV) valves. Between
the ventricles and the major arteries into which they pump blood are semi-
lunar (SL) valves. The “lub-dup” sounds that a physician hears through
a stethoscope occur when the heart valves close. The AV valves produce
the “lub” sound upon closing, while the SL valves cause the “dup” sound.

Movement of blood through the heart
Blood carrying no oxygen (oxygen-depleted) returns to the right

atrium of the heart through the vena cava, a major vein. It then passes
through the tricuspid or right AV valve into the right ventricle. The tri-
cuspid valve is so named because it has three cusps or flaps that open and
close to control the flow of blood. When the right ventricle contracts,
blood is forced from the heart into the pulmonary artery through the pul-
monary SL valve.

The pulmonary artery is the only artery in the body that carries 
oxygen-depleted blood. It carries this blood into the lungs, where the blood
releases carbon dioxide and other impurities and picks up oxygen. The
freshly oxygenated blood then returns to the left atrium through the four
pulmonary veins. The blood then passes through the mitral or left AV
valve into the left ventricle.

The left ventricle has the hardest task of any chamber in the heart.
It must force blood from the heart into the body and head. For that pur-
pose it has a much thicker wall, approximately three times thicker than
the wall of the right ventricle. When the left ventricle contracts, blood
passes through the aortic SL valve into the largest artery in the body—
the aorta—to be carried and distributed to every area of the body.

The heart muscle or myocardium is unique in that it is not under
voluntary control (a person cannot cause it to start and stop at will) and
it must work without ceasing for a lifetime. The myocardium requires a
great deal of nourishment, and the arteries that feed it are the first to
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branch off from the aorta. These coronary arteries pass down and over
the heart, providing it with an abundant and uninterrupted blood supply.

The heart cycle and nerve impulses
Each heartbeat or heart cycle (also known as the cardiac cycle) is

divided into two phases. The two atria contract while the two ventricles
relax. Then, the two ventricles contract while the two atria relax. The con-
traction phase is known as systole, while the relaxation phase is known
as diastole. The heart cycle consists of a systole and diastole of both the
atria and ventricles. At the end of a heartbeat all four chambers rest.

The pattern of heart chambers filling and emptying in sequence is con-
trolled by a system of nerve fibers. They provide the electrical stimulus to
trigger contraction of the heart muscle. The initial stimulant is provided by
a small strip of specialized tissue in the upper area of the right atrium. This
is called the sinoatrial or SA node. The SA node fires an electrical impulse
that spreads across the atria, causing them to contract. The impulse also
reaches another node, the atrioventricular or AV node. (The AV node lies
near the bottom of the right atrium just above the ventricle.) After receiv-
ing the SA impulse, the AV node sends out its own electrical impulse. The
AV impulse travels down a specialized train of fibers into the ventricular
muscle, causing the ventricles to contract. In this way, the contraction of
the atria occur slightly before the contraction of the ventricles.

The electrical activity of the heart can be measured by a device called
the electrocardiograph (EKG). Variations in the heart’s electrical system
can lead to serious, even dangerous, consequences. When that occurs, an
electrical stimulator called an artificial pacemaker must be implanted to
take over the regulation of the heartbeat. The small pacemaker can be im-
planted under the skin near the shoulder. Long wires from the pacemaker
are fed into the heart and implanted in the heart muscle. The pacemaker
can be regulated for the number of heartbeats it will stimulate per minute.
Newer pacemakers can detect the need for increased heart rate when the
individual is exercising or under stress.

Heart diseases
Heart disease is the number-one cause of death among people liv-

ing in the industrial world. Preventive measures, such as an improved diet
and regular exercise, are the best methods to overcome heart disease.

Congenital heart disease is any defect in the heart present at birth.
About 1 out of every 100 infants are born with some sort of heart ab-
normality. Many of these congenital defects do not need to be treated.
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The most common type of congenital heart disease is the atrial septal de-
fect. In this condition, an opening in the septum between the right and
left atria allows blood from the two chambers to mix. If the hole is small,
it does not cause a problem. But a larger opening that allows too much
blood to mix can cause the right ventricle to be overwhelmed with blood,
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a condition that eventually leads to heart failure. The defect can be cor-
rected through a surgical procedure in which a patch is placed over the
opening to seal it.

Coronary heart disease (also known as coronary artery disease) is
the most common form of heart disease. A condition known as athero-
sclerosis results when fatty material such as cholesterol accumulates on
an artery wall forming plaque that obstructs blood flow. When the ob-
struction occurs in one of the main arteries leading to the heart, the heart
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does not receive enough blood and oxygen and its muscle cells begin to
die. The primary symptom of this condition is pain in the upper left part
of the chest that radiates down the left arm—what is called angina pec-
toris. A heart attack (myocardial infarction) occurs when blood flow to
the heart is completely blocked.

Numerous types of drugs have been developed to treat patients with
heart disease. Some drugs are given to make the heart beat more slowly,
removing stress placed on it. Other drugs cause blood vessels to dilate or
stretch. This also reduces stress on the heart. A third important type of
drug reduces cholesterol in the blood.

Surgical procedures are often used to treat heart disease. One pro-
cedure is known as coronary bypass surgery. To supply blood to the coro-
nary artery beyond the point of blockage, blood vessels are taken from
other parts of the body (often the leg) and connected to the artery. An-
other commonly performed procedure is angioplasty, during which nar-
rowed arteries are stretched to enable blood to flow more easily. The
surgery involves threading a balloon catheter (tube) through the coronary
artery and then stretching the artery by inflating the balloon.

The most dramatic treatment for heart disease is the replacement of
damaged hearts with healthy human or even animal hearts. The first suc-
cessful human heart transplant was performed by South African surgeon
Christiaan Barnard (1922– )in 1967. The patient, however, died in 18
days. Many patients who received early heart transplants died days or
months after the operation, mostly because their bodies rejected the new
organ. In the early 1980s, effective drugs were developed to fight organ
rejection. By the late-1990s, the one-year survival rate of patients re-
ceiving heart transplants was over 81 percent. For those who survived the
first year, survival rates rose to over 90 percent.

[See also Circulatory system; Electrocardiogram; Transplant,
surgical]

‡�Heat
Heat is the energy that flows between two objects because of a difference
in temperature. Heat always flows from a body at a higher temperature
to one at a lower temperature.

Scientists use the term heat differently than do nonscientists. The
average person may think of heat as the amount of energy contained in a
body. The correct term for that property, however, is thermal energy.
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Thermal energy and temperature
According to the kinetic theory of matter, all matter is composed 

of particles that are constantly in motion. Temperature is a measure of
the motion of those particles. The more rapidly particles are in motion,
the higher the temperature; the less rapidly they are moving, the lower the
temperature.

In theory, it would be possible to reduce the motion of the particles
in an object to zero. In that case, the object would contain no thermal en-
ergy. The temperature at which all particle motion ends is called absolute
zero. Scientists have come within a few millionths of a degree of absolute
zero but have never actually reached that point.

Transfer of thermal energy. The transfer of thermal energy from
one place to another occurs in one of three ways: conduction, convection,
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Heat Transfer

Another way to think of heat is as a transfer of thermal
energy from one place to another. This process occurs in one of three
ways: conduction, convection, and radiation.

Conduction. Conduction is the process of heat transfer. Rapidly mov-
ing molecules in a hot material collide with slower moving molecules
in a cool material. The fast-moving molecules slow down and the slow-
moving molecules increase their speed. Conduction occurs, then, when
two bodies of different temperatures are in contact with each other.

Convection. Convection is the process by which large masses of a
fluid (a liquid or gas) move, carrying thermal energy. When water in a
container is heated, for example, it expands. Cooler water around it
pushes the lighter water upward. As the warm water rises, it begins to
cool and starts to move downward in the liquid again. Eventually, a
circular motion is produced within the liquid, forcing heat to be trans-
ferred throughout the liquid.

Radiation. Finally, thermal energy can be transferred by radiation.
Hot bodies emit electromagnetic radiation that corresponds to their
temperature. This radiation passes through space until it comes into
contact with a body with less thermal energy. The cooler body then
absorbs this radiation and becomes warmer.



and radiation. In conduction, rapidly moving molecules in a hot material
collide with slower moving molecules in a cool material. The fast-
moving molecules slow down and the slow-moving molecules increase
their speed. Conduction occurs, then, when two bodies of different tem-
peratures are in contact with each other.

Convection is the process by which large masses of a fluid (a liquid
or gas) move, carrying thermal energy. When water in a container is heated,
for example, it expands. Cooler water around it pushes the lighter water
upward. As the warm water rises, it begins to cool and starts to move
downward in the liquid again. Eventually, a circular motion is produced
within the liquid, forcing heat to be transferred throughout the liquid.

Finally, thermal energy can be transferred by radiation. Hot bodies
emit electromagnetic radiation that corresponds to their temperature. This
radiation passes through space until it comes into contact with a body
with less thermal energy. The cooler body then absorbs this radiation and
becomes warmer.

Heat units
Since heat is a form of energy, the units used to measure heat are

the same as those used to measure energy. In the metric system, one of
the earliest units used to measure heat was the calorie. The calorie is de-
fined as the amount of heat energy needed to raise the temperature of one
gram of water one degree Celsius. To be precise, the temperature change
is specified as an increase from 14.5°C to 15.5°C.

In the International System of Units (the SI system), the unit of en-
ergy is the joule. A calorie is defined as 4.184 joules.

Specific heat
Materials differ from each other with regard to how easily they can

be warmed. One could add a joule of heat to a gram of water, a gram of
iron, a gram of mercury, and a gram of ethyl alcohol and notice very dif-
ferent results. The temperature of the mercury would rise the most, and
the temperature of the water would rise the least.

The specific heat capacity (or just specific heat) of a material is de-
fined as the amount of heat required to raise the temperature of one gram
of the material one degree Celsius. It takes 4.18 joules to raise the tem-
perature of 1 gram of water 1 degree Celsius (at a temperature of 25°C).
In comparison, it takes only 0.14 joule to raise the temperature of the
same amount of mercury by one degree Celsius and 0.45 joule to raise
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the temperature of the same amount of iron by one degree Celsius. It takes
2.46 joules to raise the temperature of the same amount of ethyl alcohol
by one degree Celsius.

[See also Energy; Temperature; Thermodynamics]

‡�Hibernation
Hibernation is a state of inactivity, in which an animal’s heart rate, body
temperature, and breathing rate are decreased in order to conserve energy
through the cold months of winter. A similar state, known as estivation,
occurs in some desert animals during the dry months of summer.

Hibernation is a technique that animals have developed in order to
adapt to harsh climates. When food is scarce, an animal may use up more
energy maintaining its body temperature and in searching for food than
it would receive from consuming the food. Hibernating animals use 70 to
100 times less energy than when active, allowing them to survive until
food is once again plentiful.

Many animals sleep more often when food is scarce, but only a few
truly hibernate. Hibernation differs from sleep in that a hibernating ani-
mal shows a drastic reduction in metabolism, and then awakes relatively
slowly. (Metabolism is the process by which cells in an organism break
down compounds to produce energy.) By contrast, a sleeping animal de-
creases its metabolism only slightly, and can wake up almost instantly if
disturbed. Also, hibernating animals do not show periods of rapid eye
movement (REM), the stage of sleep associated with dreaming in humans.

Bears, which many people think of as the classic hibernating animals,
are actually just deep sleepers. They do not significantly lower their me-
tabolism and body temperature. True hibernation occurs only in small mam-
mals, such as bats and woodchucks, and a few birds, such as poorwills and
nighthawks. Some species of insects show periods of inactivity during
which growth and development cease and metabolism is greatly reduced.
This state is generally referred to as diapause, although when correlated
with the winter months, it would also fit the definition of hibernation.

Preparing for hibernation
Animals prepare for hibernation in the fall by storing enough food

to last them until spring. Chipmunks accomplish this task by filling their
burrows with food, which they consume during periodic arousals from hi-
bernation throughout the winter. Most animals, however, store energy in-
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ternally, as fat. A woodchuck in early summer may have only about 5 per-
cent body fat. However, as fall approaches, changes occur in the animal’s
brain chemistry that cause it to feel hungry and to eat constantly. As a re-
sult, the woodchuck’s body fat increases to about 15 percent of its total
weight. In other animals, such as the dormouse, fat may comprise as much
as 50 percent of the animal’s weight by the time hibernation begins. A
short period of fasting usually follows the feeding frenzy, to ensure that
the digestive tract is completely emptied before hibernation begins.

Entering hibernation
Going into hibernation is a gradual process. Over a period of 

days, an animal’s heart rate and breathing rate drop slowly, eventually
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reaching rates of just a few times per minute. Their body temperature also
drops from levels of 37° to 38°C (99° to 100°F) to 10° to 20°C (50° to
70°F). The lowered body temperature makes fewer demands on metabo-
lism and food stores.

Electrical activity in the brain almost completely ceases during hi-
bernation, although some areas remain active. These areas are those that
respond to external stimuli such as light, temperature, and noise. Thus,
the hibernating animal can be aroused under extreme conditions.

Arousal
Periodically, perhaps every two weeks or so, the hibernating animal

awakes and takes a few deep breaths to refresh its air supply, or in the case
of the chipmunk, to grab a bite to eat. If the weather is particularly mild,
some animals may venture above ground. These animals, including chip-
munks, skunks, and raccoons, are sometimes called shallow hibernators.

Arousal begins with an increase in the heart rate. Blood vessels di-
late, particularly around the heart, lungs and brain, leading to an increased
breathing rate. Eventually, the increase in circulation and metabolic ac-
tivity spreads throughout the body, reaching the hindquarters last. It usu-
ally takes several hours for the animal to become fully active.

[See also Metabolism]

‡�Hologram and holography
Holography is a method of producing a three-dimensional (3-D) image
of an object. (The three dimensions are height, width, and depth.) The
image it brings to life is referred to as a hologram, from the Greek word
meaning “whole picture.” Unlike a two-dimensional picture, a hologram
allows a person to look “around” and “behind” its subject.

The hologram is actually a recording of the difference between two
beams of coherent light. Light is composed of waves that are all the same
length and that travel in all directions. Coherent light is in phase, mean-
ing its waves are vibrating and traveling together in the same direction.
To create a hologram, a laser beam (coherent light) is split in two: one
beam that stays undisturbed, called the reference beam, strikes a photo-
graphic plate. The second beam, called the object beam, strikes the sub-
ject and then bounces onto the plate. The subject’s interfering with the
second beam causes the two beams to become out of phase. This differ-

1 0 4 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Hologram and
holography



ence—called phase interference—is what is recorded on the photographic
plate. When a hologram is later illuminated with coherent light of the same
frequency that created it, a three-dimensional image of the subject appears.

Birth of the hologram
In 1947, English physicist Dennis Gabor (1900–1979) tried to im-

prove the image-producing capability of electron microscopes, which use
streams of electrons rather than light to magnify objects. His solution was
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to take an electron “picture” of an object. However, this process required
a coherent light source—something that did not exist at the time. It 
wasn’t until the early 1960s, when the first working laser was produced,
that 3-D images could be created. For developing the basic principles of
holography, Gabor was awarded the Nobel Prize in 1971.

Uses for holograms
One of the most visible applications of holography is in the field of

advertising. Holograms can be found on the covers of magazines, books,
and music recordings. In the 1970s, automakers would often use cylin-
drical holograms to show a new car model. A prospective car buyer could
walk around the tube and view the vehicle from all angles, though the
cylinder was actually empty.

The medical field was also quick to find a use for holograms. A holo-
graphic picture could be taken for research, enabling many doctors to ex-
amine a subject in three dimensions. Also, holograms can “jump” medi-
ums, that is, a hologram made using X rays can be viewed later in white
light with increased magnification and depth. Holography has also been
instrumental in the development of acoustical (sound) imaging and is of-
ten used in place of X-ray spectroscopy, especially during pregnancies.

A critical application of holography is in computer data storage.
Magnetic disks, the most common storage device for home and small-
frame computers, is two dimensional, so its storage capacity is limited.
Because of its three-dimensional nature, a hologram can store much more
information. Optical memories store large amounts of binary data (with
series of zeroes and ones representing bits of information) on groupings
of small holograms. When viewed by the computer using coherent light,
these groupings reveal a 3-D image full of information.

Credit companies now use holographic images on their credit cards.
Since holograms are expensive and difficult to produce, the practice dis-
courages counterfeiting.

[See also Laser; Spectroscopy]

‡�Hormones
Hormones are chemicals produced by one kind of tissue in an organism
and then transported to other tissues in the organism, where they produce
some kind of response. Because of the way they operate, hormones are
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sometimes called “chemical messengers.” Hormones are very different
from each other—depending on the functions they perform—and they oc-
cur in both plants and animals.

An example of hormone action is the chemical known as vaso-
pressin. Vasopressin is produced in the pituitary gland (at the base of the
brain) of animals and then excreted into the bloodstream. The hormone
travels to the kidneys, where it causes an increase in water retention.
Greater water retention produces, in turn, an increase in blood pressure.

Plant hormones
Some of the earliest research on hormones involved plants. In the

1870s, English naturalist Charles Darwin (1809–1882) and his son Fran-
cis (1848–1925) studied the effect of light on plant growth. They discov-
ered that plants tend to grow towards a source of light. They called the
process phototropism. The reason for this effect was not discovered for
another half century. Then, in the 1920s, Dutch-American botanist Frits
Went (1863–1935) discovered the presence of certain compounds that con-
trol the growth of plant tips toward light. Went named those compounds
auxins. Auxins are formed in the green tips of growing plants, in root tips,
and on the shaded side of growing shoots. They alter the rate at which
various cells in the plant grow so that it always bends towards the light.

Many other plant hormones have since been discovered. These hor-
mones are also called plant growth regulators because they affect the rate
at which roots, stems, leaves, or other plant parts grow. The gibberellins,
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Auxins: A group of plant hormones responsible for patterns of plant
growth.

Endocrine glands: Glands that produce and release hormones in an
animal.

Phototropism: The tendency of a plant to grow towards a source of
light.

Plant growth regulators: Plant hormones that affect the rate at which
plants grow.



for example, are chemicals that occur in many different kinds of plants.
They cause cells to divide (reproduce) more quickly and to grow larger
in size. Another group of plant growth regulators is the cytokinins. One
interesting effect of the cytokinins is that they tend to prevent leaves from
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Important Hormones of the 
Human Body

Hormone Source Function

Adrenalin  Adrenal gland Initiates emergency "fight or flight"
(epinephrine) responses in the nervous system

Androgens Testes Develop and maintain sex organs and male
(including secondary sex characteristics
testosterone)

Adrenal gland Control the metabolism (breaking down)
related of carbohydrates and proteins (to
hormones produce energy), maintain proper

balance of electrolytes (which regulate
the electric charge and flow of water
molecules across cell membranes), and
reduce inflammation

Digestive Various parts of Make possible various stages of digestion
hormones the digestive 

system

Estrogen Ovaries and Develops sex organs and secondary female
uterus sexual characteristics; maintains pregnancy

Glucagon Pancreas (Islets Raises blood glucose (sugar) levels
of Langerhans)

Gonadotropic Pituitary gland Stimulate gonads (sex organs)
hormones

Growth Pituitary gland Stimulates growth of skeleton and gain in
hormone body weight

Insulin Pancreas (Islets Lowers blood glucose levels
of Langerhans)

Oxytocin Pituitary gland Causes contraction of some smooth muscles

Progesterone Ovaries and Influences menstrual cycle and maintains
uterus pregnancy

Thyroxine Thyroid gland Regulates rate of metabolism and general
growth rate

Vasopressin Pituitary gland Reduces loss of water from kidneys



aging. When placed on a yellow leaf, a drop of cytokinin can cause the
leaf to turn green again.

Animal hormones
Hundreds of different hormones have been discovered in animals.

The human body alone contains more than 100 different hormones. These
hormones are secreted by endocrine glands, also known as ductless glands.
Examples of endocrine glands include the hypothalamus, pituitary gland,
pineal gland, thyroid, parathyroid, thymus, adrenals, pancreas, ovaries,
and testes. Hormones are secreted from these glands directly into the
bloodstream. They then travel to target tissues and regulate digestion,
growth, maturation, reproduction, and homeostasis (maintaining the
body’s chemical balance).

[See also Diabetes mellitus; Endocrine system; Reproductive sys-
tem; Stress]

‡�Horticulture
Horticulture is the science and art of grow-
ing and caring for plants, especially flow-
ers, fruits, and vegetables. Whereas agron-
omy (a branch of agriculture) refers to the
growing of field crops, horticulture refers to
small-scale gardening. The word horticul-
ture comes from Latin and means “garden
cultivation.”

Within the field of horticulture, seed
growers, plant growers, and nurseries are
the major suppliers of plant products.
Among the important specialists who work
in the field of horticulture are plant physi-
ologists, who work on the nutritional needs
of plants, and plant entomologists, who
work to protect plants from insect damage.

Horticulturists are often involved in
the landscaping and maintenance of public
gardens, parks, golf courses, and ball fields.
For the amateur home gardener, the rewards
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are both recreational and emotional. Gardening is one of the most popu-
lar pastimes for people—not only for those living in suburbs, but for city
dwellers who plant window boxes, grow house plants, or develop a gar-
den in an empty city lot.

‡�Human evolution
Since the mid-nineteenth century, Western scientific thought has stated that
all present-day species on Earth, including man, have arisen from earlier,
simpler forms of life. This theory means that the story of human evolu-
tion begins with a creature most people today would not consider human.

In 1859, the view of man’s history and his place on Earth was
changed forever by the publication of On the Origin of Species by Means
of Natural Selection, written by English naturalist Charles Darwin (1809–
1882). In this revolutionary book, Darwin stated that all living things
achieved their present form through a long period of natural changes. In
his 1871 book, The Descent of Man, Darwin further argued that man de-
scended from subhuman forms of life.

The history of how the human species evolved has been recon-
structed by evidence gathered by paleontologists (who study fossils), an-
thropologists (who study humans and their origins, development, and cus-
toms), anatomists (who study the structure of biological organisms),
biochemists (who study chemical compounds and processes occurring in
biological organisms), and many other scientists. Most of the concrete ev-
idence comes from the record left by fossils, which are remains or im-
prints of ancient plants or animals that are found in layers of rock. In prac-
tice, human fossils are mostly bones and teeth, which are the parts of the
human body more likely to be preserved over a great time period.

The human fossil record
In the overall history of life on Earth, the human species is a very

recent product of evolution. There are no humanlike fossils older than 
4.4 million years, which makes them only one-thousandth the age of life
on Earth.

The human species, or Homo sapiens, belongs to the hominid fam-
ily tree. Hominid means “human types,” and describes early creatures who
split off from the apes and took to walking upright or on their hind legs.
Studies have shown that Homo sapiens share a clear anatomical and ge-
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netic relationship to other primates (members of the group of mammals
that includes lemurs, monkeys, apes, and humans). Of all the primates,
humans have the closest relationship with apes. Both species have de-
scended from a common ancestor. At some point in evolution, the branch
of primates split into two arms. One evolved into modern apes, while the
other evolved into modern humans.

The reasons that human ancestors started to walk upright are not
known. Possibly, it was a response to environmental changes; as tropical
forests were beginning to shrink, walking might have been a better way
to cross the grasslands to get to nearby patches of forest for food. Stand-
ing upright also may have been a means of defense that slowly evolved.
When chimpanzees or gorillas become excited, they stand in an upright
posture and shake a stick or throw an object. By standing upright, they
appear bigger and more impressive in size than they normally are. In ad-
dition, the ability to stand up and get a wider view of the surroundings
gives an animal an advantage in the tall grasses. Walking upright also
frees up the hands to carry objects, such as tools.

Australopithecus. One of the oldest known humanlike animals to have
walked upright is believed to be Australopithecus afarensis, meaning the
southern ape of the Afar region in Ethiopia, Africa, where the fossils were
found. The most famous of these fossils, nicknamed Lucy, was found in
1974 near Hadar, Ethiopia, by a team of anthropologists led by American
Donald Johanson (1943– ). Lucy lived about 3.18 million years ago, and
had a skull, knees, and a pelvis more similar to humans than to apes. Her
brain size was about one-third that of modern humans, yet larger than any
apelike ancestor to have come before. She would have stood about 3.5 feet
(1 meter) tall, with long arms, a V-shaped jaw, and a large projecting face.
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Fossils: Remains or imprints of ancient plants or animals that are
found in layers of rock.

Hominid: Member of the family of primates that includes modern
humans.

Primate: Member of the group of mammals that includes lemurs, mon-
keys, apes, and humans.



In 1924, Australian anthropologist Raymond Dart (1893–1988) dis-
covered fossils at a site called Taung in South Africa. These fossils, dated
at 3 million years old, were named Australopithecus africanus, meaning
the southern ape of Africa. Australopithecus africanus probably evolved
from Australopithecus afarensis, but was slightly taller and had a slightly
larger brain. Altogether, there were probably four main species of aus-
tralopithecines.

Kenyanthropus. In early 2001, discoverers and scientists of human
evolution were stunned by the announcement of the discovery of a 3.5
million-year-old skull from what appeared to be an entirely new branch
of the early human family tree. The skull was discovered in 1999 by a
research team led by Meave Leakey on the western side of Lake Turkana
in northern Kenya. Leakey named the new member of the hominid fam-
ily Kenyanthropus platyops, meaning flat-faced man of Kenya. With a
flattened face and small molars, this hominid differed significantly from
the contemporary species to which Lucy belonged. This discovery has led
paleontologists to theorize that the human family tree is not one with a
straight trunk, but one shaped more like a complex bush with a tangle of
branches leading in many directions. Some branches lead to other
branches, while some lead to dead ends.

Homo. From one of these previous branches came the oldest known ho-
minid given the Latin name Homo, or “man.” This was Homo habilis, or
“handy man.” Discovered by English archaeologist and anthropologist
Louis S. B. Leakey (1903–1972) in 1961 in Olduvai Gorge, Tanzania,
this hominid was present in east Africa at least 2 million years ago. Taller
than his predecessors, Homo habilis showed the first marked expansion
of the brain. He was the first hominid to use tools routinely.

By about 1.6 million years ago, the hominid brain had increased to
about one-half the size of what it is today, and this difference made for
a new classification, Homo erectus, or “upright man.” Homo erectus is
generally thought to have been modern man’s direct ancestor. The first
known fossil of Homo erectus was found by Dutch paleontologist Eugène
Dubois (1858–1940) in 1894 in Java (an island of Indonesia); it was nick-
named Java man. Homo erectus is believed to have lived between 250,000
and 1.6 million years ago, although recent scientific findings on Java in-
dicate that Homo erectus may have lived there until about 27,000 to 53,000
years ago. Homo erectus was the first hominid to use fire and hand axes.

Anthropologists have long agreed that the first humans arose in
Africa. Just when these early humans began to migrate out of Africa and
inhabit other continents, however, has been a matter of fierce debate. But
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in May 2000, a team of anthropologists reported the first undisputed proof
that humans indeed left Africa at least 1.7 million years ago. The team
found two well-preserved skulls about 53 miles (85 kilometers) south of
Tbilisi, the capital of the Asian nation of Georgia. The skulls closely re-
sembled those of an early human species—called Homo ergaster by some
scientists and early Homo erectus by others—known to have lived in
Africa between 1.9 million and 1.4 million years ago. Scientists say the
find demonstrates that Homo ergaster was on the move shortly after this
new species arose in Africa and that some of our earliest ancestors were
already restless wanderers.

Homo sapiens. Between 250,000 and 400,000 years ago, Homo erec-
tus evolved into Homo sapiens (“wise man”). These ancestors of modern
man cooked their food, wore clothing, buried their dead, and constructed
shelters, but did not have a modern-sized brain. Over time, the body and
brain of Homo sapiens gradually became somewhat larger.

By about 40,000 years ago, Homo sapiens had evolved into modern
human beings, Homo sapiens sapiens (“wise, wise man”). In 1868, the
first fossils of modern Homo sapiens sapiens were found in Cro-Magnon
caves in southwest France, which gave that name to all early Homo sapi-
ens sapiens. Cro-Magnon remains have been found along with the skele-
tons of woolly mammoth, bison, and reindeer and with tools made from
bone, antler, ivory, stone, and wood, indicating that Cro-Magnon hunted
game of all sizes. Cro-Magnon buried their dead with body ornaments
such as necklaces, beaded clothing, and bracelets.

Cro-Magnon were artists, producing hauntingly beautiful cave art.
Carefully rendered pictures of animals, human and mythical representa-
tions, and geometric shapes and symbols were created using charcoal and
other pigments. Carvings of stone, ivory, and bone have also been dis-
covered in these caves.

In the late twentieth century, new fossil discoveries and genetic  ev-
idence fueled a debate concerning when and where Homo sapiens sapi-
ens emerged. In 1988, researchers found fossil fragments in a cave in 
Israel that suggest that anatomically modern humans lived there 92,000
years ago. These findings support the theory that modern humans existed
much longer than previously believed. They also support the theory, called
the out-of-Africa model, that modern humans evolved only once, in
Africa, leaving there in a rapid global expansion to replace other popula-
tions of older human forms in Europe and Asia. The out-of-Africa model
is opposed by the multiregional model, which argues that modern humans
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arose almost simultaneously and independently in several different places
in Africa, Europe, and Asia.

Neanderthal man
Neanderthal man (Homo sapiens neanderthalensis) was the first hu-

man fossil to be found in modern times. It was discovered in 1856 in Ger-
many’s Neander Valley. These early humanlike hominids (the source of
the caveman stereotype) had a large brain, a strong upper body, a bul-
bous nose, and a prominent brow ridge. They were proficient hunters. It
is possible that Neanderthals had an elaborate culture, were aware of the
medicinal properties of plants, and ritually buried their dead. Neanderthals
first appeared 300,000 years ago in what is now Europe, lived through-
out the ice ages, and disappeared about 35,000 years ago.

Recent excavations in Israel show that Neanderthals were contem-
porary with modern Homo sapiens sapiens. The two hominids apparently
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survived independently of each other for thousands of years. In 1997, a
team of German biologists analyzed the DNA (deoxyribonucleic acid; ge-
netic material) extracted from the bones of a Neanderthal who lived at
least 30,000 years ago. Their findings indicated that Neanderthals did not
interbreed with modern humans. The findings also suggested that the Ne-
anderthal line is four times older than the modern human line, meaning
Neanderthals split off much earlier from the hominid line than did the an-
cestors of modern humans. Scientists do not know why Neanderthals died
out, nor what the nature of their interaction with Homo sapiens sapiens
might have been.

[See also Evolution; Fossil and fossilization; Genetics; Primates]

‡�Human Genome Project
The Human Genome Project is the scientific research effort to construct
a complete map of all of the genes carried in human chromosomes. The
finished blueprint of human genetic information will serve as a basic ref-
erence for research in human biology and will provide insights into the
genetic basis of human disease.

Fifteen-year federal project
The human “genome” is the word used to describe the complete col-

lection of genes found in a single set of human chromosomes. It was in
the early 1980s that medical and technical advances first suggested to bi-
ologists that a project was possible that would locate, identify, and find
out what each of the 100,000 or so genes that make up the human body
actually do. After investigations by two United States government agen-
cies—the Department of Energy and the National Institutes of Health—
the U.S. Congress voted to support a fifteen-year project, and on Octo-
ber 1, 1990, the Human Genome Project officially began. It was to be
coordinated with the existing related programs in several other countries.
The project’s official goals are to identify all of the approximately 50,000
genes in human deoxyribonucleic acid (DNA) and to determine the se-
quences of the 3.2 billion base pairs that make up human DNA. The pro-
ject will also store this information in databases, develop tools for data
analysis, and address any ethical, legal, and social issues that may arise.

Makeup of the human chromosome
In order to understand how mammoth an undertaking this ambitious

project is, it is necessary to know how genetic instructions are carried on
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the human chromosome. Humans have forty-six chromosomes, which are
coiled structures in the nucleus of a cell that carry DNA. DNA is the ge-
netic material that contains the code for all living things, and it consists
of two long chains or strands joined together by chemicals called bases
or nucleotides (pronounced NOO-klee-uh-tides), all of which are coiled
together into a twisted-ladder shape called a double helix. The bases are
considered to be the “rungs” of the twisted ladder. These rungs are made
up of only four different types of nucleotides—adenine (A), thymine (T),
guanine (G), and cytosine (C)—and are critical to understanding how na-
ture stores and uses a genetic code. The four bases always form a “rung”
in pairs, and they always pair up the same way. Scientists know that A
always pairs with T, and G always pairs with C. Therefore, each DNA
base is like a letter of the alphabet, and a sequence or chain of bases can
be thought of as forming a certain message.

The human genome
The human genome, which is the entire collection of genes found

in a single set of chromosomes (or all the DNA in an organism), consists
of 3.2 billion nucleotide pairs or bases. To get some idea about how much
information is packed into a very tiny space, a single large gene may con-
sist of tens of thousands of nucleotides or bases, and a single chromo-
some may contain as many as one million nucleotide base pairs and four
thousand genes. What is most important about these pairs of bases is the
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Chromosome: Structures that organize genetic information in the
nucleus of a cell.

DNA (deoxyribonucleic acid): Large, complex molecules found in the
nuclei of cells that carry genetic information for an organism’s devel-
opment.

Gene: A segment of a DNA (deoxyribonucleic acid) molecule contained
in the nucleus of a cell that acts as a kind of code for the production of
some specific protein. Genes carry instructions for the formation, function-
ing, and transmission of specific traits from one generation to another.

Nucleotide: The basic unit of a nucleic acid. It consists of a simple
sugar, a phosphate group, and a nitrogen-containing base. (Pronounced
NOO-klee-uh-tide.)



particular order of the As, Ts, Gs, and Cs. Their order dictates whether
an organism is a human being, a bumblebee, or an apple. Another way
of looking at the size of the human genome present in each of our cells
is to consider the following phone book analogy. If the DNA sequence
of the human genome were compiled in books, 200 volumes the size of
the Manhattan telephone book (1,000 pages) would be needed to hold it
all. This would take 9.5 years to read aloud without stopping. In actual-
ity, since the human genome is 3.2 billion base pairs long, it will take 3
gigabytes of computer data storage to hold it all.

Two types of maps
In light of the project’s main goal—to map the location of all the

genes on every chromosome and to determine the exact sequence of nu-
cleotides of the entire genome—two types of maps are being made. One
of these is a physical map that measures the distance between two genes
in terms of nucleotides. A very detailed physical map is needed before
real sequencing can be done. Sequencing is the precise order of the nu-
cleotides. The other map type is called a genetic linkage map and it mea-
sures the distance between two genes in terms of how frequently the genes
are inherited together. This is important since the closer genes are to each
other on a chromosome, the more likely they are to be inherited together.
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Rapid progress
As an international project involving at least eighteen countries, the

Human Genome Project was able to make unexpected progress in its early
years, and it revised its schedule in 1993 and again in 1998. During De-
cember 1999, an international team announced it had achieved a scien-
tific milestone by compiling the entire code of a complete human chro-
mosome for the first time. Researchers chose chromosome 22 because of
its relatively small size and its link to many major diseases. The sequence
they compiled is over 23 million letters in length and is the longest con-
tinuous stretch of DNA ever deciphered and assembled. What was de-
scribed as the “text” of one chapter of the 23-volume human genetic in-
struction book was therefore completed. Francis Collins, director of the
National Human Genome Research Institute of the National Institutes of
Health, said of this success, “To see the entire sequence of a human chro-
mosome for the first time is like seeing an ocean liner emerge out of the
fog, when all you’ve ever seen before were rowboats.”

In February 2001, scientists working on the project published the
first interpretations of the human genome sequence. Previously, many in
the scientific community had believed that the number of human genes
totaled about 100,000. But the new findings surprised everyone: both re-
search groups said they could find only about 30,000 or so human genes.
This meant that humans have remarkably few genes, not that many more
than a fruit fly, which has 13,601 (scientists had decoded this sequence
in March 2000). This discovery led scientists to conclude that human com-
plexity does not come from a sheer quantity of genes. Instead, human
complexity seems to arise as a result of the structure of the network of
different genes, proteins, and groups of proteins and the dynamics of those
parts connecting at different times and on different levels.

Private sector competition
The Human Genome Project typically is called “big science,” usu-

ally referring to a large, complex, and, above all, expensive operation that
can only be undertaken by a government. That is why the emergence of
private sector (non-governmental) competition in 1998 was such a sur-
prise. During that year, J. Craig Venter, the founder of Celera Genomics,
announced that his company planned to sequence the human genome on
its own. He said he could achieve this because Celera Genomics was us-
ing the largest civilian supercomputer ever made to produce the needed
sequences. When Celera began to show real progress, it appeared to many
that a race between the public and private sectors would occur. However,
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once Venter met with Francis Collins, the director of the Human Genome
Project, it was agreed that cooperation would achieve more than compe-
tition. Therefore, when what was called the “draft sequence” was com-
pleted and announced on June 26, 2000, Venter and Collins appeared to-
gether and gave the public its first news of this achievement. They stated
that the project had compiled what might be called a rough draft of the
human genome, having put together a sequence of about 90 percent.

2003 anniversary
Total project completion—meaning that all of the remaining gaps

will be closed and its accuracy improved, so that a complete, high-
quality reference map is available—is expected in 2003. This will coin-
cide with the fiftieth anniversary of the description of the molecular 
structure of DNA, first unraveled in 1953 by American molecular biolo-
gist James Watson (1928– ) and English molecular biologist Francis Crick
(1916– ). When the genome is completely mapped and fully sequenced
in 2003, two years earlier than planned, biologists can for the first time
stand back and look at each chromosome as well as the entire human blue-
print. They will start to understand how a chromosome is organized, where
the genes are located, how they express themselves, how they are dupli-
cated and inherited, and how disease-causing mutations occur. This could
lead to the development of new therapies for diseases thought to be in-
curable as well as to new ways of manipulating DNA.

It also could lead to testing people for “undesirable” genes. How-
ever, such a statement leads to all sorts of potential dangers involving eth-
ical and legal matters. Fortunately, such issues have been considered from
the beginning. Part of the project’s goal is to address these difficult is-
sues of privacy and responsibility, and to use the completely mapped and
fully sequenced genome to everyone’s benefit.

Future benefits
There is no doubt that the breakthrough in human genome research

will mark a revolution in the biology of the twenty-first century. Although
we presently have only a glimpse of what the potential benefits of this
knowledge may be, there are several good indicators of the fields that
may benefit the most. What we have already witnessed is the real begin-
ning of an American biotechnology effort whose genomic research will
result in the creation of a multibillion-dollar industry. Many of these new
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companies that will emerge will develop new DNA-based products and
technologies that will improve our health and well-being.

Molecular medicine. First among these new medical applications
might be advances in what is known as molecular medicine. With the
knowledge gained from the completion of the Human Genome Project,
doctors will be less concerned with the symptoms of a disease or how it
shows itself than they will with what actually causes the disease. Detailed
genome maps will allow researchers to seek and find the genes that are
associated with such diseases as inherited colon and breast cancer and
Alzheimer’s disease. Not only will doctors be able to diagnose these con-
ditions at a much earlier point, but they will have new types of drugs, as
well as new techniques and therapies, that will allow them to cure or even
prevent a disease. In the near future, it is expected that doctors will know
much earlier whether a person has or is predisposed to getting certain dis-
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eases, and to then be able to use certain gene therapies or “custom drugs”
to cure these diseases.

New uses for microbes. Microbes are any forms of life that are too
small to be seen without a microscope. Bacteria are the most common
form of microbes or microorganisms. In the not-too-distant future, we can
expect the knowledge gained from the Human Genome Project to result
in science being able to sequence and therefore understand the genomes
of bacteria as well as of humans. This, in turn, will result in such highly
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useful applications as energy production, environmental cleanup, toxic
waste reduction, and the creation of entirely new industrial processes or
ways in which we manufacture things. Eventually, new “biotechnologies”
will be developed that will create bacteria that can “digest” waste mate-
rial of all sorts, produce energy the way plants do, and improve the way
industry makes products from food to clothing. Understanding the genetic
sequence of bacteria can also show how harmful bacteria work against
the body and perhaps how to combat them as well.

Risk assessment. Biologists know already that certain individuals are
more susceptible to certain toxic or poisonous agents than others. They
know that the cause for these susceptibilities is found in their genetic
makeup or in their genes. Understanding the human genome will lead to
science being able to identify, ahead of time, those who are at risk in cer-
tain environments, and conversely, those who have a stronger, “built-in”
resistance. Such knowledge will help to understand and control the can-
cer risks of people who might be exposed to radiation or similarly dan-
gerous energy-related materials or processes.

Comparative genomics. Comparative genomics means being able to
compare the genetic make-up of individuals, groups, and all forms of life.
Understanding the human genome and then the genomes of other life
forms will enable scientists to better understand human evolution and to
learn how people are connected to all other living things. Once researchers
discover what the actual genetic “map” is for all major groups of organ-
isms, there will be greater insight into how all life is connected and related.

Forensic science. Forensic science is the use of scientific methods to
investigate a crime and to prepare evidence that is presented in court. Any
living thing can be easily identified by examining the DNA sequences of
the species to which it belongs. Although identifying an individual by its
own DNA sequence is less precise, techniques developed during the Hu-
man Genome Project have made it presently possible to create a DNA pro-
file of a person with the assurance that there is an extremely small chance
that another individual has the exact same “DNA fingerprint.” This not
only will allow police to identify suspects whose DNA may match evi-
dence left at a crime scene, but it also can, and has, been used to prove
others innocent who were wrongly accused or convicted. DNA finger-
printing can identify victims, prove whether a man is the father of a child,
and better match organ donors with recipients.

Better crops and animals. A deeper genetic understanding of plants
and animals, as well as humans, will allow farmers to develop crops that
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can better resist disease, insects, and drought. Such “bioengineered” food
would enable farmers to use little or no pesticides on the fruit and veg-
etables we eat, as well as to reduce waste. They could do the same for
the animals farmers breed, and could produce healthier, more disease-
resistant livestock.

Altogether, the Human Genome Project has already begun to have
a major impact on the life sciences and the quality of our lives. Although
it has proven to be a highly successful effort and will certainly achieve
all of its stated goals, it really marks only the most basic of beginnings
in understanding the genetic secrets of life.

[See also Biotechnology; Genetic disorders; Genetic engineering;
Genetics]

‡�Hydrogen
Hydrogen is the simplest of all chemical elements. It is a colorless, odor-
less, tasteless gas that burns in air to produce water. It has one of the low-
est boiling points, �252.9°C (�423.2°F), and freezing points, �259.3°C
(�434.7°F), of all elements.

An atom of hydrogen contains one proton and one electron, making
it the simplest atom that can be constructed. Because of the one proton
in its nucleus, hydrogen is assigned an atomic number of 1. A total of
three isotopes of hydrogen exist. Isotopes are forms of an element with
the same atomic number but different atomic masses. Protium and deu-
terium are both stable isotopes, but tritium is radioactive.
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Hydrogen is the first element in the periodic table. Its box is situ-
ated at the top of Group 1 in the periodic table, but it is not generally con-
sidered a member of the alkali family, the other elements that make up
Group 1. Its chemical properties are unique among the elements, and it
is usually considered to be in a family of its own.

History
Hydrogen was discovered in 1766 by English chemist and physicist

Henry Cavendish (1731–1810). It was named by French chemist Antoine-
Laurent Lavoisier (1743–1794) from the Greek words for “water-former.”
Early research on hydrogen was instrumental in revealing the true nature
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The Hydrogen Economy

Some social scientists have called the last century of human
history the Fossil Age. That term comes from the fact that humans
have relied so heavily on the fossil fuels—coal, oil, and natural gas—
for the energy we need to run our societies. What happens when the
fossil fuels are exhausted? Where will humans turn for a new supply of
energy?

A new generation of scientists is suggesting the use of hydro-
gen as a future energy source. Hydrogen burns in air or oxygen with a
very hot flame that can be used to generate steam, electricity, and
other forms of energy. The only product of that reaction is water, a
harmless substance that can be released to the environment without
danger. In addition, enormous amounts of hydrogen are available from
water. Electrolysis can be used to obtain hydrogen from the world’s
lakes and oceans.

An economy based on hydrogen rather than the fossil fuels
faces some serious problems, however. First, hydrogen is a difficult gas
with which to work. It catches fire easily and, under certain circum-
stances, does so explosively. Also, the cost of producing hydrogen by
electrolysis is currently much too high to make the gas a useful fuel
for everyday purposes.

Of course, once the fossil fuels are no longer available,
humans may have no choice but to solve these problems in order to
remain a high-energy-use civilization.



of oxidation (burning) and, therefore, was an important first step in the
birth of modern chemistry.

Abundance
Hydrogen is by far the most abundant element in the universe. It makes

up about 93 percent of all atoms in the universe and about three-quarters
of the total mass of the universe. Hydrogen occurs both within stars and in
the interstellar space (the space between stars). Within stars, hydrogen is
consumed in nuclear reactions by which stars generate their energy.

Hydrogen is much less common as an element on Earth. Its density
is so low that it long ago escaped from Earth’s gravitational attraction.
Hydrogen does occur on Earth in a number of compounds, however, most
prominently in water. Water is the most abundant compound on Earth’s
surface.

Hydrogen also occurs in nearly all organic compounds and consti-
tutes about 61 percent of all the atoms found in the human body. Chemists
now believe that hydrogen forms more compounds than any other ele-
ment, including carbon.

Properties and uses
Hydrogen is a relatively inactive element at room temperature, but

it becomes much more active at higher temperatures. For example, it burns
in air or pure oxygen with a pale blue, almost invisible flame. It can 
also be made to react with most elements, both metals and nonmetals.
When combined with metals, the compounds formed are called hydrides.
Some familiar compounds of hydrogen with nonmetals include ammonia
(NH3), hydrogen sulfide (H2S), hydrogen chloride (or hydrochloric acid,
HCl), hydrogen fluoride (or hydrofluoric acid, H2F2), and water (H2O).
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The Isotopes of Hydrogen
  Atomic Atomic Percent of
Name Nucleus Number Mass Hydrogen Atoms

Protium 1 proton 1 1 99.985
Deuterium 1 proton; 1 neutron 1 2 0.015
Tritium 1 proton; 2 neutrons 1 3 trace



The largest single use of hydrogen is in the production of ammonia.
Ammonia, in turn, is used in the production of fertilizers and as a fertil-
izer itself. It is also a raw material for the production of explosives. Large
amounts of hydrogen are also employed in hydrogenation, the process by
which hydrogen is reacted with liquid oils to convert them to solid fats.
Hydrogen is used in the production of other commercially important
chemicals as well, most prominently, hydrogen chloride. Finally, hydro-
gen acts as a reducing agent in many industrial processes. A reducing
agent is a substance that reacts with a metallic ore to convert the ore into
a pure metal.

[See also Periodic table]

‡�Hydrologic cycle
Hydrologic cycle is the phrase used to describe the continuous circula-
tion of water as it falls from the atmosphere to Earth’s surface in the form
of precipitation, circulates over and through Earth’s surface, then evapo-
rates back to the atmosphere in the form of water vapor to begin the cy-
cle again. The scientific field concerned with the hydrologic cycle, the
physical and chemical properties of bodies of water, and the interaction
between the waters and other parts of the environment is known as hy-
drology.

The total amount of water contained in the planet’s oceans, lakes,
rivers, ice caps, groundwater, and atmosphere is a fixed, global quantity.
This amount is about 500 quintillion gallons (1,900 quintillion liters). 
Scientists believe this total amount has not changed in the last three bil-
lion years. Therefore, the hydrologic cycle is said to be constant through-
out time.

Earth’s water reservoirs and the water cycle
Oceans cover three-quarters of Earth’s surface, but contain over 97

percent of all the water on the planet. About 2 percent of the remaining
water is frozen in ice caps and glaciers. Less than 1 percent is found un-
derground, in lakes, in rivers, in ponds, and in the atmosphere.

Solar energy causes natural evaporation of water on Earth. Of all
the water that evaporates into the atmosphere as water vapor, 84 percent
comes from oceans, while 16 percent comes from land. Once in the 
atmosphere, depending on variations in temperature, water vapor eventu-
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ally condenses as rain or snow. Of this precipitation, 77 percent falls on
oceans, while 23 percent falls on land.

Precipitation that falls on land can follow various paths. A portion
runs off into streams and lakes, and another portion soaks into the soil,
where it is available for use by plants. A third portion soaks below the
root zone and continues moving slowly downward until it enters under-
ground reservoirs of water called groundwater. Groundwater accumulates
in aquifers (underground layers of sand, gravel, or spongy rock that col-
lect water) bounded by watertight rock layers. This stored water, which
may take several thousand years to accumulate, can be tapped by deep
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water wells to provide freshwater. It is estimated that the groundwater is
equal to 40 times the volume of all the freshwater on Earth’s surface.

A plant pulls water from the surrounding soil through its roots and
transports it to its stems and leaves. Solar heat on the leaves causes the
plant to heat up. The plant naturally cools itself by a process called tran-
spiration, whereby water is eliminated through pores in the leaves (called
stomata) in the form of water vapor. This water vapor then moves up into
the atmosphere.
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Solar heat also causes the evaporation of water from ground sur-
faces and from lakes and rivers. The amount of evaporation from these
areas is far less than that from the oceans, but the amount of evaporation
is balanced as gravity forces water in rivers to flow downhill to empty
into the oceans.

An inconsistent cycle
Although the hydrologic cycle is a constant phenomenon, it is not

always evident in the same place year after year. If it occurred consis-
tently in all locations, floods and droughts would not exist. However, each
year some places on Earth experience more than average rainfall, while
other places endure droughts.

[See also Evaporation; Water]
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‡�Ice ages
Ice ages were periods in Earth’s history when glaciers and vast ice sheets
covered large portions of Earth’s surface. Earth’s average annual tem-
perature varies constantly from year to year, from decade to decade, and
from century to century. During some periods, that average annual tem-
perature has dropped low enough to allow fields of ice to grow and cover
large regions of Earth.

The most recent ice age
Over the last 2.5 million years, about two dozen ice ages have oc-

curred. That means that Earth’s average annual temperature greatly shifted
upwards and downwards about two dozen times during that time. In each
case, a period of significant cooling was followed by a period of signif-
icant warming—called an interglacial period—after which cooling took
place once more.

Scientists know a great deal about the cycle of cooling and warm-
ing that has taken place on Earth over the last 125,000 years, the period
of the last ice age cycle. They have been able to specify the centuries and
decades during which ice sheets began to expand and diminish. For ex-
ample, the most severe temperatures during the last ice age were recorded
about 50,000 years ago. Temperatures then warmed before plunging again
about 18,000 years ago.

Clear historical records are available for one of the most severe re-
cent cooling periods, a period now known as the Little Ice Age. This pe-
riod ran from about the fifteenth to the nineteenth century and caused
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widespread crop failure and loss of human life throughout Europe. Since
the end of the Little Ice Age, temperatures have continued to move up
and down. No one is quite certain whether the last ice age has ended or
whether we are still living in it.

Evidence for the ice ages
A great deal of what scientists know about the ice ages they have

learned from the study of mountain glaciers. When a glacier moves down-
ward out of its mountain source, it carves out a distinctive shape on the
surrounding land. The “footprints” left by ice-age glaciers are compara-
ble to those formed by mountain glaciers.

The transport of materials from one part of Earth’s surface to an-
other part is also evidence for ice ages. Rocks and fossils normally found
only in one region of Earth may be picked up and moved by ice sheets
and deposited elsewhere. Also, moving ice may actually leave scratches
on the rock over which it moves, providing further evidence for changes
that took place during an ice age.
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Ice Age Refuges

The series of ice ages that occurred between 10,000 and
2,500,000 years ago had a dramatic effect on the climate and life-
forms in the tropics. During each glacial period, the tropics became
both cooler and drier, turning some areas of tropical rain forest into
dry seasonal forest or savanna. However, some areas of forest escaped
the dry periods and acted as refuges (protective shelters) for forest
plants and animals. During subsequent interglacials, when humid con-
ditions returned to the tropics, the forests expanded and were repopu-
lated by plants and animals from the species-rich refuges.

Ice age refuges correspond to present-day areas of tropical
forest that typically receive much rainfall and often contain unusually
large numbers of species. The location and extent of the forest refuges
have been mapped in both Africa and South America. In the African
rain forests, there are three main centers located in Upper Guinea,
Cameroon and Gabon, and the eastern rim of the Zaire basin. In the
Amazon Basin, more than 20 refuges have been identified for different
groups of animals and plants in Peru, Colombia, Venezuela, and Brazil.



Causes of the ice ages
Although scientists do not know exactly what causes ice ages or 

periods of glaciation, they have offered many theories. These theories
point to either astronomical (space-based) factors or terrestrial (Earth-
based) factors.

Astronomical factors. One of the most obvious astronomical factors
is the appearance of sunspots. Sunspots are eruptions that occur on the
Sun’s surface during which unusually large amounts of solar energy are
released. The number of sunspots that occur each year changes accord-
ing to a fairly regular pattern, reaching a maximum about every 11 years.
Some scientists have suggested that the increasing and decreasing amounts
of energy sent out during sunspot activity may contribute in some way to
the increase and decrease of ice fields on Earth’s surface.

Other scientists have pointed to the changes in the geometry of
Earth’s orbit around the Sun as factors that have led to ice ages. Those
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changes have resulted in Earth receiving more or less solar radiation, be-
coming consequently warmer or cooler. In the 1930s, Serbian mathe-
matician Milutin Milankovitch (1879–1958) proposed a theory to explain
such changes. The Milankovitch theory states that three periodic changes
in Earth’s orbit around the Sun affect the amount of sunlight reaching
Earth at different latitudes, leading to ice ages. First, Earth’s axis wob-
bles like a gyroscope, tracing a complete circle every 23,000 years or so.
Second, while wobbling, the axis tilts between 22 and 24.5 degrees every
41,000 years. Third, Earth’s elliptical orbit pulses, moving outward or in-
ward every 100,000 and 433,000 years.

Terrestrial factors. Changes that take place on Earth itself may also
have contributed to the evolution of ice ages. For example, volcanic erup-
tions can contribute to significant temperature variations. Dust particles
thrown into the air during an eruption can reflect sunlight back into space,
reducing heat that would otherwise have reached Earth’s surface.

A similar factor affecting Earth’s annual average temperature might
be the impact of meteorites on Earth’s surface. If very large meteorites
had struck Earth at times in the past, such collisions would have released
huge volumes of dust into the atmosphere. The presence of this dust could
have also reduced Earth’s annual average temperature for an extended pe-
riod of time.

Whatever the cause of ice ages, it is clear that they can develop as
the result of relatively small changes in Earth’s average annual tempera-
ture. It appears that annual variations of only a few degrees can result in
the formation of extensive ice sheets that cover thousands of square miles
of Earth’s surface.

[See also Geologic time]

‡�Iceberg
An iceberg is a large mass of free-floating ice that has broken away from
a glacier. (Glaciers are flowing masses of ice, created by years of snow-
fall and cold temperatures.) Beautiful and dangerous, icebergs are carried
about the ocean surface until they melt. Most icebergs come from the
glaciers of Greenland or from the massive ice sheets of Antarctica.

The process of icebergs breaking off of a glacier is called calving.
Icebergs consist of freshwater ice, pieces of debris, and trapped bubbles
of air. The combination of ice and air bubbles causes sunlight shining on
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the icebergs to color the ice spectacular shades of blue, green, and white.
Icebergs come in a variety of unusual shapes and sizes, some long and
flat, others towering and massive.

An iceberg floats because it is lighter and less dense than the salty
seawater, but only a small part of the iceberg is visible above sea level.
Typically, about 80 to 90 percent of an iceberg is below sea level. Sci-
entists who study icebergs classify true icebergs as pieces of ice that are
higher than 16 feet (5 meters) above sea level and wider than 98 feet (30
meters) at the water line. The largest icebergs can be taller than 230 feet
(70 meters) and wider than 738 feet (225 meters). Chunks of ice more
massive than this are called ice islands. Ice islands are much more com-
mon in the Southern Hemisphere, where they break off from the Antarc-
tic ice sheets.

The life span of an iceberg depends on its size, but is typically about
two years in the Northern Hemisphere. Because they are larger, icebergs
from Antarctica may last for several more years. The main destructive
forces that work against icebergs are wave action and heat. Wave action
can break icebergs into smaller pieces. It can also force icebergs to knock
into each other, which can fracture them. Relatively warm air and water
temperature gradually melt icebergs.

Since icebergs float, they drift with water currents toward the warmer
waters near the equator. Icebergs may drift as far as 8.5 miles (14 kilo-
meters) per day. Most icebergs have completely melted by the time they
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Words to Know

Calving: Process of iceberg formation in which a glacier flows into the
sea and large chunks of glacial ice break free due to stress, pressure,
or the forces of waves and tides.

Ice island: Thick slab of floating ice occupying an area as large as
180 square miles (460 square kilometers).

Ice sheet: Glacial ice that covers at least 19,500 square miles (50,000
square kilometers) of land and that flows in all directions, covering
and obscuring the landscape below it.

Ice shelf: Section of an ice sheet that extends into the sea a consid-
erable distance and that may be partially afloat.



reach about 40 degrees latitude, north and south. There have been rare
occasions when icebergs have drifted as far south as the island of Bermuda
in the Caribbean, and as far east as the Azores, islands in the Atlantic
Ocean off the coast of Spain.

Loss of the Titanic to an iceberg
One of the best-known icebergs is the one that struck and sank the

ocean liner Titanic on her maiden voyage in the spring of 1912. More
than 1,500 people lost their lives in that disaster, which occurred near
Newfoundland, Canada. As a result of the tragedy, 16 nations agreed to
monitor icebergs to protect shipping interests in the North Atlantic sea
lanes. Counts of icebergs drifting into the North Atlantic shipping lanes
vary from year to year. Some years no icebergs drift into the lanes; other
years are marked by hundreds or more. Many ships now carry their own
radar equipment to detect icebergs. Some ships even rely on infrared sen-
sors from airplanes and satellites. Sonar is also used to locate icebergs.

Modern iceberg research continues to focus on improving methods
of tracking and monitoring icebergs and on learning more about iceberg
deterioration. In 1995, a huge iceberg broke free from the Larsen Ice Shelf
in Antarctica. Between the fall of 1998 and the spring of 1999, 662 square
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miles (1,714 square kilometers) of area from the Larsen Ice Shelf calved
away. In the fall of 2000, an iceberg measuring 30 by 11.5 miles (48 by
18.5 kilometers) calved from the Ross Ice Shelf in Antarctica. According
to some scientists, these highly unusual events could be evidence of global
warming.

Some people have proposed towing icebergs to regions of the world
that suffer from drought. However, the cost and potential environmental
impact of such a project have discouraged any such attempts.

[See also Glaciers]

‡�Imaginary number
An imaginary number is the square root of a negative real number. (The
square root of a number is a second number that, when multiplied by 
itself, equals the first number.) As an example, √�25 is an imaginary
number.

The problem with imaginary numbers arises because the square (the
result of a number multiplied by itself) of any real number is always a
positive number. For example, the square of 5 is 25. But the square of
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�5 (�5 � �5) is also 25. What does it mean, then, to say that the square
of some number is �25. In other words, what is the answer to the prob-
lem √�25 � ?

As early as the sixteenth century, mathematicians were puzzled 
by this question. Italian mathematician Girolamo Cardano (1501–1576)
is generally regarded as the first person to have studied imaginary num-
bers. Eventually, a custom developed for using the lowercase letter i
to represent the square root of a negative number. Thus √�1 � i, and 
√�25 � √25 � √�1 � 5i.

Complex numbers
Imaginary numbers were largely a stepchild in mathematics until the

nineteenth century. Then, they were incorporated into another mathemat-
ical concept known as complex numbers. A complex number is a num-
ber that consists of a real part and an imaginary part. For example, the
number 5 � 3i is a complex number because it contains a real number
(5) and an imaginary number (3i). One reason complex numbers are im-
portant is that they can be manipulated in ways so as to eliminate the
imaginary part.

[See also Complex numbers]

‡�Immune system
The immune system in a vertebrate (an organism with a backbone) consists
of all the cells and tissues that recognize and defend the body against for-
eign chemicals and organisms. For example, suppose that you receive a cut
in your skin. Microorganisms living on your skin are then able to enter your
body. They pass into the bloodstream and pass throughout your body. Some
of these microorganisms are pathogenic, that is, they may cause illness and
even death. As soon as those microorganisms enter your body, its immune
system begins to identify them as foreign to your body and to produce de-
fenses that will protect your body against any diseases they may cause.

The study of the immune system is known as immunology and sci-
entists engaged in this field of research are immunologists. Our under-
standing of the way in which the immune system functions in animals has
made possible the prevention of various diseases by means of immu-
nizations. The term immunization refers to the protection of an individ-
ual animal against a disease by the introduction of killed or weakened
disease-causing organisms into its bloodstream.
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Levels of defense
The immune system consists of three levels of response: external

barriers; nonspecific responses; and specific responses. Included among
the external barriers are the skin and mucous membranes. An animal’s
skin acts something like a protective wrapping that keeps disease-
causing organisms out of the body. Normally, the skin is covered with
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Words to Know

Antibody response: The specific immune response that utilizes B cells
to kill certain kinds of antigens.

Antigen: Anything that causes an immune response in an animal.

B cell (or B lymphocyte): A lymphocyte that participates in the anti-
body response.

Helper T cell: A kind of T cell with many functions in the immune
system, including the stimulation of the development of B cells.

Histamine: A chemical that causes blood vessels to dilate (become
wider), thus increasing blood flow to an area.

Inflammatory response: A nonspecific immune response that causes
the release of histamine into an area of injury; also prompts blood
flow and immune cell activity at injured sites.

Lymphocyte: White blood cell.

Memory cell: The T and B cells that remain behind after a primary
immune response and that respond swiftly to subsequent invasions by
the same microorganism.

Nonspecific defenses: Immune responses that generally target all for-
eign cells.

Phagocytosis: The process by which one cell engulfs another cell.

Plasma cell: A B cell that secretes antibodies.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Specific defenses: Immune responses that target specific antigens.

Vaccination: Introducing antigens into the body in order to make
memory cells, thereby reducing the likelihood of contracting future
diseases caused by those antigens.



untold numbers of organisms, some that are harmless, but others that can
cause disease. Virtually none of these organisms has the ability to pene-
trate the skin. Only when the skin has been broken, as in a cut, can the
organisms pass into the body.

1 0 8 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Immune system

Interferons

One of the most exciting new disease-fighting agents is a
class of compounds known as interferons. Interferons were first discov-
ered in 1957 by Alick Isaacs and Jean Lindenmann. Isaacs and Linden-
mann found that chick embryos injected with the influenza virus
released very small amounts of a protein that destroyed the virus. The
protein also prevented the growth of any other viruses in the embryos.
Isaacs and Lindenmann suggested the name interferon for the protein
because of its ability to interfere with viral growth.

Further research showed that interferon was produced within hours
of a viral invasion and that most living things (including plants) make the
protective protein. Scientists realized that interferons were the first line of
defense against viral infection in a cell. They realized that interferons
might be effective in treating a number of viral diseases in humans,
such as some forms of cancer, genital warts, and multiple sclerosis.

Interferons are classified into two general categories, Type I
and Type II. Type I interferons are made by every cell in the body,
while Type II interferons are made only by T cells and natural killer
(NK) cells. Interferons are also classified according to their molecular
structure as alpha, beta, gamma, omega, and tau interferons.

In 1986, interferon-alpha became the first interferon to be
approved by the U.S. Food and Drug Administration (FDA) for the
treatment of disease, in this case, for hairy-cell leukemia. In 1988,
this class of interferons was also approved for the treatment of genital
warts, proving effective in nearly 70 percent of patients who do not
respond to standard therapies. In that same year, it was approved for
treatment of Kaposi’s sarcoma, a form of cancer that appears fre-
quently in patients suffering from AIDS.

In 1993, another class of interferon, interferon-gamma,
received FDA approval for the treatment of one form of multiple scle-
rosis characterized by the intermittent appearance and disappearance
of symptoms. Interferon-gamma may also have therapeutic value in the
treatment of leishmaniasis, a parasitic infection that is prevalent in
parts of Africa, North and South America, Europe, and Asia.



Mucous membranes are tissues that excrete a thick, sticky liquid known
as mucus. All openings that lead to the interior of the body—the mouth,
nose, anal tract, and digestive tract—are covered with mucous membranes.
Organisms that try to enter the body through one of these openings tend to
become trapped in the mucus, preventing them from entering the body.

Nonspecific immune system. Organisms that manage to penetrate
the body’s first line of defense then encounter another hurdle: the body’s
nonspecific immune system. The term nonspecific means that this line of de-
fense goes into operation whenever any kind of foreign material enters the
body. The immune systems of animals have developed the ability to tell the
difference between its own cells, that is, cells produced by the body, and any
other kind of material. The foreign matter might be another kind of organ-
ism, such as a bacterium or virus; cells from another animal; or inanimate
matter, such as coal dust, pollen, cigarette smoke, or asbestosis fibers. Any-
thing that causes an immune response in an animal is said to be an antigen.

Identification of foreign particles as “not-me” cells is made by a group
of white blood cells known lymphocytes. Lymphocytes search out anti-
gens in the bloodstream and destroy them by phagocytosis. Phagocytosis
is the process by which one cell surrounds a second cell and engulfs it.
Once the foreign cell has been swallowed up by the lymphocyte, it is di-
gested by enzymes released from the lymphocyte.

The invasion of antigens can also produce
an inflammatory response. Suppose you cut your
finger on a tin can. The cut soon becomes red,
swollen, and warm. These signs are evidence of
the inflammatory response. Injured tissues send
out signals to immune system cells, which quickly
migrate to the injured area. These immune cells
perform different functions. Some destroy bacte-
ria by phagocytosis. Others release enzymes that
kill the bacteria. Still other cells release a sub-
stance called histamine. Histamine causes blood
vessels to dilate (become wider), thus increasing
blood flow to the area. All of these activities pro-
mote healing in the injured tissue.

Allergic reactions are examples of an inap-
propriate inflammatory response. When a person
is allergic to pollen, the body’s immune system
is reacting to pollen (a harmless substance) as if
it were a bacterium and an immune response is
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prompted. When pollen is inhaled, it stimulates an inflammatory response
in the nasal cavity and sinuses. Histamine is released, which dilates blood
vessels and causes large amounts of mucous to be produced, leading to a
“runny nose.” In addition, histamine stimulates the release of tears and is
responsible for the watery eyes and nasal congestion typical of allergies.

To combat these reactions, many people take drugs that deactivate
histamine. These drugs, called antihistamines, are available over the
counter and by prescription. Some allergic reactions result in the pro-
duction of large amounts of histamine, which impairs breathing and ne-
cessitates prompt emergency care. People prone to these extreme allergic
reactions must carry a special syringe with epinephrine (adrenalin), a drug
that quickly counteracts this severe respiratory reaction.

Specific immune system. The body’s third line of defense against
invasion by foreign organisms is the specific immune system. The specific
immune system consists of two kinds of lymphocytes known as T lym-
phocytes and B lymphocytes. The two kinds of cells are sometimes known
simply as T cells and B cells. Both kinds of cells are produced in bone
marrow. T cells then migrate to the thymus (which gives them the T in
their names), where they mature. No one knows where B cells mature.

T cells and B cells differ from nonspecific lymphocytes in that they
attack only very specific antigens. For example, the blood and lymph of
humans have T cell lymphocytes that specifically target the chicken pox
virus, T cell lymphocytes that target the diphtheria virus, and so on. When
T cell lymphocytes specific for the chicken pox virus encounters a body
cell infected with this virus, the T cell multiplies rapidly and destroys the
invading virus.

Two kinds of T cells exist: killer T cells and helper T cells. Killer
T cells go directly to the target antigen and attack it. Helper T cells have
many different functions, including to help in the development of B cells.
Another function is to stimulate the formation of other T cells and the re-
lease of various chemicals that aid in the destruction of antigens.

Helper T cells have an especially crucial role in the immune sys-
tem. Thus, any disease that destroys helper T cells has a devastating ef-
fect on the immune system as a whole. HIV (human immunodeficiency
virus, which causes AIDS [acquired immunodeficiency syndrome]), for
example, infects and kills helper T cells, thus disabling the immune sys-
tem and leaving the body helpless to stave off infection.

Memory cells. After an invader has been destroyed, some T cells re-
main behind. These cells are called memory cells. Memory cells give an
animal immunity to future attacks by the original invader. Once a person
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has had chicken pox, memory cells are created. If the person is later ex-
posed to the chicken pox virus again, the virus is quickly destroyed. This
secondary immune response, involving memory cells, is much faster than
the primary immune response.

The procedure known as vaccination makes use of the above process.
Vaccination is the process by which a killed microorganism (or parts
thereof) are injected into a person’s bloodstream. The presence of these
particles prompts the formation of memory cells without a person’s hav-
ing to actually develop the disease.

B cells and the antibody response. When helper T cells recognize
the presence of an invading antigen, they stimulate B cells in the blood
and lymph to start reproducing. As the B cells reproduce, they also un-
dergo a change in structure and become known as plasma cells. Those
plasma cells then begin to secrete compounds known as antibodies. An-
tibodies are chemicals released by B cells that attach themselves to the
surface of an antigen. The presence of an antibody helps other cells in the
immune system recognize the antigen and mark it for destruction.

[See also AIDS (acquired immunodeficiency syndrome); Allergy;
Antibody and antigen; Lymphatic system; Vaccine]

‡�Incandescent light
Incandescent light is given off when an object is heated until it glows. To
emit white light, an object must be heated to at least 1,341°F (727°C).
White-hot iron in a forge, red lava flowing down a volcano, and the red
burners on an electric stove are all examples of incandescence. The most
common example of incandescence is the white-hot filament in the light-
bulb of an incandescent lamp.

History of incandescent lamps
In 1802, English chemist Humphry Davy (1778–1829) demonstrated

that by running electricity through a thin strip of metal, that strip could
be heated to temperatures high enough so they would give off light. The
strip of metal, called a filament, is resistant to the electricity flowing
through it (the thinner the metal, the higher the resistance). The resistance
turns the electrical energy into heat, and when the filament becomes white-
hot, it gives off light. It incandesces because of the heat. This is the ba-
sic principle by which all incandescent lamps work.
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In the decades following Davy’s demonstration, other scientists and
inventors tried to develop workable incandescent lamps. But these lamps
were delicate, unreliable, short-lived, and expensive to operate. The life-
time was short because the filaments used would burn up in air. To com-
bat the short lifetime, early developers used thick, low-resistance fila-
ments, but heating them to incandescence required large electrical
currents—and generating large currents was costly.

In 1860, English chemist and physicist Joseph Wilson Swan (1828–
1914) invented a primitive electric lamp using a filament of carbonized
paper in a vacuum glass bulb. In Swan’s time, however, it was impossi-
ble to make a good enough vacuum. As a result, a wire might be brought
to incandescence and produce light for a short time, but it quickly burned
up and the light went out. Although the lack of a good vacuum prevented
the lamp from working very well, Swan’s design helped American in-
ventor Thomas Alva Edison (1847–1931) produce the first practical in-
candescent lightbulb almost twenty years later.

An important key to Edison’s success was that much better vacu-
ums were available by the late 1870s. In addition, Edison knew that the
lamp filament should have high, rather than low, resistance. By increas-
ing the resistance, one can reduce the amount of current needed. Increasing
the resistance also reduces the amount of energy required to heat the fil-
ament to incandescence. After spending fifty thousand dollars in one
year’s worth of experiments in search of some sort of wire that could be
heated to incandescence by an electric current, Edison finally abandoned
metal altogether. He then discovered a material that warmed to white heat
in a vacuum without melting, evaporating, or breaking—a simple piece
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Words to Know

Electricity: A form of energy caused by the presence of electrical
charges in matter.

Filament: The light source or part of an incandescent lightbulb that is
heated until it becomes incandescent.

Incandescence: Glowing due to heat.

Resistance: Anything that causes an opposition to the flow of elec-
tricity through a circuit.



of charred cotton thread. On October 21, 1879, Edison first demonstrated
in public an incandescent lightbulb—made with his charred cotton
thread—that burned continuously for forty hours.

Design
Modern incandescent lamps come in a huge variety of shapes and

sizes, but all share the same basic elements. Each is contained by a glass
or quartz sphere or envelope. A current enters the lamp through a con-
ductor in an airtight joint or joints. Wires carry the current to the fila-
ment, which is held up and away from the bulb by support wires. Changes
in the specifics of incandescent lamps have been made to increase effi-
ciency, lifetime, and ease of manufacture.

Although the first common electric lamps were incandescent, many
lamps used today are not: Fluorescent lamps, neon signs, and glow-
discharge lamps, for example, are not incandescent. Fluorescent lamps
are more energy-efficient than incandescent lamps. In the process of ra-
diating light, an incandescent bulb also radiates a huge amount of infrared
heat—far more heat than light. The purpose of a lightbulb is to generate
light, so the heat is simply wasted energy.

Today, filaments are made of coiled tungsten, a high-resistance 
material that can be drawn into a wire. It has both
a high melting point of 6,120°F (3,382°C) and a
low vapor pressure, which keep it from melting
or evaporating too quickly. Tungsten also has a
higher resistance when it is hot than when it is
cold. The filament shape and length are also im-
portant to the efficiency of the lamp. Most fila-
ments are coiled, and some are double- and triple-
coiled. This allows the filament to lose less heat
to the surrounding gas as well as indirectly heat-
ing other portions of the filament.

Most lamps have one screw-type base,
through which both wires travel to the filament.
The base is cemented to the bulb. The bulb 
may be made from either a regular lead or lime
glass or a borosilicate glass that can withstand
higher temperatures. Even higher temperatures
require the use of quartz, high-silica, or alumi-
nosilicate glasses. Most bulbs are chemically
etched inside to diffuse light from the filament.

1 0 8 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Incandescent
light

An incandescent lightbulb.

(Reproduced by permission of

Phototake.)



Placing a coating of powered white silica on the inner surface of the bulb
is another method used to diffuse the light.

Lower wattage bulbs have all the atmosphere pumped out, leaving
a vacuum. Lights rated at 40 W or more use an inert fill gas that reduces
the evaporation of the tungsten filament. Most use argon, with a small
percentage of nitrogen to prevent arcing or the sparking produced when
the electric current jumps across the space between the lead-in wires.
Krypton is also occasionally used because it increases the efficiency of
the lamp, but it is also more expensive.

As the bulb ages, the tungsten evaporates. Some of the evaporated
tungsten deposits on the inner surface of the bulb, darkening it. (One can
tell whether a bulb has a fill gas or is a vacuum bulb by observing the
blackening of an old bulb: vacuum bulbs are evenly coated, whereas gas-
filled bulbs show blackening concentrated at the uppermost part of the
bulb.) As the tungsten evaporates, the filament becomes thinner and its
resistance increases. Eventually, a thin spot in the filament causes the fil-
ament to break and the bulb “burns out.”

Applications
Thousands of different bulbs are available for a myriad of purposes.

General service bulbs are made in ranges from 10 W to 1500 W. The
higher-wattage bulbs tend to be more efficient at producing light, so it is
more energy-efficient to operate one 100-W bulb than two 50-W bulbs.
On the other hand, long-life bulbs (which provide longer lifetimes by re-
ducing the filament temperature) are less efficient than regular bulbs, but
they may be worth using in situations where changing the bulb is a bother
or may a hazard.

Spotlights and floodlights generally require accurately positioned,
compact filaments. Reflectorized bulbs, such as those used for car head-
lights (these are tungsten-halogen bulbs) or overhead downlights (such as
those used in track lighting) are made with reflectors built into the bulb:
the bulb’s shape along one side is designed so that a reflective coating on
that inner surface shapes the light into a beam.

[See also Fluorescent light]

‡�Indicator species
Indicator species are plants and animals that, by their presence, abun-
dance, or chemical composition, demonstrate some distinctive aspect of
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the character or quality of the environment. For example, in areas where
metal-rich minerals can be found at the soil surface, indicator species of
plants accumulate large concentrations of those minerals in their tissues.
Studies have shown levels of nickel as high as 10 percent in the tissues
of some varieties of the mustard plant in Russia and as high as 25 per-
cent in the tissues of the Sebertia acuminata from the Pacific island of
New Caledonia. Similarly, a relative of the mint plant found in parts of
Africa has been important in the discovery of copper deposits. This plant
grows only in areas that have up to 7 percent copper in their soil.

Ecological significance
More recently, indicator species have begun being used as measures

of habitat or ecosystem quality. For example, many species of lichens are
very sensitive to toxic gases, such as sulfur dioxide and ozone. These or-
ganisms have been monitored in many places to study air pollution. Se-
vere damage to lichens is especially common in cities with chronic air
pollution and near large producers of toxic gases, such as metal smelters.

Similarly, certain types of aquatic invertebrates and fish have been
surveyed as indicators of water quality and the health of aquatic ecosys-
tems. For example, the presence of “sewage worms” (tubificids) is an 
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almost certain indication that water quality has been degraded by sewage
or other oxygen-consuming organic matter. In contrast with most of the
animals that live in an unpolluted aquatic environment, tubificid worms
can tolerate water almost totally lacking in oxygen.

In some cases, indicator species can be used as measures of the qual-
ity of whole habitats or ecosystems. For example, animals with a spe-
cialized requirement for old-growth forests can be used as an indicator of
the health of that type of ecosystem. Old-growth dependent birds in North
America include spotted owls, red-cockaded woodpeckers, and marbled
murrelets. If birds such as these thrive in a particular old-growth forest,
the forest can be considered to be in good ecological health. On the other
hand, if the health of such species begins to decline, the indication is that
the habitat itself may be in poor condition.

Many governments are currently conducting research to determine
which species of animals or plants can act as sentinels or lookouts for
particular environmental contaminants. Through the use of indicator
species, it is hoped that potential environmental problems can be identi-
fied before they result in irreparable damage.

[See also Pollution]

‡�Industrial minerals
The term industrial minerals is used to describe naturally occurring non-
metallic minerals that are used extensively in a variety of industrial 
operations. Some of the minerals commonly included in this category 
include asbestos, barite, boron compounds, clays, corundum, feldspar,
fluorspar, phosphates, potassium salts, sodium chloride, and sulfur.

Asbestos
Asbestos is a general term used for a large group of minerals with

similar and complex chemical compositions. These minerals generally
contain magnesium, silicon, oxygen, hydrogen, and other elements. The
minerals collectively known as asbestos are often subdivided into two
smaller groups, the serpentines and amphiboles. All forms of asbestos are
best known for an important common property: their resistance to heat
and flame. That property is responsible, in fact, for the name asbestos,
from the Greek, meaning “unquenchable.” Asbestos has been used for
thousands of years in the production of heat resistant materials such as
lamp wicks.
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Today, asbestos is used as a reinforcing material in cement, in vinyl
floor tiles, in firefighting garments and fireproofing materials, in the man-
ufacture of brake linings and clutch facings, for electrical and heat insu-
lation, and in pressure pipes and ducts.

Prolonged exposure to asbestos fibers can lead to serious respira-
tory problems, such as asbestosis and/or lung cancer. These diseases usu-
ally take many (often 20 or more) years to develop. Thus, men and women
who mined the mineral or used it for various construction purposes dur-
ing the 1940s and 1950s were not aware of the risks to their health until
late in their lives. Today, the uses of asbestos in which humans are likely
to be exposed to its fibers have largely been discontinued.

Barite
Barite is the name given to a naturally occurring form of barium sul-

fate (BaSO4). It is commonly found in Canada, Mexico, and the states of
Arkansas, Georgia, Missouri, and Nevada. One of the most important uses
of barite is in the production of heavy muds that are used in drilling oil
and gas wells. It is also used in the manufacture of a number of other
commercially important industrial products such as paper coatings, bat-
tery plates, paints, linoleum and oilcloth, plastics, lithographic inks, and
as a filler in some kinds of textiles. In addition, barium compounds are
widely used in medicine to provide the opacity (darkness) that is needed
in taking certain kinds of X rays.
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Abrasive: A finely divided hard material that is used to cut, grind,
polish, smooth, or clean the surface of some other material.

Flux: A substance that promotes the joining of two minerals or metals
with each other or that prevents the formation of oxides in some kind
of industrial process.

Oxide: An inorganic compound whose only negative part is the ele-
ment oxygen.

Refractory: Any substance with a very high melting point that is able
to withstand very high temperatures.



Boron compounds
Boron is a nonmetallic element obtained most commonly from nat-

urally occurring minerals known as borates. The borates contain oxygen,
hydrogen, sodium, and other elements in addition to boron. Probably the
most familiar boron-containing mineral is borax, mined extensively in salt
lakes and alkaline soils.

Borax was known in the ancient world and used to make glazes and
hard glass. Today, it is still an important ingredient of glassy products,
including heat-resistant glass (PyrexTM), glass wool and glass fiber, enam-
els, and other kinds of ceramic materials. The element boron itself also
has a number of interesting uses. For example, it is used in nuclear reac-
tors to absorb excess neutrons, in the manufacture of special-purpose al-
loys (metal mixtures), in the production of semiconductors, and as a com-
ponent of rocket propellants.

Corundum
Corundum is a naturally occurring form of aluminum oxide that 

is found abundantly in Greece and Turkey and in New York State. It 
is a very hard mineral with a high melting point. In addition, it is 
relatively inert chemically and does not conduct an electrical current 
very well.

These properties make corundum highly desirable as a refractory (a
substance capable of withstanding very high temperatures) and as an abra-
sive (a material used for cutting, grinding, and polishing other materials).
One of the more common uses of corundum is in the preparation of tooth-
pastes. Its abrasive properties help to keep teeth clean and white.

In its granular form, corundum is known as emery. Many consumers
are familiar with emery boards used for filing fingernails. Like corundum,
emery is also used in the manufacture of cutting, grinding, and polishing
wheels.

Feldspar
The feldspars are a class of minerals known as the aluminum sili-

cates. They all contain aluminum, silicon, and oxygen, as well as other
elements, most commonly sodium, potassium, and calcium. In many
cases, the name feldspar is reserved for the potassium aluminum silicates.
The most important commercial use of feldspar is in the manufacture of
pottery, enamel, glass, and ceramic materials. The hardness of the min-
eral also makes it desirable as an abrasive.
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Fluorspar
Fluorspar is a form of calcium fluoride that occurs naturally in many

parts of the world, including North America, Mexico, and Europe. The
compound gets its name from one of its oldest uses, as a flux. (In Latin,
the word fluor means “flux.”) A flux is a material used in industry to aid
in the mixing of other materials or to prevent the formation of oxides dur-
ing the refining of a metal. For example, fluorspar is often added to an
open hearth steel furnace to react with any oxides that might form dur-
ing that process. The mineral is also used during the smelting of an ore
(the removal of a metal from its naturally occurring ore).

Fluorspar is also the principal source of fluorine gas. The mineral
is first converted to hydrogen fluoride, which, in turn, is then converted
to the element fluorine. Some other uses of fluorspar are in the manu-
facture of paints and certain types of cement, in the production of emery
wheels and carbon electrodes, and as a raw material for phosphors (sub-
stances that glow when bombarded with energy, such as the materials
used in color television screens).

Phosphates
To a chemist, the term phosphate refers to any chemical compound

containing a characteristic grouping of atoms. This grouping contains
phosphorus and oxygen atoms (present in the formula PO4, or in compa-
rable groupings). In the field of industrial minerals, the term most com-
monly refers to a specific naturally occurring phosphate, calcium phos-
phate, or phosphate rock.

By far the most important use of phosphate rock is in agriculture,
where it is treated to produce fertilizers and animal feeds. Typically, about
80 percent of all the phosphate rock used in the United States goes to one
of these agricultural applications.

Phosphate rock is also an important source for the production of
other phosphate compounds, such as sodium, potassium, and ammonium
phosphate. Each of these compounds, in turn, has a wide array of uses in
everyday life. For example, one form of sodium phosphate is a common
ingredient in dishwashing detergents. Another, ammonium phosphate, is
used to treat cloth to make it fire retardant. And potassium phosphate is
used in the preparation of baking powder.

Potassium salts
As with other industrial minerals mentioned here, the term potas-

sium salts applies to a large group of compounds rather than one single
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compound. Potassium chloride, potassium sulfate, and potassium nitrate
are only three of the most common potassium salts used in industry. The
first of these, also known as sylvite, can be obtained from salt water or
from fossil salt beds. It makes up roughly 1 percent of each deposit, the
remainder of the deposit being sodium chloride (halite).

Potassium salts are similar to phosphate rocks in that their primary
use is in agriculture, where they are made into fertilizers, and in the chem-
ical industry, where they are converted into other compounds of potas-
sium. Some compounds of potassium have particularly interesting uses.
Potassium nitrate, for example, is unstable and is used in the manufac-
ture of explosives, fireworks, and matches.

Sodium chloride
Like potassium chloride, sodium chloride (halite) is found both in sea

water and in underground salt mines, where it is left as the result of the
evaporation of ancient seas. Sodium chloride has been known to and used
by humans for thousands of years. It is best known by its common name
of salt, or table salt. By far its most important use is in the manufacture of
other industrial chemicals, including sodium hydroxide, hydrochloric acid,
chlorine, and metallic sodium. In addition, sodium chloride has many in-
dustrial and commercial uses. Among these are the preservation of foods
(by salting, pickling, corning, curing, or some other method), road de-
icing, as an additive for human and other animal foods, in the manufacture
of glazes for ceramics, in water softening, and in the manufacture of rub-
ber, metals, textiles, and other commercial products.

Sulfur
Sulfur occurs in its elemental form in large underground deposits

from which it is obtained by traditional mining processes or, more com-
monly, by the Frasch process. In the Frasch process, superheated water
is forced down a pipe that has been sunk into a sulfur deposit. The heated
water melts the sulfur, which is then forced up a second pipe to Earth’s
surface.

The vast majority of sulfur is used to manufacture a single com-
pound, sulfuric acid. Sulfuric acid consistently ranks number one in the
United States as the chemical produced in largest quantity. It has a very
large number of uses, including the manufacture of fertilizers, the refin-
ing of petroleum, the pickling of steel (the removal of oxides from the
metal’s surface), and the preparation of detergents, explosives, and syn-
thetic fibers.
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A significant amount of sulfur is also used to produce sulfur diox-
ide gas (actually an intermediary in the manufacture of sulfuric acid). Sul-
fur dioxide, in turn, is used extensively in the pulp and paper industry, as
a refrigerant, and in the purification of sugar and the bleaching of paper
and other products.

Some sulfur is refined after being mined and then used in its ele-
mental form. This sulfur finds application in the vulcanization of rubber,
as an insecticide or fungicide, and in the preparation of various chemi-
cals and pharmaceuticals. (Vulcanization is a chemical treatment process
that gives rubber its elasticity and strength.)

[See also Potassium; Sodium chloride; Sulfur]

‡�Industrial Revolution
Industrial Revolution is the name given to changes that took place in Great
Britain during the period from roughly 1730 to 1850. It was originated
by German author Friedrich Engels (1820–1895) in 1844. In general, those
changes involved the transformation of Great Britain from a largely agrar-
ian (farming) society to one dominated by industry. These changes later
spread to other countries, transforming almost all the world.

The Industrial Revolution involved some of the most profound
changes in human society in history. Most of the vast array of changes
took place in one of three major economic industries: textiles, iron and
steel, and transportation. These changes had far-reaching effects on the
British economy and social system.

The textile industry
Prior to the mid-eighteenth century, the manufacture of textiles (wo-

ven cloth or fabric) in Great Britain (and the rest of the world) took place
almost exclusively in private homes. Families would obtain thread from
wholesale outlets and then produce cloth by hand in their own houses. Be-
ginning in the 1730s, however, a number of inventors began to develop ma-
chines that took over one or more of the previous hand-knitting operations.

In 1733, John Kay (1704–1764) invented the first fly shuttle. This
machine consisted of a large frame to which was suspended a series of
threads. A shuttle, a device that carried more thread, was then passed
through the suspended threads, weaving a piece of cloth. Workers became
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so proficient with the machine that they could literally make the shuttle
“fly” through the thread framework.

Over the next half century, other machines were developed that fur-
ther mechanized the weaving of cloth. These included the spinning jenny
(invented by James Hargreaves in 1764), the water frame (Richard Ark-
wright, 1769), the spinning mule (Samuel Crompton, 1779), the power
loom (Edmund Cartwright, 1785), and the cotton gin (Eli Whitney, 1792).

At least as important as the invention of individual machines was
the organization of industrial operations for their use. Large factories,
powered by steam or water, sprang up throughout the nation for the man-
ufacture of cloth and clothing.

The development of new technology in the textile industry had a
ripple effect on society. As cloth and clothing became more readily 
available at more modest prices, the demand for such articles increased.
This increase in demand had the further effect of encouraging the 
expansion of business and the search for even more efficient forms of
technology.

Iron and steel manufacture
One factor contributing to the development of industry in Great

Britain was that nation’s large supply of coal and iron ore. For many 
centuries, the British had converted their iron ores to iron and steel by
heating the raw material with charcoal, made from trees. By the mid-
eighteenth century, however, the nation’s timber supply had largely been
used up. Iron and steel manufacturers were forced to look elsewhere for
a fuel to use in treating iron ores.

The fuel they found was coal. When coal is heated in the absence
of air it turns into coke. Coke proved to be a far superior material for the
conversion of iron ore to iron and steel. It was eventually cheaper to pro-
duce than charcoal and it could be packed more tightly into a blast fur-
nace, allowing the heating of a larger volume of iron.

The conversion of the iron and steel business from charcoal to coke
was accompanied, however, by a number of new technical problems.
These, in turn, encouraged the development of even more new inventions.
For example, the use of coke in the smelting (melting or fusing) of iron
ores required a more intense flow of air through the furnace. Fortunately,
the steam engine that had been invented by Scottish engineer James Watt
(1736–1819) in 1763 provided the means for solving this problem. The
Watt steam engine was also employed in the mining of coal, where it was
used to remove water that collected within most mines.
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Transportation
For nearly half a century, James Watt’s steam engine was so bulky

and heavy that it was used only as a stationary power source. The first
forms of transport that made use of steam power were developed not in
Great Britain, but in France and the United States. In those two nations,
inventors constructed the first ships powered by steam engines. In the
United States, Robert Fulton’s steam ship Clermont, built in 1807, was
among these early successes.

During the first two decades of the nineteenth century, a handful of
British inventors devised carriage-type vehicles powered by steam en-
gines. In 1803, Richard Trevithick (1771–1833) built a “steam carriage”
which he carried passengers through the streets of London. A year later,
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one of his steam-powered locomotives pulled a load of 10 tons for a dis-
tance of almost 10 miles (16 kilometers) at a speed of about 5 miles (8
kilometers) per hour.

Effects of the Industrial Revolution
The Industrial Revolution brought about dramatic changes in nearly

every aspect of British society. With the growth of factories, for exam-
ple, people were drawn to metropolitan centers. The number of cities with
populations of more than 20,000 in England and Wales rose from 12 in
1800 to nearly 200 in 1900.

Technological change also made possible the growth of capitalism.
Factory owners and others who controlled the means of production rapidly
became very rich. In the years between 1800 and 1900, the total national
income in Great Britain increased by a factor of ten.

However, working conditions in the factories were poor. Men, women,
and children alike were employed at extremely low wages in crowded, un-
healthy, and dangerous environments. Workers were often able to afford
no more than the simplest housing, resulting in the rise of urban slums.

These conditions soon led to actions to protect workers. Laws were
passed requiring safety standards in factories, setting minimum age lim-
its for young workers, establishing schools for children whose parents
both worked, and creating other standards for the protection of workers.
Workers then began to establish the first labor unions to protect their own
interests; as a group they had more power when bargaining with their em-
ployers over wages and working conditions.

‡�Infrared astronomy
Infrared astronomy involves the use of special telescopes that detect elec-
tromagnetic radiation (radiation that transmits energy through the inter-
action of electricity and magnetism) at infrared wavelengths. The recent
development of this technology has led to the discovery of many new
stars, galaxies, asteroids, and quasars.

Electromagnetic spectrum
Light is a form of electromagnetic radiation. The different colors of

light that our eyes can detect correspond to different wavelengths of light.
Red light has the longest wavelength; violet has the shortest. Orange, yel-
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low, green, blue, and indigo are in between. Infrared light, ultraviolet light,
radio waves, microwaves, and gamma rays are all forms of electromag-
netic radiation, but they differ in wavelength and frequency. Infrared light
has slightly longer wavelengths than red light. Our eyes cannot detect in-
frared light, but we can feel it as heat.

Infrared telescopes
Two types of infrared telescopes exist: those on the ground and those

carried into space by satellites. The use of ground-based telescopes is some-
what limited because carbon dioxide and water in the atmosphere absorb
much of the incoming infrared radiation. The best observations are made
at high altitudes in areas with dry climates. Since infrared telescopes are
not affected by light, they can be used during the day as well as at night.

Space-based infrared telescopes pick up much of the infrared radia-
tion that is blocked by Earth’s atmosphere. In the early 1980s, an interna-
tional group made up of the United States, England, and the Netherlands
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Dwarf galaxy: An unusually small, faint group of stars.

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Infrared detector: An electronic device for sensing infrared light.

Infrared light: Portion of the electromagnetic spectrum with wave-
lengths slightly longer than optical light that takes the form of heat.

Optical (visible) light: Portion of the electromagnetic spectrum that
we can detect with our eyes.

Quasars: Extremely bright, starlike sources of radio waves that are the
oldest known objects in the universe.

Redshift: Shift of an object’s light spectrum toward the red-end of the
visible light range—an indication that the object is moving away from
the observer.

Stellar nurseries: Areas within glowing clouds of gas and dust where
new stars are formed.



launched the Infrared Astronomical Satellite (IRAS). Before running out of
liquid helium (which the satellite used to cool its infrared detectors) in 1983,
IRAS uncovered never-before-seen parts of the Milky Way, the galaxy
that’s home to our solar system.

In 1995, the European Space Agency launched the Infrared Space
Observatory (ISO), an astronomical satellite. Before it ran out of liquid
helium in 1998, the ISO discovered protostars, planet-forming nebula
around dying stars, and water throughout the universe (including in the
gas giants like the planets Saturn and Uranus).

In mid-2002, the National Aeronautics and Space Administration
(NASA) plans to launch the Space Infrared Telescope Facility (SIRTF),
which will see infrared radiation and peer through the veil of gas and dust
that obscures most of the universe from view. It will be the most sensi-
tive instrument ever to look at the infrared spectrum in the universe. SIRTF
researchers will study massive black holes, young dusty star systems, and
the evolution of galaxies up to 12 billion light-years away.
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Discoveries with infrared telescopes
Infrared telescopes have helped astronomers find where new stars

are forming, areas known as stellar nurseries. A star forms from a col-
lapsing cloud of gas and dust. Forming and newly formed stars are still
enshrouded by a cocoon of dust that blocks optical light. Thus infrared
astronomers can more easily probe these stellar nurseries than optical as-
tronomers can. The view of the center of our galaxy is also blocked by
large amounts of interstellar dust. The galactic center is more easily seen
by infrared than by optical astronomers.

With the aid of infrared telescopes, astronomers have also located a
number of new galaxies, many too far away to be seen by visible light. Some
of these are dwarf galaxies, which are more plentiful—but contain fewer
stars—than visible galaxies. The discovery of these infrared dwarf galaxies
has led to the theory that they once dominated the universe and then came
together over time to form visible galaxies, such as the Milky Way.

With the growing use of infrared astronomy, scientists have learned
that galaxies contain many more stars than had ever been imagined. In-
frared telescopes can detect radiation from relatively cool stars, which
give off no visible light. Many of these stars are the size of the Sun. These
discoveries have drastically changed scientists’ calculations of the total
mass in the universe.

Infrared detectors have also been used to observe far-away objects
such as quasars. Quasars have large redshifts, which indicate that they are
moving away from Earth at high speeds. In a redshifted object, the waves
of radiation are lengthened and shifted toward the red end of the spectrum.
Since the redshift of quasars is so great, their visible light gets stretched into
infrared wavelengths. While these infrared wavelengths are undetectable
with optical telescopes, they are easily viewed with infrared telescopes.

[See also Electromagnetic spectrum; Galaxy; Spectroscopy;
Star; Starburst galaxy]

‡�Insects
Insects are invertebrates in the class Insecta, which contains 28 living or-
ders. The animals that make up this class have a number of distinctive fea-
tures. Their adult bodies are typically divided into three parts, known as
the head, thorax, and abdomen. In addition, they have three pairs of seg-
mented legs attached to the thorax and one pair of antennae. Members of
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the subclass Pterygota have two pairs of wings as adults. By contrast, some
relatively primitive members of the subclass Apterygota are wingless.

Taxonomists (scientists who classify organisms) have recognized
more than one million species of insects, more than any other group of
organisms. In addition, scientists believe that tens of millions of species
of insects remain undiscovered. Currently, scientists estimate that as many
as 30 million species of insects inhabit Earth; most of these are thought
to be beetles. In fact, all of the insect orders are poorly known. Most of
the undiscovered species of insects occur in tropical rain forests, espe-
cially in the upper parts of the forest known as the canopy.

Globally, the insects exploit a remarkable diversity of habitats. They
are ecologically important as herbivores (plant-eaters), predators (meat-
eaters who hunt their prey), parasites (who feed on living organisms), and
scavengers (who feed on dead organisms). As a result of these attributes,
insects are considered to be one of the most successful group of organ-
isms on Earth, if not the most successful.
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Life cycles
Insects have a complex life cycle that consists of a series of intri-

cate transformations called metamorphoses. At each stage of its life 
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True Bugs

To a biologist, the term bug has a very special meaning. It
does not refer to just any insect, as it may when nonscientists use the
term. True bugs are members of the order Hemiptera. The order con-
sists of about 35,000 widely different species. Examples of terrestrial
(land-living) bugs living in North America are lice, aphids, bedbugs,
stink bugs, plant and leaf bugs, assassin bugs, ambush bugs, seed
bugs, lace bugs, and squash bugs. Examples of aquatic bugs are water
boatmen, backswimmers, giant water bugs, water scorpions, and water
striders.

Bugs have two sets of wings although in some species, the
wings are greatly reduced in size and the animals cannot fly. The
mouthparts of bugs are adapted for piercing and sucking. Most bugs
use these mouthparts to feed on plant juices. A few are parasites of
vertebrates, living on the animal’s surface and feeding on its blood.

Most bugs have long, segmented antennae. They tend to have
well-developed compound eyes, although some species have several
simple eyes as well. Many species of bugs have glands that give off a
strongly scented, distasteful odor when the insect is disturbed. The
common name of one species, the stink bug, is evidence for this fact.

Some species of true bugs are brightly and boldly colored. In
most cases, these bugs feed on plants that contain poisonous chemi-
cals that also occur in the bugs. These chemicals cause the insects to
taste bad, providing protection for them from predators. The bright
coloring provides a warning to predators that their prey not only look
beautiful, but also taste bad.

While many bugs attack agricultural crops and cause economic
harm to humans, a few are health hazards also. Bed bugs, for example,
feed by sucking the blood of birds or mammals, including humans.
Although their bites are irritating, they do not carry disease. By con-
trast, the Central and South American bugs sometimes known as kiss-
ing bugs are known to transmit the parasitic protozoan that causes
Chagas’ disease. Chagas’ disease is characterized by recurring fever and
may cause serious damage to the heart muscles.



cycle, an insect is likely to have very different body shapes, functions,
and behaviors. The most complicated life cycles have four stages: egg,
larva, pupa, and adult. Examples of insect orders with this life cycle in-
clude butterflies, moths, and true flies. Other orders of insects have a less
complex development with only three stages: egg, nymph, and adult. In-
sect orders with this life cycle include the relatively primitive springtails
and true bugs.

Most insects are nonsocial. However, some species have developed
remarkably complex social behaviors, with large groups of closely related
individuals living together and caring for the eggs and young of the group.
In such groups, the young are usually the offspring of a single female,
known as the queen. This social system is most common in bees, wasps,
ants, and termites.

Insects and humans
A few species of insects are useful to humans. For example, we ob-

tain honey from bees and silk from silk worms. Some insects, however,
are detrimental because they transmit human diseases. For example,
malaria, yellow fever, sleeping sickness, and certain types of encephali-
tis are caused by microorganisms. These microorganisms are transmitted
by certain species of biting flies, especially mosquitoes. When one of
these insects bites a human, it may ingest a disease-causing microorgan-
ism in the blood it drinks. When the insect bites a second person, it may
then transfer that microorganism—along with the disease it causes—to
its second victim.

Other insects eat the leaves off trees and thereby cause substantial
damage to commercial timber stands and to shade trees. Insects may also
defoliate (remove the leaves from) agricultural plants, or they may feed
on unharvested or stored grains, thus causing great economic losses. Some
insects, particularly termites, cause enormous damage to wood, literally
eating buildings constructed of that material. Pesticides—chemicals that
are toxic to insects—are sometimes used to control the populations of in-
sects that are regarded as major pests.

[See also Agrochemicals; Butterflies; Cockroaches]

‡�Integrated circuit
An integrated circuit is a single, miniature circuit with many electroni-
cally connected components etched onto a small piece of silicon or some
other semiconductive material. (A semiconductor is a nonmetallic mate-
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rial that can conduct an electric current, but does so rather poorly.) Inte-
grated circuits are more commonly known as microchips.

The components etched onto an microchip include transistors, capac-
itors, and resistors. A transistor is a device capable of amplifying and switch-
ing electrical signals. A capacitor temporarily stores electrical charges, while
a resistor controls current by providing resistance. The complete closed path
through which an electric current travels is called a circuit.

The invention of the transistor in 1948 eliminated the need for bulky
vacuum tubes in computers, televisions, and other electronic devices. As
other components were also reduced in size, engineers were able to de-
sign smaller and increasingly complex electronic circuits. However, the
transistors and other parts of the circuit were made separately and then
had to be wired together—a difficult task that became even more diffi-
cult as circuit components became tinier and more numerous. Circuit fail-
ures often occurred when the wire connections broke. The idea of man-
ufacturing an electronic circuit with multiple transistors as a single, solid
unit arose as a way to solve this problem.

In the late 1950s, two engineers—Jack Kilby (1923– ) of Texas In-
struments and Robert Noyce (1927–1990) of Fairchild Semiconductor—
began wrestling with the circuit problem. Independently, the two men de-
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Capacitor: Device in an electric circuit that temporarily stores electri-
cal charge.

Circuit: The complete closed path through which an electric current
travels.

Electric circuit: The closed path through which an electric current
(flow of electrons) travels.

Microchip: Another name for an integrated circuit.

Resistor: Device in an electric circuit that controls current by provid-
ing resistance.

Semiconductor: Substance, such as silicon or germanium, that can
conduct an electric current, but does so rather poorly.

Transistor: Semiconductor device capable of amplifying and switching
electrical signals.



veloped similar devices. Kilby’s circuit, however, was made of germa-
nium and was less efficient and hard to produce. Noyce’s was constructed
of silicon. Transistors were etched onto the silicon chips, thus eliminat-
ing the need for costly wire connections. The reduction in size of the cir-
cuit components brought about an increase in the speed of their opera-
tion.

At first, only a few transistors could be etched on a microchip. By
1964, the number grew to 10. Ten years later, the number had reached
32,000. Today, a chip can carry more than 1,000,000.

The integrated circuit completely revolutionized the electronics in-
dustry. The individual transistor, like the vacuum tube before it, became
obsolete. The integrated circuit was much smaller, more reliable, cheaper,
and far more powerful. It made possible the development of the micro-
processor and the personal computer, pocket calculators, microwave
ovens, digital watches, and missile guidance systems. And the revolution
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continues to the present, as integrated circuits can be found in almost all
electronic devices.

[See also Diode; Electric circuit; Electronics; Transistor]

‡�Integumentary system
The human integumentary system is made up of the skin, hair, nails, and
associated glands. Its main function is to protect the body. It prevents ex-
cessive water loss, keeps out microorganisms that could cause illness, and
shields the underlying tissues from external damage.

The skin helps to regulate body temperature. If heat builds up in the
body, sweat glands in the skin produce sweat, which evaporates and cools
the skin. When the body overheats, blood vessels in the skin expand and
bring more warm blood to the surface, where it cools. When the body
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gets too cold, the blood vessels in the skin contract, leaving less blood at
the body surface, and its heat is conserved.

In addition to temperature regulation, the skin serves as a minor 
excretory organ. Sweat removes small amounts of wastes produced by 
the body. These wastes include salts and urea (a chemical compound of
carbon, hydrogen, nitrogen, and oxygen). The skin also functions as a
sense organ since it contains millions of nerve endings that detect heat,
cold, pain, and pressure. Finally, the skin produces vitamin D in the pres-
ence of sunlight and renews and repairs damage to itself.

In an adult, the skin covers about 21.5 square feet (2 square meters),
and weighs about 11 pounds (5 kilograms). Depending on location, the
skin ranges from 0.02 to 0.16 inch (0.5 to 4.0 millimeters) thick. Its two
principal parts are the epidermis (the outer layer) and dermis (thicker in-
ner layer). A subcutaneous (under the skin) layer of adipose or fatty tis-
sue is found below the dermis. Fibers from the dermis attach the skin to
the subcutaneous layer, and the underlying tissues and organs also con-
nect to the subcutaneous layer.

The epidermis
Ninety percent of the epidermis, including the outer layers, contain

cells that produce keratin, a protein that helps waterproof and protect the
skin. Keratin is also the major protein found in nails and hair. Pigment cells
called melanocytes produce melanin, a brown-black pigment that gives
color to the skin and absorbs and reflects the Sun’s harmful ultraviolet rays.

In most areas of the body, the epidermis consists of four layers. The
epidermis on the soles of the feet and palms of the hands has five layers,
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Words to Know

Calluses: Abnormal thickenings of the epidermis.

Dermis: Thicker layer of skin lying below the epidermis.

Epidermis: Thinner outermost layer of the skin.

Keratin: Insoluble protein found in hair, nails, and skin.

Melanin: Brown-black pigment found in skin and hair.

Subcutaneous layer: Layer of fatty tissue found beneath the skin.



since these areas receive a lot of friction. Calluses, abnormal thickenings
of the epidermis, can occur on any area of the skin where there is irrita-
tion or constant pressure. The uppermost layer of the epidermis consists
of about 25 rows of flat dead cells that contain keratin. At the skin sur-
face, dead cells are constantly shed.

The dermis
The dermis is thick in the palms and soles, but very thin in other

places, such as the eyelids. The dermis is composed of connective tissue
that contains protein fibers (called collagen) and elastic fibers. It also con-
tains blood and lymph vessels, sensory nerves, and glands. Sweat glands
are embedded in the deep layers of the dermis. Their ducts pass through
the epidermis to the outside and open on the skin surface through pores.

Hair and hair roots also originate in the dermis. Hair shafts (con-
taining the bulb of hair) extend from the hair root through the skin lay-
ers to the surface. Attached to the hair shaft is a sebaceous gland, which
produces an oily substance called sebum. Sebum softens the hair and pre-
vents it from drying. If sebum blocks up a sebaceous gland, a whitehead
appears on the skin. A blackhead results if the material oxidizes and dries.
Acne is caused by infections of the sebaceous glands. When this occurs,
the skin breaks out in pimples and can become scarred.
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Nerves in the dermis carry impulses to and from hair muscles, sweat
glands, and blood vessels. Bare nerve endings throughout the skin report
information to the brain about temperature change (both heat and cold),
pressure, and pain.

The Sun and skin
Some skin disorders result from overexposure to the ultraviolet (UV)

rays in sunlight. UV rays damage skin cells, blood vessels, and other der-
mal structures. At first, overexposure to sunlight results in injury known
as sunburn. Continual overexposure leads to leathery skin, wrinkles, and
discoloration. It can eventually lead to skin cancer, regardless of the
amount of melanin in the epidermis. There can be a 10- to 20-year delay
between exposure to sunlight and the development of skin cancer.

[See also Cancer]

‡�Interference
Interference is the interaction of two or more waves. Wave motion is a
common phenomenon in everyday life. Light and sound, for example, are
transmitted by waves. In addition, waves can often be seen on lakes,
ponds, and other bodies of water.

All waves have high points, called crests, and low points, called
troughs (pronounced trawfs). Suppose that two or more waves are gen-
erated at the same time, as shown in the accompanying photograph. Here,
water waves are spreading out from the point where pebbles have been
dropped into a pond. You can see how the waves overlap each other 
at various points on the surface of the water. This overlapping effect is
interference.

Constructive and destructive interference
In general, waves can interfere with each other in one of two ways:

constructively or destructively. When the crests of two waves and the
troughs of two waves arrive at a given spot at the same time, their effects
are added to each other. The result is constructive interference. When the
crest of one wave and the trough of a second wave arrive at the same time,
their effects cancel each other out. The result is destructive interference.
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Interference of sound waves. Constructive and destructive inter-
ference can be detected by the intensity of the result. For example, sup-
pose that two sound waves interfere with each other constructively. In
that case, the sound is louder than is the case for either wave individu-
ally. If the two sound waves interfere destructively, the sound is more
quiet than with either wave individually.

Interference of light waves. Interference of light waves has been
studied for many years. It was first described in 1801 by English physi-
cian and physicist (one who studies the science of matter and energy)
Thomas Young (1773–1829). Young found that light waves can be made
to interfere in such a way as to produce bright and dark bands called fringes.

Interference also accounts for the range of colors (called a rainbow
or spectrum) sometimes produced by reflected light. When white light
from the Sun reflects off a thin film of oil, interference may occur. Light
of some colors is reflected off the top of the film. Light of other colors
is reflected off the bottom of the film. The two sets of reflected light in-
terfere with each other either constructively or destructively. Construc-
tive interference results in the production of bright colors of different
shades. Destructive interference produces dark bands with no color.

Applications
Modern technology makes use of interference in many ways. Some

experimental automobile mufflers listen for the sound wave produced in
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the exhaust system. The muffler then produces another sound wave that
is out of phase with the exhaust sound. The two waves interfere destruc-
tively, canceling the noise that would otherwise be produced by the ex-
haust system.

The oil film phenomenon described earlier is used for filtering light.
Precise coatings on optical lenses in binoculars or cameras, astronaut’s
visors, or even sun glasses cause destructive interference that eliminates
certain unwanted colors or stray reflections.

[See also Diffraction; Interferometry; Wave motion]

‡�Interferometry
Interferometry is the process of making measurements by allowing sound,
light, or other kinds of waves to interfere with each other. Interferometry
is used for a large variety of purposes, such as studying the velocity of
sound in a fluid, locating the position and properties of objects in space,
determining the size and properties of objects without actually touching or
otherwise disturbing them, and visualizing processes such as crystal growth,
combustion (burning), diffusion (spreading), and shock wave motion.

Principle of the interferometer
The interferometer was invented by German American physicist 

Albert A. Michelson (1852–1931) around 1881. The major features of
Michelson’s instrument are shown in Figure 1. Light from the source en-
ters the interferometer along one arm and strikes a half-mirrored glass
called a beam splitter. The light is split into two equal parts at the beam
splitter. The first half reflects off the beam splitter and travels to mirror
#1. The second half passes through the beam splitter to mirror #2.

The first beam of light reflects off mirror #1, passes back through
the beam splitter, and continues to the detector. Meanwhile, the second
beam reflects off mirror #2, returns to the beam splitter, and is also re-
flected to the detector.

What happens at the detector depends on the paths taken by the two
beams. If they have both traveled exactly the same length, they will in-
terfere with each other constructively. But if the distance taken by the two
beams is different, an interference pattern will be formed. The kind of
pattern produced, then, depends on the difference between the paths taken
by the two beams of light.
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Words to Know

Beam splitter: A sheet of glass or plastic specially coated to reflect
part of a beam of light and transmit the remainder.

Interference: The interaction of two or more waves.

Velocity: The rate at which the position of an object changes with
time, including both the speed and the direction.
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Variations on the Michelson 
interferometer

In the hundred years since Michelson invented the interferome-
ter, scientists have devised a number of variations on the original instru-
ment. Most of these variations were designed to make special kinds 
of measurements. One example is the interferometer invented in 1891 
by L. Mach and L. Zehnder. A top view of this instrument is shown in
Figure 2.

Light leaves the source and is divided into two beams by beam split-
ter #1. One beam travels toward mirror #1 and is reflected toward beam
splitter #2. The other beam travels toward mirror #2, where it is also re-
flected toward beam splitter #2. The two beams are then combined at
beam splitter #2 and transmitted to the detector, where an interference
pattern is produced. The Mach-Zehnder two-beam interferometer is used
for observing gas flows and shock waves and for optical testing. It has
also been used to obtain interference fringes of electrons that exhibit wave-
like behavior.

[See also Light]
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‡�Internal-combustion
engine

The invention and development of the internal-combustion engine in the
nineteenth century has had a profound impact on human life. The inter-
nal-combustion engine offers a relatively small, lightweight source for the
amount of power it produces. Harnessing that power has made possible
practical machines ranging from the smallest model airplane to the largest
truck. Lawnmowers, chainsaws, and electric generators also may use 
internal-combustion engines. An important device based on the internal-
combustion engine is the automobile.

In all internal-combustion engines, however, the basic principles re-
main the same. Fuel is ignited in a cylinder, or chamber. Inside the sealed,
hollow cylinder is a piston (a solid cylinder) that is free to move up and
down and is attached at the bottom to a crankshaft. The energy created
by the combustion, or burning, of the fuel pushes down on the piston. The
movement of the piston turns the crankshaft, which then transfers that
movement through various gears to the desired destination, such as the
drive wheels in an automobile.

Basic principles
The most common internal-combustion engines are the piston-type

gasoline engines used in most automobiles. In an engine, the cylinder is
housed inside an engine block strong enough to contain the explosions of
fuel. Inside the cylinder is a piston that fits the cylinder precisely. Pistons
generally are dome-shaped on top, and hollow at the bottom. In a four-
stroke engine, the piston completes one up-and-down cycle in four strokes:
intake, compression, power, and exhaust.

The first stroke, the intake stroke, begins when the piston is at the
top of the cylinder, called the cylinder head. As it is drawn down, it cre-
ates a vacuum in the cylinder. This is because the piston and the cylin-
der form an airtight space. This vacuum helps to draw the fuel-air mix-
ture into the cylinder through an open intake valve, which closes when
the piston reaches the bottom of the cylinder.

On the next stroke, called the compression stroke, the piston is
pushed up inside the cylinder, compressing or squeezing the fuel-air mix-
ture into a tighter and tighter space. The compression of the mixture
against the top of the cylinder causes the air to heat up, which in turn
heats the mixture. Compressing the fuel-air mixture also makes it easier
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to ignite and makes the resulting explosion more powerful. There is less
space for the expanding gases of the explosion to flow, which means they
will push harder against the piston in order to escape.

At the top of the compression stroke, the fuel-air mixture is ignited
by a spark from a spark plug placed in the cylinder head, causing an ex-
plosion that pushes the piston down. This stroke is called the power stroke,
and this is the stroke that turns the crankshaft.

The final stroke, the exhaust stroke, takes the piston upward again,
expelling the exhaust gases created by the explosion from the cylinder
through an exhaust valve. When the piston reaches the top of the cylin-
der, it begins the four-step process again.

Development of the 
internal-combustion engine

In 1824, French physicist Nicholas Carnot (1796–1832) published
a book that set out the principles of an internal-combustion engine that
would use an inflammable mixture of gas vapor and air. Basing his work
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on Carnot’s principles, another Frenchman named Jean-Joseph-Étienne
Lenoir (1822–1900) presented the world with its first workable internal-
combustion engine in 1859. Lenoir’s motor was a two-cycle (two-stroke),
one-cylinder engine with slide valves that used coal gas as a fuel. A bat-
tery supplied the electrical charge to ignite the gas after it was drawn into
the cylinder. In 1862, another Frenchman, Alphonse-Eugène Beau de Ro-
chas (1815–1893), designed a four-stroke engine that would overcome
many problems associated with the gas engines of that time.

Two-stroke engines eliminate the intake and exhaust strokes, com-
bining them with the compression and power strokes. This allows for 
a lighter, more powerful engine—relative to the engine’s size—requiring
a less complex design. But the two-stroke cycle is a less efficient 
method of burning fuel. A residue of unburned fuel remains inside 
the cylinder, which hinders combustion. The two-stroke engine also ig-
nites its fuel twice as often as a four-stroke engine, which increases the
wear on the engine’s parts. Two-stroke engines are therefore used mostly
where a smaller engine is required, such as on some motorcycles and with
small tools.

An internal-combustion engine can have anywhere from one to
twelve or more cylinders, all acting together in a precisely timed sequence
to drive the crankshaft. Automobiles generally have four-, six-, or eight-
cylinder engines, although two-cylinder and twelve-cylinder engines are
also available. The number of cylinders affects the engine’s displacement,
that is, the total volume of fuel passed through the cylinders. A larger dis-
placement allows more fuel to be burned, creating more energy to drive
the crankshaft.

In the case of an engine with two or more cylinders, however, the
spark from the spark plugs must be directed to each cylinder in turn. The
sequence of firing the cylinders must be timed so that while one piston
is in its power stroke, another piston is in its compression stroke. In 
this way, the force exerted on the crankshaft can be kept constant, 
allowing the engine to run smoothly. The number of cylinders affects 
the smoothness of the engine’s operation: the more cylinders, the more
constant the force on the crankshaft and the more smoothly the engine
will run.

In addition to piston-driven, gas-powered internal-combustion en-
gines, other internal-combustion engines have been developed, such as
the Wankel engine and the gas turbine engine. Jet engines and diesel en-
gines are also powered by internal combustion.

[See also Diesel engine; Jet engine]
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‡�International Ultraviolet
Explorer

Developed during the 1970s, the International Ultraviolet Explorer (IUE)
was a joint project between the National Aeronautics and Space Admin-
istration (NASA); Particle Physics and Astronomy Research Council
(PPARC), formerly known as the Science and Engineering Research
Council of the United Kingdom (SERC); and the European Space Agency
(ESA). The IUE was built to explore astronomical objects such as stars,
comets, galaxies, and supernovae that exist in the ultraviolet portion of
space. The IUE was defined as an “explorer class” mission. These mis-
sions are smaller in scope and the objective is a particular task, such as
the study of ultraviolet radiation. Ultraviolet radiation is electromagnetic
radiation (radiation that transmits energy through the interaction of elec-
tricity and magnetism) of a wavelength just shorter than the violet (short-
est wavelength) end of the visible light spectrum.

IUE explores ultraviolet radiation
The Earth’s ozone layer blocks ultraviolet radiation—which is harm-

ful to humans—from penetrating the atmosphere. But the blockage makes
it difficult to study ultraviolet radiation from the Earth’s surface. In or-
der to better understand ultraviolet radiation, an observatory must be cre-
ated and sent beyond the Earth’s atmosphere where the ozone layer does
not interfere with the ultraviolet radiation. The IUE was such an obser-
vatory; it observed astronomical objects from space and relayed the in-
formation back to scientists on Earth.

The IUE was launched in January 1978 aboard a Delta rocket and
put into a geosynchronous orbit (an orbit that is fixed with respect to
Earth). Weighing 1,420 pounds (645 kilograms), the IUE measured 14
feet by 5 feet by 5 feet (4.3 meters by 1.5 meters by 1.5 meters) and was
powered by 2 solar panels. The IUE was equipped with a 17.7-inch (45-
centimeter) telescope hooked up with two spectrographs (instruments that
photograph spectra) that could record ultraviolet wavelengths and trans-
mit the information back to observatories on Earth. At the time, the IUE
was the only satellite observatory that worked continually 24 hours a day.

While the IUE was orbiting Earth, astronomers monitored the in-
formation that the IUE was transmitting. Scientists at the Goddard Space
Flight Center (GSFC) in Greenbelt, Maryland, handled IUE operations
for sixteen hours a day and scientists at the Villafranca Satellite Track-
ing Station (VILSPA) in Spain operated the IUE for the other eight hours
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of the day. The ultraviolet telescope mounted on the IUE continually gath-
ered information on astronomical objects.

By studying the light that is either emitted (thrown off) or absorbed
by a celestial body (an object in the sky, such as a star, the Moon, or the
Sun), scientists can learn about the activities that occur in space. They do
this through the field of ultraviolet astronomy, the study of the dark ab-
sorption lines or bright emission lines of a spectrum. A spectrum com-
prises the colors of red, orange, yellow, green, blue, indigo, and violet.
These colors travel at different wavelengths, decreasing in length from
red (the longest) to violet (the shortest). When sunlight enters the atmos-
phere, materials present there break up sunlight into its component col-
ors through reflection (bouncing off an object), refraction (bending
through an object), or diffraction (bending around the edge of an object).
It is from the individual spectrum lines that astronomers can understand
the makeup of stars, galaxies, and other astronomical objects. For exam-
ple, the more energy a star emits, the brighter it appears and the more 
ultraviolet wavelengths it sends off. The IUE allowed astronomers to 
better understand why the atmospheres of some stars are so hot and burn
so brightly.
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Geosynchronous orbit: When placed in orbit at an altitude of 22,241
miles (35,786 kilometers) above the surface of Earth, a satellite com-
pletes one orbit around Earth at the same time Earth completes one
revolution on its axis. This means the satellite remains stationary over
a specific location on Earth and is said to be synchronized with Earth.

Ozone layer: The atmospheric layer of approximately 15 to 30 miles
(24 to 48 kilometers) above Earth’s surface in which the concentration
of ozone is significantly higher than in other parts of the atmosphere
and that protects the lower atmosphere from harmful solar radiation.

Spectrum: Range of individual wavelengths of radiation produced when
white light is broken down into its component colors when it passes
through a prism or is broken apart by some other means. (Plural: spectra.)

Ultraviolet radiation: Electromagnetic radiation (energy) of a wave-
length just shorter than the violet (shortest wavelength) end of the
visible light spectrum and thus with higher energy than visible light.



IUE highlights
The IUE made history when it helped make the first identification

of an exploding star, named Supernova 1978A. In March 1996, the IUE
observed the nucleus of the Comet Hyakutake as it underwent chemical
changes during its five-day breakup. As the ultraviolet telescope contin-
ually sent back pictures to Earth, scientists learned that every time the
comet passed the Sun, it ejected ten tons of water every second and that
the eventual breakup of the comet involved only a very small piece of the
comet. Other major milestones that the IUE aided in the study of are stel-
lar winds (charged particles ejected from a star’s surface); hot gas around
the Milky Way (a galaxy that includes a few hundred billion stars, the
Sun, and our solar system); the size of active galaxies; and stars with mag-
netic fields and surface activity.

Originally built to last five years, the IUE lasted almost nineteen
years. During its lengthy service to the astronomy community, it did 
suffer some minor mechanical problems. Although engineers were 
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able to keep the IUE functioning at various capacity levels, the final shut-
down occurred on September 30, 1996, after a joint decision by NASA
and ESA.

The IUE was awarded the U.S. Presidential Award for Design Ex-
cellence. It is considered one of the great success stories of astronomy as
it made observations of over 100,000 astronomical objects during its use.
Scientists from all over the world have enjoyed the information the IUE
was able to collect. Over 3,500 scientific articles have been generated
from this information, which is the most productive for any observatory
satellite to date. Because of its endurance of almost nineteen years, the
IUE was able to help astronomers gain a better understanding of ultravi-
olet astronomy.

On June 7, 1992, NASA launched the successor to the IUE, another
Explorer-class mission, called the Extreme Ultraviolet Explorer (EUVE).
This satellite went beyond the coverage of the IUE due its more power-
ful telescope.

[See also Ultraviolet astronomy]

‡�Internet
The Internet is a vast network that connects many independent networks
and links computers at different locations. It enables computer users
throughout the world to communicate and to share information in a vari-
ety of ways. Its evolution into the World Wide Web made it easy to use
for those with no prior computer training.

History
The Internet could not exist until the modern computer came to be.

The first electronic computers were developed during the 1940s, and these
early machines were so large—mainly because of all the bulky vacuum
tubes they needed to perform calculations—that they often took up an en-
tire room by themselves. They were also very expensive, and only a few
corporations and government agencies could afford to own one. The
decade of the 1950s proved to be one of silent conflict and tension be-
tween the Soviet Union and the United States—a period called the “cold
war”—and computers naturally came to play a large role in those nations’
military planning. Since each country was obsessed with the possibility
of a deliberate or accidental nuclear war breaking out, the United States
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began to consider how it might protect its valuable lines of communica-
tion in case such a disaster did occur. By the 1960s, both nations had be-
come increasingly dependent on their rapidly-improving computing tech-
nologies, and the United States eventually developed a means of linking
its major defense-related computer facilities together (to form a network).
In 1969, the U.S. Department of Defense began a network of university
and military computers that it called ARPANET (Advanced Research Pro-
jects Agency Network).

Packet switching
The major characteristic of ARPANET was the way it used the new

idea called “packet switching.” What this does is break up data—or in-
formation to be transmitted from one computer to another—into pieces
or “packets” of equal-size message units. These pieces or packets are then
sent separately to their destination where they are finally reassembled to
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Words to Know

HTML: HyperText Markup Language, used in writing pages for the World
Wide Web; it lets the text include codes that define font, layout,
embedded graphics, and hypertext links.

HTTP: HyperText Transfer Protocol, which is the way World Wide Web
pages are transferred over the Internet.

Hypertext: System of writing and displaying text that enables the text
to be linked in multiple ways, to be available on several levels of
detail, and to contain links to related documents.

Links: Electronic connections between pieces of information.

Network: A system made up of lines or paths for data flow that
includes nodes where the lines intersect and where the data can flow
into different lines.

Packets: Small batches of data that computers exchange.

Protocols: Rules or standards for operations and behavior.

World Wide Web: A hypermedia system that is a graphical map for the
Internet, that is simple to understand, and that helps users navigate
around Internet sites.



reform the complete message. So by “packet switching” data, a message
is sent in pieces or segments, each of which may travel a different route
to the same destination, where it is eventually put back together, no mat-
ter how or which way it got there. For defense purposes, this system
seemed ideal since if there were any working path to the final destina-
tion, no matter how indirect, the new network would find it and use it to
get the message through. In 1970, ARPANET began operations between
only four universities, but by the end of 1971, ARPANET was linking
twenty-three host computers.

How computers could talk to one another
As this system slowly grew, it became apparent that eventually the

computers at each different location would need to follow the same rules
and procedures if they were to communicate with one another. In fact, if
they all went their separate ways and spoke a different “language” and
operated under different instructions, then they could never really be
linked together in any meaningful way. More and more, the scientists, en-
gineers, librarians, and computer experts who were then using ARPANET
found that the network was both highly complex and very difficult to use.
As early as 1972, users were beginning to form a sort of bulletin board
for what we now call e-mail (electronic mail). This made the need for
common procedures even more obvious, and in 1974, what came to be
called a common protocol (pronounced PRO-tuh-call) was finally devel-
oped. Protocols are sets of rules that standardize how something is done
so that everyone knows what to do and what to expect—sort of like the
rules of a game. This common language was known as a Transmission
Control Protocol/Internet Protocol (TCP/IP).

Open architecture
The development of this protocol proved to be a crucial step in the

development of a real, working network since it established certain rules
or procedures that eventually would allow the network really to expand.
One of the keys of the protocol was that it was designed with what was
called “open architecture.” This meant that each network would be able
to work on its own and not have to modify itself in any way in order to
be part of the network. This would be taken care of by a “gateway” (usu-
ally a larger computer) that each network would have whose special soft-
ware linked it to the outside world. In order to make sure that data was
transmitted quickly, the gateway software was designed so that it would
not hold on to any of the data that passed through it. This not only sped
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things up, but it also removed any possibility of censorship or central con-
trol. Finally, data would always follow the fastest available route, and all
networks were allowed to participate.

Computer address
In practice, the new TCP/IP set up a system that is often compared

to a postal system. The information being sent or the “data packets” would
have headers just as a letter has an address on its envelope. The header
would therefore specify where it came from and what its destination was.
Just as everyone’s postal rules (protocols) state that all mail must be in
an envelope or some sort of package and that it must have postage and a
destination address, so TCP/IP said that every computer connected to the
network must have a unique address. When the electronic packet was sent
to the routing computer, it would sort through tables of addresses just as
a mail sorter in a post office sorts through zip codes. It would then select
the best connection or available route and send it along. On the receiv-
ing end, the TCP/IP software made sure all the pieces of the packet were
there and then it put them back together in proper order, ready to be used.
It makes no difference (other than speed) to the network how the data
was transmitted, and one computer can communicate with another using
regular phone lines, fiber-optic cables, radio links, or even satellites.

Personal computers and domain names
All of this took some time, but by the beginning of 1983, when the

TCP/IP was ready to go and finally adopted, the Internet—or a network
of networks—was finally born. To this point, most of the business on the
“Net,” as it came to be called, was science-oriented. About this same time,
however, the microcomputer revolution was also starting to be felt. Called
“personal computers,” these new, smaller, desktop-size computers began
slowly to enter businesses and homes, eventually transforming the notion
of what a computer was. Until this time, a computer was a very large, su-
per-expensive, anonymous-looking machine (called a “mainframe”) that
only corporations could afford. Now however, a computer was a friendly,
nearly-portable, personal machine that had a monitor or screen like a tele-
vision set. As more and more individuals purchased a personal computer
and eventually learned about a way of talking to another computer (via
e-mail), the brand-new Internet soon began to experience the problems of
its own success.

By 1984, it was apparent that something had to be done to straighten
out and simplify the naming system for each “host” computer (the host
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was the “server” computer that was actually linked to the Internet). That
year, the system called “Domain Name Servers” was created. This new
system organized Internet addresses into various “domains” or cate-
gories—such as governmental (.gov), commercial (.com), educational
(.edu), military (.mil), network sites (.net), or international organizations
(.org)—that were tacked onto the end of the address. Host or server names
now were not only much easier to remember, but the alphabetical ad-
dresses themselves actually stood for a longer coded sequence of num-
bers that the computer needed in order to specifically identify an address.
Thus, a person needed only to use a fairly short alphabetical address,
which itself contained the more complex numerical sequence. By 2001,
however, an entire batch of additional domain names (.biz, .info, .name,
.museum, .aero, .coop, and .pro) had to be created to account for the in-
crease in both specialization and use. This domain expansion is similar
to the phone company issuing new area codes.

NSFNET
By the mid-1980s, a second, larger network had grown up in the

United States, and it would eventually absorb ARPANET. The National
Science Foundation established its own cross-country network, called
NSFNET, in order to encourage increased network communication by col-
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leges and universities. NSFNET adopted the TCP/IP rules, but it did not
allow its system to be used for non-educational purposes. This policy
proved to be very important since it eventually led businesses to create
networks of their own, and also encouraged several private “providers”
to open for business. In 1987, the first subscription-based commercial In-
ternet company, called UUNET, was founded. As the end of the 1980s
approached, the Internet was growing, but it was still not the place for a
beginner. The main problem was that every time users wanted to do some-
thing different on it (such as e-mail or file transfer), they had to know
how to operate an entirely separate program. Commands had to be either
memorized or reference manuals had to be constantly consulted. The In-
ternet was not “user-friendly.”

World Wide Web
The development of what came to be called the World Wide Web

in 1991 marked the real breakthrough of the Internet to a mass audience
of users. The World Wide Web is really a software package that was based
on “hypertext.” In hypertext, links are “embedded” in the text (meaning
that certain key words are either underlined or appear in a contrasting
sdifferent color) that the user can then click on with a mouse to be taken

to another site containing more information. 
It was the development of the Web that made 
usage of the Internet really take off, since it was
simple to understand and use and enabled even
new users to be able to explore or “surf” the Net.
Without the World Wide Web, the Internet 
probably would have remained a mystery to 
those huge numbers of people who either had 
no computer expertise or wanted any computer
training.

The Web developed a new set of rules called
HTTP (HyperText Transfer Protocol) that sim-
plified address writing and that used a new pro-
gramming language called HTML (HyperText
Markup Language). This special language al-
lowed users easily to jump (by clicking on a 
link) from one document or information resource
to another. In 1993, the addition of the program
called Mosaic proved to be the final breakthrough
in terms of ease-of-use. Before Mosaic, the Web
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was limited only to text or words. However, as a “graphical browser,” the
Mosaic program included multimedia links, meaning that a user could
click on icons (pictures of symbols) and view pictures, listen to audio,
and even see video. By 1995, with the addition of sound and graphics and
the emergence of such large commercial providers as America Online
(AOL), Prodigy, and Compuserv, interest and usage of the Internet really
took off.

By the beginning of the twenty-first century, the Internet had be-
come a vast network involving millions of users connected by many in-
dependent networks spanning over 170 countries throughout the world.
People use it to communicate (probably the most popular use), and hun-
dreds of millions of e-mail messages electronically fly across the globe
every day. People also use it as they would a library, to do research of
all types on all sorts of subjects. On almost any major subject, a user can
find text, photos, video, and be referred to other books and sources. The
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Internet also has commercial possibilities, and users can find almost any
type of product being sold there. A person with a credit card can book an
airline flight, rent a beach home and car, reserve tickets to a performance,
and buy nearly anything else he or she desires. Some businesses benefit
from this more than others, but there is no dismissing the fact that the In-
ternet has changed the way business is conducted.

Used daily for thousands of other reasons, the Internet is many things
to many people. It is a world-wide broadcasting medium, a mechanism
for interacting with others, and a mechanism for obtaining and dissemi-
nating information. Today, the Internet has become an integral part of our
world, and most would agree that its usefulness is limited only by our
imagination.

[See also Computer software]

‡�Interstellar matter
The interstellar medium—the space between the stars—consists of nearly
empty space. It is the vacuum of the universe. It would be totally empty
if not for a smattering of gas atoms and tiny solid particles—interstellar
matter.

On average, the interstellar matter in our region of the galaxy con-
sists of about one atom of gas per cubic centimeter and 25 to 50 micro-
scopic solid particles per cubic kilometer. In contrast, the air at sea level
on Earth contains about 1,019 molecules of gas per cubic centimeter.

In some regions of space, however, the concentration of interstellar
matter is thousands of times greater than average. Where there is a large
enough concentration of gas and particles (also called cosmic dust), clouds
form. Most of the time these clouds are so thin they are invisible. At other
times they are dense enough to be seen and are called nebulae (plural for
nebula).

Cosmic dust
Cosmic dust accounts for only 1 percent of the total mass in the in-

terstellar medium; the other 99 percent is gas. Scientists believe the dust
is primarily composed of carbon and silicate material (silicon, oxygen,
and metallic ions), possibly with solid carbon dioxide and frozen water
and ammonia. A dark nebula is a relatively dense cloud of cosmic dust.
The nebula is dark because much of the starlight in its path is either ab-
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sorbed or reflected by dust particles. When starlight is reflected, it shines
off in every direction, meaning only a small percentage is sent in the di-
rection of Earth. This process effectively blocks most of the starlight from
Earth’s view.

Even individual particles of cosmic dust affect the quality of star-
light. Random dust particles absorb or reflect some light from various
stars, causing them to appear far dimmer than they actually are. Scien-
tists have theorized that without the presence of cosmic dust, the Milky
Way would shine so brightly that it would be light enough on Earth to
read at night.

Most dark nebulae resemble slightly shimmering, dark curtains.
However, in cases where a dense cloud of dust is situated near a partic-
ularly bright star, the scattering of light may be more pronounced, form-
ing a reflection nebula. This is a region where the dust itself is illumi-
nated by the reflected light.

Interstellar gas
In contrast to solid particles, interstellar gas is transparent. Hydro-

gen accounts for about three-quarters of the gas. The remainder is helium
plus trace amounts of nitrogen, oxygen, carbon, sulfur, and possibly other
elements.
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Words to Know

Cosmic dust: Solid, microscopic particles found in the interstellar
medium.

Interstellar medium: The space between the stars, consisting mainly
of empty space with a very small concentration of gas atoms and tiny
solid particles.

Light-year: Distance light travels in one year, about 5.9 trillion miles
(9.5 trillion kilometers).

Nebula: An interstellar cloud of gas and dust.

Red giant: Stage in which an average-sized star (like our sun) spends
the final 10 percent of its lifetime. Its surface temperature drops and
its diameter expands to 10 to 1,000 times that of the Sun.



While interstellar gas is generally cold, the gas near very hot stars
is heated and ionized (electrically charged) by ultraviolet radiation given
off by those stars. The glowing areas of ionized gas are called emission
nebulae. Two well-known examples of emission nebulae are the Orion
nebula, visible through binoculars just south of the hunter’s belt in the
constellation of the same name, and the Lagoon nebula in the constella-
tion Sagittarius. The Orion nebula is punctuated by dark patches of cos-
mic dust.

Interstellar space also contains over 60 types of polyatomic (con-
taining more than one atom) molecules. The most common substance is
molecular hydrogen (H2); others include water, carbon monoxide, and am-
monia. Since these molecules are broken down by starlight, they are found
primarily in dense, dark nebulae where they are protected from the light
by cosmic dust. These nebulae—known as molecular clouds—are enor-
mous. They stretch across several light-years and are 1,000 to 1,000,000
times as massive as the Sun.
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Origin of interstellar matter
Scientists have proposed various theories as to the origins of inter-

stellar matter. Some matter has been ejected into space by stars, particu-
larly from stars in the final stages of their lives. As a star depletes the
supply of fuel on its surface, the chemical composition of the surround-
ing interstellar medium is altered. Massive red giant stars have been ob-
served ejecting matter, probably composed of heavy elements such as alu-
minum, calcium, and titanium. This material may then condense into solid
particles, which combine with hydrogen, oxygen, carbon, and nitrogen
when they enter interstellar clouds.

It is also possible that interstellar matter represents material that did
not condense into stars when the galaxy formed billions of years ago. Ev-
idence supporting this theory can be found in the fact that new stars are
born within clouds of interstellar gas and dust.

[See also Galaxy; Star]

‡�Invertebrates
Invertebrates are animals without backbones. This simple definition hides
the tremendous diversity found within this group which includes proto-
zoa (single-celled animals), corals, sponges, sea urchins, starfish, sand
dollars, worms, snails, clams, spiders, crabs, and insects. In fact, more
than 98 percent of the nearly two million described species are inverte-
brates. They range in size from less than one millimeter to several me-
ters long. Invertebrates display a fascinating diversity of body forms,
means of locomotion, and feeding habits.

Invertebrates are ectotherms (cold-blooded): they warm their bod-
ies by absorbing heat from their surroundings. Most invertebrates live in
water or spend at least some part of their life in water. The external lay-
ers of aquatic invertebrates are generally thin and permeable to water.
This structure allows the ready exchange of gases needed to keep the an-
imal alive. Some aquatic vertebrates do have specialized respiratory
(breathing) structures on their body surface. Aquatic invertebrates feed
by ingesting their prey directly, by filter feeding, or by actively captur-
ing prey.

Some groups of invertebrates live on land. Common examples 
include the earthworms, insects, and spiders. These invertebrates need to
have special structures to deal with life on land. For example, earthworms
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have strong muscles for crawling and burrowing and, since drying out on
land is a problem for them, they secrete mucous to keep their bodies moist.
Insects and spiders move by means of several pairs of legs and are 
waterproof.

[See also Arachnids; Arthropods; Butterflies; Cockroaches;
Corals; Crustaceans; Insects; Mollusks; Protozoa]
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‡�Ionization
Ionization is the process in which one or more electrons are removed from
an atom or molecule. The charged particle that results is called an ion.
As an example, consider an atom of oxygen. An oxygen atom consists of
a nucleus containing eight protons and eight neutrons. Each proton car-
ries a single positive electrical charge, and each neutron is electrically
neutral. The oxygen atom also contains eight electrons, each carrying a
single negative electrical charge. With eight positive charges and eight
negative charges, an oxygen atom is neutral.

Some of the electrons in an atom can be removed rather easily. If
an oxygen atom should lose one electron, for example, it would then have
eight positive charges and only seven negative charges. Overall the atom
would have an electric charge of �1. If two electrons were to be removed,
it would have a charge of �2.

Under some circumstances, the oxygen atom could also gain elec-
trons. If it gained one electron, it would then have eight positive charges
and nine negative charges, or an overall charge of �1. The charged atoms
of oxygen in all of the above cases are no longer called atoms. They are
called ions. If they carry a positive charge, they are known as cations, and
if they carry a negative charge they are known as anions.

Molecules can also be ionized. Molecules are collections of atoms
held together by shared pairs of electrons. If an electron in a molecule is
removed, the portion of the molecule that remains becomes charged, just
as is the case with atoms. For example, if a molecule of nitrogen loses an
electron, it becomes a cation with a charge of �1.

Ionization energy
Electrons in an atom are attracted to the atomic nucleus by electri-

cal forces. An electron is negatively charged; the nucleus is positively
charged. Since opposite charges attract each other, an electron tends to
stay with its atomic nucleus.

In order to remove an electron from an atom, then, energy must be
provided to overcome the force of attraction of the nucleus. That energy
is called ionization energy.

The energy needed to remove an electron differs from atom to atom.
Consider the difference between hydrogen and sodium. Hydrogen has only
one electron, located fairly close to its nucleus. A good deal of energy 
is needed to overcome the attraction of the hydrogen nucleus for its 
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electron. Sodium has 11 electrons, one of which is at a relatively great
distance from the nucleus. The force of attraction by the nucleus for that
outermost electron is small, compared to the force in a hydrogen atom.
The outermost sodium electron can be removed with a relatively small
amount of energy.

This comparison can be confirmed by looking at the first ionization
energy for both hydrogen and sodium. The first ionization energy is the
amount of energy required to remove the first electron from an atom. For
hydrogen, that number is 1,312 kilojoules per mole, and for sodium it is
495.9 kilojoules per mole. (A mole is a unit used to represent a certain
number of particles, usually atoms or molecules.)

Similar measurements can be made for removing the second elec-
tron, third electron, fourth electron, and so on, from an atom. These mea-
surements are known as the second ionization energy, third ionization en-
ergy, fourth ionization energy, and so on.

Ionization in solution. The term ionization also has a second mean-
ing when used in discussions of solutions. The way substances behave
electrically in water solution is often very different from the way they be-
have as solids or gases. As an example, consider the compound known
as acetic acid. Acetic acid is a liquid that does not conduct an electric cur-
rent. Yet, when acetic acid is added to water, the solution that is formed
does conduct an electric current.
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Words to Know

Crystal: A solid composed of positively and negatively charged ions.

Dissociation: The process by which ions are set free from a crystal,
usually in water solution.

Ion: A molecule or atom that has lost one or more electrons and is,
therefore, electrically charged.

Ionization energy: The amount of energy required to completely
remove an electron from an atom or molecule, thereby creating a posi-
tively charged ion.

Molecule: The smallest particle of which a compound consists, made of
two or more atoms bonded to each other by shared pairs of electrons.



In order for a solution to conduct an electric current, ions must be
present. Pure acetic acid is made of molecules. It contains no ions. If you
pass an electric current into acetic acid, nothing will happen because no
ions are present. An important change takes place, however, when acetic
acid is added to water. Water molecules have the ability to tear acetic acid
molecules apart, breaking them down into hydrogen ions and acetate ions.
Now that ions are present, the water solution of acetic acid can conduct an
electric current. This process is known as ionization because ions are pro-
duced from a substance (acetic acid) that did not contain them originally.

Dissociation. A similar story about the conductivity and nonconduc-
tivity of sodium chloride could be told. If the two ends of a battery are
attached to a large crystal of sodium chloride, no electric current will flow.
One might guess that this result indicates that no ions are present in sodium
chloride. However, that is not the case.

Indeed, a crystal of sodium chloride is made up entirely of ions, pos-
itively charged sodium ions and negatively charged chloride ions. The
problem is, however, that these ions are held together very tightly by elec-
trical forces. Sodium ions are bound tightly to chloride ions, and vice versa.

The situation changes, however, when sodium chloride is added to
water. Water molecules are able to tear apart sodium ions and chloride
ions in much the same way they tear apart acetic acid molecules. Once
the sodium ions and chloride ions are no longer bound tightly to each
other, they are free to roam through the salt/water solution.

The name given to this change is dissociation. The term means that
ions already existed in the sodium chloride crystal before it was put into
water. Water did not create the ions, it only set them free. It is this dif-
ference between creating ions and setting them free that distinguishes ion-
ization from dissociation.

‡�Island
An island is a relatively small area of land that is completely surrounded
by water. It is impossible to give a total number to the islands that exist
on the surface of the planet. As a result of erosion or rising sea level,
some islands drown over time. The longest surviving islands usually last
no more than 5 to 10 million years (Earth is 4.5 billion years old). On-
going volcanic activity continues to create new islands and to add to ex-
isting ones. On November 14, 1963, a underwater volcanic explosion off
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the southern coast of Iceland created the island of Surtsey, which contin-
ues to gain land as the ongoing lava flows cool.

The eight largest islands on Earth are (in descending order): Green-
land, New Guinea, Borneo, Madagascar, Baffin Island, Sumatra, Honshu
(largest of the Japanese islands), and Great Britain. Islands can be divided
into two types: continental or oceanic.

Continental islands
Continental islands are parts of the continental shelves—the sub-

merged, gradually sloping ledges of continents. These islands are formed
in one of two ways: rising ocean waters either cover coastal areas, leav-
ing only the summits of coastal highlands above water, or cut off a penin-
sula or similar piece of land jutting out from the mainland. Continental
islands lie in shallow water, usually less than 600 feet (180 meters) deep.
Greenland and Newfoundland (off the eastern coast of Canada) are ex-
amples of continental islands. A drop in sea level would be sufficient to
connect these islands to the North American continent.

Long, thin, sandy stretches of land that lie in shallow waters paral-
lel to a mainland coast are called barrier islands. These are technically
not continental islands since they are formed by the erosion of mainland
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Barrier islands: Long, thin, sandy stretches of land that lie in shallow
waters parallel to a mainland coast.

Continental shelves: Submerged, gradually sloping ledges of continents.

Hot spot: Plumes of magma welling up from Earth’s crust.

Island arc: Curved row of islands of volcanic origin that develops
where two plates converge, usually near the edge of a continent.

Magma: Hot, liquid material that underlies areas of volcanic activity;
magma at Earth’s surface is called lava.

Plate tectonics: Geological theory stating that Earth’s crust is divided
into a series of vast platelike sections that move as distinct masses
over the planet’s surface.



rock (sand). The sand is carried to coastal areas by rivers and then car-
ried offshore by strong waves and other ocean currents.

Oceanic islands
Oceanic islands are not scattered haphazardly about the deep ocean

waters. They arise from volcanic activity on the ocean floor. Over time,
the cooled lava forms mountains, the tops of which rise above the sur-
face of the ocean as islands. According to the geological theory of plate

1 1 3 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Island

An island off the east coast

of the Malay peninsula.

(Reproduced by permission of

The Stock Market.)



tectonics, Earth’s crust is divided into a series of vast platelike sections
that move as distinct masses over the planet’s surface. Most oceanic is-
lands are formed as oceanic plates move over fixed hot spots (plumes of
magma or lava welling up from the crust). Some oceanic islands are sit-
uated above the boundaries where oceanic plates converge or come to-
gether, while others arise where plates diverge or spread apart (a process
called seafloor spreading).

The Hawaiian-Emperor island chain in the north Pacific Ocean
formed as a result of a plate moving over a thermal plume of magma from
a fixed hot spot. The hot spot is believed to be causing the currently ac-
tive volcanoes of Mauna Loa and Kilauea on the island of Hawaii.

When two plates converge, the plate carrying the heavier crust dips
under, or subducts, the plate carrying the lighter crust. At the point of
subduction, a deep trench develops. Parallel to it, on the lighter plate, vol-
canic action produces a row of islands. These island groups are called is-
land arcs, after their curved pattern. The Aleutian Islands, off the south-
west coast of Alaska, are such islands.

Island ecosystems
Islands often contain a strange mix of plants and animals. Because

oceanic islands are isolated by their surrounding waters, they are home
to only a few species of animals. Many of these animal species are found
nowhere else on the planet. The small size of islands also prevents them
from supporting a larger number of animal species. A few seabirds and
insects exist in greater numbers since they are able to migrate over the
waters separating islands. Plant life on islands is most abundant, as seeds
are carried by winds, water currents, and birds from remote lands.

Island ecosystems (communities of plants, animals, and microor-
ganisms) are delicate and balanced. Over time, they have reached a steady
state—what is taken out of the environment is replaced. The relationship
between predators and prey remain constant: those that die are replaced
by newborns. The introduction of other life-forms into the closed system
of an island, therefore, can have dramatic immediate effects. Changes
brought about by humans is particularly devastating to islands. For ex-
ample, domestic goats and rabbits introduced by human colonizers can
completely rob a small island of succulent vegetation in less than a year.
Dogs can turn every small mammal into prey.

Such changes to an island’s ecosystem can result in the extinc-
tion of animal or plant species, many of which are not even known. Sci-
entists are increasingly concerned about raising awareness of the special
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features of islands and their contributions to geological and evolutionary
knowledge.

[See also Coast and beach; Plate tectonics; Volcano]

‡�Isotope
Isotopes are two forms of an element with the same atomic number but
different mass number. The existence of isotopes can be understood by
reviewing the structure of atoms.

All atoms contain three kinds of basic particles: protons, neutrons,
and electrons. (Hydrogen is the only exception to this statement; most hy-
drogen atoms contain no neutrons.) The protons and neutrons in an atom
are found in the atomic nucleus, while the electrons are found in the space
around the nucleus.

The number of protons in a nucleus defines an atom. Hydrogen atoms
all have one proton in their nucleus; helium atoms all have two protons
in their nucleus; lithium atoms all have three protons in their nucleus; and
so on. The number of protons in an atom’s nucleus is called its atomic
number. Hydrogen has an atomic number of 1; helium, an atomic num-
ber of 2; and lithium, an atomic number of 3.

But atoms of the same element can have different numbers of neu-
trons. Some helium nuclei, for example, have two neutrons; others have
only one. The mass number of an atom is the total number of protons and
neutrons in the atom’s nucleus. The two-neutron atom of helium has a mass
number of four (two protons plus two neutrons). The one-neutron atom of
helium has a mass number of three (two protons plus one neutron).

Another way of defining isotopes, then, is to say that they are dif-
ferent forms of an atom with the same number of protons but different
numbers of neutrons.

Most elements have at least two stable isotopes. The term stable here
means not radioactive. Twenty elements, including fluorine, sodium, alu-
minum, phosphorus, and gold, have only one stable isotope. By contrast,
tin has the largest number of stable isotopes of any element, ten.

Representing isotopes
Isotopes are commonly represented in one of two ways. First, 

they may be designated by writing the name of the element followed by
the mass number of the isotope. The two forms of helium are called 
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helium-4 and helium-3. Second, isotopes may be designated by the chem-
ical symbol of the element with a superscript that shows their mass num-
ber. The designations for the two isotopes of helium are 4He and 3He.

Radioactive isotopes
A radioactive isotope is an isotope that spontaneously breaks apart,

changing into some other isotope. As an example, potassium has a ra-
dioactive isotope with mass number 40, 40K or potassium-40. This isotope
breaks down into a stable isotope of potassium, 39K or potassium-39.

Radioactive isotopes are much more common than are stable iso-
topes. At least 1,000 radioactive isotopes occur in nature or have been
produced synthetically in particle accelerators (atom-smashers) or nuclear
reactors (devices used to control the release of energy from nuclear re-
actions).

Applications
Isotopes have many important applications in theoretical and prac-

tical research. The advantage of using two or more isotopes of the same
element is that the isotopes will all have the same chemical properties but
may differ from each other because of their mass differences. This dif-
ference allows scientists to separate one isotope from another. An im-
portant example of this process is the way isotopes were used to purify
uranium during World War II (1939–45).

Two common isotopes of uranium exist, 235U and 238U. Of these
two, 238U is much more abundant, making up about 99.3 percent of the
uranium found in nature. But only 235U can be used in making nuclear
weapons and nuclear reactors. Since both 235U and 238U have the same
chemical properties, how can the valuable 235U be separated from the
more abundant, but valueless, 238U?

One answer to this question was to convert natural uranium to a gas
and then allow the gas to diffuse (spread out) through a porous barrier.
Researchers found that the 235U in the natural uranium was slightly less
heavy than the 238U, so it diffused through the barrier slightly more quickly.
But because the difference in mass between the two isotopes is not very
great, the diffusion had to be repeated many times before the two isotopes
could be separated very well. Eventually, however, enough 235U was col-
lected by this process to make the world’s first nuclear weapons.

[See also Atomic mass; Carbon family; Dating techniques; Nu-
clear fission; Nuclear medicine; Periodic table; Radioactive tracers;
Radioactivity; Spectrometry]
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‡�Jet engine
A jet engine is a heat engine that is propelled in a forward direction as
the result of the escape of hot gases from the rear of the engine. In an air-
breathing jet engine, air entering the front of the engine is used to burn a
fuel within the engine, producing the hot gases needed for propulsion (for-
ward movement). Jet engines are used for the fastest commercial and mil-
itary aircraft now available.
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Scientific principle behind jet engines
The scientific principle on which the jet engine operates was first

stated in scientific terms by English physicist and mathematician Isaac
Newton (1642–1727) in 1687. According to Newton’s third law of mo-
tion, for every action there is an equal and opposite reaction. That princi-
ple can be illustrated by the behavior of a balloon filled with air. If the
neck of the balloon is untied, gases begin to escape from the balloon. The
escape of gases from the balloon is, in Newton’s terms, an “action.” The
equal and opposite reaction resulting from the escape of gases is the move-
ment of the balloon in a direction opposite to that of the movement of the
gases. That is, as the air moves to the rear, the balloon moves forward.

Types of jet engines
Ramjets. The simplest of all jet engines is the ramjet. The ramjet con-
sists of a long cylindrical metal tube open at both ends. The tube bulges
in the middle and tapers off at both ends. As the engine moves forward
at high speeds, the air entering it is automatically compressed (made more
compact under pressure). The compressed air is then used to burn a fuel,
usually a kerosene-like material. The hot gases produced during com-
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Words to Know

Afterburner: A device added at the rear of a jet engine that adds
additional fuel to the exhaust gases, increasing the efficiency of the
engine’s combustion.

Combustion: The process of burning; a chemical reaction, especially a
rapid combination with oxygen, accompanied by heat and light.

Compress: To make more compact by using pressure.

Ramjet: A simple type of air-breathing jet engine in which incoming
air is compressed and used to burn a jet fuel such as kerosene.

Turbojet: A type of air-breathing jet engine in which some of the
exhaust gases produced in the engine are used to operate a compressor
by which incoming air is reduced in volume and increased in pressure.

Turboprop: An engine in which an air-breathing jet engine is used to
power a conventional propeller-driven aircraft.



bustion within the engine are then expelled out the back of the engine.
As the gases leave the back of the jet engine (the nozzle exit), they pro-
pel the engine—and the wing and airplane to which it is attached—in a
forward direction.

A typical ramjet engine today has a length of about 13 feet (4 me-
ters), a diameter of about 39 inches (1 meter), and a weight of about 1,000
pounds (450 kilograms). A ramjet engine of this design is capable of giv-
ing a maximum velocity of about Mach 4 (Mach 1 is equal to the speed
of sound: 740 miles [1190 kilometers] per hour).
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Turbojets. A turbojet differs from a ramjet in that it contains a com-
pressor attached to a turbine. The compressor consists of several rows of
metal blades attached to a central shaft. The shaft, in turn, is attached to
a turbine at the rear of the compressor. When air enters the inlet of a tur-
bojet engine, some of it is directed to the core of the engine where the
compressor is located. The compressor reduces the volume of the air and
sends it into the combustion chamber under high pressure.

The exhaust gases formed in the combustion chamber have two func-
tions. They exit the rear of the chamber, as in a ramjet, providing the en-
gine with a forward thrust. At the same time, the gases pass over the
blades of the turbine, causing it to spin on its axis. The spinning turbine
operates the compressor at the front of the engine, making possible the
continued compression of new incoming air. Unlike a ramjet engine,
which only operates after a high speed has been attained, the turbojet en-
gine operates continuously.

Turboprop engines. In a turboprop engine, a conventional propeller
is attached to the turbine in a turbojet engine. As the turbine is turned by
the series of reactions described above, it turns the airplane’s propeller.
Much greater propeller speeds can be attained by this combination than
are possible with simple piston-driven propeller planes. However, pro-
pellers cannot operate at high air speeds. The maximum efficient speed
at which turboprop airplanes can operate is less than 450 miles (724 kilo-
meters) per hour.

Afterburners. No more than about one-quarter of all the oxygen en-
tering the front of the jet engine is actually used to burn fuel within the
engine. To make the process more efficient, some jet engines are also
equipped with an afterburner. The afterburner is located directly behind
the turbine in the jet engine. It consists of tubes out of which fuel is
sprayed into the hot exhaust gases exiting the tubing. Combustion takes
place in the afterburner, as it does in the combustion chamber, providing
the engine with additional thrust.

‡�Jupiter
Jupiter, the fifth planet from the Sun, is the largest and most massive
planet in our solar system. It is 1,300 times larger than Earth, with more
than 300 times the mass of Earth and 2.5 times the mass of all the other
planets combined. It has a diameter over 88,000 miles (142,000 kilome-
ters), more than eleven times Earth’s diameter of 7,900 miles (12,700
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kilometers). Lying about 480 million miles (770 million kilometers) from
the Sun, Jupiter takes almost 12 years to complete one revolution.

With its 28 moons, Jupiter is considered a mini-solar system of its
own. Before the twenty-first century, astronomers believed Jupiter had
only 16 moons. But a rash of discoveries soon put the total at 28. The
newly discovered satellites are highly different from Jupiter’s more well-
known moons. They are much smaller, with estimated diameters ranging
from 1.8 to 5 miles (3 to 8 kilometers). Also, they have large and eccen-
tric orbits. Some go around Jupiter in a clockwise direction, while others
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orbit counter-clockwise. Astronomers speculate that Jupiter, while it was
still young, captured the newly discovered moons from a group of small
icy and rocky objects that orbit the Sun.

Jupiter is often the brightest object in the sky after the Sun and
Venus. For some unknown reasons, it reflects light that is twice as in-
tense as the sunlight that strikes it.

Jupiter has rings that are composed of small particles. Saturn,
Uranus, and Neptune also have ring systems. It was only in late 1998 that
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Dr. Joseph Burns, astronomy professor at Cornell University, and a team
of researchers figured out how Jupiter’s rings are formed. After studying
photos taken by the unmanned spacecraft Galileo, astronomers announced
that Jupiter’s rings are formed when cosmic debris (such as asteroids or
particles of comets) are pulled and smashed into Jupiter’s moons by the
planet’s powerful magnetic field. The resulting collision produces dust
clouds that become the rings around the planet.

Through a telescope, Jupiter appears as a globe of colorful swirling
bands. These bands may be a result of the planet’s fast rotation. One day
on Jupiter lasts only 10 hours (compared to a rotational period of 24 hours
on Earth).

Jupiter’s most outstanding feature is its Great Red Spot. The spot is
actually a swirling, windy storm measuring 16,000 miles (25,700 kilo-
meters) long and 8,700 miles (14,000 kilometers) wide, an area large
enough to cover two Earths. The spot may get its red color from sulfur
or phosphorus, but no one is sure. Beneath it lie three white oval areas.
Each is a storm about the size of Mars.

The planet’s origin
One theory about Jupiter’s origin is that the planet is made of the

original gas and dust that came together to form the Sun and planets. Since
it so far from the Sun, its components may have undergone little or no
change. A more recent theory, however, states that Jupiter was formed
from ice and rock from comets, and that it grew by attracting other mat-
ter around it.

Astronomers have been observing Jupiter since the beginning of
recorded time. In 1610, Italian astronomer Galileo Galilei (1564–1642)
looked through his recently developed telescope and discovered the
planet’s four largest moons: Io, Europa, Ganymede, and Callisto.

Discoveries by the Galileo probe
In 1989, the 2.5-ton (2.3-metric ton) Galileo space probe was

launched aboard the space shuttle Atlantis. On December 7, 1995, Galileo
began orbiting Jupiter and dropped a mini-probe the size of an average
backyard barbecue grill. The probe entered Jupiter’s atmosphere at a speed
of 106,000 miles (170,500 kilometers) per hour. Soon after, the probe 
released a parachute and floated down to the planet’s hot surface. As it
fell, intense winds blew it 300 miles (480 kilometers) horizontally. The
probe spent 58 minutes taking extremely detailed pictures of Jupiter un-
til its cameras stopped working at an altitude of about 100 miles (160
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kilometers) below the top of the planet’s cloud cover. Eight hours later,
the probe was completely vaporized as temperatures reached 3,400°F
(1,870°C).

What the probe discovered first was a belt of radiation 31,000 miles
(49,900 kilometers) above Jupiter’s clouds, containing the strongest ra-
dio waves in the solar system. It next encountered Jupiter’s swirling clouds
and found that they contain water, helium, hydrogen, carbon, sulfur, and
neon, but in much smaller quantities than expected. It also found gaseous
krypton and xenon, but in greater amounts than previously estimated.

Scientists had predicted the probe would encounter three or four
dense cloud layers of ammonia, hydrogen, sulfide, and water, but instead
it found only thin, hazy clouds. The probe detected only faint signs of
lightning at least 600 miles (965 kilometers) away, far less than expected.
It also discovered that lightning on Jupiter occurs only one-tenth as often
as it does on Earth. Perhaps the biggest surprise uncovered by the probe
was the lack of water on the planet.

The probe did not survive long enough to gather information on
Jupiter’s core. Astronomers believe the planet has a rocky core made of
material similar to that of Earth’s core. The temperature of the core may
be as hot as 18,000°F (9,820°C), with pressures two million times those
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at Earth’s surface. Scientists believe a layer of compressed hydrogen 
surrounds the core. Hydrogen in this layer may act like a metal and may
be the cause of Jupiter’s intense magnetic field (five times greater than
the Sun’s).

At the beginning of 2001, Galileo was still making valuable scien-
tific observations about the planet and its moons, more than three years
after its original two-year mission in orbit around Jupiter. The craft had
already received three times the cumulative radiation exposure it was de-
signed to withstand.

Comet Shoemaker-Levy 9 collides with Jupiter
In early 1993, Eugene Shoemaker (1928–1997), Carolyn Shoemaker

(1948– ), and David Levy discovered a comet moving across the night
sky. They were surprised at its appearance, since it seemed elongated
compared to other comets they had seen. Further observations showed
that the comet consisted of a large number of fragments, apparently torn
apart during a close encounter with Jupiter during a previous orbit. Cal-
culations showed that this “string of pearls” would collide with Jupiter in
July 1994.

A global effort was mounted to observe the impacts with nearly all
ground-based and space-based telescopes available. Although astron-
omers could not predict what effect the collisions would have on Jupiter,
or even whether they would be visible, the results turned out to be spec-
tacular. Observatories around the world and satellite telescopes such as
the Hubble Space Telescope observed the impacts and their effects.
Galileo, en route to Jupiter at the time, provided astronomers with a front-
row seat of the event. Even relatively small amateur telescopes were able
to see some of the larger impact sites. Dark regions were visible in the
atmosphere for months.

The data collected from the impact event will help scientists to un-
derstand the atmosphere of Jupiter, since the collisions dredged up mate-
rial from parts of the atmosphere that are normally hidden. The wealth of
information provided by Galileo, added to the Shoemaker-Levy impact
data, is giving astronomers their best understanding yet of the biggest
planet in our solar system.

[See also Comet; Solar system; Space probe]
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‡�Kangaroos and wallabies
Kangaroos and wallabies are pouched mammals, or marsupials, of Aus-
tralia and nearby islands that are famous for their great leaping ability.
The name kangaroo is usually used for large species and wallaby for
smaller ones. They all belong to the family Macropodidae, meaning “big
footed,” and they are mainly herbivorous, or plant-eating. Most members
of the family are nocturnal, feeding at night. Some live on the ground and
some in trees. The largest kangaroo is the male red kangaroo, whose head
and body can grow up to 6 feet (almost 2 meters) tall and tail to about
3.5 feet (1 meter) long. It can weigh 200 pounds (90 kilograms).

The two hind legs of kangaroos and wallabies are enlarged for leap-
ing. The hind feet have four toes: two tiny ones used for grooming; a
third, huge toe with a strong, sharp claw that can be used as a weapon;
and another small toe. The kangaroo’s two hands have five clawed fin-
gers, all approximately the same length, used for grasping.

Kangaroos are often called “living pogo sticks”; indeed, the grey
kangaroo has been known to jump up to 30 feet (over 9 meters) long and
6 feet (almost 2 meters) high. Because the springlike tendons in their hind
legs store energy for leaps, it has been calculated that kangaroos actually
use less energy hopping than a horse uses in running. A kangaroo tends
to move in a leisurely fashion using all four feet plus its hefty tail for bal-
ance. Most are unable to walk moving their hind legs at separate times.
They move their hind legs while balancing on the front legs and tail, then
move the front legs while balancing on the hind legs, rather like a person
walking on crutches. Tree-dwelling kangaroos do have the ability to move
their hind legs at different times as they move among the branches.
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Some kangaroos live in social groups and others are completely soli-
tary. In general, the larger animals and the ones that live in open grass-
lands are more social. Within a group, called a mob, the individuals are
safer. In a mob, the dominant male competes with the others to become
the father of most of the offspring, called joeys. Because the dominant
male is generally larger than the other males (called boomers), over many
generations the males have become considerably larger than the females
(called does).

The difficult life of a newborn kangaroo
For such a large animal, the gestation period (pregnancy) is incred-

ibly short. The longest among the kangaroos is that of the eastern gray.
The baby is born after only 38 days. It is less than an inch long, blind,
and hairless like the newborns of all marsupials.

The kangaroo has virtually no hind legs at all when born. In fact,
the front legs, which are clawed, look as if they are going to be mam-
moth. However, these relatively powerful front paws serve only the pur-
pose of pulling the tiny unformed creature through its mother’s fur and
into her pouch, where her teats are located. (Like all marsupials, female
kangaroos have a protective flap of fur-covered skin that shields the off-
spring as they suckle on teats. The kangaroo’s marsupium, as this flap is
called, is a full pouch that opens toward the head.) Once the baby’s tiny
mouth clamps onto a teat, the teat swells into the mouth so that the in-
fant cannot release it. The baby, now called a pouch embryo, cannot let
go even if it wants to. It will be a month or more before its jaw develops
enough to open.

The pouch embryo will continue to develop as it would if it were
inside a uterus (womb). Most of the big kangaroos will spend 10 months
or more before the joey emerges for the first time (often falling out by
accident). It gradually stays out for longer and longer periods, staying by
its mother’s side until it is about 18 months old. A male great kangaroo
reaches sexual maturity at about two or three years, a female not for sev-
eral years more.

The great kangaroos
One fossil kangaroo, Procoptodon goliah, was at least 10 feet (3

meters) tall and weighed about 500 pounds (227 kilograms). Today, the
largest of the species is the male red kangaroo, which may have a head-
and-body height of almost 6 feet (1.8 meters) with a tail about 3.5 feet (1
meter) long. It may weigh 200 pounds (90 kilograms).
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Fourteen species of living kangaroos belong to the genus Macropus.
Some of them are the largest marsupials. They have been regarded both
as pests and as among the treasures of Australia. Farmers have long ar-
gued that they take food from sheep and cattle, but actually kangaroos se-
lect different grasses from the domestic livestock. Today, only a few are
seen near urban areas, but they are widespread in the countryside, where
they are still a favorite target of hunters, who sell their skins.

The eastern gray kangaroo and its western relative—which is actu-
ally brown in color—occupy the forest areas throughout the eastern half
and the southwest region of the continent. In the continental interior, the
red kangaroo lives in open dry land, while wallaroos, also called euros,
live around rock outcroppings. The wallaroos, which have longer and
shaggier hair than the larger kangaroos, are adapted for surviving with
minimal water for nourishment. When water is not available, the animal
reduces the body’s need for it by hiding in cool rock shelters and their
urinary systems concentrate the urine so that little liquid is lost.
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The smaller wallabies
Smaller kangaroos are usually called wallabies. The name is 

especially used for any kangaroo with a hind foot less than 10 inches 
(25 centimeters) long. The two smallest are the tammar wallaby of 
southwestern Australia and adjacent islands and the parma wallaby of
New South Wales. Their heads and bodies are about 20 inches (50 
centimeters) long with tails slightly longer. The tammar wallaby has 
been known to drink salt water. The whiptail wallaby is the most social
of all marsupials. It lives in mobs of up to 50 individuals, and several
mobs may occupy the same territory, making up an even bigger pop-
ulation.

Rock wallabies have soft fur that is usually colored to blend in 
with the dry, rocky surroundings in which they live. However, the 
yellow-footed rock wallaby is a colorful gray with a white strip on its
face, yellow on its ears, dark down its back, yellow legs, and a ringed
yellow-and-brown tail. Rock wallabies have thinner tails than other wal-
labies and use them only for balance, not for propping themselves up.
They are very agile moving among the rocks. Some have been known to
leap straight up a rock face 13 feet (4 meters) or more. Rock wallabies
have sometimes been let loose in zoos, where they live and breed in com-
munal groups.

Several wallabies that were widespread in the past are probably al-
ready extinct. Called nail-tailed wallabies, they have tough, horny tips
to their tails. These 2-foot-high (60-centimeter) marsupials lost their habi-
tat to grazing livestock and farms. Nail-tails have been called “organ
grinders” because their forearms rotate while they are hopping.

Tree kangaroos
The tree kangaroos live in trees high on the mountainsides of New

Guinea and Australia. They have fairly long fur and live in small groups.
Some of them have the ability to leap between strong branches of trees
as much as 30 feet (9 meters) apart.

Tree kangaroos have longer forearms and longer tails than land-
dwelling kangaroos. Although their tails are not truly prehensile, or grasp-
ing, they may wrap themselves around a branch to help support them. Un-
like other kangaroos, their tails are the same thickness from base to tip.
Tree kangaroos are often hunted and so are decreasing in numbers. This
decrease is augmented by the fact that the single young stays in the pouch
for almost a year and suckles even longer.
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Disappearing rat-kangaroos
A subfamily of smaller, more primitive marsupials are called rat-

kangaroos. These animals tend to be omnivorous, eating a variety of foods.

The musky rat-kangaroo is the smallest member of the kangaroo
family, with a head-body length of only about 10 inches (25 centimeters)
high plus a furless tail (the only one in the family) about 5 inches (12
centimeters) long. This species also has front and hind feet closer to the
same size than any other member of the family. It eats some insects along
with its grasses.

The bettong, also called the woylie or brush-tailed rat-kangaroo, has
a prehensile tail, which it uses to carry the dry grasses used in building a
nest. Woylies were quite common over southern Australia, but as human
populations have increased, it has become extinct in most of its range.
Similarly threatened is the boodie or short-nosed rat-kangaroo. The only
kangaroo that digs burrows, in which it gathers in a family group, it is
now restricted to several islands in western Australia’s Shark Bay. Un-
like the other members of the kangaroo family, the boodie never uses its
front feet while walking.

Clearly, many of the smaller members of the kangaroo are threat-
ened or even nearing extinction. Apparently, they are more vulnerable to
even the smallest changes in their habitats. The great kangaroos, on the
other hand, appear to be thriving as long as their habitats remain protected
and hunting for their skins is kept at a minimum.
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‡�Lake
Lakes are inland bodies of standing water. Although millions of lakes are
scattered over Earth’s surface, most are located in higher latitudes and
mountainous areas. Canada alone contains almost 50 percent of the
world’s lakes. Lakes can be formed by glaciers, tectonic plate movements,
river and wind currents, and volcanic or meteorite activity. Some lakes
are only seasonal, drying up during parts of the year.

The study of lakes, ponds, and other freshwater bodies is called lim-
nology (pronounced lim-NOL-o-gee). Although ponds are considered
small, shallow lakes, there is one important difference between the two
bodies of water: temperature. Ponds generally have a consistent temper-
ature throughout, whereas lakes have various temperature layers, de-
pending on the season.

The Great Lakes of the United States and Canada are the world’s
largest system of freshwater lakes. Lake Superior, the northernmost of the
Great Lakes, is the world’s largest freshwater lake with an area of 31,820
square miles (82,730 square kilometers). Lake Titicaca in the Andes
Mountains on the border between Peru and Bolivia is the world’s high-
est large freshwater lake at 12,500 feet (3,800 meters) above sea level.

Some freshwater lakes become salty over time, especially in arid re-
gions. Because the water in these lakes evaporates quickly, the salt from
inflowing waters reaches a high concentration. Among the world’s great-
est salt lakes are the Caspian Sea, Dead Sea, and Great Salt Lake. Cov-
ering an area of about 144,000 square miles (372,960 square kilometers),
the Caspian Sea is the largest lake in the world. At 1,292 feet (394 me-
ters) below sea level, the Dead Sea is the lowest lake in the world.
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Origins of lakes
Most lakes on Earth were formed as a result of glacier activity.

Earth’s glacial ice formed and extended into what is now Canada, the
northernmost United States, and northern Europe. As the heavy, thick ice
pushed along, it created crevices by scouring out topsoil and even carv-
ing into bedrock (the solid rock that lies beneath the soil). Glacial growth
peaked about 20,000 years ago, after which time the ice slowly began to
melt. As the ice melted, the glaciers retreated, but the basins formed by
glaciers remained and filled with water from the melting glaciers.

Movements of Earth’s crust, water, and wind can also form lakes.
The moving of the plates that compose Earth’s crust (called tectonic ac-
tivity) often forms basins, especially along fault lines (where plates meet
and move against each other). These basins or depressions fill with wa-
ter, forming lakes such as Lake Baikal in Siberia.

Water currents and land erosion by water form oxbow and solution
lakes. Oxbow lakes are created when winding rivers such as the Missis-
sippi change course, carrying water through twists and turns that form
loops. As deposits build up and separate a loop from the main flow of the
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Words to Know

Blowout: Lake basin created in coastal or arid region by strong winds
shifting sand.

Caldera: Volcanic crater that has collapsed to form a depression
greater than 1 mile (1.6 kilometers) in diameter.

Eutrophication: Natural process by which a lake or other body of water
becomes enriched in dissolved nutrients, spurring aquatic plant growth.

Limnology: Study of lakes, ponds, and other freshwater bodies.

Oxbow lake: Lake created when a loop of a river is separated from the
main flow by gravel, sand, and silt deposits.

Solution lake: Lake created when groundwater erodes bedrock, result-
ing in a sinkhole.

Turnover: Mixing and flip-flopping of the differing temperature layers
within a lake.



river, an oxbow lake such as Lake Whittington in Mississippi forms. So-
lution lakes result from groundwater eroding the bedrock above it, creat-
ing a sinkhole. Lakes from sinkholes are the predominant type in Florida
and on Mexico’s Yucatan Peninsula. Wind can also create lake basins
called blowouts, which usually occur in coastal or arid regions. Blowouts
created by shifted sand are typical in northern Texas, New Mexico, south-
ern Africa, and parts of Australia.

A few lakes are formed by volcanic activity or meteors. After erupt-
ing, some volcanoes collapse, forming basins that collect water. Volcanic
basins with diameters greater than one mile are called calderas. Crater
Lake in Oregon (the seventh deepest lake in the world) is a caldera 1,932
feet (590 meters) deep, 6 miles (10 kilometers) long, and 5 miles (8 kilo-
meters) wide. The largest meteorite-formed lake in the world is found in
New Quebec Crater (formerly Chubb Crater) in northern Quebec, Canada.
It is 823 feet (250 meters) deep inside a crater about 2 miles (3 kilome-
ters) wide.

Water circulation
Water circulation is the mixing of water in a lake. When the three

temperature layers of a lake mix and change places, a lake is said to un-
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dergo turnover. Turnover occurs when water in an upper layer is denser,
or heavier, than the layer of water underneath it. Cooler water tends to be
denser than warmer water. Deeper water is generally both denser and
colder than shallow water.

In autumn, the upper layers of a lake cool down because of the cool-
ing air above. Eventually, these layers, mixed by winds, cool to a tem-
perature lower than that of the layer at the bottom of the lake. When this
occurs, the lowest layer rises to the surface, mixing with the other layers.
This process is called fall turnover.
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In spring, ice covering a lake melts and mixes with the upper layer,
which then becomes denser than the layers beneath. Mixing takes place
and the whole lake turns over. This is spring turnover.

Lake threats
Pollution is the major threat to the life of a lake. Acid rain is formed

by sulfates and nitrates emitted from coal-burning industries and auto-
mobile exhaust pipes. These chemicals combine with moisture and sun-
light in the atmosphere to form sulfuric and nitric acids that enter lakes
via rain and other precipitation. Acid rain is 10 times more acidic than
normal rain. When a freshwater lake becomes too acidic, its life-forms
gradually die. Other chemical pollutants include fertilizers and pesticides,
which enter lakes through soil run-offs into streams. Pesticides are toxic
to fish, while fertilizers can cause eutrophication (pronounced YOU-tro-
fi-KAY-shun).

Eutrophication is the natural process by which a lake or other body
of water becomes enriched in dissolved nutrients (such as nitrogen and
phosphorus) that spur aquatic plant growth. Increased plant growth leads
to an increase in the organic remains on the bottom of a lake. Over time,
perhaps centuries, the remains build up, the lake becomes shallower, and
plants take root. Finally, as plant life fills in the water basin, the lake turns
into a marsh and then a meadow.

Chemical pollutants, including phosphorous and nitrogen com-
pounds, can artificially accelerate this aging process. The growth of al-
gae and other plant life is overstimulated, and they quickly consume most
of the dissolved oxygen in the water. Soon, the lake’s oxygen supply is
fully depleted and all life in it dies.

[See also Eutrophication; Ice ages; River; Water]

‡�Lanthanides
The lanthanides are the chemical elements found in Row 6 of the peri-
odic table between Groups 3 and 4. They follow lanthanum (La), element
#57, which accounts for their family name. The lanthanides include the
metals cerium (Ce), praseodymium (Pr), neodymium (Nd), promethium
(Pm), samarium (Sm), europium (Eu), gadolinium (Gd), terbium (Tb),
dysprosium (Dy), holmium (Ho), erbium (Er), thulium (Tm), ytterbium
(Yb), and lutetium (Lu).

1 1 6 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Lanthanides



Lanthanides as rare earth elements
At one time, the lanthanides were called the rare earth elements. The

name suggests that chemists once thought that the elements were present
in Earth’s crust in only very small amounts. As it turns out, with one ex-
ception, that assumption was not correct. (That exception is promethium,
which was first discovered in the products of a nuclear fission reaction in
1945. Very small amounts of promethium have also been found in natu-
rally occurring ores of uranium.)

The other lanthanides are relatively abundant in Earth’s crust. Cerium,
for example, is the twenty-sixth most abundant element. Even thulium, the
second rarest lanthanide after promethium, is more abundant than iodine.

The point of interest about the lanthanides, then, is not that they are
so rare, but that they are so much alike. Most of the lanthanides occur to-
gether in nature, and they are very difficult to separate from each other.
Indeed, the discovery of the lanthanide elements is one of the most in-
triguing detective stories in all of chemistry. That story includes episodes
in which one element was thought to be another, two elements were iden-
tified as one, some elements were mistakenly identified, and so on. By
1907, however, the confusion had been sorted out, and all of the lan-
thanides (except promethium) had been identified.

Occurrence
The most important source of the lanthanides is monazite, a heavy

dark sand found in Brazil, India, Australia, South Africa, and the United
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Words to Know

Alloy: A mixture of two or more metals with properties different from
those of the metals of which it is made.

Catalyst: A material that speeds up the rate of a reaction without
undergoing any change in its own composition.

Monazite: A mineral that constitutes the major source of the lanthanides.

Oxide: A compound containing oxygen and one other element.

Phosphor: A substance that glows when struck by electrons.

Rare earth elements: An older name for the lanthanide elements.



States. The composition of monazite varies depending on its location, but
it generally contains about 50 percent of lanthanide compounds by weight.
Because of the similarity of their properties and their occurrence together
in nature, the lanthanides can be separated from each other and purified
only with considerable effort. Consequently, commercial production of
the lanthanides tends to be expensive.

Properties
Like most metals, the lanthanides have a bright silvery appearance.

Five of the elements (lanthanum, cerium, praseodymium, neodymium, and
europium) are very reactive. When exposed to air, they react with oxy-
gen to form an oxide coating that tarnishes the surface. For this reason
these metals are stored under mineral oil. The remainder of the lanthanides
are not as reactive, and some (gadolinium and lutetium) retain their sil-
very metallic appearance for a long time.

When contaminated with nonmetals, such as oxygen or nitrogen, the
lanthanides become brittle. They also corrode more easily if contaminated
with other metals, such as calcium. Their melting points range from about
819°C (1,506°F) for ytterbium to about 1,663°C (3,025°F) for lutetium.
The lanthanides form alloys (mixtures) with many other metals, and these
alloys exhibit a wide range of physical properties.

The lanthanides react slowly with cold water and more rapidly with
hot water to form hydrogen gas. They burn readily in air to form oxides.
They also form compounds with many nonmetals, such as hydrogen, flu-
orine, phosphorous, sulfur, and chlorine.

Uses of lanthanides
Until fairly recently, the lanthanides had relatively few applications;

they cost so much to produce that less expensive alternatives were usu-
ally available. The best known lanthanide alloy, Auer metal, is a mixture
of cerium and iron that produces a spark when struck. It has long been
used as a flint in cigarette and gas lighters. Auer metal is one of a series
of mixed lanthanide alloys known as misch metals. The misch metals are
composed of varying amounts of the lanthanide metals, mostly cerium
and smaller amounts of others such as lanthanum, neodymium, and
praseodymium. They have been used to impart strength, hardness, and in-
ertness to structural materials. They have also been used to remove oxy-
gen and sulfur impurities from various industrial systems.

In recent years, less expensive methods have been developed for the
production of the lanthanides. As a result, they are now used in a greater
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variety of applications. One such application is as catalysts, substances
that speed up chemical reactions. In the refining industry, for example,
the lanthanides are used as catalysts in the conversion of crude oil into
gasoline, kerosene, diesel and heating oil, and other products.

The lanthanides are also used as phosphors in color television sets.
Phosphors are chemicals that glow with various colors when struck by
electrons. For example, oxides of europium and yttrium are used to pro-
duce the red colors on a television screen. Other lanthanide compounds
are used in streetlights, searchlights, and in the high-intensity lighting pre-
sent in sports stadiums.

The ceramics industry uses lanthanide oxides to color ceramics and
glasses. Optical lenses made with lanthanum oxide are used in cameras
and binoculars. Compounds of praseodymium and neodymium are used
in glass, such as in television screens, to reduce glare. Cerium oxide has
been used to polish glass.

The lanthanides also have a variety of nuclear applications. Because
they absorb neutrons, they have been employed in control rods used to
regulate nuclear reactors. They have also been used as shielding materi-
als and as structural components in reactors. Some lanthanides have un-
usual magnetic properties. For instance, cobalt-samarium magnets are
very strong permanent magnets.

[See also Element, chemical; Periodic table]

‡�Laser
A laser is a device used to create a narrow, intense beam of very bright
light. Laser stands for Light Amplification by Stimulated Emission of Ra-
diation. The light emitted by a laser, either visible light or invisible in-
frared light, differs from the light emitted by a normal lightbulb in three
ways. First, laser light is highly concentrated and moves in a particular
direction. Normal light is emitted from its source in all directions. Sec-
ond, laser light is composed of a single color or wavelength. Third, laser
light is coherent, meaning all its light waves are synchronized (vibrating
in exactly the same way). These combined properties allow laser light to
transmit large amounts of energy or information over a great distance.

How it works
To produce laser light, energy is pumped into a medium, which may

be a solid (such as a ruby crystal), a liquid, or a gas. This energy, either
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light, heat, or electricity, excites the atoms in the medium, raising them
to a high-energy state. As an excited atom returns to its original state, it
rids itself of excess energy by giving off a photon, or particle of light.
This photon then goes on to strike another excited atom, causing it to re-
lease an identical photon. This second photon, in turn, strikes another ex-
cited atom, causing the release of yet another identical photon. This chain
reaction is called stimulated emission.

Two precisely aligned mirrors at each end of the laser material cause
the released photons to move back and forth, repeating the striking process
millions of times. As each photon is released, its wavelength is synchro-
nous or in step with that of every other photon. As this light builds up, it
passes through one end-mirror, which is slightly transparent.

Uses of the laser
In medicine, lasers have been used to perform very delicate surg-

eries. They are extremely useful because the wavelengths produced by
lasers can be matched to a specific body part’s ability to absorb the light
(known as its absorption band). Since different tissues and cells have dif-
ferent absorption bands, the laser will only vaporize the tissue whose ab-
sorption band matches the wavelength of that particular laser light.

In a relatively short procedure that requires no anesthetic, lasers are
used to correct detached retinas and other visual impairments. Lasers 
are also used to remove birthmarks and tattoos from the skin, seal blood
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Words to Know

Absorption band: Measurement in terms of wavelengths in which a
material such as living tissue will absorb the energy of laser light.

Coherent light: Light beam where the component wavelengths are syn-
chronous or all in step with each other.

Photon: Light particle emitted by an atom as excess energy when that
atom returns from an excited state (high energy) to its normal state.

Stimulated emission: Process of emitting light in which one photon
stimulates the generation of a second photon which is identical in all
respects to the first.



vessels during operations to prevent bleeding, and reopen arteries blocked
by fatty deposits.

Since a laser beam can be focused down to a very small spot of light,
its energy can be extremely dense. When focused on a material such as
metal, an infrared laser beam can raise the surface temperature up to 9,032°F
(5,000°C). For this reason, lasers are used for the precise cutting of met-
als, such as drilling long thin holes or cutting complex shapes quickly.

Lasers are also utilized in communications, where a tube of fiber
optic material can be used to transmit a beam of uninterrupted laser light
over long distances. Supermarkets use helium-neon lasers in checkout
lanes to scan price codes. Perhaps the most familiar use of the laser is in
compact disc players. Aluminum discs containing audio or visual infor-
mation are encased in clear plastic. The laser beam then “reads” the in-
formation through the plastic without touching the surface and transfers
that information to speakers or video screens.

[See also Compact disc; Fiber optics; Hologram and holography]
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‡�Laws of motion
The term laws of motion generally refers to three statements originally
devised by English physicist Isaac Newton (1642–1727) in the 1680s.
These laws, along with Newton’s law of gravitation, are generally con-
sidered to be the ultimate solution to a problem that had troubled schol-
ars for more than 2,000 years: motion.

History
Examples of motion are everywhere in the world around us. What

makes a rock fall off a cliff? How does a skate slide across an icy sur-
face? What keeps the planets in their orbits around the Sun? It is only
natural, then, that questions about motion were foremost in the minds of
ancient philosophers and physicists.

Greek philosopher Aristotle (384–322 B.C.), for example, tried to
find the causes of motion. He said that some forms of motion were “nat-
ural.” Rocks fall toward the ground because the ground is a natural place
for rocks to be. Objects rise into the air when they are heated because the
Sun is hot, and so it is natural for heat to rise.

Aristotle classified other forms of motion as “violent” because they
were not natural to his way of thinking. For example, shooting an arrow
through space produced violent motion since the arrow’s natural tendency
was to fall straight down toward Earth.

Aristotle’s thinking about motion dominated Western thought for
2,000 years. Unfortunately, his ideas were not really very productive, and
scholars tried continually to improve on the concepts of natural and vio-
lent motion—without much success.

Then, in the early seventeenth century, Italian astronomer and physi-
cist Galileo Galilei (1564–1642) proposed a whole new way of looking
at the problem of motion. Since asking why things move had not been
very productive, Galileo said, perhaps physicists should focus simply on
describing how they move. A whole new philosophy of physics (the sci-
ence of matter and energy) was created and, in the process, the science
of physics itself was born.

Newton’s three laws
Newton, who was born in the year that Galileo died, produced a

nearly perfect (for the time) response to Galileo’s suggestion. He said that
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the movement of objects can be fully described in only three laws. These
laws all show how motion is related to forces. One definition for the term
force in science is a push or a pull. If you push a wooden block across
the top of a table, for example, you exert a force on the block. One ben-
efit of Newton’s laws is that they provide an even more precise defini-
tion for force, as will be demonstrated later.

The first law. Newton’s first law of motion is that an object tends to
continue in its motion at a constant velocity until and unless an outside
force acts on it. The term velocity refers both to the speed and the direc-
tion in which an object is moving.

For example, suppose that you shoot an arrow into space. Newton’s
first law says that the arrow will continue moving in the direction you
aimed it at its original speed until and unless some outside force acts on
it. The main outside forces acting on an arrow are friction from air and
gravity.

As the arrow continues to move, it will slow down. The arrow is
passing through air, whose molecules rub against the arrow, causing it to
lose speed. In addition, the arrow begins to change direction, moving to-
ward Earth because of gravitational forces. If you could imagine shoot-
ing an arrow into the near-perfect vacuum of outer space, the arrow would
continue moving in the same direction at the same speed forever. With
no air present—and beyond the range of Earth’s gravitational attraction—
the arrow’s motion would not change.
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Words to Know

Acceleration: The rate at which the velocity of an object changes with
time.

Force: A physical interaction (pushing or pulling) tending to change
the state of motion (velocity) of an object.

Inertia: The tendency of an object to continue in its state of motion.

Mass: A measure of an amount of matter.

Velocity: The rate at which the position of an object changes with
time, including both the speed and the direction.



The first law also applies to objects at rest. An object at rest is sim-
ply an object whose velocity is zero. The object will continue to remain
at rest until and unless a force acts on it. For example, a person might hit
the object with a mallet. The force of the blow might change the object’s
motion, giving it both speed and direction.

The property of objects described by the first law is known as iner-
tia. The term inertia simply means that objects tend to continue in what-
ever their state of motion is. If moving, they continue to move in the same
way, or, if at rest, they continue to remain at rest unless acted on by an
outside force.

The second law. Newton’s second law clearly states the relation-
ship between motion and force. Mathematically, the law can be stated as
F � m � a, where F represents the force exerted on an object, m is the
object’s mass, and a is the acceleration given to the object. The term ac-
celeration means how fast the velocity of an object is changing and in
what direction.

To understand the second law, think of a soccer ball sitting on the
ground. If you kick that ball with a certain force, the ball will be given a
certain acceleration. If you kick the ball with twice the force, the ball will
be given twice the acceleration. If the ball then bounces off the goal post
and out of bounds, the force of the impact with the goal post will change
the ball’s direction.

The second law provides a more precise way of defining force. Force
is any action that causes a body to change the speed or direction with
which it is moving.

The third law. Newton’s third law says that for every action there is
an equal and opposite reaction. A simple example of the law is a rocket.
A rocket is simply a cylindrical device closed at one end and open at the
other end in which a fuel is burned. As the fuel burns, hot gases are formed
and released through the open end of the rocket. The escape of the gases
in one direction can be considered as an action. Newton’s law says that
this action must be balanced by a second action that is equal in magni-
tude and opposite in direction. That opposite action is the movement of
the rocket in a direction opposite that of the escaping gases. That is, the
gases go out the back of the rocket (the action), while the rocket itself
moves forward (the reaction).

[See also Acceleration; Celestial mechanics; Gravity and gravi-
tation; Mass]
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‡�Leaf
A leaf is a plant’s principal organ of photosynthesis, the process by which
sunlight is used to form foods from carbon dioxide and water. Leaves also
help in the process of transpiration, or the loss of water vapor from a plant.

A typical leaf is an outgrowth of a stem and has two main parts: the
blade (flattened portion) and the petiole (pronounced PET-ee-ole; the stalk
connecting the blade to the stem). Some leaves also have stipules, small
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paired outgrowths at the base of the petiole. Scientists are not quite sure
of the function of stipules.

Leaf size and shape differ widely among different species of plants.
Duckweeds are tiny aquatic plants with leaves that are less than 0.04 inch
(1 millimeter) in diameter, the smallest of any plant species. Certain
species of palm trees have the largest known leaves, more than 230 feet
(70 meters) in length.

Leaf arrangement
A leaf can be classified as simple or compound according to its

arrangement. A simple leaf has a single blade. A compound leaf consists
of two or more separate blades, each of which is termed a leaflet. Each
leaflet can be borne at one point or at intervals on each side of a stalk.
Compound leaves with leaflets originating from the same point on the
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Words to Know

Abscission layer: Barrier of special cells created at the base of peti-
oles in autumn.

Blade: Flattened part of a leaf.

Chloroplasts: Small structures that contain chlorophyll and in which
the process of photosynthesis takes place.

Margin: Outer edge of a blade.

Midrib: Single main vein running down the center of a blade.

Petiole: Stalk connecting the blade of a leaf to the stem.

Phloem: Plant tissue consisting of elongated cells that transport car-
bohydrates and other nutrients.

Photosynthesis: Process by which a plant uses sunlight to form foods
from carbon dioxide and water.

Stomata: Pores in the epidermis of leaves.

Transpiration: Evaporation of water in the form of water vapor from
the stomata.

Xylem: Plant tissue consisting of elongated cells that transport water
and mineral nutrients.



petiole (like fingers of an outstretched hand) are called palmately com-
pound. Compound leaves with leaflets originating from different points
along a central stalk are called pinnately compound.

All leaves, no matter their shape, are attached to the stem in one of
three ways: opposite, alternate, or whorled. Opposite leaves are those
growing in pairs opposite or across from each other on the stem. Alter-
nate leaves are attached on alternate sides of the stem. Whorled leaves
are three or more leaves growing around the stem at the same spot. Most
plant species have alternate leaves.

Blade
The outer edge of a blade is called the margin. An entire margin is

one that is smooth and has no indentations. A toothed margin has small
or wavy indentations. A lobed margin has large indentations (called si-
nuses) and large projections (called lobes).
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Venation is the pattern of veins in the blade of a leaf. A single main
vein running down the center of a blade is called a midrib. Several main
veins are referred to as principle veins. A network of smaller veins branch
off from a midrib or a principle vein.

All veins transport nutrients and water in and out of the leaves. The
two primary tissues in leaf veins are xylem (pronounced ZY-lem) and
phloem (pronounced FLOW-em). Xylem cells mainly transport water and
mineral nutrients from the roots to the leaves. Phloem cells mainly trans-
port carbohydrates (made by photosynthesis) from the leaves to the rest
of the plant. Typically, xylem cells are on the upper side of the leaf vein
and phloem cells are on the lower side.

Internal anatomy of leaves
Although the leaves of different plants vary in their overall shape,

most leaves are rather similar in their internal anatomy. Leaves generally
consist of epidermal tissue on the upper and lower surfaces and meso-
phyll tissue throughout the body.

Epidermal cells have two features that prevent the plant from los-
ing water: they are packed densely together and they are covered by a cu-
ticle (a waxy layer secreted by the cells). The epidermis usually consists
of a single layer of cells, although the specialized leaves of some desert
plants have epidermal layers that are several cells thick. The epidermis
contains small pores called stomata, which are mostly found on the lower
leaf surface. Each individual stoma (pore) is surrounded by a pair of spe-
cialized guard cells. In most species, the guard cells close their stomata
during the night (and during times of drought) to prevent water loss. Dur-
ing the day, the guard cells open their stomata so they can take in carbon
dioxide for photosynthesis and give off oxygen as a waste product.

The mesophyll layer is divided into two parts: palisade cells and
spongy cells. Palisade cells are densely packed, elongated cells lying di-
rectly beneath the upper epidermis. These cells house chloroplasts, small
structures that contain chlorophyll and in which the process of photosyn-
thesis takes place. Spongy cells are large, often odd-shaped cells lying
underneath palisade cells. They are loosely packed to allow gases (car-
bon dioxide, oxygen, and water vapor) to move freely between them.

Leaves in autumn
Leaves are green in summer because they contain the pigment chloro-

phyll, which absorbs all the wavelengths of sunlight except for green (sun-
light or white light comprises all the colors of the visible spectrum: red,
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orange, yellow, green, blue, indigo, and violet). In addition to chlorophyll,
leaves contain carotenoid (pronounced kuh-ROT-in-oid) pigments, which
appear orange-yellow. In autumn, plants create a barrier of special cells,
called the abscission (pronounced ab-SI-zhen) layer, at the base of the
petiole. Moisture and nutrients from the plant are cut off and the leaf 
begins to die. Chlorophyll is very unstable and begins to break down
quickly. The carotenoid pigments, which are more stable, remain in the
leaf after the chlorophyll has faded, giving the plant a vibrant yellow or
gold appearance.

The red autumn color of certain plants comes from a purple-red pig-
ment known as anthocyanin (pronounced an-tho-SIGH-a-nin). Unlike
carotenoids, anthocyanins are not present in a leaf during the summer.
They are produced only after a leaf starts to die. During the autumn 
cycle of warm days and cool nights, sugars remaining in the leaf undergo
a chemical reaction, producing anthocyanins.

[See also Photosynthesis]

‡�LED (light-emitting 
diode)

An LED, or light-emitting diode, is a special type of diode that emits light
when connected in a circuit. A diode is an electronic device that has two
electrodes arranged in such a manner as to allow electrical current to flow
in one direction only. With its ability to control the flow of electrons, a
diode is often used as a rectifier, which is a device that converts alter-
nating current into direct current. Alternating current is an electric cur-
rent that flows first in one direction and then in the other. Since alternat-
ing current fed into a diode can move in one direction only, the diode
converts the current to a one-way flow known as a direct current.

An LED converts electrical energy to light by means of a semicon-
ductor, a substance that conducts an electric current, but only very poorly.
A semiconductor for an LED is made from an extremely thin slice of
crystal. A clear (or often colored) epoxy case encloses the semiconduc-
tor. Two leads extend down below the epoxy enclosure.

The semiconductor has two regions—p and n—separated by a junc-
tion. The p region is dominated by positive electric charges; the n region
is dominated by negative electric charges (electrons). The junction acts
as a barrier to the flow of electrons between the p and the n regions. Only
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when sufficient voltage is applied to the semiconductor can the current
flow, and the electrons cross the junction into the p region.
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Words to Know

Diode: Electronic device that allows current to flow in one direction only.

Rectifier: Device that converts alternating current (AC) to direct cur-
rent (DC).

Semiconductor: Substance, such as silicon or germanium, whose abil-
ity to carry electrical current is lower than that of a conductor (like
metal) and higher than that of insulators (like rubber).

Circuit board with red and

green light-emitting diode

(LED) indicator lights from a

radar detector. (Reproduced

by permission of The Stock

Market.)



When electric current is applied to the semiconductor across the
leads of the LED, electrons can move easily in only one direction across
the junction between the p and n regions. Once the current starts to flow,
electrons in the n region have sufficient energy to move across the junc-
tion into the p region. Once in the p region, the electrons are immediately
attracted to the positive charges. When an electron moves sufficiently
close to a positive charge in the p region, the two charges “recombine.”
In order to return to its low-energy position after recombining with a pos-
itive charge, an electron must shed the energy it picked up from the cur-
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rent in the form of photons, which emit visible light. This is the light pro-
duced by an LED.

The color produced by an LED is dependent on the material com-
posing its semiconductor. Early LEDs emitted only red light. Green and
amber LEDs were introduced next. By the mid 1990s, blue and white
LEDs had been developed.

Convenient uses
LEDs are commonly used as indicator lights. They are found in elec-

tronic toys, computers, calculators, telephones, and many other household
devices. They are immune to electromagnetic interference, power surge
hazards, and changes in temperature. Because they are a completely cool
light source, LEDs are much more efficient than standard incandescent
lightbulbs that give off a lot of energy in the form of infrared radiation
(heat). In comparison, LEDs are often up to ten times more efficient.

Many cities in the United States are replacing their incandescent traf-
fic lights with LED units (hundreds of LEDs in an array) because the LED
units are brighter (they have equal brightness across their entire surface),
they last longer (years versus months), and they are much more energy
efficient.

[See also Diode]

‡�Legionnaires’ disease
Legionnaires’ disease is an acute respiratory infection caused by a com-
mon bacteria that results in a serious case of pneumonia. It first became
a well-known disease in 1976 when a serious outbreak occurred among
a large number of people attending an American Legion convention. Re-
searchers eventually discovered that the bacteria can be easily found in
nature wherever there is warm and moist stagnant water, and that it is
transmitted by breathing it in.

A mysterious outbreak
During July 21 to 24, 1976, over 4,000 members of the American

Legion met in Philadelphia, Pennsylvania, to attend their fifty-eighth an-
nual convention and to celebrate the nation’s two hundredth birthday. When
the meetings were over, the attendees and their families returned home,
but not all was right. On July 27, only three days after the convention, one
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of the legionnaires who had been in Philadelphia died from a pneumo-
nia-like illness. On July 30, a physician in Bloomsburg, Pennsylvania, re-
alized that the three patients he was treating for a similar condition had
all attended the convention in Philadelphia. That same day, a nurse in the
nearby Chambersburg Hospital noted a similar condition in three patients
who had gone to the same convention. However, it was not until August
2 that state officials were able to put together the illness with its victims’
whereabouts and to realize that there was some undeniable connection be-
tween this serious febrile (pronounced FEH-brile) or feverish illness and
the legionnaires’ convention. By that date, eighteen legionnaires had al-
ready died. Federal officials at the Center for Disease Control (CDC) were
notified and became immediately involved in what was now a mysteri-
ous and spreading outbreak.

“Philly Killer”
By this time the media realized that it had a major story on its hands,

and from then on health officials had to work under the close watch of
radio, television, and newspaper reporters. Still, no one, including the
CDC, was able to pinpoint the immediate cause of this disease. Since it
was now directly connected to the Philadelphia legionnaires’ convention,
the media referred to it as the “Philly Killer,” “Legion Malady,” “Legion
Fever,” “Legion Disease,” and finally the name that took hold, “Legion-
naires’ disease.” As this name became used regularly, some members of
the American Legion thought it was bad for the organization since it might
suggest that they were somehow responsible for the disease. Other mem-
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Words to Know

Antibody: A protein produced by certain cells of the body as an
immune (disease-fighting) response to a specific foreign antigen, or
any substance that the body considers foreign, such as a bacterial cell.

Bacteria: Single-celled microorganisms that live in soil, water, plants,
and animals that play a key role in the decay of organic matter and
the cycling of nutrients. Some are agents of disease.

Pneumonia: Any of several diseases caused by bacteria or viruses in
which the lungs become inflamed.



bers thought the opposite and considered it a sort of tribute or honor to
those who had already died. Despite their opinions, the name for the dis-
ease stuck, and it is still called that today by non-scientists.

Probably the main reason for the name sticking was that researchers
could not identify the organism causing this disease and therefore had
nothing to name it. Technically, the CDC simply called it “Respiratory
Infection-Pennsylvania.” For several months as they studied the disease,
this name persisted until an April 1977 CDC report made reference to
“Legionnaires’ disease.” From then on, even after the bacterium that
caused the disease was identified and named, the press and even some in
the medical community would refer to it by its popular name.

Discovery by CDC
It was not until nearly six months after the first outbreak that the

cause of this disease was identified positively by the CDC. On January
18, 1977, the CDC announced that their investigators had isolated the
cause of Legionnaires’ disease. Using a piece of lung tissue taken from
one of its dead victims, researchers finally were able to demonstrate that
a bacterium they would name Legionella pneumophila (pronounced lee-
juh-NELL-uh new-mo-FEE-lee-uh) was the culprit. By then however, a
total of 221 people had contracted the disease and 34 of them had died.
Isolating the actual bacterium enabled the CDC not only to learn how it
had spread and how to fight it, but it showed researchers that this was a
complicated organism responsible for many past unexplained outbreaks.

Course of disease
The Legionella bacterium was an unusual and complicated germ be-

cause it was found to cause two diseases, one very serious known as Le-
gionnaires’ disease and another milder form called Pontiac Fever. Al-
though Pontiac Fever is caught by 95 percent of the people exposed to it,
most of them simply experience flulike symptoms that pass in two to five
days. Legionnaires’ disease is much harder to catch, with only two to five
percent of those exposed actually contracting it. But once contracted, usu-
ally by at-risk individuals who are more susceptible, it will not go away
without medication and it kills between five and fifteen percent of the
people it infects.

Source of infection
CDC researchers named the species of bacteria Legionella pneu-

mophila because the second word means “lung-loving” in Latin. This 
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bacteria is actually very common in the natural world and only causes
trouble when it gets into people’s respiratory systems. It finds our lungs
to be an especially comfortable place because they have conditions the
bacteria prefer—they are warm and moist. Legionella are found to exist
naturally in stagnant water, and in the Philadelphia case, the CDC traced
the outbreak source to the hotel’s air conditioning system whose con-
denser was vented very close to its air intake system. This meant that the
large air conditioning system, which had not been cleaned for some time,
had the common Legionella germ growing in it, which people then in-
haled after the organism had gotten into the air intake pipes.

Attacks the susceptible
The fact that this is the only way that people can contract the dis-

ease was discovered by the CDC. Unlike many diseases, you cannot
“catch” this disease from another person. The Legionella germ must pen-
etrate deep into the lungs. Further, the cilia (pronounced SIL-lee-uh) in
most people’s lungs usually capture and expel the bacteria. However, for
those who are somehow at risk—like smokers, alcoholics, older people
with chronic lung problems, or someone with a weak immune system—
these short hairlike projections called cilia do not work the way they
should. The Legionella can then get in and infect a person. Another un-
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usual thing about this disease is that the infecting bacteria invade the
body’s white blood cells and multiply inside them. These are the very cells
that the body uses to fight such invaders. Normally, these attack white
cells called phagocytes (pronounced FA-go-sites) surround and engulf or
swallow up a bacterial invader. Although the phagocytes do manage to
engulf the Legionella, they are unable to digest it and soon the attacker
becomes the attacked. In fact, the Legionella becomes a parasite and ac-
tually begins multiplying inside the phagocyte, who now becomes its host.
After doubling its numbers every two hours, the Legionella eventually
overloads its host, which bursts and spreads even more invading cells
throughout the body. The CDC discovered that the antibiotic erythromycin
(pronounced eh-RI-throw-MY-sin) is effective. However, it works not by
killing the bacteria but rather by stopping it from multiplying in the cells,
therefore giving the body a good chance to combat it on its own.

A new “old” disease
Once the real cause of the disease was known and well understood,

researchers realized that this was not some new bacterium that had sud-
denly emerged but one that had been around all the time. It was simply
one that science had never identified. With hindsight, they found that an
estimated 8,000 to 18,000 people get some form of Legionnaires’ disease
every year in the United States. Further, they found that the disease oc-
curs worldwide. For example, it is so common in Australia that roughly
one-third of the population has antibodies for it in their blood (meaning
that they have been exposed to it at some point in their lives and their
bodies have developed a way to combat it).

Since Legionella has been found in cooling towers and evaporative
condensers of large air conditioning systems, as well as in spas and show-
ers, all of which have temperature conditions that allow it to thrive, it is
important to keep these systems clean and well-maintained. Legionella is
easily killed by heating water to high temperatures. It dies off quickly if
it dries out and it is also killed by simple exposure to the ultraviolet ra-
diation of the Sun. There is no evidence that people can be infected by
air conditioners in their cars or by window units in their homes.

Legionnaires’ disease is a major bacterial disease that had existed
without being detected until 1976. What made it suddenly known to sci-
ence was the fact that so many people in the same place got sick all at
once, attracting a lot of media attention and suggesting that something
had infected them. What they had in common was the fact that they all
had spent some time in the same convention hall. Remarkably, the CDC
eventually found that these people were the victims of a fairly common,
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natural bacteria that has been invading humans and other hosts for cen-
turies but of which no one had any knowledge.

[See also Disease]

‡�Lens
Lenses are carefully shaped pieces of glass, plastic, or other transparent
material. They are designed to manipulate light rays to create particular
kinds of images. For example, the lenses in a telescope are designed to
produce an enlarged view of a faraway object. Other common form of
lenses are those found in eyeglasses, cameras, and microscopes.

Pioneers in lens development
Italian scientist Galileo Galilei (1564–1642) and Dutch scientist An-

toni van Leeuwenhoek (1632–1723) were among the first to use lenses
extensively in scientific research. Other scientists—French mathematician
René Descartes (pronounced ren-AY day-KART; 1596–1650) and Eng-
lish scientist Isaac Newton (1642–1727), among others—dedicated most
of their lives to improving lens designs. Despite the amount of time it has
been in existence, the lens remains one of the simplest and most useful
optical tools available.

How lenses work
Lenses work on two principles: that

light always travels in straight lines, and that
it travels more slowly through glass or plas-
tic than it does through air.

Light bends when it exits one substance
(the air) and enters another (a lens). It bends
again as it leaves the lens. The amount of
bending depends greatly upon how much the
lens is curved. All lenses have at least one
curved surface, and most have two. There are
two kinds of lenses, classified by how they
are curved. Convex lenses (also called con-
verging or positive) are thick in the middle
and thin along the edges. Concave lenses
(also called diverging or negative) are thin in
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the middle and thick along the edges. Each design bends and affects light
differently.

Convex lenses
A convex lens bends light toward a central point (see Figure 1a).

The farther from the center of the lens a beam of light strikes, the more
the resulting light ( f ) is bent. Assuming an object is more than one focal
length (a specific distance determined by the construction of the lens)
away from the lens, the image viewed through a convex lens is always
upside down. This is called a real image, and it can be projected upon a
screen. The real image can be smaller or larger than the original object,
also depending upon its distance from the lens.

Convex lenses magnify or enlarge objects. This type of lens is used
in microscopes, telescopes, and binoculars.

Concave lenses
Concave lenses bend light away from a central axis (see Figure 1b).

Similar to a convex lens, the light that strikes near the edge of the con-
cave lens is bent more sharply away from the central axis ( f ) . The image
seen through a concave lens is called a virtual image. It is always right
side up and cannot be projected. The virtual image is always smaller than
the original, no matter what its distance from the lens.

Individual lenses cannot form sharp, flawless images over a wide
field, and the images are always accompanied by distortion and color aber-
rations. Thus, most optical devices use systems of lenses that often as-
semble convex and concave lenses in precise combinations to minimize
distortion or produce various effects.

Certain lenses, called plano-concave and plano-convex, are curved
on only one side. Optical correction lenses, such as those used in eye-
glasses, are ground with one side concave and one convex. Convexo-
concave lenses aid patients who are nearsighted, while farsighted patients
require concavo-convex lenses.

[See also Telescope]

‡�Light
Light is generally defined as that portion of the electromagnetic spectrum
with wavelengths between 400 and 700 nanometers (billionths of a 
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meter). Like all forms of electromagnetic radiation, light travels with a
speed of 186,282 miles (299,728 kilometers) per second in a vacuum. It
is perhaps the swiftest and most delicate form of energy found in nature.

Historical concepts
Considering how important light is in our daily lives, it is hardly

surprising that philosophers and scientists have been trying to understand
its fundamental nature for centuries. The ancient Greeks, for example,
worked out some of the basic laws involving light, including the laws of
reflection (bouncing off an object) and refraction (bending through an ob-
ject). They did so in spite of the fact that they started with only an in-
correct concept of light. They believed that light beams started out in the
human eye and traveled to an object.

With the rise of modern physics in the seventeenth century, scien-
tists argued over two fundamental explanations of the nature of light: wave
versus particle. According to the particle theory of light, light consists of
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Corpuscle: A particle.

Diffraction: The bending of light or another form of electromagnetic
radiation as it passes through a tiny hole or around a sharp edge.

Duality: The tendency of something to behave in two very different
ways, for example, as both energy and matter.

Electromagnetic spectrum: The whole range of radiation that travels
through a vacuum with a speed of about 3 � 108 meters per second.

Ether: Also spelled aether; medium that was hypothesized by physi-
cists to explain the wave behavior of light.

Photoelectric effect: The production of an electric current when a
beam of light is shined on a metal.

Photon: A tiny package of light energy.

Wave: A regular pattern of motion that involves some kind of distur-
bance in a medium.

Wavelength: The distance between two successive identical parts of a
wave, such as two crests or two troughs.



a stream of particles that come from a source (such as the Sun or a lamp),
travel to an object, and are then reflected to an observer. This view of
light was first proposed in some detail by Isaac Newton (1642–1727).
Newton’s theory is sometimes known as the corpuscular theory of light.

At about the same time, the wave theory of light was being devel-
oped. According to the wave theory, light travels through space in the form
of a wave, similar in some ways to water waves. The primary spokesper-
son for this concept was Dutch physicist Christiaan Huygens (1629–1695).

Over time, the wave theory became more popular among physicists.
One of the main reasons for the triumph of the wave theory was that many
typical wave properties were detected for light. For example, when light
passes through a tiny pinhole or around a sharp edge, it exhibits a prop-
erty known as diffraction. Diffraction is well known as a property of waves
among physicists. Almost anyone can witness the diffraction of water
waves as they enter a bay or harbor, for example. If light exhibits dif-
fraction, scientists thought, then it must be transmitted by waves.

Today, scientists usually talk about light as if it were transmitted by
waves. They talk about the wavelength and frequency of light, both prop-
erties of waves, not particles.

The mysterious ether
One of the serious problems arising out of the wave theory of light

is the problem of medium. Wave motion is the regular up-and-down mo-
tion of some material. For water waves, that material (or medium) is wa-
ter. If light is a form of wave motion, scientists asked, what is the medium
through which it travels?

The obvious answer, of course, is that light travels through air as a
medium. But that answer is contradicted by the fact that light also travels
through a vacuum, a region of space that contains no air or anything else.

To resolve this problem, scientists developed the concept of an ether
(or aether). The ether was defined as a very thin material—perhaps like
air, but much less dense—that permeates all of space. Light could be ex-
plained, then, as a wave motion in the ether.

Unfortunately, efforts to locate the ether were unsuccessful. In one
of the most famous negative experiments of all time, two American physi-
cists, Albert A. Michelson (1852–1931) and Edward W. Morley (1838–
1923), devised a very precise method for detecting the ether. No matter
how carefully they searched, they found no ether. Their experiments were
so carefully designed and carried out that physicists were convinced that
the ether did not exist.
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Today, a somewhat simpler view of light as a wave phenomenon
exists. Light is a form of radiation that needs no medium through which
to travel. It consists of electric and magnetic fields that pulsate up and
down as they travel through space.

Return of the corpuscular theory
By the early 1900s, most physicists had accepted the idea that light

is a form of wave motion. But they did so somewhat reluctantly because
some facts about light could not really be explained by the wave theory.
The most important of these was the photoelectric effect.

The photoelectric effect was first observed by German physicist
Heinrich Hertz (1857–1894) in about 1888. He noticed that when light is
shined on a piece of metal, an electric current (a flow of electrons) is pro-
duced. Later experiments showed a rather peculiar property of the pho-
toelectric effect. It doesn’t make any difference how intense the light is
that is shined on the metal. A bright light and a dim light both produce
the same current. What does make a difference is the color of the light.
Red light, for example, produces more of a current than blue light.

Unfortunately, there is no way for the wave theory of light to 
explain this effect. In fact, it was not until 1905 that a satisfactory ex-
planation of the photoelectric effect was announced. That explanation
came from German-born American physicist Albert Einstein (1879–
1955). Einstein showed that the photoelectric effect could be explained
provided that light were thought of not as a wave but as a bundle of tiny
particles.

But the concept of light-as-particles is just what Isaac Newton had
proposed more than 200 years earlier—and what physicists had largely
rejected. The important point about Einstein’s explanation, however, was
that it worked. It explained a property of light that wave theory could not
explain.

Duality of light and matter
The conflict between light-as-waves and light-as-particles has had

an interesting resolution. Today, physicists say that light sometimes acts
like a wave and sometimes acts like a collection of particles. Perhaps it
is a wave consisting of tiny particles. Those particles are now called pho-
tons. They are different from other kinds of particles we know of since
they have no mass. They are just tiny packages of energy that act like
particles of matter.
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Two sets of laws are used to describe light. One set is based on the
idea that light is a wave. Those laws are used when they work. The sec-
ond set is based on the idea that light consists of particles. Those laws
are also used when they work.

The philosophy of using wave or particle explanations for light is
an example of duality. The term duality means that some natural phe-
nomenon can be understood in two very different ways. Interestingly
enough, other forms of duality have been discovered. For example, sci-
entists have traditionally thought of electrons as a form of matter. They
have mass and charge, which are characteristics of matter. But it happens
that some properties of electrons can best be explained if they are thought
of as waves. So, like light, electrons also have a dual character.

Making light stand still
In January 2001, scientists at two separate laboratories in Cambridge,

Massachusetts, conducted landmark experiments in which they brought
light particles to a halt and then sped them back up to their normal speed.
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Ć̀erenkov Effect

The Ć̀erenkov effect (pronounced che-REN-kof) is the emission
of light from something transparent when a charged particle travels
through the material with a speed faster than the speed of light in
that material. The effect is named for Russian physicist Pavel A.
Ć̀erenkov (1904–1990), who first observed it in 1934.

Many people have seen the Ć̀erenkov effect without realizing
it. In photographs of a nuclear power plant, the water surrounding the
reactor core often seems to glow with an eery blue light. That light is
Ć̀erenkov radiation produced when rapidly moving particles produced in
the core travel through the cooling water around it.

The definition of the Ć̀erenkov effect often puzzles students
because it includes references to charged particles traveling faster
than the speed of light. Of course, nothing can travel faster than the
speed of light in a vacuum. In a fluid such as air, water, plastic, or
glass, however, it is possible for objects to travel faster than the
speed of light. When they do so, they produce the bluish glow seen in
a nuclear reactor.



In the experiments, the scientists created chambers that held a gas. One
research team used sodium gas, the other used the gas form of rubidium,
an alkaline metal element. The gases in both chambers were chilled mag-
netically to within a few millionths of a degree of absolute zero, or �459°F
(�273°C). The scientists passed a light beam into the specially prepared
chambers, and the light became fainter and fainter as it slowed and then
eventually stopped. Even thought the light vanished, the information on
its particles was still imprinted on the atoms of sodium and rubidium. That
information was basically frozen or stored. The scientists then flashed a
second light through the gas, which essentially reconstituted or revived the
original beam. The light left each of the chambers with almost the same
shape, intensity, and other properties it had when it entered the chambers.

Scientists believe the biggest impact of these experiments could
come in futuristic technologies such as ultra-fast quantum computers. The
light could be made to carry so-called quantum information, which in-
volves particles that can exist in many places or states at once. Comput-
ers employing such technology could run through operations vastly faster
than existing machines.

[See also Electromagnetic spectrum; Interference; Photoelectric
effect; Wave motion]

‡�Light-year
The speed of light is one of the most fundamental measurements in as-
tronomy. Measured in miles or kilometers per second, the speed of light
determines distance. The term light-year refers to the distance light trav-
els in a vacuum in one year. Since light travels at slightly more than
186,000 miles (300,000 kilometers) per second, one light-year is roughly
equal to 5.9 trillion miles (9.5 trillion kilometers).

The light-year is a convenient unit of measurement to use when dis-
cussing distances to the stars in the Milky Way galaxy and throughout
the observable universe. When considering distances within our solar sys-
tem, the astronomical unit (AU) is commonly used. One AU—the mean
distance between Earth and the Sun—is roughly equal to 93 million miles
(150 million kilometers). One light-year equals about 63,500 astronomi-
cal units.

The sky is a map of celestial history. The light from the Sun takes
just over eight minutes to reach Earth. When we look at the Sun, we don’t
see how the Sun appears, but how it appeared eight minutes ago. If you
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look at something in the sky that is eight light-years away, you are seeing
light that left that object eight years ago. You are therefore looking back-
ward in time, seeing that object in the condition it was eight years ago. In
this sense, a light-year can also be thought of as a measurement of time.

Alpha Centauri, the closest star to Earth, is 4.35 light-years distant.
The center of the Milky Way galaxy is 27,000 light-years away, while
the most distant clusters of galaxies are roughly estimated to be one mil-
lion light-years away.

‡�Lipids
The lipids are a class of biochemical compounds, many of which occur
naturally in plants and animals. (Biochemical compounds are organic
compounds that are intimately involved in living organisms.) Most or-
ganic compounds are classified into one of a few dozen families, based
on their structural similarities. The lipids are an exception to that rule.
The members of this family are classified together because they all have
a single common physical property: they do not dissolve in water, but
they do dissolve in organic solvents such as alcohols, ethers, benzene,
chloroform, and carbon tetrachloride.

The lipids constitute a very large class of compounds, many of which
play essential roles in organisms. Among the most important lipids are
fats and oils, waxes, steroids, terpenes, fat-soluble vitamins, prostaglan-
dins, phosphoglycerides, sphingolipids, and glycolipids. Some of these
names may be unfamiliar to the general reader, but they all are vital to
the growth and development of plants and animals. Phospholipids, for ex-
ample, occur in all living organisms, where they are a major component
of the membranes of most cells. They are especially abundant in liver,
brain, and spinal tissue.

Waxes, fats, and oils
Perhaps the most common and most familiar examples of the lipids

are the waxes, fats, and oils. All three classes of compounds have some-
what similar structures. They are made by the reaction between an alco-
hol and a fatty acid. (A fatty acid is an organic compound that consists
of a very long chain of carbon atoms with a characteristic acid group at
one end of the chain.) Fats and oils differ from waxes because of the
chemical composition of the alcohols from which they are made. Fats and
oils differ from each other in one major way: fats are solids; oils are 
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liquid. These differences in physical state reflect differences in the kinds
of fatty acids from which these two types of compounds are made.

Fats in animal bodies
Fats are an important part of animal bodies, where they have four

main functions. First, they are a source of energy. Although carbohydrates
are often regarded as the primary source of energy in an organism, fats
actually provide more than twice as much energy per calorie as do car-
bohydrates.

Fats also provide insulation for the body, protecting against exces-
sive heat losses to the environment. Third, fats act as a protective cush-
ion around bones and organs. Finally, fats store certain vitamins, such as
vitamins A, D, E, and K, that are not soluble in water but are soluble in
fats and oils.

Animal bodies are able to synthesize (produce) the fats they need
from the foods that make up their diets. Among humans, 25 to 50 per-
cent of the typical diet may consist of fats and oils. In general, a health-
ful diet is thought to be one that contains a smaller, rather than larger,
proportion of fats.

The main use of fats commercially is in the production of soaps and
other cleaning products. When a fat is boiled in water in the presence of
a base such as sodium hydroxide, the fat breaks down into compounds
known as glycerol and fatty acids. The fatty acids formed in this reaction
react with sodium hydroxide to produce a soap. The process of making
soap from a fatty material is known as saponification.

[See also Metabolism; Organic chemistry]

‡�Lock
A lock or water lock is an enclosed, rectangular chamber with gates at
each end, within which water is raised or lowered to allow boats or ships
to overcome differences in water level. Locks have a history of over 2,000
years, and although they are most often used by boats on canals, they also
are used to transport massive ships between seas.

All locks operate on the simple buoyancy principle that any vessel,
no matter what size, will float atop a large enough volume of water. By
raising or lowering the level of a body of water, the vessel itself goes up
or down accordingly. Locks are used to connect two bodies of water that
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are at different ground levels as well as to “walk” a vessel up or down a
river’s more turbulent parts. This is done by a series of connecting or “stair-
case” locks. Locks contributed significantly to the Industrial Revolution
(period beginning about the middle of the eighteenth century during which
humans began to use steam engines as a major source of power) by mak-
ing possible the interconnection of canals and rivers, thus broadening
commerce. They still play a major role in today’s industrial society.

History
The ancestor of the modern lock is the flash lock. It originated in

China and is believed to have been used as early as 50 B.C. The flash lock
was a navigable gap in a masonry dam that could be opened or closed by
a single wooden gate. Opening the gate very quickly would release a sud-
den surge of water that was supposed to assist a vessel downstream
through shallow water. This was often very dangerous. Using the flash
lock to go upstream was usually safe but extremely slow since the gap in
the dam was used to winch or drag a vessel through.

At some future date, a second gate was added to the flash lock, thus
giving birth to the pound lock. The first known example of a pound lock
(whose dual gates “impound” or capture the water) was in China in A.D.
984. It consisted of two flash locks about 250 feet (76 meters) apart. By
raising or lowering guillotine or up-and-down gates at each end, water
was captured or released. The space between the two gates thus acted as
an equalizing chamber that elevated or lowered a vessel to meet the next
water level. This new method was entirely controllable and had none of
the hazards and surges of the old flash lock.
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The first pound lock in Europe was built at Vreeswijk, the Nether-
lands, in 1373. Like its Chinese ancestor, it also had guillotine gates. The
pound lock system spread quickly throughout Europe during the next cen-
tury, but was eventually replaced by an improved system that formed the
basis of the modern lock system. During the fifteenth century, Italian artist
and scientist Leonardo da Vinci (1452–1519) devised an improved form of
pound lock whose gates formed a V-shape when closed. In 1487, Leonardo
built six locks with gates of this type. These gates turned on hinges, like
doors, and when closed they formed a V-shape pointing upstream—thus
giving them their name of miter gates. One great advantage of miter gates
was that they were self-sealing from the pressure of the upsteam water.

Construction and operation
The earliest locks were built entirely of wood, with stone and then

brick becoming standard materials. The gates themselves were always
wooden, with some lasting as long as 50 years. Filling or emptying these
early locks was often accomplished by hand-operated sluices or flood-
gates built in the gates. On later and larger locks, it was found that con-
duits or culverts built into the lock wall itself were not only more effi-
cient but let the water enter in a smoother, more controlled manner. Nearly
all locks operate in the following manner: (1) A vessel going downstream
to shallower water enters a lock with the front gate closed. (2) The rear
gate is then closed and the water level in the lock is lowered by opening
a valve. The vessel goes down as the water escapes. (3) When the water
level inside the lock is as low as that downstream, the front gate is opened
and the vessel continues on its way. To go upstream, the process is re-
versed, with the water level being raised inside the lock. What the oper-
ators always strive for is to fill or empty the lock in the fastest time pos-
sible with a minimum of turbulence.

In modern locks, concrete and steel have replaced wood and brick,
and hydraulic power or electricity is used to open and close the gates and
side sluices. Movable gates are the most important part of a lock, and they
must be strong enough to withstand the water pressure arising from the
often great difference in water levels. They are mostly a variation of
Leonardo’s miter gates, except now they usually are designed to be stored
inside the lock’s wall recesses.

Probably the best known locks in the world are those used in the
Panama Canal—the most-used canal in the world. Completed in 1914,
the Panama Canal is an interoceanic waterway 51 miles (82 kilometers)
long that connects the Atlantic and Pacific Oceans through the Isthmus
of Panama. It has three major sets of locks, each of which is built in tan-
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dem to allow vessels to move in either direction, like a separated, two-
way street. Each lock gate has two leaves, 65 feet (20 meters) wide by 7
feet (2 meter) thick, set on hinges. The gates range in height from 47 to
82 feet (14 to 25 meters) and are powered by large motors built in the
lock walls. The chambers are 1,000 feet (305 meters) long, 110 feet (34
meters) wide, and 41 feet (13 meters) deep. Most large vessels are towed
through the locks. As with all locks today, they are operated from a con-
trol tower using visual signals and radio communications.

[See also Canal]

‡�Logarithm
In the 1500s and early 1600s, although science, engineering, and medi-
cine were flourishing, many people did not understand multiplication ta-
bles. Mathematicians, astronomers, navigators, and scientists were forced
to spend a lot of time performing calculations, so that little time was left
to work on experiments and new discoveries. Finally, around 1594 Scot-
tish mathematician John Napier (1550–1617) produced a table of loga-
rithmic, or proportionate, numbers.

How logarithms work
In the commonly known base 10 system, computations that involve

very large numbers can become difficult, if not incomprehensible. Napier
realized numbers could be more easily expressed in terms of powers. Thus
100 is equal to 10 multiplied by 10, written as 102. This is read as “10
squared” and means “10 to the power two.”

To perform multiplication, numbers are converted into logarithms,
the exponents added together, and the result converted back into base 10.
Likewise, to perform division, two logarithmic exponents are subtracted,
and the result converted back to base 10.

This innovative way of multiplying and dividing large numbers was
a milestone event for mathematicians of the day. Napier’s tables were
published in 1614 and were put into use immediately, becoming an es-
sential part of the mathematical, scientific, and navigational processes.

Logarithmic tables remained popular throughout the next several
centuries and were used as the basis for many mechanical calculating de-
vices. Relieved from much of their mental drudgery, scientists and math-
ematicians enjoyed new freedom in their work, allowing them to focus
their attention on new scientific breakthroughs.
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‡�Luminescence
The term luminescence is used to describe a process by which light is
produced other than by heating. The production of light from heat, or in-
candescence, is familiar to everyone. The Sun gives off both heat and
light as a result of nuclear reactions in its core. An incandescent lightbulb
gives off light when a wire filament inside the bulb is heated to white
heat. One can read by the light of a candle flame because burning wax
gives off both heat and light.

But light can also be produced by other processes in which heat is
not involved. For example, fireflies produce light by means of chemical
reactions that take place within their bodies. They convert a compound
known as luciferin from one form into another. As that process occurs,
light is given off.
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Fluorescence and phosphorescence
Two forms of luminescence can be identified, depending on the

amount of time emitted light continues to glow. By definition, fluores-
cence refers to the release of light that lasts no more than about 10 nanosec-
onds (10 billionths of a second) after it begins. Phosphorescence refers to
the release of light that lasts longer than 10 nanoseconds.

Substances that glow in the dark have many practical applications
today. Clocks and watches, for example, often have their numbers 
and hands coated with phosphorescent paints so we can see what time it
is in the dark. Emergency doors and stairways are also highlighted with
these paints so that people can find their way out in case of a power 
failure.

Probably the most familiar form of fluorescence is a fluorescent
lightbulb. Fluorescent light is produced when an electrical current passes
through mercury vapor in the lightbulb. Electrons produced from the mer-
cury vapor collide with a chemical painted on the inside of the bulb, caus-
ing fluorescence. The moment the bulb is turned off, however, the chem-
ical stops glowing. The light produced by this process, therefore, is an
example of fluorescence.

Many people have seen minerals that are phosphorescent. Once ex-
posed to light, they continue to glow for many minutes after being placed
into a dark room. The longer glow time defines these minerals as phos-
phorescent.
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Words to Know

Fluorescence: Luminescence that stops within 10 nanoseconds after an
energy source has been removed.

Incandescence: Light created by heating. Incandescence is not a lumi-
nescent process.

Phosphor: A material that absorbs energy over some period of time,
then gives off light for a longer period.

Phosphorescence: Luminescence that continues for more than 10
nanoseconds after an energy source has been removed.



Processes that create luminescence
The changes that take place in atoms during luminescence are the

same as those that occur during incandescence. Electrons in atoms absorb
energy from some source and jump to a higher energy level. After a frac-
tion of a second, the electrons fall back to their original level, giving off
the energy they had previously absorbed.

Various procedures can be used to get this process started, that is,
to get electrons to jump to higher energy levels. In incandescence, the
process is heating. In luminescence, it can be any one of a number of
other processes.

In chemiluminescence, for example, some chemical reaction occurs
that gives off energy. That energy is then used to excite electrons and pro-
duce luminescence. Many students are familiar with devices called
cyalume sticks. When one of these sticks is broken, two chemicals are re-
leased and begin to react with each other. The energy released during that
reaction produces luminescence that can last for many hours.

Bioluminescence is a kind of chemiluminescence in which the chem-
ical reaction involved takes place within a living organism. The example
of light production by fireflies is an example of bioluminescence.

Electroluminescence occurs when an electric current passes through
a material, causing the material to glow. Many flat-panel displays on elec-
tronic equipment, such as those on laptop computers, contain electrolu-
minescent systems.

Less common examples of luminescence are those produced by
sound energy (sonoluminescence) and by friction (triboluminescence).

‡�Lymphatic system
The lymphatic system is a network of vessels that transports nutrients 
to the cells and collects their waste products. The lymph system con-
sists of lymph capillaries and lymph vessels that are somewhat similar 
to blood capillaries and blood vessels. In addition, it includes lymph 
ducts (tubes that carry fluids secreted by glands) and lymph nodes (reser-
voirs that filter out bacteria and other toxins from the lymph that passes
through them).

In the circulatory system, blood flows from the heart, through the
arteries, and into capillaries that surround all cells. When blood reaches
the capillaries, a portion of blood plasma (the liquid portion of the blood)
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seeps out of the capillaries and into the space surrounding cells. That
plasma is then known as tissue fluid. Tissue fluid consists of water plus
dissolved molecules that are small enough to fit through the small open-
ings in capillaries.

Tissue fluid is an important component of any living animal. Nutri-
ents pass out of tissue fluid into cells and, conversely, waste products
from cells are dumped back into the tissue fluid.

Some tissue fluid returns to blood capillaries by osmosis. (Osmosis
is the process by which fluids and substances dissolved in them pass
through a membrane until all substances involved reach a balance.) But
some tissue fluid is also diverted into a second network of tubes: the lym-
phatic vessels. Tissue fluid that enters this network is known as lymph.
Lymph is a clear, colorless, somewhat sticky liquid. The liquid formed in
a blister is lymph.

Movement of lymph
Tissue fluid passes out of the space between cells and through the

walls of lymph capillaries. Now called lymph, it follows a pathway back
to the heart that is somewhat similar to the venous system for blood. It
passes from lymph capillaries into larger tubes, the lymph vessels. Like
veins in the blood circulatory system, lymph vessels have valves that help
push lymph slowly back towards the heart. Eventually the lymph enters
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Words to Know

Capillaries: Tiny vessels in the body that carry fluids such as lymph
and blood.

Lymph: A fluid that runs through the lymphatic vessels, lymph nodes,
and other lymphatic organs.

Lymphocyte: A cell that functions as part of the lymphatic and
immune systems by attacking specific invading substances.

Lymph node: Region of lymphoid tissue along lymph vessels that fil-
ters harmful antigens from the blood and some tissues.

Osmosis: Process in which fluids and substances dissolved in liquids
pass through a membrane until all substances involved reach a balance.



a large collecting tube, the thoracic duct, located near the heart. From the
thoracic duct the lymph empties into the blood circulatory system itself
at the left subclavian vein.

The lymph system performs a second function also. Fats that have
been absorbed in the small intestine enter lymph vessels in that organ.
Those fats are then carried through the lymphatic system back into the
blood circulatory system.

Lymph nodes
At various points in the lymphatic system the lymphatic vessels are

enlarged to form structures known as lymph nodes. Lymph nodes serve
four primary functions. First, they remove from the lymph foreign parti-
cles dumped into the tissue fluid from cells. Second, they produce a type
of white blood cell known as lymphocytes. Lymphocytes are major com-
ponents of the body’s immune system, which fights disease. They occur
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in a variety of forms known as T cells (T lymphocytes) and B cells (B
lymphocytes). Third, lymph nodes are home to very large blood cells
known as macrophages. Macrophages attack and kill bacteria by sur-
rounding them, swallowing them up, and then dissolving them with en-
zymes. Fourth, lymph nodes produce antibodies that are used to fight in-
fections.

Lymph nodes are located in the armpit, neck, and groin. One symp-
tom of an infection is that lymph nodes become swollen with harmful ma-
terial and can be seen or felt.

Diseases of the lymphatic system
The uncontrolled growth of cells and tissues of the lymphatic sys-

tem result in a condition known as lymphoma, or lymph cancer. Lym-
phomas are classified into two types, Hodgkin’s or non-Hodgkin’s. Both
forms can be fatal. Hodgkin’s lymphoma, or Hodgkin’s disease, is marked
by enlargement of lymph nodes, usually those in the neck. Symptoms of
Hodgkin’s include chronic fatigue, depressed immune function, weight
loss, night sweats, and pain after drinking alcohol. Hodgkin’s lymphoma
can be treated successfully and cured with radiation or chemotherapy if
it is caught in its early stages. Although the cause of Hodgkin’s is un-
known, males, Caucasians, people of higher socioeconomic status, the
well-educated, and people with certain blood types are more prone to de-
velop it. For unknown reasons, Hodgkin’s most commonly affects peo-
ple in their twenties or seventies. People who work with certain chemi-
cals, such as benzene and rubber products, also seem to be more prone
to develop the disease.

Several forms of non-Hodgkin’s lymphoma have been identified.
These forms have little in common with each other. One example of a
non-Hodgkin’s lymphoma is Burkitt’s lymphoma, prevalent among Cen-
tral African children. Burkitt’s lymphoma is characterized by enlargement
of the lymph nodes under the jaw. In contrast with most lymphomas whose
causes are unclear, Burkitt’s lymphoma has been linked to infection with
the Epstein-Barr virus.

Symptoms for most lymphomas are similar. Many patients experi-
ence enlargement of the liver and spleen as well as the lymph nodes. Some
patients have bloody stools or vomit blood. Tiredness, itching, weight
loss, fever, and general failure of the immune system may also be pre-
sent. These symptoms may diminish and intensify over several months
before a diagnosis is made. Sometimes, a bone marrow biopsy (test) is
also performed.
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Treatment includes radiation or chemotherapy. Effectiveness of such
treatments varies depending on the severity of the lymphoma at the time
of diagnosis. Bone marrow transplants have been effective against some
lymphomas in advanced stages. The cure rate for non-Hodgkin’s lym-
phomas is generally poorer than for Hodgkin’s lymphomas.

[See also Antibody and antigen; Immune system; Infection]
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‡�Machines, simple
A simple machine is a device for doing work that has only one part. Sim-
ple machines redirect or change the size of forces, allowing people to do
work with less muscle effort and greater speed, thus making their work
easier. There are six kinds of simple machines: the lever, the pulley, the
wheel and axle, the inclined plane, the wedge, and the screw.

Everyday work
We all do work in our daily lives and we all use simple machines

every day. Work as defined by science is force acting upon an object in
order to move it across a distance. So scientifically, whenever we push,
pull, or cause something to move by using a force, we are performing
work. A machine is basically a tool used to make this work easier, and a
simple machine is among the simplest tools we can use. Therefore, from
a scientific standpoint, we are doing work when we open a can of paint
with a screwdriver, use a spade to pull out weeds, slide boxes down a
ramp, or go up and down on a see-saw. In each of these examples we are
using a simple machine that allows us to achieve our goal with less mus-
cle effort or in a shorter amount of time.

Earliest simple machines
This idea of doing something in a better or easier way or of using less

of our own muscle power has always been a goal of humans. Probably from
the beginning of human history, anyone who ever had a job to do would
eventually look for a way to do it better, quicker, and easier. Most people
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try to make a physical job easier rather than harder to do. In fact, one of
our human predecessors is called Homo habilis, which means “handy man”
or “capable man.” This early version of our human ancestors was given that
name because, although not quite fully human, it had a large enough brain
to understand the idea of a tool, as well as hands with fingers and thumbs
that were capable of making and using a tool. Therefore, the first simple
machine was probably a strong stick (the lever) that our ancestor used to
move a heavy object, or perhaps it was a sharp rock (the wedge) used to
scrape an animal skin, or something else equally simple but effective. Other
early examples might be a rolling log, which is a primitive form of the
wheel and axle, and a sloping hill, which is a natural inclined plane. There
is evidence throughout all early civilizations that humans used simple ma-
chines to satisfy their needs and to modify their environment.

The beauty of simple machines is seen in the way they are used as
extensions of our own muscles, as well as in how they can redirect or
magnify the strength and force of an individual. They do this by increas-
ing the efficiency of our work, as well as by what is called a mechanical
advantage. A mechanical advantage occurs when a simple machine takes
a small “input” force (our own muscle power) and increases the magni-
tude of the “output” force. A good example of this is when a person uses
a small input force on a jack handle and produces an output force large
enough to easily lift one end of an automobile. The efficiency and ad-
vantage produced by such a simple device can be amazing, and it was
with such simple machines that the rock statues of Easter Island, the stone
pillars of Stonehenge, and the Great Pyramids of Egypt were constructed.
Some of the known accomplishments of these early users of simple ma-
chines are truly amazing. For example, we have evidence that the builders
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Words to Know

Compound machine: A machine consisting of two or more simple
machines.

Effort force: The force applied to a machine.

Fulcrum: The point or support on which a lever turns.

Resistance force: The force exerted by a machine.

Work: Transfer of energy by a force acting to move matter.



of the pyramids moved limestone blocks weighing between 2 and 70 tons
(1.8 and 63.5 metric tons) hundreds of miles, and that they built ramps
over 1 mile (1.6 kilometers) long.

Trade-offs of simple machines
One of the keys to understanding how a simple machine makes

things easier is to realize that the amount of work a machine can do is
equal to the force used, multiplied by the distance that the machine moves
or lifts the object. In other words, we can multiply the force we are able
to exert if we increase the distance. For example, the longer the inclined
plane—which is basically a ramp—the smaller the force needed to move
an object. Picture having to lift a heavy box straight up off the ground
and place it on a high self. If the box is too heavy for us to pick up, we
can build a ramp (an inclined plane) and push it up. Common sense tells
us that the steeper (or shorter) the ramp, the harder it is to push the ob-
ject to the top. Yet the longer (and less steep) it is, the easier it is to move
the box, little by little. Therefore, if we are not in a hurry (like the pyra-
mid builders), we can take our time and push it slowly up the long ramp
to the top of the shelf.

Understanding this allows us also to understand that simple machines
involve what is called a “trade-off.” The trade-off, or the something that
is given up in order to get something else, is the increase in distance. So
although we have to use less force to move a heavy object up a ramp, we
have increased the distance we have to move it (because a ramp is not
the shortest distance between two points). Most primitive people were
happy to make this trade-off since it often meant being able to move some-
thing that they otherwise could not have moved.

Today, most machines are complicated and use several different el-
ements like ball bearings or gears to do their work. However, when we
look at them closely and understand their parts, we usually see that de-
spite their complexity they are basically just two or more simple machines
working together. These are called compound machines. Although some
people say that there are less than six simple machines (since a wedge
can be considered an inclined plane that is moving, or a pulley is a lever
that rotates around a fixed point), most authorities agree that there are in
fact six types of simple machines.

Lever
A lever is a stiff bar or rod that rests on a support called a fulcrum

(pronounced FULL-krum) and which lifts or moves something. This may
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be one of the earliest simple machines, because any large, strong stick
would have worked as a lever. Pick up a stick, wedge it under one edge
of a rock, and push down and you have used a lever. Downward motion
on one end results in upward motion on the other. Anything that pries
something loose is also a lever, such as a crow bar or the claw end of a
hammer. There are three types or classes of levers. A first-class lever has
the fulcrum or pivot point located near the middle of the tool and what it
is moving (called the resistance force). A pair of scissors and a seesaw
are good examples. A second-class lever has the resistance force located
between the fulcrum and the end of the lever where the effort force is be-
ing made. Typical examples of this are a wheelbarrow, nutcracker, and a
bottle opener. A third-class lever has the effort force being applied be-
tween the fulcrum and the resistance force. Tweezers, ice tongs, and shov-
els are good examples. When you use a shovel, you hold one end steady
to act as a fulcrum, and you use your other hand to pull up on a load of
dirt. The second hand is the effort force, and the dirt being picked up is
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the resistance force. The effort applied by your second hand lies between
the resistance force (dirt) and the fulcrum (your first hand).

Pulley
A pulley consists of a grooved wheel that turns freely in a frame called

a block through which a rope runs. In some ways, it is a variation of a wheel
and axle, but instead of rotating an axle, the wheel rotates a rope or cord. In
its simplest form, a pulley’s grooved wheel is attached to some immovable
object, like a ceiling or a beam. When a person pulls down on one end of
the rope, an object at the opposite end is raised. A simple pulley gains noth-
ing in force, speed, or distance. Instead, it only changes the direction of the
force, as with a Venetian blind (up or down). Pulley systems can be mov-
able and very complex, using two or more connected pulleys. This permits
a heavy load to be lifted with less force, although over a longer distance.

Wheel and axle
The wheel and axle is actually a variation of the lever (since the cen-

ter of the axle acts as the fulcrum). It may have been used as early as 3000
B.C., and like the lever, it is a very important simple machine. However,
unlike the lever that can be rotated to pry an object loose or push a load
along, a wheel and axle can move a load much farther. Since it consists
of a large wheel rigidly attached to a small wheel (the axle or the shaft),
when one part turns the other also does. Some examples of the wheel and
axle are a door knob, a water wheel, an egg beater, and the wheels on a
wagon, car, or bicycle. When force is applied to the wheel (thereby turn-
ing the axle), force is increased and distance and speed are decreased.
When it is applied to the axle (turning the wheel), force is decreased and
distance and speed are increased.

Inclined plane
An inclined plane is simply a sloping surface. It is used to make it

easier to move a weight from a lower to a higher spot. It takes much less
effort to push a wheel barrow load slowly up a gently sloping ramp than
it does to pick it up and lift it to a higher spot. The trade-off is that the
load must be moved a greater distance. Everyday examples are stairs, es-
calators, ladders, and a ship’s plank.

Wedge
A wedge is an inclined plane that moves and is used to increase

force—either to separate something or to hold things together. With a
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wedge, the object or material remains in place while the wedge moves.
A wedge can have a single sloping surface (like a door stop that holds a
door tightly in place), or it can have two sloping surfaces or sides (like
the wedge that splits a log in two). An axe or knife blade is a wedge, as
is a chisel, plow, and even a nail.

Screw
A screw can be considered yet another form of an inclined plane,

since it can be thought of as one that is wrapped in a spiral around a cylin-
der or post. In everyday life, screws are used to hold things together and
to lift other things. When it is turned, a screw converts rotary (circular)
motion into a forward or backward motion. Every screw has two parts: a
body or post around which the inclined plane is twisted, and the thread
(the spiraled inclined plane itself). Every screw has a thread, and if you
look very closely at it, you will see that the threads form a tiny “ramp”
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that runs from the tip to the top. Like nails, screws are used to hold things
together, while a drill bit is used to make holes. Other examples of screws
are airplane and boat propellers.

‡�Magnetic recording/
audiocassette

Audiocassette tape recorders are widely used to record and play back mu-
sic or speech. Information is stored on a narrow ribbon of plastic tape that
has one side coated with a magnetic material consisting of magnetically
active particles, most commonly iron oxide and chromium dioxide. As
the tape passes around the five magnetic heads of a tape recorder, sound
is recorded, replayed, or erased according to the heads that are activated.

A recording head (a small electromagnet) magnetizes the passing
tape in such a way that the magnetic particles on it are realigned in a pat-
tern that corresponds to the loudness and frequency (rate of vibration) of
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incoming sounds. The resulting pattern remains on the tape until erased
or changed.

The tape of an audiocassette has a weak magnetic field (an area
where a magnetic force is present) around it that varies from point to point
depending on the pattern of its magnetic particles. The playback head con-
tains a coil of wire. When the magnetized tape moves past the coil, an
electrical current is created. The current will alternate in direction de-
pending on the alignment of the magnetic particles as they pass by the
playback head. The magnetic pattern originally recorded on the tape is
transformed into a precisely corresponding electrical signal.

The electric current from the playback head is then amplified and
sent to an audio speaker, which vibrates simultaneously with the varying
current. The back-and-forth motion of the speaker creates pressure waves
in the air. This causes the listener’s eardrums to vibrate, producing the
sensation of sound.

An audiocassette has a built-in erase head to remove previously
recorded information. The tape has to be blank before it can be used again
to make a new recording. The erase head normally is an electromagnet
that operates at an ultrasonic frequency, much higher than the human ear
can hear. It effectively scrambles the previously recorded magnetic par-
ticle patterns. Audiocassettes are designed so that the tape from the sup-
ply reel passes by the erase head just before the recording head.
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Digital audio tape (DAT): A technology developed in the 1990s, by
which information is stored on magnetic tape in binary code.

Electromagnet: A coil of wire surrounding an iron core that becomes
magnetized when electric current flows through the wire.

Erase head: An electromagnet operating at an ultrasonic frequency (rate
of vibration) to scramble previously recorded information on a tape.

Playback head: A small coil that senses the varying magnetic field of
the moving tape and converts it into an electrical signal that can be
amplified.

Recording head: An electromagnet that aligns the magnetic particles
of the cassette tape while it moves by.



History of magnetic recording
The invention of magnetic recording tape is attributed to both Amer-

ican inventor J. A. O’Neill and German engineer Fritz Pfleumer (1881–
1945). Pfleumer filed the first audiotape patent in 1929. In 1935, the Ger-
man electronics firm AEG produced a prototype (first version) of a record/
playback machine, called a magnetophon. It was based on Pfleumer’s
idea, but used a plastic tape. Another firm, BASF, went on to refine the
tape AEG used, presenting the first usable magnetic tape in 1935.

Types of magnetic recording machines
At one time, audiotape was used in a reel-to-reel format. This was a

complicated and awkward procedure. Eight-track cartridges were another in-
novation in magnetic recording. These used an endless-loop format so the
tape could be played continuously without being flipped over by the listener.

The audiocassette was introduced in 1963 by the Philips Company
of the Netherlands. The audiocassette made inserting, advancing, and
rewinding a tape fast and easy. The tape could be stopped and ejected at
any point. Because of this ease and economy, magnetic tape recordings
could compete with long-playing records (LPs). The invention of the mi-
crochip allowed audiotape players to be made smaller and more portable.
With the introduction of products such as Sony’s compact WalkmanTM,
cassettes became universally popular.

Although the audiocassette is economical and still widely used, dig-
ital technologies are revolutionizing the industry. Digital audio tape
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(DAT) recorders became widely available in the United States in 1990.
A digital system enables a home recorder to make a tape copy that is an
exact replica (not just an approximation) of the original sounds on a cas-
sette that is half the size of a typical audiocassette. Digital technology
records sound in a code of binary numbers (a series of zeroes and ones),
so each subsequent recording is an exact copy of the code. These kinds
of recordings do not suffer from the sound distortion that was the prob-
lem with the recordings they replaced.

[See also Electromagnetic field]

‡�Magnetism
Magnetism is a fundamental force of nature manifested by the attraction
of certain materials for iron. Materials so attracted are said to be mag-
netic materials.

Humans have known about magnetism since at least 600 B.C. The
force was almost certainly first observed in the attraction between the
mineral known as lodestone, a form of magnetite, and pieces of iron. Eng-
lishman William Gilbert (1540–1603) was the first person to investigate
the phenomenon of magnetism systematically using scientific methods.
He also discovered that Earth is itself a weak magnet. Early theoretical
investigations into the nature of Earth’s magnetism were carried out by
German physicist Carl Friedrich Gauss (1777–1855).

Some of the earliest quantitative studies of magnetic phenomena
were initiated in the eighteenth century by French physicist Charles
Coulomb (1736–1806). Coulomb found that the force between two mag-
netized objects is an inverse square law. That is, the force increases ac-
cording to the magnetic strength of the two objects and decreases ac-
cording to the square of the distance between them.

Danish physicist Hans Christian Oersted (1777–1851) first suggested
a link between electricity and magnetism. Oersted found that an electric
current always produces a magnetic field around itself. (A magnetic field
is an area where a magnetic force is present.) Shortly thereafter, French
physicist André-Marie Ampère (1775–1836) and English chemist and
physicist Michael Faraday (1791–1869) demonstrated the opposite effect,
namely that moving a wire through a magnetic field could produce an
electric current in the wire.

The experimental work of Oersted, Ampère, Faraday, and others was
brought together in a brilliant theoretical work by Scottish physicist James
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Clerk Maxwell (1831–1879). Maxwell demonstrated that electricity and
magnetism represent different aspects of the same fundamental force field.

Earth’s magnetism
The magnetic force present in an object seems to be located in two

distinct regions of the objects known as poles. One pole is known as the
north magnetic pole, while the other is known as the south magnetic pole.
The magnetic force appears to flow out of one pole and into the other
pole. The region of space through which the magnetic force flows is called
the magnetic field.

Earth itself acts like a giant magnet. One pole of Earth’s magnet is
close to the north geographic pole, and the other pole is close to the south
geographic pole. The magnetic properties of Earth are thought to be due
to the presence of a very large mass of iron located at the center of the
planet. As that core rotates, it may generate the magnetic field that we
can detect with a compass.

Nature of magnetism
The magnetic field is invisible. It can be detected, however, by

spreading finely divided pieces of iron in the region around a magnet. In
that case, the iron pieces arrange themselves in a pattern similar to that
shown in the accompanying photograph. The white streaks in the photo-
graph are known as magnetic lines of force, or flux lines. They indicate
the regions in which the magnetic force appears to be strongest.

The laws describing magnetic poles are similar to those describing
electrical forces. That is, like poles repel each other, and unlike poles at-
tract each other. If two magnets are lined up with their south poles adja-
cent to (next to) each other, they will tend to push apart. If they are lined
up with a north pole next to a south pole, they tend to draw close to each
other. If an unmagnetized piece of iron is placed near either a north or a
south pole, it is attracted to that pole.

Types of magnets
Two kinds of magnets exist: natural magnets and electromagnets.

Magnetite and lodestone are two examples of natural magnets that occur
in Earth. Any iron bar can also be made magnetic simply by rubbing it
with magnetite, lodestone, or any other magnetic material. Bar magnets
and horseshoe magnets are made in this way.

A second kind of magnet is an electromagnet. The magnetic field
of an electromagnet is produced by wrapping an electric wire around a
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piece of iron. When an electric current flows through the wire, it creates
a magnetic field in the iron. The strength of the magnetic field depends
primarily on two factors: the number of turns of wire on the iron and the
strength of the electric current.

The most powerful electromagnets known are made of supercon-
ducting materials. A superconducting material is one that carries an elec-
tric current without any resistance. Once an electric current is started in
a superconducting material, it continues to travel through the material—
essentially forever.
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The magnetic field surrounding a natural magnet, such as a bar or
horseshoe magnet, measures a few hundred gauss. The gauss is one of
the units used to measure the strength of a magnetic field. The magnetic
field produced by an electromagnet, by contrast, is in the range of a few
tens of thousands of gauss. The highest magnetic field achieved by a su-
perconducting electromagnetic approaches 100,000 gauss in strength.

Origin of magnetism
Magnetism is caused by the motion of electrons in an atom. Picture

an atom, consisting of a central core, the nucleus, and one or more elec-
trons traveling around that core. Those electrons exhibit two kinds of mo-
tion. First, they travel around the nucleus of the atom in a manner some-
what similar to the motion of planets around the Sun. Second, they spin
on their own axes, much as planets spin on their own axes.

Now recall how an electric current flowing through a wire sets up a
magnetic field around that wire. In much the same way, a moving elec-
tron sets up a magnetic field around itself. Both the orbiting motion of the
electron around the nucleus and the electron spin create magnetic fields.

In a magnetic material, atoms group themselves into microscopic re-
gions called domains. All of the atoms within any given domain are
aligned in the same direction. The domain itself, therefore, acts like a very
tiny magnet with a south pole and a north pole.

Under most circumstances, however, the domains in a magnetic ma-
terial are arranged in random order. They point in every which direction
and, overall, cancel each other out. The material itself is not magnetic.

When the material is stroked with a magnet, however, the domains
all line themselves up according to the magnetic field of the magnet. All
the north poles of the tiny domain magnets are pulled in one direction,
and the south poles of those tiny magnets are pulled in the other direc-
tion. The material itself has now become magnetic.

Applications of magnetism
Electromagnets are important components of many appliances, rang-

ing from machines as large as particle accelerators (atom-smashers) to de-
vices as small as pocket radios. They are used in household appliances
that include dishwashers and washing machines; in electric meters; in
loudspeakers, telephones, and earphones; in magnetic recording and stor-
ing devices; and in MRI (magnetic resonance imaging) devices (a diag-
nostic tool now found in most hospitals).
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‡�Malnutrition
Malnutrition is a condition in which a person’s diet is inadequate to meet
minimum daily requirements for nutrients such as proteins, fats, vitamins,
and minerals. It is caused by one of two factors. First, a person simply
may not get enough food to eat and, thus, fails to take in the nutrients
needed to remain healthy. Someone who is hungry all the time obviously
is not eating enough food to remain healthy. Second, a person may eat 
a limited diet that fails to deliver vital nutrients to the body. Anyone 
who tries to survive on a diet consisting of potato chips, candy bars, 
and sodas will not be getting the complete range of nutrients his or her
body needs.

Individuals at risk for malnutrition
The single most important factor that leads to malnourishment is

poverty. Vast numbers of people who live in less-developed countries of
the world either do not get enough to eat or do not eat the correct foods.
Those who are most at risk of malnutrition where conditions of poverty
exist are infants, children, pregnant women, and the elderly.

Malnutrition is not restricted to less-developed nations, however.
Even countries with high standards of living, such as the United States,
have their share of poor people who are underfed or poorly fed and may
develop malnutrition. According to some estimates, at least 20 million
Americans go hungry periodically within any given month.

Throughout the world, the death toll from malnutrition caused by
hunger is estimated to range from 40,000 to 50,000 people a day. An ad-
ditional 450 million to 1.3 billion people face the prospect of starvation
from their limited food supplies.

Elderly people in nursing homes or hospitals suffering from long-
term illnesses or chronic metabolic disorders (which affect the way one’s
body processes food for energy) are also at risk for malnutrition. Health
professionals have procedures to monitor the nutritional condition of these
individuals. Malnutrition is also experienced by those suffering from a
condition called anorexia nervosa, a disorder marked by a person’s in-
tentional refusal to eat properly that can lead to starvation.

Nutritional deficiency diseases
The human body requires a wide range of nutrients in order to 

remain healthy, grow normally, and develop properly. These nutrients in-
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clude carbohydrates, fats, proteins, vitamins, and minerals. Other sub-
stances, such as water and fiber, have no nutritional value but are needed
to maintain normal body functions.

Nutrients serve a number of functions in the human body. Carbo-
hydrates and fats, for example, are used by the body to produce the en-
ergy humans require to stay alive and healthy and to grow and develop
normally. Proteins are used in the production of new body parts, to pro-
tect the body against disease and infection, in the regulation of bodily
functions, and in a variety of other ways. Vitamins and minerals are used
in the body for a number of different purposes, such as controlling the
rate at which many chemical changes take place in the body. Overall,
more than 50 different nutrients are needed to keep the human body
healthy. The absence of any one of these nutrients can result in the de-
velopment of a nutritional deficiency disease. Some common nutritional
deficiency diseases are discussed below.
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Bone marrow: The spongy center of many bones in which blood cells
are manufactured.

Dermatitis: An inflammation of the skin that is often a symptom of a
vitamin deficiency disorder.

Edema: An abnormal collection of fluids in the body tissues.

Hemolytic anemia: A type of anemia caused by destruction of red
blood cells at a rate faster than which they can be produced.

Hemorrhage: Bleeding.

Kwashiorkor: A protein-deficiency disorder found among children char-
acterized by wasting, loss of hair and skin pigmentation, anemia,
blindness, and other symptoms.

Marasmus: A protein- and calorie-deficiency disorder characterized by
the wasting away of muscle and skin in children.

Night blindness: Inability to see at night often caused by a vitamin A
deficiency.

Protein: Large molecules that are essential to the structure and func-
tioning of all living cells.



Kwashiorkor and marasmus. Kwashiorkor (from the West African
word for “displaced child”) is a nutritional deficiency disease caused when
infants and very young children are weaned from their mother’s milk and
placed on a diet consisting of maize flour, cassava, or low-protein cere-
als. That diet is generally high in calories and carbohydrates, but low in
protein. The most striking symptom of kwashiorkor is edema, a bloating
caused by the accumulation of liquids under the skin. Other symptoms
may include loss of hair and skin pigmentation, scaliness of the skin, and
diarrhea. As the disease progresses, a person may develop anemia (a dis-
order in which a person’s red blood cell count is low and they lack en-
ergy), digestive disorders, brain damage, a loss of appetite, irritability,
and apathy (lack of interest in things).

Most children do not die of kwashiorkor directly. Instead, they de-
velop infections that, if left untreated, can be fatal. They die from measles,
the flu, diarrhea, or other conditions that could be treated relatively eas-
ily in a healthy child.

Marasmus (from the Greek word for “to waste away”) is a more 
severe condition than kwashiorkor. It results when a person’s diet is low
in both calories and protein. The disease is characterized by low body 
weight, wasting of muscle tissue, shriveled skin, and diarrhea. The most
prominent feature of marasmus is a severely bloated belly. A child with
marasmus has the appearance of an old person trapped in a young per-
son’s body.

Scurvy. Scurvy is one of the oldest deficiency diseases recorded and
the first one to be cured by adding a vitamin to the diet. It was a com-
mon disease among sailors during the age of exploration of the New
World. Portuguese explorer Vasco da Gama (c. 1460–1524) is said to
have lost half his crew to scurvy in his journey around the Cape of Good
Hope at the end of the fifteenth century.

The main symptom of scurvy is hemorrhaging, the heavy discharge
of blood that results when a blood vessel is broken. The gums swell and
usually become infected. Wounds heal slowly and the bleeding that oc-
curs in or around vital organs can be fatal. The disease is slow to develop
and its early stages are characterized by fatigue (tiredness), irritability,
and depression. In the advanced stages of the disease, laboratory tests will
show an absence of the vitamin needed to protect against the disease.

In 1747, a British naval physician, James Lind (1716–1794), dis-
covered the cause of scurvy. He found that sailors who were given or-
anges, lemons, and limes to eat along with their regular food did not 
develop scurvy. In spite of this finding, it was not until the end of the
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eighteenth century that the British navy finally had its sailors drink a daily
portion of lime or lemon juice to prevent scurvy. The American slang
term for English sailors, “limeys,” originated from that practice.

The active ingredient in citrus fruits that prevents scurvy was not
discovered until the 1930s. Then, two research teams, one headed by 
Hungarian-American biochemist Albert Szent-Györgyi (1893–1986) and
the other by American biochemist Charles G. King, found that the anti-
scurvy agent in citrus fruits is a compound now known as vitamin C.

Beriberi. Beriberi is a disease that occurs widely in China, Indonesia,
Malaysia, Burma, India, the Philippines, and other parts of Asia and the
South Pacific Ocean. It is characterized by edema (accumulation of wa-
ter in body tissues), fatigue, loss of appetite, numbness or tingling in the
legs, and general weakness of the body. In fact, the name beriberi comes
from the Singhalese word for “weakness.”

Beriberi is caused by an absence of vitamin B1 (thiamine) in the diet.
The disease can be prevented by eating foods that are rich in this vita-
min, foods such as meats, wheat germ, whole grain and enriched bread,
legumes (beans), peanuts, peanut butter, and nuts.

Pellagra. The symptoms of pellagra are sometimes referred to as the
“three Ds”: diarrhea, dermatitis, and dementia. Dermatitis refers to skin
infections while dementia means deterioration of the mind. If the disease
is not treated, it may lead to death. The cause for pellagra was discovered
in the early twentieth century by Joseph Goldberger (1881–1929), a mem-
ber of the United States Public Health Service. Goldberger established that
pellagra is caused by an insufficient amount of niacin (vitamin B3).

Niacin occurs naturally in foods such as liver, meat, fish, legumes, and
dried yeast. Today it is added to many processed foods such as bread, flour,
cornmeal, macaroni, and white rice. This practice has essentially eliminated
pellagra as a medical problem in developed countries, although it remains
a serious health problem in some less-developed countries of the world.

Rickets. Rickets is a bone disorder caused by a lack of vitamin D. Vi-
tamin D is often called the “sunshine” vitamin because it can be produced
in the human body by the effects of sunlight on the skin. Rickets was
once a common disease of infants and children. However, all milk and
infant formulas now have vitamin D added to them. Thus, the disorder is
rarely seen today in countries where “fortified” milk is available. Symp-
toms of rickets include legs that have become bowed by the weight of the
body and wrists and ankles that are thickened. Teeth may be badly af-
fected and take a longer time to mature.
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Other vitamin deficiency diseases. The most common problem
associated with a deficiency of vitamin A is night blindness. Night blind-
ness is the inability to see well in the dark. Vitamin A is needed for the
formation of a pigment needed by the eyes for night vision. Another eye
disease caused by vitamin A deficiency is xerophthalmia, which can lead
to blindness. This condition affects the cells of the cornea, other eye tis-
sues, and the tear ducts, which stop secreting tears. Vitamin A deficiency
is also responsible for a number of skin conditions, problems with tast-
ing and smelling, and difficulties with the reproductive system.

Important sources of vitamin A that can protect against such prob-
lems include fish-liver oils, butter, egg yolks, green and yellow vegeta-
bles, and milk.

Vitamin E and K deficiencies are rare. A deficiency of vitamin E
may be related to sterility (inability to have children) and to more rapid
aging. Vitamin K promotes normal blood clotting.

Vitamin B12 (cobalamin) provides protection against pernicious ane-
mia and mental disorders. Vitamin B6 also protects against anemia as well
as dermatitis, irritability, and convulsions.

Mineral deficiency diseases. About 25 mineral elements are re-
quired in the human body for the maintenance of good health. Calcium and
phosphorus, for example, are needed to produce teeth and bones. Diseases
resulting from the lack of a mineral are relatively rare among humans. One
of the exceptions is the disorder known as goiter. Goiter is a condition
caused by an insufficient amount of iodine in the diet. Iodine is used by the
thyroid to produce hormones that control the body’s normal functioning as
well as its normal growth. If sufficient iodine is not available in a person’s
diet, the thyroid gland begins to enlarge its cells in an effort to produce the
needed hormones. This enlargement produces the characteristic swelling in
the neck characteristic of goiter. Today, goiter has virtually disappeared
from most developed nations because of the practice of adding small
amounts of iodine (in the form of sodium iodide) to ordinary table salt.

Perhaps the most common of all mineral deficiency disorders is ane-
mia. The term anemia literally means “a lack of blood.” The condition is
caused when the number of red blood cells is reduced to a level lower
than that necessary for normal body functioning.

The human body gets the energy it needs to stay alive and function
normally by oxidizing nutrients in cells. The oxygen needed for this
process is carried from the lungs to cells on red blood cells. The “work-
ing part” of a red blood cell is a complex molecule called hemoglobin.
Each hemoglobin molecule contains a single atom of iron at its center.

1 2 2 0 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Malnutrition



The iron atom combines with oxygen from the lungs to form a compound
known as oxyhemoglobin. It is in this form that oxygen is transferred
from the lungs to cells.

If the body fails to receive sufficient amounts of iron, an adequate
number of hemoglobin molecules will not be formed. In that case, there
are not enough functioning red blood cells to carry all the oxygen that
cells need to produce energy. A person becomes weak and listless and
may suffer headaches, soreness of the mouth, drowsiness, slight fever,
gastrointestinal disturbances, and other discomforts.
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More than 30 different forms of anemia have been recognized. These
forms may result from a wide range of causes. For example, a person who
has surgery may lose enough blood to develop anemia. A form of ane-
mia known as aplastic anemia develops when bone marrow is destroyed
by radiation, toxic chemicals, or certain types of medication. Loss of bone
marrow inhibits the production of red blood cells. Hemolytic anemia is
caused by the rupture of red blood cells, a problem that can be caused by
hereditary factors or by toxic agents.

Treatment
The treatment for malnutrition and for nutrient deficiency diseases

is obvious: a person who lacks adequate amounts of food or fails to eat
the right kinds of food must change his or her diet. That instruction is
easy to give but in many parts of the world it is impossible to follow.
Marasmus, kwashiorkor, beriberi, scurvy, rickets, and other deficiency
disorders are common in less-developed countries of the world because
sufficient food is either not available or, if it is, it is not sufficiently 
nutritious.

In more-developed countries of the world, people often have ready
access to nutritious foods in sufficient quantities so that malnutrition is
less of a problem than it is in less-developed countries. In addition, a very
large variety of supplements are available, such as vitamin and mineral
pills. Anyone who fears that he or she may not be receiving enough of
any given vitamin or mineral can easily supplement his or her diet with
products available at the corner grocery store.

[See also Blood; Nutrient deficiency diseases; Nutrition; Sickle-
cell anemia]

‡�Mammals
More than 4,000 species of living mammals belong to the vertebrate 
class Mammalia. This diverse group of animals has certain common 
features: all have four legs, bodies covered by hair, a high and constant
body temperature, a muscular diaphragm used in breathing, a lower 
jaw consisting of a single bone, and three bones in the middle ear. In 
addition, all female mammals have milk-producing glands. There are 
three living subclasses of mammals: the Monotremata (egg-laying mam-
mals), the Marsupialia (pouched mammals), and the Placentalia (pla-
cental mammals).
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Mammals range in size from bats, some of which weigh less than
an ounce, to the blue whale, which weighs more than 200,000 pounds.
Mammals are found in arctic climates, in hot deserts, and in every terrain
in between. Marine mammals, such as whales and seals, spend most of
their time in the ocean. Mammals are not as numerous and diverse as
other classes of animals, such as birds or insects. Nonetheless, mammals
have a tremendous impact on the environment, particularly because of the
activities of one species of mammal: humans.

Adaptations
Species of mammals have developed a variety of adaptations in re-

sponse to the different environments in which they live. Mammals in cold
climates have insulating layers consisting of a thick coat of fur or a thick
layer of fat (blubber). This layer helps retain body heat and keeps the an-
imal’s body temperature constant. Some mammals that live in deserts sur-
vive by special adaptations in their kidneys and sweat glands that allow
them to survive when only very small amounts of water are available to
them. Other adaptations for survival in extreme climates include hiber-
nation (a state of winter dormancy) or estivation (summer dormancy).
These responses make it possible for the animal to conserve energy when
food supplies become scarce.
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Care and development of the young
The care of the young animals is notable among mammals. Born at

an average of 10 percent of its mother’s weight, mammalian young grow
rapidly. The protection the young receive from one or both parents dur-
ing the early stages of their lives enables mammals to maintain a strong
survival rate in the animal kingdom.

The subclass Placentalia contains the majority of living mammals.
The embryo of placentals develops in the mother’s uterus (womb), is nour-
ished by blood from the placenta (an organ in the uterus), and is retained
until it reaches an advanced state of development. The young of the Mar-
supialia, by contrast, develop inside the uterus of the mother, usually with
a placenta connected to a yolk sac. Young marsupials are born in a very
undeveloped state and are sheltered in a pouch that contains the nipples
of the milk glands. Kangaroos, wallabies, and most Australian mammals
are marsupials, as is the opossum of the Americas.

The Monotremata have hair and secrete milk like other mammals,
but they lay eggs. Monotremes in Australia include the duck-billed platy-
pus and two species of spiny anteaters.

‡�Marijuana
Marijuana is the common name for the drug obtained from the hemp plant,
Cannabis sativa. Hemp is a tall annual plant that can grow in almost any
climate. Native to central and western Asia, hemp is one of the oldest
crops cultivated by humans. Hemp’s most common agricultural use has
been as a source of linen, rope, canvas, and paper.

Hemp contains more than 400 chemicals. The main psychoactive
(affecting the mind or behavior) chemical is tetrahydrocannabinol, com-
monly referred to as THC. For over 3,000 years, the dried ground leaves,
flowers, and stems of the plant have been smoked, eaten, chewed, or
brewed as a medicine to relieve symptoms of illness. From the seven-
teenth to the early twentieth century, marijuana was considered a house-
hold drug useful for treating such maladies as headaches, menstrual
cramps, and toothaches.

In the 1920s, as a result of the Eighteenth Amendment to the U.S.
Constitution forbidding the manufacture and sale of alcoholic beverages
(Prohibition), the use of marijuana as a psychoactive drug began to grow.
Even after the repeal of Prohibition in 1933, marijuana (along with mor-
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phine, heroin, and cocaine) continued to be widely used. In 1937, 46 states
banned the use of marijuana.

In 1985, the Food and Drug Administration (FDA) gave approval
for the use of two psychoactive chemicals from marijuana to prevent nau-
sea and vomiting after chemotherapy in cancer treatment. Medical re-
searchers also propose using marijuana to ease the effects of glaucoma (a
serious vision disorder), as a bronchodilator (a drug that helps open the
bronchial air passages in the lungs), and as an antidepressant.

The origin of the word marijuana is not known, but it appears to be
a combination of the Spanish names Maria and Juana (Mary and Jane).
The drug slang for marijuana includes such names as Mary Jane, pot,
grass, herb, tea, reefer, and weed. Hashish is the highest grade of mari-
juana. It is made from the resin found on flower clusters and top leaves
of the female hemp plant.

Effects
The effects of marijuana on a user change dramatically as the dosage

increases. Taken at low doses, marijuana tends to make a user drowsy
and relaxed. The user may also feel a general sense of well-being. As the
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Words to Know

Cannabis sativa: The botanical name for the hemp (marijuana) plant.

Dopamine: Brain chemical responsible for causing feelings of reward.

Glaucoma: An eye disease that seems to be helped by the main psy-
choactive compound in marijuana.

Hashish: A more potent form of marijuana that comes from the flower
clusters and top leaves of the female hemp plant.

Prohibition: Eighteenth Amendment to the U.S. Constitution that pro-
hibited the use and sale of alcohol.

Psychoactive drugs: Drugs that contain chemicals that effect the mind
or behavior.

Tetrahydrocannabinol (THC): The main psychoactive compound in
marijuana.



dose increases, a user may experience an altered sense of time and aware-
ness, and may have difficulty completing thoughts and taking part in con-
versation. A user’s sense of balance and short-term memory (remember-
ing very recent events or from one moment to the next) may also be
affected. At higher doses, severe psychological disturbances can take
place, such as paranoia, hallucinations, and panic attacks.

Marijuana affects the cardiovascular system by increasing heart rate
and dilating (expanding) blood vessels in the eyes. Difficulty in coordi-
nating body movements and pains in the chest may be other effects of the
drug. Scientists believe that long-term use of marijuana damages the lungs
in a manner similar to tobacco smoking.

Scientific studies released in mid-1997 indicate that people who
smoke large amounts of marijuana may experience changes in their 
brain chemistry. These changes are similar to those seen in the brains of
people who abuse addictive drugs such as heroin, cocaine, nicotine, and

alcohol.

All addictive drugs increase the amount of
dopamine in the brain. Dopamine is a brain
chemical responsible for causing feelings of re-
ward. The new studies found (for the first time)
that high doses of marijuana increased the lev-
els of dopamine in the brain. Constant use of
addictive drugs, however, can cause the brain
to lose its ability to produce high levels of
dopamine. When this happens, a drug user feels
a greater need for the drug, or for even stronger
drugs. Scientists believe this may occur with
marijuana.

Users of addictive drugs feel withdrawal
symptoms (feeling anxious, edgy, and unable 
to cope) when they stop taking the drugs. It 
was previously believed that marijuana users
did not suffer feelings of withdrawal. However,
the recent studies indicate that heavy users 
of marijuana smoke not so much for the “high”
but to calm their feelings of anxiety brought 
on by withdrawal from the drug. Since THC is
absorbed primarily in the fat tissues and lingers
in the bloodstream, withdrawal symptoms are
not as evident as with fast-acting drugs like
nicotine.
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Possible medical benefits
In 1985, the FDA gave approval for the use of two psychoactive

chemicals from marijuana to help prevent the nausea and vomiting many
cancer patients experience after receiving chemotherapy. For these pa-
tients, THC can be prescribed in capsule form.

Research suggests that compounds (other than THC) inhaled when
smoking marijuana can also be used for medicinal purposes. Marijuana
may help stop the weight loss in AIDS patients, it may lower eye pres-
sure in people with glaucoma, it may control spasms in multiple sclero-
sis patients, and it may help relieve chronic pain. Currently, thirteen states
have legalized marijuana for medicinal purposes. None of these states,
however, actually distribute the medicinal marijuana because it is still il-
legal to buy the drug from the federal government.

In mid-1999, the National Institutes of Health (NIH) issued a pol-
icy that stated the need for further research into the possible use of 
marijuana for medical treatment. In May 2001, the U.S. Supreme Court
ruled that medical use of marijuana violates federal law and that there
could be no exception.

[See also Addiction]
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‡�Mars
Mars, the fourth planet from the Sun, was named for the Roman god of
war. It is a barren, desolate, crater-covered world prone to frequent, vio-
lent dust storms. It has little oxygen, no liquid water, and ultraviolet ra-
diation that would kill any known life-form. Temperatures range from
about 80°F (27°C) at midday to about �100°F (�73°C) at midnight. Be-
cause of its striking red appearance in the sky, Mars is known as the “red
planet.”

Mars is roughly 140 million miles (225 million kilometers) away
from the Sun. It has a diameter of 4,200 miles (6,800 kilometers), just
over half the diameter of Earth. Its rotation on its axis is slightly longer
than one Earth day. Since it takes Mars 687 (Earth) days to orbit the Sun,
its seasons are about twice as long as those on Earth.

Physical properties of Mars
Mars has numerous Earthlike features. The two distinguishing fea-

tures mark the planet’s northern hemisphere. The first is a 15-mile-high
(24-kilometer-high) volcano called Olympus Mons. Measuring 375 miles
(600 kilometers) across, it is larger than any other in the solar system.
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The second is a 2,500-mile-long (4,000-kilometer-long) canyon called
Valle Marineris, eleven-and-a-half times as long and twice as deep as the
Grand Canyon. The southern hemisphere is noteworthy for Hellas, an an-
cient canyon that was long ago filled with lava and is now a large, light
area covered with dust.

Mars is also marked by what appear to be dried riverbeds and flash-
flood channels. These features could mean that ice below the surface melts
and is brought above ground by occasional volcanic activity. The water
may temporarily flood the landscape before boiling away in the low at-
mospheric pressure. Another theory is that these eroded areas could be
left over from a warmer, wetter period in Martian history. Mars has two
polar caps. The northern one is larger and colder than the southern. Two
small moons, Phobos and Deimos, orbit the planet.

Exploration of Mars
Beginning in the early 1960s, both the former Soviet Union and the

United States sent unmanned spacecraft to Mars in an attempt to learn
more about the planet. Although some of those missions were unsuc-
cessful, others were able to transmit data back to Earth. In 1965, the U.S.
probe Mariner 4 flew past Mars, sending back 22 pictures of the planet’s
cratered surface. It also revealed that Mars has a thin atmosphere com-
posed mostly of carbon dioxide and that the atmospheric pressure at the
surface of Mars is less than 1 percent of that on Earth.

The 1969 fly-by flights of Mariner 6 and Mariner 7 produced 201
new images of Mars, as well as more detailed measurements of the struc-
ture and composition of its atmosphere and surface. From these mea-
surements, scientists determined that the polar ice caps are made of haze,
dry ice, and clouds.

Two years later, Mariner 9 became the first spacecraft to orbit Mars.
During its year in orbit, Mariner 9’s two television cameras sent back
pictures of an intense Martian dust storm as well as images of 90 percent
of the planet’s surface and the two Martian moons. It observed an older,
cratered surface on Mars’s southern hemisphere and younger surface fea-
tures on the northern hemisphere.

Viking probes. In 1976, the United States launched the Viking 1 and
Viking 2 space probes. Each Viking spacecraft consisted of both an or-
biter and a lander. Viking 1 made the first successful soft landing on Mars
on July 20, 1976. A soft landing is one in which the spacecraft is intact
and functional on landing. Soon after, Viking 2 landed on the other side
of the planet. Cameras from both landers showed rust-colored rocks and
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boulders with a reddish sky above. The rust color is due to the presence
of iron oxide in the Martian soil.

The Viking orbiters sent back weather reports and pictures of almost
the entire surface of the planet. They found that although the Martian at-
mosphere contains low levels of nitrogen, oxygen, carbon, and argon, it
is made primarily of carbon dioxide and thus cannot support human life.
The soil samples collected by the landers show no sign of past or present
life on the planet.

Possible life?
In August 1996, scientists announced they had found possible traces

of early Martian life in a potato-sized igneous rock. The small meteorite
had been flung into space by the impact of a huge asteroid or comet 15
million years ago. It then wandered about space until it fell on the Antarc-
tic ice sheet about 13,000 years ago. Geologists discovered the meteorite
(along with more than a dozen others) in buried ice in 1984. Upon ex-
amining the rock, scientists found what they believe are fossilized remains
of microorganisms that might have existed on Mars during an early part
of its history when it was warmer and wetter.

New era in exploration
In 1996, the National Aeronautics and Space Administration (NASA)

marked a new era in exploration when it began a ten-year campaign to
explore various regions of Mars. The goal of the campaign is to discover
whether life in any form ever existed—or still exists—on the red planet.

Mars Global Surveyor. The campaign began with the launch of the
Mars Global Surveyor on November 7, 1996. The Surveyor established
an orbit 250 miles (400 kilometers) above the surface of the planet in Sep-
tember 1997. The spacecraft’s two-year mission was to map systemati-
cally the surface of the planet. To do so, it used a laser altimeter to map
mountains and valleys; a camera system to record land forms and clouds;
and detectors to measure atmospheric composition, radiation, and surface
minerals.

The Surveyor’s first major discovery was to solve one of the great-
est mysteries surrounding Mars: the planet does possess a magnetic field.
A magnetic field is usually generated by molten metal at a planet’s core.
On the surface, the field shields a planet and life on it from cosmic and
solar radiation. Although Mars’s field is weak, its existence adds evidence
to the possibility that life may have existed on the planet long ago.
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In April 1999, the Surveyor sent back to Earth some astonishing in-
formation: the crust of Mars’s surface has alternating layers of magnetic
fields. Scientists theorize that the magnetic bands are formed when magma
from far below the surface of Mars is forced to the surface by plate tec-
tonics. (Plate tectonics is a geological theory that Earth’s surface is com-
posed of rigid plates or sections that move about the surface in response
to internal pressure.) As the magma cools and hardens into a new layer
of crust, the iron in the magma is magnetized towards the current mag-
netic field. This discovery could point to a past of geologic activity sim-
ilar to that of the Earth and possibly very early on in its history supported
simple life forms.

In June 2000, scientists studying pictures sent back by Surveyor an-
nounced that the standard description of Mars as cold, desolate, and dry
would have to be changed. The pictures clearly showed channels and
grooves on the steep, inside walls of craters that indicate the downward
flow of water. These surface features appear to be evidence of water in the
upper crust of Mars that had seeped through and run down the channels.
Scientists suggested that these water flows happened in recent geological
time—perhaps just a few hundreds, thousands, or millions of years ago.

In December 2000, after further analysis of pictures sent back by
Surveyor, scientists announced that in its earlier history, Mars was a
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warmer world with a denser atmosphere, and its surface was covered with
lakes and shallow seas. They based these assumptions on evidence of dis-
tinct, thick layers of rock within craters and other depressions on the sur-
face of the planet.

After having gathered tens of thousands of images of Mars, the Mars
Global Surveyor completed its mapping mission in early 2001. Its main
mission accomplished, the probe was given additional scientific work to
complete, including scouting out landing sites for future spacecraft. NASA
engineers hope to use Surveyor to relay commands to twin rovers slated
to land on the planet in early 2004.

Mars Pathfinder and the Sojourner rover. On December 4, 1996,
less than a month after the launch of the Mars Global Surveyor, NASA
launched the Mars Pathfinder. Six months later, on July 4, 1997, the Mars
Pathfinder landed successfully on Mars in the plain of Ares Vallis and
released the Sojourner rover.
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From pictures sent back by the Mars Pathfinder, scientists deduced
the plain where the spacecraft landed had once been reshaped by colos-
sal floods. The tilt of rocks and the tails of debris behind pebbles in the
area led scientists to estimate that the main flood was hundreds of miles
wide, hundreds of feet deep, and flowed for thousands of miles. Scien-
tists could not answer the question of where the water went.

Part of the mission of the rover was to record the chemical makeup
of rocks and the soil. The instruments on Sojourner revealed that Mars
has a history of repeated cycles of internal melting, cooling, and remelt-
ing. The rocks analyzed contained large amounts of the mineral quartz,
which is produced when the material is melted and remelted many times.
Sojourner’s examination also revealed that Mars seems much more like
Earth geologically than the Moon does. The Martian rocks analyzed re-
semble a common Earth volcanic rock named andesite.

These findings support scientific theories that Mars has been con-
vulsed (literally turned inside out) by internal heat through much of its
4.6-billion-year history.

Lost missions. In 1999, NASA suffered a double blow when two
spacecraft, each on a mission to Mars, were lost. In September of that
year, the Mars Climate Orbiter was to have reached Mars, settled into an
orbit, explored the Martian atmosphere, and acted as a communications
relay station. However, because technicians failed to convert metric and
English measurements in navigational instructions sent to the spacecraft,
it flew in too close to the planet and most likely burned in the atmosphere
before crashing. It was never heard from again. Just three months later,
in December, the Mars Polar Lander was scheduled to have landed on
Mars to begin prospecting the landscape of dirt and ice for traces of wa-
ter and evidence of the planet’s climatic history. However, scientists for
the project never heard from the 1,200-pound (545-kilogram) robotic
spacecraft after it was supposed to have landed. They speculate that a
software glitch in the spacecraft’s program caused it to crash just mo-
ments before its projected landing.

Future expeditions. In October 2000, NASA unveiled an ambitious
plan to send eight or more probes to Mars over the next two decades 
to search for evidence of water or life. The first of these, Mars Odyssey,
was launched in the spring of 2001, with a planned arrival in the fall.
Once in orbit, the spacecraft will try to determine the composition of the
planet’s surface, to detect water and shallow buried ice, and to study the
radiation environment. In mid-2003, in a mission planned by the Euro-
pean Space Agency and the Italian Space Agency, NASA will launch the
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Mars Express. This spacecraft’s main mission will be to search for sub-
surface water from orbit and to deliver a lander to the Martian surface.
That lander, the Beagle 2, will sniff air, dig dirt, and bake rock samples
for evidence of past or present life.

Also in 2003, NASA will send two powerful rovers to Mars that
will be identical to each other, but will land at different regions of the
planet. These robotic explorers will be able to trek up to 328 feet (100
meters) across the Martian surface each day in search of evidence of liq-
uid water that may have been present in the planet’s past.

In 2005, NASA plans to launch a powerful scientific orbiter, the
Mars Reconnaissance Orbiter. The orbiter will map the Martian surface
with an eagle-eyed camera, trying to bridge the gap between surface 
observations and measurements taken from orbit. The camera will have
an unprecedented 8-inch (20-centimeter) resolution, allowing it to record
features as small as a license plate. In 2007, NASA plans to launch a rov-
ing long-range, long-duration science laboratory that will provide exten-
sive surface measurements and pave the way for a future sample return
mission.

[See also Solar system]
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‡�Mass
One common method of defining mass is to say that it is the quantity of
matter an object possesses. For example, a small rock has a fixed, un-
changing quantity of matter. If you were to take that rock to the Moon,
to Mars, or to any other part of the universe, it would have the same quan-
tity of matter—the same mass—as it has on Earth.

Mass is sometimes confused with weight. Weight is defined as the
gravitational attraction on an object by some body, such as Earth or the
Moon. The rock described above would have a greater weight on Earth
than on the Moon because Earth exerts a greater gravitational attraction
on bodies than does the Moon.

Mass and the second law
A more precise definition of mass can be obtained from Newton’s

second law of motion. According to that law—and assuming that the 
object in question is free to move horizontally without friction—if a 
constant force is applied to an object, that object will gain speed. For 
example, if you hit a ball with a hammer (the constant force), the ball
goes from a zero velocity (when it is at rest) to some speed as it rolls
across the ground. Mathematically, the second law can be written as 
F � m � a, where F is the force used to move an object, m is the mass of
the object, and a is the acceleration, or increase in speed of the object.

Newton’s second law says that the amount of speed gained by an
object when struck by a force depends on the quantity of matter in the
object. Suppose that you strike a bowling ball and a golf ball with the
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same force. The golf ball gains a great deal more speed than does the
bowling ball because it takes a greater force to get the bowling ball mov-
ing than it does to get the golf ball moving.

This fact provides another way of defining mass. Mass is the increase
in speed of an object provided by some given force. Or, one can solve
the equation above for m, the mass of an object, to get m � F � a. 
A kilogram, for example, can be defined as the mass that increases its
speed at the rate of one meter per second when it is struck by a force of
one newton.

Units of mass
In the SI system of measurement (the International System of Units),

the fundamental unit of mass is the kilogram. A smaller unit, the gram,
is also used widely in many measurements. In the English system, the
unit of mass is the slug. A slug is equal to 14.6 kilograms.

Scientists and nonscientists alike commonly convert measurements
between kilogram and pounds, not kilograms and slugs. Technically,
though, a kilogram/pound conversion is not correct since kilogram is a
measure of mass and pound a measure of weight. However, such mea-
surements and such conversions almost always involve observations made
on Earth’s surface where there is a constant ratio between mass and weight.

[See also Acceleration; Density; Force; Laws of motion; Matter,
states of]

‡�Mass production
Mass production is the manufacture of goods in large quantities using
standardized designs so the goods are all the same. Assembly-line tech-
niques are usually used. An assembly line is a system in which a prod-
uct is manufactured in a step-by-step process as it moves continuously
past an arrangement of workers and machines. This system is one of the
most powerful productivity concepts in history. It was largely responsi-
ble for the emergence and expansion of the industrialized, consumer-based
system we have today.

While various mass production techniques were practiced in ancient
times, the English were probably the first to use water-powered and steam-
powered machinery in industrial production during the Industrial Revo-
lution that began in the mid-1700s. But it is generally agreed that mod-
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ern mass production techniques came into widespread use through the in-
ventiveness of Americans. As a matter of fact, modern mass production
has been called the “American System.”

Famous American contributors to 
mass production

The early successes of the American System are often attributed to
Eli Whitney. He adapted mass production techniques and the inter-
changeability of parts to the manufacture of muskets (a type of gun) for
the U.S. government in the 1790s.

Some people say that Whitney’s musket parts were not truly inter-
changeable and that credit for the American System should go to John
Hall, the New England gunsmith who built flintlock pistols for the gov-
ernment. Hall built many of the machine tools needed for precision man-
ufacturing. He achieved a higher level of interchangeability and precision
than did Whitney.

Oliver Evans’s many inventions in the flour milling process led to
an automated mill that could be run by a single miller. Samuel Colt and
Elijah King Root were very successful innovators in the development of
parts for the assembly-line production of firearms. Eli Terry adapted mass
production methods to clock-making in the early 1800s. George Eastman
made innovations in assembly-line techniques in the manufacture and de-
veloping of photographic film later in the century.

Mass production begins at Ford
Credit for the development of large-scale, assembly-line, mass pro-

duction techniques is usually given to Henry Ford and his innovative
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Words to Know

Assembly line: A sequence of workers, machines, and parts down
which an incomplete product passes, each worker performing a proce-
dure, until the product is assembled.

Interchangeability: Parts that are so similar that they can be
switched between different machines or products and the machines or
products will still work.



Model T car production methods, which began in 1908. Cars were a rel-
atively new invention and were still too expensive for the average per-
son. Many were too heavy or low powered to be practical. Ford set out
to produce a light, strong car for a reasonable price.

The methods of Henry Ford. Groups of workers at Ford initially
moved down a line of parts and subassemblies, each worker carrying out
a specific task. But some workers and groups were faster or slower than
others, and they often got in each other’s way. So Ford and his techni-
cians decided to move the work instead of the workers.

Beginning in 1913, Ford’s workers stood in one place while parts
came by on conveyor belts. The Model T car moved past the workers on
another conveyor belt. Car bodies were built on one line and the chassis
(floor) and drive train (engine and wheels) were built on another. When
both were essentially complete, the body was lowered onto the chassis
for final assembly.

It has been said that Ford took the inspiration for his assembly line
from the meat-processing and canning factories that moved carcasses
along lines of overhead rails as early as the 1840s. Although he was not
the first to use the assembly-line technique, Ford can certainly be viewed
as the most successful of the early innovators due to one simple fact: Ford

envisioned and fostered mass consumption as a
natural consequence of mass production. His
techniques lessened the time needed to build a
Model T from about 12 hours to 1 hour. The price
was reduced as well: from about $850 for the first
Model T in 1908 to only $290 in 1927.

Technique puts an end 
to craftsmanship

Assembly-line techniques required changing
the skills necessary to build a product. Previously,
each worker was responsible for the complete man-
ufacture and assembly of all the parts needed to
build any single product. This work was done by
hand and relied on the individual worker’s skills.

Mass production and parts interchangeabil-
ity demanded that all parts be identical. Machines
rather than individuality came to dictate the pro-
duction process. Each part was duplicated by a
machine process. The craft tradition, so impor-

1 2 3 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Mass production

The mass production of

chocolate-covered dough-

nuts. (Reproduced by permis-

sion of The Stock Market.)



tant in human endeavor for centuries, was abandoned. Assembly of these
machine-made parts was now divided into a series of small repetitive steps
that required much less skill than traditional craftsmanship.

Modern mass production techniques changed the relationship of 
people to their work. Mass production has replaced craftsmanship, and
the repetitive assembly line is now the world’s standard for all manufac-
turing processes.

[See also Industrial Revolution]

‡�Mass spectrometry
Mass spectrometry is a method for finding out the mass of particles con-
tained in a sample and, thereby, for identifying what those particles are.
A typical application of mass spectrometry is the identification of small
amounts of materials found at a crime scene. Forensic (crime) scientists
can use this method to identify amounts of a material too small to be iden-
tified by other means.

The basic principle on which mass spectrometry operates is that a
stream of charged particles is deflected by a magnetic field. The amount
of the deflection depends on the mass and the charge on the particles in
the stream.

Structure of the mass spectrometer
A mass spectrometer (or mass spectrograph) consists of three es-

sential parts: the ionization chamber, the deflection chamber, and the de-
tector. The ionization chamber is a region in which atoms of the unknown
material are excited so as to make them lose electrons. Sometimes the en-
ergy needed for exciting the atoms is obtained simply by heating the sam-
ple. When atoms are excited, they lose electrons and become positively
charged particles known as ions.

Ions produced in the ionization chamber leave that chamber and pass
into the deflection chamber. Their movement is controlled by an electric
field whose positive charge repels the ions from the ionization chamber
and whose negative charge attracts them to the deflection chamber.

The deflection chamber is surrounded by a strong magnetic field.
As the stream of positive ions passes through the deflection chamber, they
are deflected by the magnetic field. Instead of traveling in a straight path
through the chamber, they follow a curved path. The degree to which their

1 2 3 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Mass
spectrometry



path curves is determined by the mass and charge on the positive ions.
Heavier ions are not deflected very much from a straight line, while lighter
ions are deflected to a greater extent.

When the positive ions leave the deflection chamber, they collide
with a photographic plate or some similar material in the detector. The
detector shows the extent to which particles in the unknown sample were
deflected from a straight line and, therefore, the mass and charge of those
particles. Since every element and every atom has a distinctive mass and
charge, an observer can tell what atoms were present in the sample just
by reading the record produced in the detector.

Credit for the invention of the mass spectrometer is usually given to
British chemist Francis William Aston (1877–1945). Aston made a rather
remarkable discovery during his first research with the mass spectrograph.
When he passed a sample of pure neon gas through the instrument, he
found that two separate spots showed up in the detector. The two distinct
spots meant that the neon gas contained atoms of two different masses.
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Aston interpreted this discovery to mean that two different kinds of
neon atoms exist. Both atoms must have the same number of protons,
since all forms of neon always contain the same number of protons. But
the two kinds of neon atoms must have a different number of neutrons
and, therefore, different atomic masses. Aston’s work was the first ex-
perimental proof for the existence of isotopes, forms of the same atom
that have the same number of protons but different numbers of neutrons.

[See also Cathode-ray tube; Isotope]

‡�Mathematics
Mathematics is the science that deals with the measurement, properties,
and relationships of quantities, as expressed in either numbers or sym-
bols. For example, a farmer might decide to fence in a field and plant oats
there. He would have to use mathematics to measure the size of the field,
to calculate the amount of fencing needed for the field, to determine how
much seed he would have to buy, and to compute the cost of that seed.
Mathematics is an essential part of every aspect of life—from determin-
ing the correct tip to leave for a waiter to calculating the speed of a space
probe as it leaves Earth’s atmosphere.

Mathematics undoubtedly began as an entirely practical activity—
measuring fields, determining the volume of liquids, counting out coins,
and the like. During the golden era of Greek science, between about the
sixth and third centuries B.C., however, mathematicians introduced a new
concept to their study of numbers. They began to realize that numbers
could be considered as abstract concepts. The number 2, for example, did
not necessarily have to mean 2 cows, 2 coins, 2 women, or 2 ships. It
could also represent the idea of “two-ness.” Modern mathematics, then,
deals both with problems involving specific, concrete, and practical num-
ber concepts (25,000 trucks, for example) and with properties of numbers
themselves, separate from any practical meaning they may have (the
square root of 2 is 1.4142135, for example).

Fields of mathematics
Mathematics can be subdivided into a number of special categories,

each of which can be further subdivided. Probably the oldest branch of
mathematics is arithmetic, the study of numbers themselves. Some of the
most fascinating questions in modern mathematics involve number theory.
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For example, how many prime numbers are there? (A prime number is a
number that can be divided only by 1 and itself.) That question has fasci-
nated mathematicians for hundreds of years. It doesn’t have any particular
practical significance, but it’s an intriguing brainteaser in number theory.

Geometry, a second branch of mathematics, deals with shapes and
spatial relationships. It also was established very early in human history be-
cause of its obvious connection with practical problems. Anyone who wants
to know the distance around a circle, square, or triangle, or the space con-
tained within a cube or a sphere has to use the techniques of geometry.

Algebra was established as mathematicians recognized the fact that
real numbers (such as 4, 5.35, and 9��) can be represented by letters. It be-
came a way of generalizing specific numerical problems to more general
situations.

Analytic geometry was founded in the early 1600s as mathemati-
cians learned to combine algebra and geometry. Analytic geometry uses
algebraic equations to represent geometric figures and is, therefore, a way
of using one field of mathematics to analyze problems in a second field
of mathematics.

Over time, the methods used in analytic geometry were generalized
to other fields of mathematics. That general approach is now referred to
as analysis, a large and growing subdivision of mathematics. One of the
most powerful forms of analysis—calculus—was created almost simul-
taneously in the early 1700s by English physicist and mathematician Isaac
Newton (1642–1727) and German mathematician Gottfried Wilhelm
Leibniz (1646–1716). Calculus is a method for analyzing changing sys-
tems, such as the changes that take place as a planet, star, or space probe
moves across the sky.

Statistics is a field of mathematics that grew in significance through-
out the twentieth century. During that time, scientists gradually came to
realize that most of the physical phenomena they study can be expressed
not in terms of certainty (“A always causes B”), but in terms of probabil-
ity (“A is likely to cause B with a probability of XX%”). In order to ana-
lyze these phenomena, then, they needed to use statistics, the field of math-
ematics that analyzes the probability with which certain events will occur.

Each field of mathematics can be further subdivided into more spe-
cific specialties. For example, topology is the study of figures that are
twisted into all kinds of bizarre shapes. It examines the properties of those
figures that are retained after they have been deformed.

[See also Arithmetic; Calculus; Geometry; Number theory;
Trigonometry]
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‡�Matter, states of
Matter is anything that has mass and takes up space. The term refers to
all real objects in the natural world, such as marbles, rocks, ice crystals,
oxygen gas, water, hair, and cabbage. The term states of matter refers to
the four physical forms in which matter can occur: solid, liquid, gaseous,
and plasma.

The kinetic theory of matter
Our understanding of the nature of matter is based on certain as-

sumptions about the particles of which matter is composed and the prop-
erties of those particles. This understanding is summarized in the kinetic
theory of matter.

According to the kinetic theory of matter, all matter is composed 
of tiny particles. These particles can be atoms, molecules, ions, or some
combination of these basic particles. Therefore, if it were possible to look
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at the tiniest units of which a piece of aluminum metal is composed, one
would be able to observe aluminum atoms. Similarly, the smallest unit of
a sugar crystal is thought to be a molecule of sugar.

The fundamental particles of which matter is composed are always
in motion. Those particles may rotate on their own axes, vibrate back and
forth around a certain definite point, travel through space like bullets, or
display all three kinds of motion. The various states of matter differ from
each other on the basis of their motion. In general, the particles of which
solids are made move very slowly, liquid particles move more rapidly,
and gaseous particles move much more rapidly than either solid or liquid
particles. The particles of which a plasma are made have special proper-
ties that will be described later.

The motion of the particles of matter is a function of the energy they
contain. Suppose that you add heat, a form of energy, to a solid. That heat
is used to increase the speed with which the solid particles are moving.
If enough heat is added, the particles eventually move rapidly enough that
the substance turns into a liquid: it melts.
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Liquid Crystals

Solid, liquid, and gas: these are the three most common forms
of matter. But some materials do not fit neatly into one of these three
categories. Liquid crystals are one such form of matter.

Liquid crystals are materials that have properties of both
solids and liquids. They exist at a relatively narrow range of tempera-
tures. At temperatures below this range, liquid crystals act like solids.
At temperatures above the range, they act like liquids.

The behavior of liquid crystals is due to the shape of the mol-
ecules of which they are made. You can think of those molecules as
looking like cigars or pencils: they tend to be long and thin. They can
be arranged within a material in one of three forms. In nematic crys-
tals, the molecules are all parallel to each other but are free to move
back and forth with relation to each other. The molecules in smectic
crystals are also parallel to each other but they do not move back and
forth; they are, however, further arranged in layers that do pass over
each other. And the molecules in cholesteric crystals occur in highly
structured layers that are set at slightly different angles than the ones
above and below them.



How states of matter differ from 
each other

One can distinguish among solids, liquids, and gases on two levels:
the macroscopic and submicroscopic. The term macroscopic refers to
properties that can be observed by the five human senses, aided or un-
aided. The term submicroscopic refers to properties that are too small to
be seen even with the very best of microscopes.

On the macroscopic level, solids, liquids, and gases can be distin-
guished from each other on the basis of shape and volume. That is, solids
have both constant shape and constant volume. A cube of sugar always
looks exactly the same as long as it is not melted, dissolved, or changed
in some other way.

Liquids have constant volume but indefinite shape. Take 100 milli-
liters of water in a wide pan and pour it into a tall, thin container. The 
total volume of the water remains the same, 100 milliliters, but the shape
it takes changes.
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The interesting property about liquid crystals is the way they
transmit light. Light can pass through a liquid crystal more easily in
one direction than in another. If you look at one of the crystals from
one direction, you might see all the light passing through it. But from
another direction, no light would be visible. The crystal would be
dark.

The arrangement of molecules in a liquid crystal can be
changed by adding energy to the crystal. If you warm the crystal, for
example, molecules may change their position with relation to each
other. This fact is utilized in new kinds of medical thermometers that
change color with temperature. As body heat changes, the molecules
in the liquid crystal change, the light they transmit changes, and dif-
ferent colors appear.

Liquid crystals are also used for the display in electronic cal-
culators. When you press a button on the calculator, you send an elec-
tric current through the display. The electric current causes molecules
in the liquid crystal to change their positions. More or less light
passes through the crystal, and numbers either light up or go dark.



Finally, gases have neither constant volume nor constant shape. They
take the size and shape of whatever container they are placed into. Sup-
pose you have a small container of compressed oxygen in a one-liter tank.
The volume of the gas is one liter, and its shape is cylindrical (the shape
of the tank). If you open the valve of the tank inside a closed room, the
gas escapes to fill the room. Its volume is now much greater than 1 liter,
and its shape is the shape of the room.

These macroscopic differences among solids, liquids, and gases re-
flect properties of the particles of which they are made. In solids, those
particles are moving very slowly and tend to exert strong forces of at-
traction on each other. Since they have little tendency to pull away from
each other, they remain in the same shape and volume.

The particles of a liquid are moving more rapidly, but they still exert
a significant force on each other. These particles have the ability to flow
past each other but not to escape from the attraction they feel for each other.

The particles of a gas are moving very rapidly and feel very little
attraction for each other. They fly off in every direction, preventing the
gas from taking on either definite shape or volume.

Plasma
Plasma is considered to be the fourth state of matter. Plasmas have

been well studied in only the last few decades. They rarely exist on Earth,
although they occur commonly in stars and other parts of the universe.

A plasma is a gaslike mixture with a very high temperature. The
temperature of the plasma is so high that the atoms of which it is made
are completely ionized. That means that the electrons that normally oc-
cur in an atom have been stripped away by the high temperature and ex-
ist independently of the atoms from which they came. A plasma is, there-
fore, a very hot mixture of electrons and positive ions, the atoms that are
left after their electrons have been removed.

[See also Atom; Crystal; Element, chemical; Gases, properties
of; Ionization; Mass; Molecule]

‡�Mendelian laws 
of inheritance

Mendelian laws of inheritance are statements about the way certain char-
acteristics are transmitted from one generation to another in an organism.
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The laws were derived by the Austrian monk Gregor Mendel (1822–1884)
based on experiments he conducted in the period from about 1857 to 1865.
For his experiments, Mendel used ordinary pea plants. Among the traits
that Mendel studied were the color of a plant’s flowers, their location on
the plant, the shape and color of pea pods, the shape and color of seeds,
and the length of plant stems.

Mendel’s approach was to transfer pollen (which contains male sex
cells) from the stamen (the male reproductive organ) of one pea plant to
the pistil (female reproductive organ) of a second pea plant. As a simple
example of this kind of experiment, suppose that one takes pollen from
a pea plant with red flowers and uses it to fertilize a pea plant with white
flowers. What Mendel wanted to know is what color the flowers would
be in the offspring of these two plants. In a second series of experiments,
Mendel studied the changes that occurred in the second generation. That
is, suppose two offspring of the red/white mating (“cross”) are themselves
mated. What color will the flowers be in this second generation of plants?
As a result of these experiments, Mendel was able to state three general-
izations about the way characteristics are transmitted from one genera-
tion to the next in pea plants.

Terminology
Before reviewing these three laws, it will be helpful to define some

of the terms used in talking about Mendel’s laws of inheritance. Most of
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Words to Know

Allele: One of two or more forms a gene may take.

Dominant: An allele whose expression overpowers the effect of a sec-
ond form of the same gene.

Gamete: A reproductive cell.

Heterozygous: A condition in which two alleles for a given gene are
different from each other.

Homozygous: A condition in which two alleles for a given gene are
the same.

Recessive: An allele whose effects are concealed in offspring by the
dominant allele in the pair.



these terms were invented not by Mendel, but by biologists some years
after his research was originally published.

Genes are the units in which characteristics are passed from one gen-
eration to the next. For example, a plant with red flowers must carry a
gene for that characteristic.

A gene for any given characteristic may occur in one of two forms,
called the alleles (pronounced uh-LEELZ) of that gene. For example, the
gene for color in pea plants can occur in the form (allele) for a white
flower or in the form (allele) for a red color.

The first step that takes place in reproduction is for the sex cells in
plants to divide into two halves, called gametes. The next step is for the
gametes from the male plant to combine with the gametes of the female
plant to produce a fertilized egg. That fertilized egg is called a zygote. A
zygote contains genetic information from both parents.

For example, a zygote might contain one allele for white flowers
and one allele for red flowers. The plant that develops from that zygote
would said to be heterozygous for that trait since its gene for flower color
has two different alleles. If the zygote contains a gene with two identical
alleles, it is said to be homozygous.
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Mendel’s laws
Mendel’s law of segregation describes what happens to the alleles

that make up a gene during formation of gametes. For example, suppose
that a pea plant contains a gene for flower color in which both alleles
code for red. One way to represent that condition is to write RR, which
indicates that both alleles (R and R) code for the color red. Another gene
might have a different combination of alleles, as in Rr. In this case, the
symbol R stands for red color and the r for “not red” or, in this case,
white. Mendel’s law of segregation says that the alleles that make up a
gene separate from each other, or segregate, during the formation of ga-
metes. That fact can be represented by simple equations, such as:

RR * R � R or Rr * R � r

Mendel’s second law is called the law of independent assortment.
That law refers to the fact that any plant contains many different kinds of
genes. One gene determines flower color, a second gene determines length
of stem, a third gene determines shape of pea pods, and so on. Mendel
discovered that the way in which alleles from different genes separate and
then recombine is unconnected to other genes. That is, suppose that a plant
contains genes for color (RR) and for shape of pod (TT). Then Mendel’s
second law says that the two genes will segregate independently, as:

RR * R � R and TT * T � T

Mendel’s third law deals with the matter of dominance. Suppose that
a gene contains an allele for red color (R) and an allele for white color
(r). What will be the color of the flowers produced on this plant? Mendel’s
answer was that in every pair of alleles, one is more likely to be expressed
than the other. In other words, one allele is dominant and the other allele
is recessive. In the example of an Rr gene, the flowers produced will be
red because the allele R is dominant over the allele r.

Predicting traits
The application of Mendel’s three laws makes it possible to predict

the characteristics of offspring produced by parents of known genetic com-
position. The picture on page 1248, for example, shows the cross between
a sweet pea plant with red flowers (RR) and one with white flowers (rr).
Notice that the genes from the two parents will segregate to produce the
corresponding alleles:

RR * R � R and rr * r � r

There are, then, four ways in which those alleles can recombine, 
as shown in the same picture. However, all four combinations produce
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the same result: R � r * Rr. In every case, the gene formed will consist
of an allele for red (R) and an allele for “not red” (r).

The drawing at the right in the picture on page 1248 shows what
happens when two plants from the first generation are crossed with each
other. Again, the alleles of each plant separate from each other:

Rr * R � r

Again, the alleles can recombine in four ways. In this case, how-
ever, the results are different from those in the first generation. The pos-
sible results of these combinations are two Rr combinations, one RR com-
bination, and one rr combination. Since R is dominant over r, three of the
four combinations will produce plants with red flowers and one (the rr
option) will product plants with non-red (white) flowers.

Biologists have discovered that Mendel’s laws are simplifications of
processes that are sometimes much more complex than the examples given
here. However, those laws still form an important foundation for the sci-
ence of genetics.

[See also Chromosome; Genetics]

‡�Mercury (planet)
Mercury, the closest object to the Sun, is a small, bleak planet. Because
of the Sun’s intense glare, it is difficult to observe Mercury from Earth.
Mercury is visible just above the horizon for only about one hour before
sunrise and one hour after sunset.

Mercury is named for the Roman messenger god with winged san-
dals. The planet was so named because it orbits the Sun quickly, in just 88
days. In contrast to its short year, Mercury has an extremely long day. It
takes the planet the equivalent of 59 Earth days to complete one rotation.

Mercury is the second smallest planet in the solar system (only Pluto
is smaller). Mercury’s diameter is about 3,000 miles (4,800 kilometers),
yet it has just 5.5 percent of Earth’s mass. (Earth’s diameter is about 7,900
miles [12,720 kilometers].) On average, Mercury is 36 million miles (58
million kilometers) from the Sun. The Sun’s intense gravitational field
tilts Mercury’s orbit and stretches it into a long ellipse (oval).

The Mariner exploration
Little else was known about Mercury until the U.S. space probe

Mariner 10 photographed the planet in 1975. Mariner first approached
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the planet Venus in February 1974, then used that planet’s gravitational
field to send it around like a slingshot in the direction of Mercury. The
second leg of the journey to Mercury took seven weeks.

On its first flight past Mercury, Mariner 10 came within 470 miles
(756 kilometers) of the planet and photographed about 40 percent of its
surface. The probe then went into orbit around the Sun and flew past Mer-
cury twice more in the next year before running out of fuel.

Mariner 10 collected much valuable information about Mercury. 
It found that the planet’s surface is covered with deep craters, separated
by plains and huge banks of cliffs. Mercury’s most notable feature is 
an ancient crater called the Caloris Basin, about the size of the state of
Texas.

Astronomers believe that Mercury, like the Moon, was originally
made of liquid rock that solidified as the planet cooled. Some meteorites
hit the planet during its cooling stage and formed craters. Other meteorites,
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however, broke through the cooling crust, causing lava to flow up to the
surface and cover older craters, forming the plains.

Mercury’s very thin atmosphere is made of sodium, potassium, 
helium, and hydrogen. Temperatures on Mercury reach 800°F (427°C)
during its long day and �278°F (�173°C) during its long night. This 
temperature variation, the largest experienced by any planet in the solar
system, is due to the fact that Mercury has essentially no insulating 
atmosphere to transport the Sun’s heat from the day side to the night 
side.

Mariner 10 also gathered information about Mercury’s core, which
is nearly solid metal and is composed primarily of iron and nickel. This
core, the densest of any in the solar system, accounts for about four-fifths
of Mercury’s diameter. It may also be responsible for creating the mag-
netic field that protects Mercury from the Sun’s harsh particle wind.

Discovery of water on Mercury
Perhaps one of the most surprising discoveries in recent times was

that of ice at Mercury’s poles. The finding was made in 1991 when sci-
entists bounced powerful radar signals off the planet’s surface. Scientists
had previously believed that any form of water on Mercury would rapidly
evaporate given the planet’s high daytime temperatures.

The polar regions of Mercury are never fully illuminated by the Sun,
and it appears that ice managed to collect in the permanently shadowed
regions of many polar crater rims. It is not clear where the ice came from,
but scientists believe comet crashes may be one source.

Future exploration
In 2004, the National Aeronautics and Space Administration

(NASA) plans to launch the $286 million MESSENGER (Mercury Sur-
face, Space Environment, Geochemistry, and Ranging) spacecraft. It will
reach Mercury five years later, enter orbit, then examine the planet’s at-
mosphere and entire surface for one Earth year with a suite of detectors
including cameras, spectrometers, and a magnetometer. MESSENGER
will also explore Mercury’s atmosphere and determine the size of the
planet’s core and how much of it is solid. Finally, the spacecraft will try
to confirm whether water ice exists in polar craters on Mercury.

The European Space Agency also has ambitious plans to explore
Mercury. At some future date, it proposes to send a trio of spacecraft
called BepiColombo that, like MESSENGER, will study the planet’s 
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atmosphere and search for water ice in polar craters. BepiColombo will
include two satellites and a vehicle that will land on the surface, deploy-
ing a tiny, tethered rover to gather information.

‡�Metabolic disorders
How are your enzymes working today? Enzymes are chemical compounds
that increase the rate at which reactions take place in a living organism.
Without enzymes, most chemical changes in an organism would proceed
so slowly that the organism could not survive. As an example, all of the
metabolic reactions that take place in the body are made possible by the
presence of specific enzymes. As a group these chemical reactions are re-
ferred to as metabolism.

So what happens if an enzyme is missing from the body or not func-
tioning as it should? In such cases, a metabolic disorder may develop. 
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A metabolic disorder is a medical condition that develops when some
metabolic reaction essential for normal growth and development does 
not occur.

The disorder known as phenylketonuria (PKU) is an example. PKU
is caused by the lack of an enzyme known as phenylalanine hydroxylase.
This enzyme is responsible for converting the amino acid phenylalanine
to a second amino acid, tyrosine. Tyrosine is involved in the production
of the pigment melanin in the skin. Individuals with PKU are unable to
make melanin and are, therefore, usually blond haired and blue eyed.

But PKU has more serious effects than light hair and eye color.
When phenylalanine is not converted to tyrosine, it builds up in the body
and is converted instead to a compound known as phenylpyruvate.
Phenylpyruvate impairs normal brain development, resulting in severe
mental retardation in a person with PKU. The worst symptoms of PKU
can be prevented if the disorder is diagnosed early in life. In that case, a
person can avoid eating foods that contain phenylalanine and developing
the disorder that would follow.

Other examples of metabolic disorders include alkaptonuria, tha-
lassemia, porphyria, Tay-Sachs disease, Hurler’s syndrome, Gaucher’s
disease, galactosemia, Cushing’s syndrome, diabetes mellitus, hyperthy-
roidism, and hypothyroidism. At present, no cures for metabolic disor-
ders are available. The best approach is to diagnose such conditions as
early as possible and then to arrange a person’s diet to deal as effectively
as possible with that disorder. Gene therapy appears to have some long-
term promise for treating metabolic disorders. In this procedure, scien-
tists attempt to provide those with metabolic disorders with the genes re-
sponsible for the enzymes they are missing, thus curing the disorder.

[See also Metabolism]

‡�Metabolism
Metabolism refers to all of the chemical reactions that take place within
an organism by which complex molecules are broken down to produce
energy and by which energy is used to build up complex molecules. An
example of a metabolic reaction is the one that takes place when a per-
son eats a spoonful of sugar. Once inside the body, sugar molecules are
broken down into simpler molecules with the release of energy. That en-
ergy is then used by the body for a variety of purposes, such as keeping
the body warm and building up new molecules within the body.
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All metabolic reactions can be broken down into one of two general
categories: catabolic and anabolic reactions. Catabolism is the process by
which large molecules are broken down into smaller ones with the release
of energy. Anabolism is the process by which energy is used to build up
complex molecules needed by the body to maintain itself and develop.

The process of digestion
One way to understand the process of metabolism is to follow the

path of a typical nutrient as it passes through the body. A nutrient is any
substance that helps an organism stay alive, remain healthy, and grow.
Three large categories of nutrients are carbohydrates, proteins, and fats.

Assume, for example, that a person has just eaten a piece of bread.
An important nutrient in that bread is starch, a complex carbohydrate. As
soon as the bread enters a person’s mouth, digestion begins to occur. En-
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Words to Know

Anabolism: The process by which energy is used to build up complex
molecules.

ATP (adenosine triphosphate): A molecule used by cells to store
energy.

Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Catabolism: The process by which large molecules are broken down
into smaller ones with the release of energy.

Chemical bond: A force of attraction between two atoms.

Enzyme: Chemical compounds that act as catalysts, increasing the rate
at which reactions take place in a living organism.

Metabolic pool: The total amount of simple molecules formed by the
breakdown of nutrients.

Nutrient: A substance that helps an organism stay alive, remain
healthy, and grow.

Protein: Large molecules that are essential to the structure and func-
tioning of all living cells.



zymes in the mouth start to break down molecules of starch and convert
them into smaller molecules of simpler substances: sugars. This process
can be observed easily, since anyone who holds a piece of bread in his
or her mouth for a period of time begins to recognize a sweet taste, the
taste of the sugar formed from the breakdown of starch.

Digestion is a necessary first step for all foods. The molecules of
which foods are made are too large to pass through the lining of the di-
gestive system. Digestion results in the formation of smaller molecules that
are able to pass through that lining and enter the person’s bloodstream.
Sugar molecules formed by the digestion of starch enter the bloodstream.
Then they are carried to individual cells throughout a person’s body.

The smaller molecules into which nutrients are broken down make
up the metabolic pool. The metabolic pool consists of the simpler sub-
stances formed by the breakdown of nutrients. It includes simple sugars
(formed by the breakdown of complex carbohydrates), glycerol and fatty
acids (formed by the breakdown of lipids), and amino acids (formed by
the breakdown of proteins). Cells use substances in the metabolic pool as
building materials, just as a carpenter uses wood, nails, glue, staples, and
other materials for the construction of a house. The difference is, of course,
that cells construct body parts, not houses, from the materials with which
they have to work.
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Cellular metabolism
Substances that make up the metabolic pool are transported to 

individual cells by the bloodstream. They pass through cell membranes
and enter the cell interior. Once inside a cell, a compound undergoes 
further metabolism, usually in a series of chemical reactions. For exam-
ple, a sugar molecule is broken down inside a cell into carbon dioxide
and water, with the release of energy. But that process does not occur in
a single step. Instead, it takes about two dozen separate chemical reac-
tions to convert the sugar molecule to its final products. Each chemical
reaction involves a relatively modest change in the sugar molecule, 
the removal of a single oxygen atom or a single hydrogen atom, for 
example.

The purpose of these reactions is to release energy stored in the sugar
molecule. To explain that process, one must know that a sugar molecule
consists of carbon, hydrogen, and oxygen atoms held together by means
of chemical bonds. A chemical bond is a force of attraction between two
atoms. That force of attraction is a form of energy. A sugar molecule with
two dozen chemical bonds can be thought of as containing two dozen tiny
units of energy. Each time a chemical bond is broken, one unit of energy
is set free.

Cells have evolved remarkable methods for capturing and storing
the energy released in catabolic reactions. Those methods make use of
very special chemical compounds, known as energy carriers. An exam-
ple of such compounds is adenosine triphosphate, generally known as
ATP. ATP is formed when a simpler compound, adenosine diphosphate
(ADP), combines with a phosphate group. The following equation repre-
sents that change:

ADP � P * ATP

ADP will combine with a phosphate group, as shown here, only if
energy is added to it. In cells, that energy comes from the catabolism of
compounds in the metabolic pool, such as sugars, glycerol, and fatty acids.
In other words:

catabolism: sugar * carbon dioxide � water � energy;
energy from catabolism � ADP � P * ATP

The ATP molecule formed in this way, then, has taken up the en-
ergy previously stored in the sugar molecule. Whenever a cell needs en-
ergy for some process, it can obtain it from an ATP molecule.

The reverse of the process shown above also takes place inside 
cells. That is, energy from an ATP molecule can be used to put simpler
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molecules together to make more complex molecules. For example, 
suppose that a cell needs to repair a break in its cell wall. To do so, it
will need to produce new protein molecules. Those protein molecules can
be made from amino acids in the metabolic pool. A protein molecule 
consists of hundreds or thousands of amino acid molecules joined to 
each other:

Amino amino amino
� � � (and so on) * a protein

acid 1 acid 2 acid 3

The energy needed to form all the new chemical bonds needed to
hold the amino acid units together comes from ATP molecules. In other
words:

energy from ATP � many amino acids * protein molecule

The reactions by which a compound is metabolized differ for vari-
ous nutrients. Also, energy carriers other than ATP may be involved. For
example, the compound known as nicotinamide adenine dinucleotide
phosphate (NADPH) is also involved in the catabolism and anabolism of
various substances. The general outline shown above, however, applies
to all metabolic reactions.

‡�Metamorphosis
Metamorphosis is a series of changes through which an organism goes in
developing from an early immature stage to an adult. Most people are fa-
miliar with the process, for example, by which a butterfly or moth emerges
from a chrysalis (cocoon) in its adult form or a frog or toad passes through
its tadpole stage.

Metamorphosis is perhaps best known among insects and amphib-
ians (organisms such as frogs, toads, and salamanders that can live either
on land or in the water). However, the process of metamorphosis has been
observed in at least 17 phyla (a primary division of the animal kingdom),
including Porifera (sponges), Cnidaria (jellyfish and others), Platy-
helminthes (flat worms), Mollusca (mollusks), Annelida (segmented
worms), Arthropoda (insects and others), Echinodermata (sea urchins and
others), and Chordata (vertebrates and others).

In addition, although the term metamorphosis is generally not ap-
plied to plants, many plants do have a developmental life cycle—called
the alternation of generations—which is also characterized by a dramatic
change in overall body pattern.
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Forms of metamorphosis
Metamorphosis in an organism is generally classified as complete

or incomplete. Complete metamorphosis involves four stages: egg, larva,
pupa, and adult. Consider the sequence of these stages in an insect. Af-
ter a fertilized egg is laid, a wormlike larva is hatched. The larva may
look like the maggot stage of a housefly or the caterpillar stage of a but-
terfly or moth. It is able to live on its own and secures its own food from
the surrounding environment.

After a period of time, the larva builds itself some kind of protec-
tive shell such as a cocoon. The insect within the shell, now known as a
pupa, is in a resting stage. It slowly undergoes a fairly dramatic change
in its body structure and appearance. The energy needed for these changes
comes from food eaten and stored during the larval stage.

When the process of body reorganization has been completed, the
pupa breaks out of its shell and emerges in its mature adult form, also
called the imago.

Incomplete metamorphosis involves only three stages, known as egg,
nymph, and adult. When the fertilized egg of an insect hatches, for ex-
ample, an organism appears that looks something like the adult but is
smaller in size. In many cases, winged insects have not yet developed
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Alternation of generations: A general feature of the life cycle of
many plants, characterized by the occurrence of different reproductive
forms that often have very different overall body patterns.

Imago: Adult form of an insect that develops from a larva and often
has wings.

Larva: Immature form (wormlike in insects; fishlike in amphibians) of
a metamorphic animal that develops from the embryo and is very dif-
ferent from the adult.

Molting: Shedding of the outer layer of an animal, as occurs during
growth of insect larvae.

Pupa: A stage in the metamorphosis of an insect during which its tis-
sues are completely reorganized to take on their adult shape.



their wings, and they are still sexually immature. In this form, the insect
is known as a nymph.

Eventually, the nymph reaches a stage of maturity at which it loses
its outer skin (it molts) and takes on the appearance of an adult. These
stages can be seen in a grasshopper, for example, which hatches from its
egg as a nymph and then passes through a series of moltings before be-
coming a mature adult.

[See also Amphibians; Insects]
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‡�Meteor and meteorite
Meteors, also known as “shooting stars,” are fragments of extraterrestrial
material or, more often, small particles of dust left behind by a comet’s
tail. We encounter meteors every time Earth crosses the path of a comet
or the debris left behind a comet. Meteors vaporize and fizzle in the at-
mosphere and never reach Earth’s surface. At certain times of the year,
large swarms of meteors, all coming from roughly the same direction, can
be seen. These are called meteor showers.

Meteorites are larger chunks of rock, metal, or both that break off
an asteroid or a comet and come crashing through Earth’s atmosphere to
strike the surface of Earth. They vary in size from a pebble to a three-ton
chunk.

Early discoveries about meteors 
and meteorites

Until the end of the eighteenth century, people believed that mete-
ors and meteorites were atmospheric occurrences, like rain. Other theo-
ries held that they were debris spewed into the air by exploding volca-
noes, or supernatural phenomena, like signs from angry gods.

The first breakthrough in determining the true origins of meteors
and meteorites came in 1714 when English astronomer Edmond Halley
(1656–1742) carefully reviewed reports of their sightings. After calculat-
ing the height and speed of the objects, he concluded they must have come
from space. However, he found that other scientists were hesitant to be-
lieve this notion. For nearly the next century, they continued to believe
that the phenomena were Earth-based.

The conclusive evidence to confirm Halley’s theory came in 1803
when a fireball, accompanied by loud explosions, rained down two to
three thousand stones on northwestern France. French Academy of Sci-
ence member Jean-Baptiste Biot collected some of the fallen stones as
well as reports from witnesses. After measuring the area covered by the
debris and analyzing the stones’ composition, Biot proved they could not
have originated in Earth’s atmosphere.

Later observers concluded that meteors move at speeds of several
miles per second. They approach Earth from space and the “flash” of a
meteor is a result of its burning up upon entering Earth’s atmosphere.

In November 1833, astronomers had a chance to further their un-
derstanding of meteors when a shower of thousands of shooting stars oc-
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curred. Astronomers concluded that Earth was running into the objects as
they were in parallel motion, like a train moving into falling rain. A look
back into astronomic records revealed that a meteor shower occurred every
year in November. It looked as though Earth, as it orbited the Sun, crossed
the path of a cloud of meteors every November 17th. Another shower also
occurred every August.

Italian scientist Giovanni Schiaparelli (1835–1910) used this infor-
mation to fit the final pieces into the puzzle. He calculated the velocity
and path of the August meteors, named the Perseid meteors because they
appear to radiate from a point within the constellation Perseus. He found
they circled the Sun in orbits similar to those of comets. He found the
same to be true of the November meteors (named the Leonid meteors be-
cause they seem to originate from within the constellation Leo). Schia-
parelli concluded that the paths of comets and meteor swarms were iden-
tical. Most annual meteor showers can now be traced to the orbit of a
comet that intersects Earth’s orbit.

The Leonid showers, occurring every year in November, are caused
by the tail of comet Tempel-Tuttle, which passes through the inner solar
system every 32-33 years. Such a year was 1998. On November 17 and
18 of that year, observers on Earth saw as many as 200 meteors an hour.
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Astroblemes

Astroblemes are large, circular craters left on Earth’s surface
by the impact of large objects from outer space. Such objects are usu-
ally meteorites, but some may have been comet heads or asteroids.
Few of these impacts are obvious today because Earth tends to erode
meteorite craters over short periods of geologic time. The term astrob-
leme comes from two Greek roots meaning “star wound.”

One of the most studied astroblemes is Barringer Crater, a
meteor crater in northern Arizona that measures 0.7 miles (1.2 kilome-
ters) across and 590 feet (180 meters) deep. It is believed to have
been produced about 25,000 years ago by a nickel-iron meteorite about
the size of a large house traveling at 9 miles (15 kilometers) per sec-
ond. About 100 astroblemes have been identified around the world. A
number are many times larger than the Barringer Crater and are hun-
dreds of millions of years old. The largest astrobleme is South Africa’s
Vredefort Ring, whose diameter spans 185 miles (298 kilometers).



The shower was so intense that scientists and others were worried that
global telecommunications might be disrupted and space telescopes dam-
aged or destroyed. However, careful preparation by satellite and telescope
engineers prevented any major disruption or damage.

What scientists now know
Through radioactive dating techniques, scientists have determined

that meteorites are about 4.5 billion years old—roughly the same age as
the solar system. Some are composed of iron and nickel, two elements
found in Earth’s core. This piece of evidence suggests that they may be
fragments left over from the formation of the solar system. Further stud-
ies have shown that the composition of meteorites matches that of aster-
oids, leading astronomers to believe that they may originate in the aster-
oid belt between Mars and Jupiter.

[See also Asteroid; Comet]
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‡�Metric system
The metric system of measurement is an internationally agreed-upon set
of units for expressing the amounts of various quantities such as length,
mass, time, and temperature. As of 1994, every nation in the world has
adopted the metric system, with only four exceptions: the United States,
Brunei, Burma, and Yemen (which use the English units of measurement).

Because of its convenience and consistency, scientists have used the
metric system of units for more than 200 years. Originally, the metric sys-
tem was based on only three fundamental units: the meter for length, the
kilogram for mass, and the second for time. Today, there are more than
50 officially recognized units for various scientific quantities.

Measuring units in folklore and history
Nearly all early units of size were based on the always-handy human

body. In the Middle Ages, the inch is reputed to have been the length of
a medieval king’s first thumb joint. The yard was once defined as the dis-
tance between English king Henry I’s nose and the tip of his outstretched
middle finger. The origin of the foot as a unit of measurement is obvious.

Eventually, ancient “rules of thumb” gave way to more carefully de-
fined units. The metric system was adopted in France in 1799.

The metric units
The metric system defines seven basic units: one each for length,

mass, time, electric current, temperature, amount of substance, and lumi-
nous intensity. (Amount of substance refers to the number of elementary
particles in a sample of matter; luminous intensity has to do with the
brightness of a light source.) But only four of these seven basic quanti-
ties are in everyday use by nonscientists: length, mass, time, and tem-
perature. Their defined units are the meter for length, the kilogram for
mass, the second for time, and the degree Celsius for temperature. (The
other three basic units are the ampere for electric current, the mole for
amount of substance, and the candela for luminous intensity.)

The meter was originally defined in terms of Earth’s size; it was
supposed to be one ten-millionth of the distance from the equator to the
North Pole. Since Earth is subject to geological movements, this distance
does not remain the same. The modern meter, therefore, is defined in
terms of how far light will travel in a given amount of time when travel-
ing at the speed of light. The speed of light in a vacuum—186,282 miles
(299,727 kilometers) per hour—is considered to be a fundamental 
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constant of nature that will never change. The standard meter is equiva-
lent to 39.3701 inches.

The kilogram is the metric unit of mass, not weight. Mass is the fun-
damental measure of the amount of matter in an object. Unfortunately,
no absolutely unchangeable standard of mass has yet been found on which
to standardize the kilogram. The kilogram is therefore defined as the mass
of a certain bar of platinum-iridium alloy that has been kept since 1889
at the International Bureau of Weights and Measures in Sèvres, France.
The kilogram is equivalent to 2.2046 pounds.

The metric unit of time is the same second that has always been
used, except that it is now defined in a very accurate way. It no longer
depends on the wobbly rotation of our planet (1/86,400th of a day), be-
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Metric System
MASS AND WEIGHT

U.S. Equivalent
Unit Abbreviation Mass of Grams (approximate)

metric ton t 1,000,000 1.102 short tons
kilogram kg 1,000 2.2046 pounds
hectogram hg 100 3.527 ounces
dekagram dag 10 0.353 ounce
gram g 1 0.035 ounce
decigram dg 0.1 1.543 grains
centigram cg 0.01 0.154 grain
milligram mg 0.001 0.015 grain
microgram �m 0.000001 0.000015 grain

LENGTH
U.S. Equivalent

Unit Abbreviation Mass of Grams (approximate)

kilometer km 1,000 0.62 mile
hectometer hm 100 328.08 feet
dekameter dam 10 32.81 feet
meter m 1 39.37 inches
decimeter dm 0.1 3.94 inches
centimeter cm 0.01 0.39 inch
millimeter mm 0.001 0.039 inch
micrometer �m 0.000001 0.000039 inch

LENGTH
U.S. Equivalent

Unit Abbreviation Mass of Grams (approximate)

kilometer km 1,000 0.62 mile
hectometer hm 100 328.08 feet
dekameter dam 10 32.81 feet
meter m 1 39.37 inches
decimeter dm 0.1 3.94 inches
centimeter cm 0.01 0.39 inch
millimeter mm 0.001 0.039 inch
micrometer �m 0.000001 0.000039 inch



cause Earth is slowing down. Days keep getting a little longer as Earth
grows older. So the second is now defined in terms of the vibrations of
a certain kind of atom known as cesium-133. One second is defined as
the amount of time it takes for a cesium-133 atom to vibrate in a partic-
ular way 9,192,631,770 times. Because the vibrations of atoms depend
only on the nature of the atoms themselves, cesium atoms will presum-
ably continue to behave exactly like cesium atoms forever. The exact
number of cesium vibrations was chosen to come out as close as possi-
ble to what was previously the most accurate value of the second.

The metric unit of temperature is the degree Celsius, which replaces
the English system’s degree Fahrenheit. It is impossible to convert 
between Celsius and Fahrenheit simply by multiplying or dividing by 1.8,
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VOLUME
U.S. Equivalent

Unit Abbreviation Mass of Grams (approximate)

cubic meter m3 1 1.307 cubic yards
cubic decimeter dm3 0.001 61.023 cubic inches
cubic centimeter cu cm or cm3 or cc 0.000001 0.061 cubic inch

CAPACITY
U.S. Equivalent

U i Abb i i M f G ( i )

AREA
U.S. Equivalent

Unit Abbreviation Mass of Grams (approximate)

square kilometer sq km or km2 1,000,000 0.3861 square miles
hectare ha 10,000 2.47 acres
are a 100 119.60 square yards
square centimeter sq cm or cm2 0.0001 0.155 square inch

CAPACITY
U.S. Equivalent

Unit Abbreviation Mass of Grams (approximate)

kiloliter kl 1,000 1.31 cubic yards
hectoliter hl 100 3.53 cubic feet
dekaliter dal 10 0.35 cubic foot
liter l 1 61.02 cubic inches
cubic decimeter dm3 1 61.02 cubic inches
deciliter dl 0.10 6.1 cubic inches
centiliter cl 0.01 0.61 cubic inch
milliliter ml 0.001 0.061 cubic inch
microliter �l 0.000001 0.000061 cubic inch



however, because the scales start at different places. That is, their zero-
degree marks have been set at different temperatures.

Bigger and smaller metric units
In the metric system, there is only one basic unit for each type of

quantity. Smaller and larger units of those quantities are all based on pow-
ers of ten (unlike the English system that invents different-sized units with
completely different names based on different conversion factors: 3, 12,
1760, etc.). To create those various units, the metric system simply at-
taches a prefix to the name of the unit. Latin prefixes are added for smaller
units, and Greek prefixes are added for larger units. The basic prefixes
are: kilo- (1000), hecto- (100), deka- (10), deci- (0.1), centi- (0.01), and
milli- (0.001). Therefore, a kilometer is 1,000 meters. Similarly, a milli-
meter is one-thousandth of a meter.

Minutes are permitted to remain in the metric system even though
they don’t conform strictly to the rules. The minute, hour, and day, for ex-
ample, are so customary that they’re still defined in the metric system as
60 seconds, 60 minutes, and 24 hours—not as multiples of ten. For vol-
ume, the most common metric unit is not the cubic meter, which is gener-
ally too big to be useful in commerce, but the liter, which is one-thousandth
of a cubic meter. For even smaller volumes, the milliliter, one-thousandth
of a liter, is commonly used. And for large masses, the metric ton is often
used instead of the kilogram. A metric ton (often spelled tonne) is 1,000
kilograms. Because a kilogram is about 2.2 pounds, a metric ton is about
2,200 pounds: 10 percent heavier than an American ton of 2,000 pounds.
Another often-used, nonstandard metric unit is the hectare for land area. A
hectare is 10,000 square meters and is equivalent to 0.4047 acre.

[See also Units and standards]

‡�Microwave communication
A microwave is an electromagnetic wave with a very short wavelength,
between .039 inches (1 millimeter) and 1 foot (30 centimeters). Within
the electromagnetic spectrum, microwaves can be found between radio
waves and shorter infrared waves. Their short wavelengths make mi-
crowaves ideal for use in radio and television broadcasting. They can
transmit along a vast range of frequencies without causing signal inter-
ference or overlap.
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Microwave technology was developed during World War II
(1939–45) in connection with secret military radar research. Today, mi-
crowaves are used primarily in microwave ovens and communications. A
microwave communications circuit can transmit any type of information
as efficiently as telephone wires.

The most popular devices for generating microwaves are magnetrons
and klystrons. They produce microwaves of low power and require the
use of an amplification device, such as a maser (microwave amplification
by stimulated emission of radiation). Like radio waves, microwaves can
be modulated for communication purposes. However, they offer 100 times
more useful frequencies than radio.

Microwaves can be easily broadcast and received via aerial anten-
nas. Unlike radio waves, microwave signals can be focused by antennas
just as a searchlight concentrates light into a narrow beam. Signals are
transmitted directly from a source to a receiver site. Reliable microwave
signal range does not extend very far beyond the visible horizon.

It is standard practice to locate microwave receivers and transmit-
ters atop high buildings when hilltops or mountain peaks are not avail-
able. The higher the antenna, the farther the signal can be broadcast. It
takes many ground-based relay “hops” to carry a microwave signal across
a continent. Since the 1960s, the United States has been spanned by a net-
work of microwave relay stations.

A more common method of microwave transmission is the wave-
guide. Waveguides are hollow pipes that conduct microwaves along their
inner walls. They are constructed from materials of very high electric con-
ductivity and must be of precise design. Waveguides operate only at very
high frequencies, so they are ideal microwave conductors.
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Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Electromagnetic spectrum: The complete array of electromagnetic
radiation, including radio waves (at the longest-wavelength end),
microwaves, infrared radiation, visible light, ultraviolet radiation, 
X rays, and gamma rays (at the shortest-wavelength end).



Satellites and microwaves
Earth satellites relaying microwave signals from the ground have in-

creased the distance that can be covered in one hop. Microwave repeaters
in a satellite in a stationary orbit 22,300 miles (35,880 kilometers) above
Earth can reach one-third of Earth’s surface. More than one-half of the
long-distance phone calls made in the United States are routed through
satellites via microwaves.
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The weather and microwave communication
Raindrops and hailstones are similar in size to the wavelength of

higher-frequency microwaves. A rainstorm can block microwave com-
munication, producing a condition called rain fade. To locate incoming
storms, weather radar deliberately uses shorter-wavelength microwaves
to increase interaction with rain.

Microwave communication is nearly 100 percent reliable. The rea-
son is that microwave communication circuits have been engineered to
minimize fading, and computer-controlled networks often reroute signals
through a different path before a fade becomes noticeable.

[See also Antenna]

‡�Migration
In biology, the term migration refers to the regular, periodic movement
of animals between two different places. Migration usually occurs in re-
sponse to seasonal changes and is motivated by breeding and/or feeding
drives. Migration has been studied most intensively among birds, but it
is known to take place in many other animals as well, including insects,
fish, whales, and other mammals. Migration is a complex behavior that
involves timing, navigation, and other survival skills.

The term migration also applies to the movement of humans from
one country to another for the purpose of taking up long-term or perma-
nent residency in the new country.

Types of migration
Four major types of migration are known. In complete migration,

all members of a population travel from their breeding habitat at the end
of that season, often to a wintering site hundreds or even thousands of
kilometers away. The arctic tern is an example of a complete migrant. In-
dividuals of this species travel from the Arctic to the Antarctic and back
again during the course of a year, a round-trip migration of more than
30,000 kilometers!

In other species, some individuals remain at the breeding ground
year-round while other members of the same species migrate away. This
phenomenon is known as partial migration. American robins are consid-
ered indicators of the arrival of spring in some areas but are year-round
residents in other areas.

1 2 7 1U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Migration



Differential migration occurs when all the members of a population
migrate, but not necessarily at the same time or for the same distance.
The differences are often based on age or sex. Herring gulls, for exam-
ple, migrate a shorter and shorter distance as they grow older. Male Amer-
ican kestrels spend more time at their breeding grounds than do females,
and when they do migrate, they don’t travel as far.

Irruptive migration occurs in species that do not migrate at all dur-
ing some years but may do so during other years. The primary factors de-
termining whether or not migration occurs are weather and availability of
food. For example, some populations of blue jays are believed to migrate
only when their winter food of acorns is scarce.

Migration Pathways
Migratory animals travel along the same general routes each year.

Several common “flyways” are used by North American birds on their
southward journey. The most commonly used path includes an 800 to
1,100 kilometer flight southward across the Gulf of Mexico. In order to
survive this difficult journey, birds must store extra energy in the form of
fat. All along the migration route, but particularly before crossing a large
expanse of water, birds rest and eat, sometimes for days at a time. The
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birds start out again on their journey only when they have added a cer-
tain amount of body fat.

Although most migrants travel at night, a few birds prefer daytime
migrations. The pathways used by these birds tend to be less direct and
slower than those of night migrants, primarily because of differences in
feeding strategies. Night migrants can spend the day in one area foraging
for food and building up energy reserves for the night’s nonstop flight.
Daytime migrants must combine travel with foraging, and thus tend to
keep to the shorelines, which are rich in insect life, capturing food dur-
ing a slow but ever-southward journey.

Navigation
Perhaps the most remarkable aspect of migration is the navigational

skills employed by the animals. Birds such as the albatross and lesser
golden plover travel hundreds of kilometers over the featureless open
ocean. Yet they arrive home without error to the same breeding grounds
year after year. Salmon migrate upstream from the sea to the very same
freshwater shallows in which they were hatched. Monarch butterflies be-
gan life in the United States or Canada. They then travel to the same win-
tering grounds in Southern California or Mexico that had been used by
ancestors many generations before.

How are these incredible feats of navigation accomplished? Differ-
ent animals have been shown to use a diverse range of navigational aids,
involving senses often much more acute than our own. Sight, for exam-
ple, may be important for some animals’ navigational skills, although it
may often be secondary to other senses. Salmon can smell the water of
their home rivers, and follow this scent all the way from the sea. Pigeons
also sense wind-borne odors and may be able to organize the memories
of the sources of these smells in a kind of internal map. It has been shown
that many animals have the ability to sense the magnetic forces associ-
ated with the north and south poles, and thus have their own built-in com-
pass. This magnetic sense and the sense of smell are believed to be the
most important factors involved in animal migration.

‡�Minerals
Minerals are the natural, inorganic (nonliving) materials that compose
rocks. Examples are gems and metals. Minerals have a fixed chemical
makeup and a definite crystal structure (its atoms are arranged in orderly
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patterns). Therefore, a sample of a particular mineral will have essentially
the same composition no matter where it is from—Earth, the Moon, or
beyond. Properties such as crystal shape, color, hardness, density, and lus-
ter distinguish minerals from each other. The study of the distribution,
identification, and properties of minerals is called mineralogy.

Almost 4,000 different minerals are known, with several dozen new
minerals identified each year. However, only 20 or so minerals compose
the bulk of Earth’s crust, the part of Earth extending from the surface
downward to a maximum depth of about 25 miles (40 kilometers). These
minerals are often called the rock-forming minerals.

Mineralogists group minerals according to the chemical elements they
contain. Elements are substances that are composed of just one type of atom.
Over 100 of these are known, of which 88 occur naturally. Only ten ele-
ments account for nearly 99 percent of the weight of Earth’s crust. Oxygen
is the most plentiful element, accounting for almost 50 percent of that weight.
The remaining elements are (in descending order) silicon, aluminum, iron,
calcium, sodium, potassium, magnesium, hydrogen, and titanium.

Most minerals are compounds, meaning they contain two or more el-
ements. Since oxygen and silicon together make up almost three-quarters

1 2 7 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Minerals

Words to Know

Compound: A substance consisting of two or more elements in specific
proportions.

Crystal: Naturally occurring solid composed of atoms or molecules
arranged in an orderly pattern that repeats at regular intervals.

Element: Pure substance composed of just one type of atom that can-
not be broken down chemically into simpler substances.

Metallurgy: Science and technology of extracting metals from their
ores and refining them for use.

Ore: Mineral compound that is mined for one of the elements it con-
tains, usually a metal element.

Rock: Naturally occurring solid mixture of minerals.

Silicate: Mineral containing the elements silicon and oxygen, and usu-
ally other elements as well.



of the mass of Earth’s crust, the most abundant minerals are silicate min-
erals—compounds of silicon and oxygen. The major component of nearly
every kind of rock, silicate compounds generally contain one or more met-
als, such as calcium, magnesium, aluminum, and iron.

Only a few minerals, known as native elements, contain atoms of
just a single element. These include the so-called native metals: platinum,
gold, silver, copper, and iron. Diamond and graphite are both naturally
occurring forms of pure carbon, but their atoms are arranged differently.
Sulfur, a yellow nonmetal, is sometimes found pure in underground de-
posits formed by hot springs.

Physical traits and mineral identification
A mineral’s physical traits are a direct result of its chemical com-

position and crystal form. Therefore, if enough physical traits are recog-
nized, any mineral can be identified. These traits include hardness, color,
streak, luster, cleavage or fracture, and specific gravity.

Hardness. A mineral’s hardness is defined as its ability to scratch an-
other mineral. This is usually measured using a comparative scale devised
in 1822 by German mineralogist Friedrich Mohs. The Mohs hardness scale
lists 10 common minerals, assigning to each a hardness from 1 (talc) to
10 (diamond). A mineral can scratch all those minerals having a lower
Mohs hardness number. For example, calcite (hardness 3) can scratch 
gypsum (hardness 2) and talc (hardness 1), but it cannot scratch fluorite
(hardness 4).

Color and streak. Although some minerals can be identified by their
color, this can be misleading since mineral color is often affected by traces
of impurities. Streak, however, is a very reliable identifying feature. Streak
refers to the color of the powder produced when a mineral is scraped
across an unglazed porcelain tile called a streak plate. Fluorite, for ex-
ample, comes in a great range of colors, yet its streak is always white.

Luster. Luster refers to a mineral’s appearance when light reflects off
its surface. There are various kinds of luster, all having descriptive names.
Thus, metals have a metallic luster, quartz has a vitreous or glassy luster,
and chalk has a dull or earthy luster.

Cleavage and fracture. Some minerals, when struck with force, will
cleanly break along smooth planes that are parallel to each other. This
breakage is called cleavage and is determined by the way a mineral’s
atoms are arranged. Muscovite cleaves in one direction only, producing
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thin flat sheets. Halite cleaves in three directions, all perpendicular to each
other, forming cubes.

However, most minerals fracture rather than cleave. Fracture is break-
age that does not follow a flat surface. Some fracture surfaces are rough
and uneven. Those that break along smooth, curved surfaces like a shell are
called conchoidal fractures. Breaks along fibers are called fibrous fractures.

Specific gravity. The specific gravity of a mineral is the ratio of its
weight to that of an equal volume of water. Water has a specific gravity
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of 1.0. When pure, each mineral has a predictable specific gravity. Most
range between 2.2 and 3.2. (This means that most are 2.2 to 3.2 times 
as heavy as an equal volume of water.) Quartz has a specific gravity of
2.65, while the specific gravity of gold is 19.3.

Mineral resources
Everything that humankind consumes, uses, or produces has its ori-

gin in minerals. Minerals are the building materials of our technological
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civilization, from microprocessors made of silicon to skyscrapers made
of steel.

Gems or gemstones are minerals that are especially beautiful and
rare. The beauty of a gem depends on its luster, color, and hardness. The
so-called precious stones are diamond, ruby, sapphire, and emerald. Some
semiprecious stones are amethyst, topaz, garnet, opal, turquoise, and jade.
The weight of gems are measured in carats: one carat equals 200 mil-
ligrams (0.007 ounces).

Precious metals have also acquired great value because of their
beauty, rarity, and durability. Platinum, gold, and silver are the world’s
precious metals. Other metals, although not considered precious, are
commercially valuable. Examples include copper, lead, aluminum, zinc,
iron, mercury, nickel, and chromium.

A mineral compound that is mined for a metal element it contains
is called an ore. Metallurgy is the science and technology of extracting
metals from their ores and refining them for use. Iron, which alone ac-
counts for over 90 percent of all metals mined, is found in the ores mag-
netite and hematite. These ores contain 15 to 60 percent iron. Other ores,
however, contain very little metal. One ton of copper ore may yield only
about eight pounds of copper (one metric ton may yield only four kilo-
grams). The remaining material is considered waste.

[See also Crystal; Industrial minerals; Mining; Precious metals;
Rocks]

‡�Mining
Mining is the process by which commercially valuable mineral resources
are extracted (removed) from Earth’s surface. These resources include
ores (minerals usually containing metal elements), precious stones (such
as diamonds), building stones (such as granite), and solid fuels (such as
coal). Although many specific kinds of mining operations have been de-
veloped, they can all be classified into one of two major categories: sur-
face and subsurface (or underground) mining.

History
Many metals occur in their native state or in readily accessible ores.

Thus, the working of metals (metallurgy) actually dates much farther back
than does the mining industry itself. Some of the earliest known mines were
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those developed by the Greeks in the sixth century B.C. By the time the
Roman Empire reached its peak, it had established mining sites through-
out the European continent, in the British Isles, and in parts of North Africa.
Some of the techniques used to shore up underground mines still in use to-
day were introduced as far back as the Greek and Roman civilizations.

Exploration
Until the beginning of the twentieth century, prospecting (exploring

an area in search of mineral resources) took place in locations where ores
were readily available. During the California and Alaska gold rushes of
the nineteenth century, prospectors typically found the ores they were
seeking in outcrops visible to the naked eye or by separating gold and sil-
ver nuggets from stream beds. Over time, of course, the supply of these
readily accessible ores was exhausted and different methods of mining
were developed.

Surface mining
When an ore bed has been located relatively close to Earth’s sur-

face, it can be mined by surface techniques. Surface mining is generally
a much preferred approach to mining because it is less expensive and safer
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Words to Know

Adit: A horizontal tunnel constructed to gain access to underground
mineral deposits.

Metallurgy: Science and technology of extracting metals from their
ores and refining them for use.

Ore: A mineral compound that is mined for one of the elements it
contains, usually a metal element.

Overburden: Rocky material that must be removed in order to gain
access to an ore or coal bed.

Prospecting: The act of exploring an area in search of mineral
deposits or oil.

Shaft: A vertical tunnel constructed to gain access to underground
mineral deposits.



than subsurface mining. In fact, about 90 percent of the rock and mineral
resources mined in the United States and more than 60 percent of the na-
tion’s coal is produced by surface mining techniques.

Surface mining can be subdivided into two large categories: open-
pit mining and strip mining. Open-pit mining is used when an ore bed
covers a very large area in both distance and depth. Mining begins when
scrapers remove any non-ore material (called overburden) on top of the
ore. Explosives are then used to blast apart the ore bed itself. Fragments
from the blasting are hauled away in large trucks. As workers dig down-
ward into the ore bed, they also expand the circular area in which they
work. Over time, the open-pit mine develops the shape of a huge bowl
with terraces or ledges running around its inside edge. The largest open-
pit mine in the United States has a depth of more than 0.5 mile (0.8 kilo-
meter) and a diameter of 2.25 miles (3.6 kilometers). Open-pit mining
continues until the richest part of the ore bed has been excavated.

When an ore bed covers a wide area but is not very deep, strip min-
ing is used. It begins the same as open-pit mining, with scrapers and other
machines removing any overburden. This step involves the removal of two
long parallel rows of material. As the second row is dug, the overburden
removed is dumped into the first row. The ore exposed in the second row
is then extracted. When that step has been completed, machines remove
the overburden from a third parallel row, dumping the material extracted
into the second row. This process continues until all the ore has been re-
moved from the area. Afterward, the land typically resembles a washboard
with parallel rows of hills and valleys consisting of excavated soil.

Subsurface mining
Ores and other mineral resources may often lie hundreds or thou-

sands of feet beneath Earth’s surface. Because of this, their extraction is
difficult. To gain access to these resources, miners create either a hori-
zontal tunnel (an adit) or a vertical tunnel (a shaft). To ensure the safety
of workers, these tunnels must be reinforced with wooden timbers and ceil-
ings. In addition, ventilation shafts must be provided to allow workers a
sufficient supply of air, which is otherwise totally absent within the mine.

Once all safety procedures have been completed, the actual mining
process begins. In many cases, the first step is to blast apart a portion of
the ore deposit with explosives. The broken pieces obtained are then col-
lected in carts or railroad cars and taken to the mine opening.

Other techniques for the mining of subsurface resources are also
available. The removal of oil and natural gas by drilling into Earth’s sur-
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face are well-known examples. Certain water-soluble minerals can be re-
moved by dissolving them with hot water that is piped into the ground
under pressure. The dissolved minerals are then carried to the surface.

Environmental issues
In general, subsurface mining is less environmentally hazardous than

surface mining. One problem with subsurface mining is that underground
mines sometimes collapse, resulting in the massive sinking of land above
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them. Another problem is that waste materials produced during mining
may be dissolved by underground water, producing water solutions that
are poisonous to plant and animal life.

In many parts of the United States, vast areas of land have been laid
bare by strip mining. Often, it takes many years for vegetation to start re-
growing once more. Even then, the land never quite assumes the appear-
ance it had before mining began. Strip mining also increases land ero-
sion, resulting in the loss of soil and in the pollution of nearby waterways.

[See also Coal; Minerals; Precious metals]

‡�Mole
In chemistry, a mole is a certain number of particles, usually of atoms or
molecules. In theory, one could use any number of different terms for
counting particles in chemistry. For example, one could talk about a dozen
(12) particles or a gross (144) of particles. The problem with these terms
is that they describe far fewer particles than one usually encounters in
chemistry. Even the tiniest speck of sodium chloride (table salt), for ex-
ample, contains trillions and trillions of particles.

The term mole, by contrast, refers to 6.022137 � 1023 particles.
Written out in the long form, it’s 602,213,700,000,000,000,000,000 par-
ticles. This number is very special in chemistry and is given the name
Avogadro’s number, in honor of Italian chemist and physicist Amadeo
Avogadro (1776–1856), who first suggested the concept of a molecule.

A unit like the mole (abbreviated mol) is needed because of the way
chemists work with and think about matter. When chemists work in the
laboratory, they typically handle a few grams of a substance. They might
mix 15 grams of sodium with 15 grams of chlorine. But when substances
react with each other, they don’t do so by weight. That is, one gram of
sodium does not react exactly with one gram of chlorine.

Instead, substances react with each other atom-by-atom or molecule-
by-molecule. In the above example, one atom of sodium combines with
one atom of chlorine. This ratio is not the same as the weight ratio because
one atom of sodium weighs only half as much as one atom of chlorine.

The mole unit, then, acts as a bridge between the level on which
chemists actually work in the laboratory (by weight, in grams) and the way
substances actually react with each other (by individual particles, such as
atoms). One mole of any substance—no matter what substance it is—always
contains the same number of particles: the Avogadro number of particles.
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Think of what this means in the reaction between sodium and 
chlorine. If a chemist wants this reaction to occur completely, then ex-
actly the same number of particles of each must be added to the mixture.
That is, the same number of moles of each must be used. One can say: 1
mole of sodium will react completely with 1 mole of chlorine. It’s easy
to calculate a mole of sodium; it is the atomic weight of sodium (22.98977)
expressed in grams. And it’s easy to calculate a mole of chlorine; it is 
the molecular weight of chlorine (70.906) expressed in grams. This con-
version allows the chemist to weigh out exactly the right amount of sodium
and chlorine to make sure the reaction between the two elements goes 
to completion.

‡�Molecular biology
Molecular biology is the study of life at the level of atoms and molecules.
Suppose, for example, that one wishes to understand as much as possible
about an earthworm. At one level, it is possible to describe the obvious
characteristics of the worm, including its size, shape, color, weight, the
foods it eats, and the way it reproduces.

Long ago, however, biologists discovered that a more basic under-
standing of any organism could be obtained by studying the cells of which
that organism is made. They could identify the structures of which cells
are made, the way cells change, the substances needed by the cell to sur-
vive, products made by the cell, and other cellular characteristics.

Molecular biology takes this analysis of life one step further. It at-
tempts to study the molecules of which living organisms are made in much
the same way that chemists study any other kind of molecule. For exam-
ple, they try to find out the chemical structure of these molecules and the
way this structure changes during various life processes, such as repro-
duction and growth. In their research, molecular biologists make use of
ideas and tools from many different sciences, including chemistry, biol-
ogy, and physics.

The Central Dogma
The key principle that dominates molecular biology is known as the

Central Dogma. (A dogma is an established belief.) The Central Dogma
is based on two facts. The first fact is that the key players in the way any
cell operates are proteins. Proteins are very large, complex molecules made
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of smaller units known as amino acids. A typical protein might consist,
as an example, of a few thousand amino acid molecules joined to each
other end-to-end. Proteins play a host of roles in cells. They are the build-
ing blocks from which cell structures are made; they act as hormones
(chemical messengers) that deliver messages from one part of a cell to an-
other or from one cell to another cell; and they act as enzymes, compounds
that speed up the rate at which chemical reactions take place in cells.

The second basic fact is that proteins are constructed in cells based
on master plans stored in molecules known as deoxyribonucleic acids
(DNA) present in the nuclei of cells. DNA molecules consist of very long
chains of units known as nucleotides joined to each other end-to-end. The
sequence in which nucleotides are arranged act as a kind of code that tells
a cell what proteins to make and how to make them.

The Central Dogma, then, is very simple and can be expressed as
follows:
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Amino acid: An organic compound from which proteins are made.

Cell: The basic unit of a living organism; cells are structured to per-
form highly specialized functions.

Cytoplasm: The semifluid substance of a cell containing organelles and
enclosed by the cell membrane.

DNA (deoxyribonucleic acid): The genetic material in the nucleus of
cells that contains information for an organism’s development.

Enzyme: Any of numerous complex proteins that are produced by living
cells and spark specific biochemical reactions.

Hormone: A chemical produced in living cells that is carried by the
blood to organs and tissues in distant parts of the body, where it reg-
ulates cellular activity.

Nucleotide: A unit from which DNA molecules are made.

Protein: A complex chemical compound that consists of many amino
acids attached to each other that are essential to the structure and
functioning of all living cells.

Ribosome: Small structures in cells where proteins are produced.



DNA * mRNA * proteins

What this equation says in words is that the code stored in DNA
molecules in the nucleus of a cell is first written in another kind of mol-
ecule known as messenger ribonucleic acid (mRNA). Once they are con-
structed, mRNA molecules leave the nucleus and travel out of the nucleus
into the cytoplasm of the cell. They attach themselves to ribosomes, struc-
tures inside the cytoplasm where protein production takes place. Amino
acids that exist abundantly in the cytoplasm are then brought to the ribo-
somes by another kind of RNA, transfer RNA (tRNA), where they are
used to construct new protein molecules. These molecules have their struc-
ture dictated by mRNA molecules which, in turn, have structures origi-
nally dictated by DNA molecules.

Significance of molecular biology
The development of molecular biology has provided a new and com-

pletely different way of understanding living organisms. We now know,
for example, that the functions a cell performs can be described in chem-
ical terms. Suppose that we know that a cell makes red hair. What we
have learned is that the reason the cell makes red hair is that DNA mol-
ecules in its nucleus carry a coded message for red-hair-making. That
coded message passes from the cell’s DNA to its mRNA. The mRNA
then directs the production of red-hair proteins.

The same can be said for any cell function. Perhaps a cell is re-
sponsible for producing antibodies against infection, or for making the
hormone insulin, or assembling a sex hormone. All of these cell functions
can be specified as a set of chemical reactions.

But once that fact has been realized, then humans have exciting new
ways of dealing with living organisms. If the master architect of cell func-
tions is a chemical molecule (DNA), then that molecule can be changed,
like any other chemical molecule. If and when that happens, the functions
performed by the cell are also changed. For these reasons, the develop-
ment of molecular biology is regarded by many people as one of the great-
est revolutions in all of scientific history.

‡�Molecule
A molecule is a particle consisting of two or more atoms joined to each
other by means of a covalent bond. (Electrons are shared in covalent
bonds.) There are a number of different ways of representing molecules.
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One method is called an electron-dot diagram,
which shows the atoms included in the molecule
and the electron pairs that hold the atoms to-
gether. Another method is the ball-and-stick
model, in which the atoms present in the mole-
cule are represented by billiard-ball-like spheres;
the bonds that join them are represented by
wooden sticks. A third method is called a space-
filling model, which shows the relative size of
the atoms in the molecule and the way the atoms
are actually arranged in space (see Figure 1).

Formation of compounds
A compound is formed when two atoms of

an element react with each other. For example,
water is formed when atoms of hydrogen react
with atoms of oxygen. The reaction between two
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Words to Know

Atom: The smallest particle of which an element can exist.

Chemical bond: An electrical force of attraction that holds two atoms
together.

Covalent bond: A chemical bond formed when two atoms share a pair
of electrons with each other.

Compound: A substance consisting of two or more elements in specific
proportions.

Element: A pure substance that cannot be broken down into anything
simpler by ordinary chemical means.

Molecular formula: A shorthand method for representing the composi-
tion of a molecule using symbols for the type of atoms involved and
subscripts for the number of atoms involved.

Molecule: A particle formed when two or more atoms join together.

Structural formula: The chemical representation of a molecule that
shows how the atoms are arranged within the molecule.

O2
(oxygen)

H2
(hydrogen)

N2
(nitrogen)

CO
(carbon monoxide)

C O

CO2
(carbon dioxide)

H2O
(water)

O

O O O

O

N N

H

H H

H

C

Figure 1. Space-filling mod-

els of various elements.

(Reproduced by permission of

The Gale Group.)



atoms always involves the exchange of electrons between the two atoms.
One atom tends to lose one or more electrons, and the other atom tends
to gain that (or those) electrons.

In general, this exchange of electrons can occur in two ways. First,
one atom can completely lose its electrons to the second atom. The first
atom, with fewer electrons than usual, becomes a positively charged par-
ticle called a cation. The second, with more electrons than usual, becomes
a negatively charged particle called an anion. A compound formed in this
way consists of pairs of ions, some positive and some negative. The ions
stay together because they carry opposite electric charges, and opposite
electric charges attract each other.

Sodium chloride is a compound that consists of ions. There is no
such thing as a molecule of sodium chloride. Instead, sodium chloride
consists of sodium ions and chloride ions.

In many instances, the reaction between two atoms does not involve
a complete loss and gain of electrons. Instead, electrons from both atoms
are shared between the two atoms. In some cases, the sharing is equal, or
nearly equal, with the electrons spending about half their time with each
atom. In other cases, one atom will exert a somewhat stronger force on
the electrons than the other atom. In that instance, the electrons are still
shared by the two atoms—but not equally.

Electrons shared between two atoms are said to form a covalent
bond. The combination of atoms joined to each other by means of a co-
valent bond is a molecule.

Polar and nonpolar molecules
Consider the situation when the electrons that make up a covalent

bond spend more time with one atom than with the other. In that case,
the atom that has the electrons more often will be slightly more negative
than the other atom. The molecule that contains this arrangement is said
to be a polar molecule. The term polar suggests a separation of charges,
like the separation of magnetic force in a mag-
net with north and south poles.

But now think of a molecule in which the
electrons in a covalent bond are shared equally—
or almost equally. In that case, both atoms have
the electrons about the same amount of time,
and the distribution of negative electrical charge
is about equal. There is no separation of charges,
and the molecule is said to be nonpolar.
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Formulas
Molecular formulas. The structure of a molecule can be represented
by a molecular formula. A molecular formula indicates the elements pre-
sent in the molecule as well as the ratio of those elements. For example,
the molecular formula for water is H2O. That formula tells you, first of
all, that two elements are present in the compound, hydrogen (H) and oxy-
gen (O). The formula also tells that the ratio of hydrogen to oxygen in
the compound is 2 to 1. (There is no 1 following the O in H2O. If no
number is written in as a subscript, it is understood to be 1.)

Structural formulas. A structural formula gives the same informa-
tion as a molecular formula—the kind and number of atoms present—
plus one more piece of information: the way those atoms are arranged
within the molecule. As you’ll notice in Figure 2, structural formulas help
differentiate between substances that share identical molecular formulas,
such as ethyl alcohol and methyl ether.

[See also Atom; Chemical bond; Compound, chemical; Element,
chemical; Formula, chemical]

‡�Mollusks
Mollusks belong to the phylum Mollusca and make up the second largest
group of invertebrates (animals lacking backbones) after the arthropods.
Over 100,000 species of mollusks have been identified. Restaurant menus
often include a variety of mollusk dishes, such as oysters on the half-shell,
steamed mussels, fried clams, fried squid, or escargots.

Mollusks have certain characteristic features, including a head with
sense organs and a mouth, a muscular foot, a hump containing the di-
gestive and reproductive organs, and an envelope of tissue (called the
mantle) that usually secretes a hard, protective shell. Practically all of the
shells found on beaches and prized by collectors belong to mollusks.
Among the more familiar mollusks are snails, whelks, conchs, clams, mus-
sels, scallops, oysters, squid, and octopuses. Less noticeable, but also com-
mon, are chitons, cuttlefish, limpets, nudibranchs, and slugs.

Classes of mollusks
The largest number of species of mollusks are in the class Gas-

tropoda, which includes snails with a coiled shell and others lacking a
shell. The next largest group are the bivalves (class Bivalvia), the chitons
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(class Amphineura), and octopus and squid, (class Cephalopoda). Other
classes of mollusks are the class Scaphopoda, consisting of a few species
of small mollusks with a tapered, tubular shell, and the class Monopla-
cophora. The last of these classes was once thought to be extinct, but a
few living species have been found in the ocean depths. Some fossil shells
recognizable as gastropods and bivalves have been found in rocks 570
million years old.

Evolutionary patterns
Mollusks provide a clear example of adaptive radiation. Adaptive

radiation is the process by which closely related organisms gradually
evolve in different directions in order to take advantage of specialized
parts of the environment. The gastropods and bivalves were originally
marine organisms, living in salt water. They subsequently evolved to take
advantage of freshwater habitats. Without much change in their outward
appearance, these animals developed physiological mechanisms to retain
salts within their cells, a problem they did not face as marine organisms.
This new development prevented excessive swelling of their bodies from
intake of freshwater.

Several groups of freshwater snails then produced species adapted to
life on land. The gills they originally used for the extraction of oxygen
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from water were transformed in land snails into lungs, which extract oxy-
gen from air. Similarly, the excretion of ammonia typical of aquatic mol-
lusks evolved into uric acid excretion typical of birds and reptiles.

‡�Momentum
The momentum of an object is defined as the mass of the object multi-
plied by the velocity of the object. Mathematically, that definition can be
expressed as p � m � v, where p represents momentum, m represents
mass, and v represents velocity.

In many instances, the mass of an object is measured in kilograms
(kg) and the velocity in meters per second (m/s). In that case, momentum
is measured in kilogram-meters per second (kg � m/s). Recall that veloc-
ity is a vector quantity. That is, the term velocity refers both to the speed
with which an object is moving and to the direction in which it is mov-
ing. Since velocity is a vector quantity, then momentum must also be a
vector quantity.

Conservation of momentum
Some of the most common situations involving momentum are those

in which two moving objects collide with each other or in which a mov-
ing object collides with an object at rest. For example, what happens when
two cars approach an intersection at the same time, do not stop, but col-
lide with each other? In which direction will the cars be thrown, and how
far will they travel after the collision?

The answer to that question can be obtained from the law of con-
servation of momentum, which says that the total momentum of a system
before some given event must be the same as the total momentum of the
system after the event. In this case, the total momentum of the two cars
moving toward the intersection must be the same as the total momentum
of the cars after the collision.

Suppose that the two cars are of very different sizes, a large Cadil-
lac with a mass of 1,000 kilograms and a small Volkswagen with a mass
of 500 kilograms, for example. If both cars are traveling at a velocity 
of 10 meters per second (mps), then the total momentum of the two cars
is (for the Cadillac) 1,000 kg � 10 mps plus (for the Volkswagen) 500
kg � 10 mps � 10,000 kg � mps � 5,000 kg � mps � 15,000 kg � mps.
Therefore, after the collision, the total momentum of the two cars must
still be 15,000 kg � mps.
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Applications
A knowledge of the laws of momentum is very important in many

occupations. For example, the launch of a rocket provides a dramatic ap-
plication of momentum conservation. Before launch, the rocket is at rest
on the launch pad, so its momentum is zero. When the rocket engines
fire, burning gases are expelled from the back of the rocket. By virtue of
the law of conservation of momentum, the total momentum of the rocket
and fuel must remain zero. The momentum of the escaping gases is re-
garded as having a negative value because they travel in a direction op-
posite to that of the rocket’s intended motion. The rocket itself, then, must
have momentum equal to that of the escaping gases, but in the opposite
(positive) direction. As a result, the rocket moves forward.

[See also Conservation laws; Mass; Laws of motion]

‡�Monsoon
A monsoon is a seasonal change in the direction of the prevailing wind.
This wind shift typically brings about a marked change in local weather.
Monsoons are often associated with rainy seasons in the tropics (the ar-
eas of Earth within 23.5 degrees latitude of the equator) and the subtrop-
ics (areas between 23.5 and about 35 degrees latitude, both north and
south). In these areas, life is critically dependent on the monsoon rains.
A weak monsoon rainy season may cause drought, crop failures, and hard-
ship for people and wildlife. However, heavy monsoon rains have caused
massive floods that have killed thousands of people.

Many parts of the world experience monsoons to some extent. Prob-
ably the most famous are the Asian monsoons, which affect India, China,
Japan, and Southeast Asia. Monsoons also impact portions of central
Africa, where their rain is critical to supporting life in the area south of
the Sahara Desert. Lesser monsoon circulations affect parts of the south-
western United States. These summer rainy periods bring much needed
rain to the dry plateaus of Arizona and New Mexico.

General monsoon circulation
Monsoons, like most other winds, occur in response to the Sun heat-

ing the atmosphere. In their simplest form, monsoons are caused by dif-
ferences in temperatures between the oceans and continents. They are most
likely to form where a large continental landmass meets a major ocean
basin. During the early summer, the landmasses heat up more quickly than
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ocean waters. The relatively warm land surface then heats the air over it,
causing the air to convect, or rise. The convection of warm air produces
an area of low pressure near the land surface. Meanwhile, air over the
cooler ocean waters is humid, more dense, and under higher pressure.

The atmosphere always tries to maintain a balance by having air move
into areas of low pressure from surrounding areas of high pressure. This
movement is known as wind. Thus during the summer, oceanic air flows
toward the low pressure over land. This flow is continually supplied by
cooler oceanic air sinking from higher levels in the atmosphere. In the up-
per atmosphere, the rising continental (landmass) air is drawn outward over
the oceans to replace the sinking oceanic air, thus completing the cycle.
In this way a large vertical circulation cell is set up, driven by solar heat-
ing. At the surface, the result is a constant wind flowing from sea to land.

As it flows onto shore, the moist ocean air is pulled upward as part
of the convecting half of the circulation cell. The rising air cools and soon
can no longer contain moisture. Eventually rain clouds form. Rain clouds
are especially likely to occur when the continental areas have higher el-
evations (mountains, plateaus, etc.) because the humid ocean air is forced
upward over these barriers, causing widespread cloud formation and heavy
rains. This is the reason why the summer monsoon forms the rainy sea-
son in many tropical areas.
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Words to Know

Circulation cell: A circular path of air, in which warm air rises from
the surface, moves to cooler areas, sinks back down to the surface,
then moves back to near where it began. The air circulation sets up
constant winds at the surface and aloft.

Convection: The rising of warm air from the surface of Earth.

Jet stream: High-speed winds that circulate around Earth at altitudes
of 7 to 12 miles (12 to 20 kilometers) and affect weather patterns at
the surface.

Subtropics: Regions between 23.5 and about 35 degrees latitude, in
both the northern and southern hemispheres, which surround the tropics.

Tropics: Regions of Earth’s surface lying within 23.5 degrees latitude
of the equator.



In the late fall and early winter, the situation is reversed. Land sur-
faces cool off quickly in response to cooler weather, but the same prop-
erty of water that makes it slow to absorb heat also causes it to cool slowly.
As a result, continents are usually cooler than the oceans surrounding
them during the winter. This sets up a new circulation in the reverse di-
rection: air over the sea, now warmer than that over the land, rises and is
replaced by winds flowing off the continent. The continental winds are
supplied by cooler air sinking from aloft. At upper atmospheric levels,
the rising oceanic air moves over the land to replace the sinking conti-
nental air. Sinking air (high pressure) prevents the development of clouds
and rain, so during the winter monsoon continental areas are typically
very dry. This winter circulation causes a prevailing land-to-sea wind un-
til it collapses with the coming of spring.

The monsoon of India
The world’s most dramatic monsoon occurs in India. During the

early summer months, increased solar heating begins to heat the Indian
subcontinent, which would tend to set up a monsoon circulation cell be-
tween southern Asia and the Indian Ocean. However, the development of
the summer monsoon is delayed by the subtropical jet stream.

Jet streams are great rivers of air that ring Earth at levels in the at-
mosphere ranging from 7 to 8 miles (11 to 13 kilometers) above the sur-
face. The subtropical jet stream is a permanent feature, flowing westerly
(from west to east). It migrates over the year in response to the seasons,
moving northward to higher latitudes in the summer and southward in the
winter.

As summer progresses, the subtropical jet slides northward. The ex-
tremely high Himalayan mountains present an obstacle for the jet; it must
“jump over” the mountains and reform over central Asia. When it finally
does so, a summer monsoon cell develops. The transition can be very fast:
the Indian monsoon has a reputation for appearing suddenly as soon as
the subtropical jet stream is out of the way. As the air is forced to rise
over the foothills of the Himalayas, it causes constant, heavy rains, often
resulting in destructive flooding. The town of Cherrapunji, India, located
on the Himalayan slopes, receives an annual rainfall of over 36 feet (11
meters), making it one of the wettest places on Earth.

When the monsoon fails
The importance of monsoons is demonstrated by the experience of

the Sahel, a band of land on the southern fringe of Africa’s Sahara Desert.
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The rains of the seasonal monsoon normally transform this arid (dry) area
to a grassland suitable for grazing livestock. The wetter southern Sahel
can support farming, and many residents migrated to the area during the
years of strong monsoons. Beginning in the late 1960s, however, the an-
nual monsoons began to fail. The pasture areas in the northern Sahel dried
up, forcing wandering herders and their livestock southward in search of
pasture and water. The monsoon rains did not return until 1974. In the
intervening six years, the area suffered devastating famines and loss of
life, both human and animal.

[See also Atmospheric circulation; El Niño]

‡�Moon
The Moon is a roughly spherical, rocky body orbiting Earth at an aver-
age distance of 240,00 miles (385,000 kilometers). It measures about
2,160 miles (3,475 kilometers) across, a little over one-quarter of Earth’s
diameter. Earth and the Moon are the closest in size of any known planet
and its satellite, with the possible exception of Pluto and its moon Charon.

The Moon is covered with rocks, boulders, craters, and a layer of
charcoal-colored soil from 5 to 20 feet (1.5 to 6 meters) deep. The soil
consists of rock fragments, pulverized rock, and tiny pieces of glass. Two
types of rock are found on the Moon: basalt, which is hardened lava; and
breccia, which is soil and rock fragments that have melted together.

Elements found in Moon rocks include aluminum, calcium, iron,
magnesium, titanium, potassium, and phosphorus. In contrast with Earth,
which has a core rich in iron and other metals, the Moon appears to con-
tain very little metal. The apparent lack of organic compounds rules out
the possibility that there is, or ever was, life on the Moon.

The Moon has no weather, no wind or rain, and no air. As a result,
it has no protection from the Sun’s rays or meteorites and no ability to
retain heat. Temperatures on the Moon have been recorded in the range
of 280°F (138°C) to �148°F (�100°C).

Formation of the Moon
Both Earth and the Moon are about 4.6 billion years old, a fact that

has led to many theories about their common origin. Before the 1970s,
scientists held to one of three competing theories about the origin of the
Moon: the fission theory, the simultaneous creation theory, and the cap-
ture theory.
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The fission theory stated that the Moon spun off from Earth early
in its history. The Pacific basin was the scar left by the tearing away of
the Moon. The simultaneous creation theory stated that the Moon and
Earth formed at the same time from the same planetary building blocks
that were floating in space billions of years ago. The capture theory stated
that the Moon was created somewhere else in the solar system and cap-
tured by Earth’s gravitational field as it wandered too close to the planet.

After scientists examined the age and composition of lunar rocks
brought back by Apollo astronauts, they discarded these previous theo-
ries and accepted a new one: the giant impact theory (also called the 
Big Whack model). This theory states that when Earth was newly formed,
it was sideswiped by a celestial object that was at least as massive as 
Mars. (Some scientists contend the object was two to three times the 
mass of Mars.) The collision spewed a ring of crustal matter into space.
While in orbit around Earth, that matter gradually combined to form 
the Moon.

1 2 9 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Moon

A photo of the full moon

taken from Apollo 17. The

flatter regions—called

mares—appear as dark areas

because they reflect less

light. The highlands are

lighter in color and have 

a more rugged surface.

(Reproduced by permission 

of JLM Visuals.)



The evolution of the Moon has been completely different from that
of Earth. For about the first 700 million years of the Moon’s existence,
it was struck by great numbers of meteorites. They blasted out craters of
all sizes. The sheer impact of so many meteorites caused the Moon’s crust
to melt. Eventually, as the crust cooled, lava from the interior surfaced
and filled in cracks and some crater basins. These filled-in basins are the
dark spots we see when we look at the Moon.

To early astronomers, these dark regions appeared to be bodies of
liquid. In 1609, Italian astronomer Galileo Galilei became the first per-
son to observe the Moon through a telescope. He named these dark patches
“maria,” Latin for “seas.”

In 1645, Polish astronomer Johannes Hevelius, known as the father
of lunar topography, charted 250 craters and other formations on the Moon.
Many of these were later named for philosophers and scientists, such as
Danish astronomer Tycho Brahe, Polish astronomer Nicolaus Copernicus,
German astronomer Johannes Kepler, and Greek philosopher Plato.

Humans on the Moon
All Earth-based study of the Moon has been limited by one factor:

only one side of the Moon ever faces Earth. The reason is that the Moon’s
rotational period is equal to the time it takes the Moon to complete one
orbit around Earth. It wasn’t until 1959, when the former Soviet Union’s
space probe Luna 3 traveled to the far side of the Moon that scientists
were able to see the other half for the first time.

Then in 1966, the Soviet Luna 9 became the first object from Earth
to land on the Moon. It took television footage showing that lunar dust,
which scientists had anticipated finding, did not exist. The fear of en-
countering thick layers of dust was one reason both the Soviet Union and
the United States hesitated sending a man to the moon.

Just three years later, on July 20, 1969, U.S. astronauts Neil Arm-
strong and Edwin “Buzz” Aldrin aboard Apollo 11 became the first humans
to walk on the Moon. They collected rock and soil samples, from which
scientists learned the Moon’s elemental composition. There were five more
lunar landings in the Apollo program between 1969 and 1972. To this day,
the Moon remains the only celestial body to be visited by humans.

Water on the Moon?
In late 1996, scientists announced the possibility that water ice ex-

isted on the Moon. Clementine, a U.S. Defense Department spacecraft, had

1 2 9 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Moon



been launched in January 1994 and orbited the Moon for four months. It
surveyed a huge depression in the south polar region called the South Pole-
Aitken basin. Nearly four billion years ago, a massive asteroid had gouged
out the basin. It stretches 1,500 miles (2,415 kilometers) and in places is
as deep as 8 miles (13 kilometers), deeper than Mount Everest is high.

Areas of this basin are never exposed to sunlight, and temperatures
there are estimated to be as low as �387°F (�233°C). While scanning
these vast areas with radar signals, Clementine discovered what appeared
to be ice crystals mixed with dirt. Scientists speculated that the crystals
made up no more the 10 percent of the material in the region. They be-
lieve the ice is the residue of moisture from comets that struck the Moon
over the last three billion years.

To learn more about the Moon and this possible ice, the National
Aeronautics and Space Administration (NASA) launched the Lunar
Prospector in January 1998. This was NASA’s first mission back to the
Moon in 25 years. As the name of this small, unmanned spacecraft implied,
its nineteen-month mission was to “prospect” the surface composition of
the Moon, providing a detailed map of minerals, water ice, and certain gases.
It also took measurements of magnetic and gravity fields, and tried to pro-
vide scientists with information regarding the size and content of the Moon’s
core. For almost a year, Lunar Prospector orbited the Moon at an altitude
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of 62 miles (100 kilometers). Then, in December 1998, NASA lowered its
orbit to an altitude of 25 miles (40 kilometers). On July 31, 1999, in a con-
trolled crash, the spacecraft settled into a crater near the south pole of the
Moon. If there were water at the crash site, the spacecraft’s impact would
have thrown up a huge plume of water vapor that could have been seen by
spectroscopes at the Keck Observatory on Mauna Kea, Hawaii, and other
telescopes like the orbiting Hubble Space Telescope. However, no such
plume was observed. For scientists, the question of whether there is hidden
ice on the Moon, delivered by impacting comets, is still open. It is esti-
mated that each pole on the Moon may contain up to 1 billion tons (900
million metric tons) of frozen water ice spread throughout the soil.

[See also Orbit; Satellite; Spacecraft, manned]

‡�Mounds, earthen
Earthen mounds are raised banks or hills built by prehistoric humans al-
most entirely out of soil or earth. Found in many different parts of the
world, these mounds vary in size and shape, and most were built by an-
cient peoples as burial places or to serve some ceremonial purpose. The
greatest number and the most famous earthen mounds were built by early
Native Americans.

Mounds are made by people
An earthen mound is an above-ground pile of earth that often looks

like a large, rounded bump on Earth’s surface or sometimes more like a
normal, natural hill. Mounds still exist in many parts of the world and
were usually built by humans long ago to bury their dead. Different coun-
tries and cultures call them by different names, and they range in size
from a few feet or meters across to huge, pyramidlike structures that con-
tain tons of earth. Although the earthen mounds found today in North
America are similar to those discovered in Europe and Asia, these Amer-
ican mounds are so numerous and varied that the name “mound builders”
has come to refer to those early Native Americans who constructed large
monuments out of earth.

Different mounds for different purposes
Tens of thousands of earthen mounds can still be seen from the Cana-

dian provinces of Ontario and Manitoba south to Florida, and from the
Atlantic Ocean to the Mississippi River. They were built by several dif-
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ferent groups of Native American people who may have lived as long ago
as 1000 B.C. While these mounds take many forms and served different
purposes, with each in a sense telling its own story, all were built entirely
by hand, usually by piling up earth one basket-full at a time. Some served
as burial mounds for the honored dead, while other flat-topped mounds
were parts of large cities or towns and held temples or ceremonial build-
ings, and still others were built in the shape of giant animals. These huge,
raised mounds are easily recognizable from the air and resemble the out-
line of a certain animal, like a snake, bird, or bear. They are called “ef-
figy mounds” (pronounced EFF-ih-jee). Today we realize that the mound
builders were not a single group of people, and that their mounds were
not built only one way for a single purpose.

Early investigators
When Spanish explorer Hernando de Soto (c.1496–1542) landed 

in Florida in 1539 and traveled southwest, he wrote of noticing that each
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native town he encountered had one or more of these high, artificial
mounds. Over 200 years later, one of the first people to investigate these
American mounds was Thomas Jefferson (1743–1826), who went on to
become third president of the United States. Sometime around 1780, when
Jefferson was governor of Virginia, he excavated or dug up and exposed
some of the burial mounds in Virginia. Digging carefully, Jefferson ap-
proached this job as a modern archaeologist would, and although he un-
covered many human skeletons, he was not searching just for buried trea-
sure or ancient goods. Despite his belief that these mounds were the work
of Native Americans, a myth soon grew up that they were instead built
by some sophisticated lost people who had lived long before. This wrong
notion persisted for quite some time, until it was finally disproved dur-
ing the 1880s by surveying and excavating teams sponsored by the Smith-
sonian Institution. Their work eventually demonstrated that these myste-
rious mounds were the work of ancient Native Americans, and the mounds
eventually came to be protected by state laws.

Adena burial mounds
One of the earliest groups of Native American mound builders was

located in the Ohio River valley. Today, the people of this group are
known as the people of the Adena culture. These people probably be-
lieved in some sort of afterlife because they conducted burial ceremonies
and built mounds for their dead. Many of these began as single heaps of
earth covered by simple monuments of stone and other materials. As bod-
ies were later added to a mound, it grew in size, and sometimes special
earth-covered log tombs were built to contain high-ranking tribe mem-
bers. Often they would be buried with objects such as pipes, pottery, axes,
and other gifts. One of the largest Adena mounds, measuring about 70
feet (21 meters) high, is in West Virginia.

Hopewell mounds
The Adena people were succeeded by the Hopewell culture in what

is now Michigan, Wisconsin, Ohio, Indiana, Iowa, and Missouri. This
group is named after a farm in Ohio where about 30 mounds are located.
The people of the Hopewell culture traveled and traded as far away 
as Florida, bringing back shark teeth and seashells to bury with their 
dead. They built more mounds than the Adena people, and the largest, 
in Newark, Ohio, includes a raised ridge that surrounds about 50 acres
(20 hectares) of land. Their mounds almost always contained gifts for
their dead.
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Mississippian culture
The Hopewell culture eventually declined for some reason, and they

were succeeded by what we call the Mississippians, because these peo-
ple made their mounds in the Mississippi valley. They were naturally more
advanced, and built actual cities with many flat-topped pyramids. Their
mounds served as foundations for temples or special buildings as well as
for burial places. It is thought that they adopted many of the customs they
encountered during their trade visits to Mexico. One of the largest mound
sites in the United States is Poverty Point, near Epps, Louisiana. It may
be 3,000 years old and probably served as a ceremonial center for the cul-
ture of the time. It consists of a group of six octagons (eight-sided shapes),
spreading out one within the other, with the outer octagon having a di-
ameter of about 4,000 feet (1,220 meters).

Importance of mounds
The existence of these mounds tell us something about the people

who built them, especially when they contain objects. Study and under-
standing of the mounds can tell us something about that group’s society,
or how they lived and what they were like. Most important, the mounds
are proof that advanced cultures existed in ancient America long before
the Europeans came. We now know that we should recognize and respect
these cultures, preserving and protecting what they have left behind.

‡�Mountain
A mountain is any landmass on Earth’s surface that rises to a great height
in comparison to its surrounding landscape. Mountains usually have more-
or-less steep sides meeting in a summit that is much narrower in width
than the mountain’s base.

Although single mountains exist, most occur as a group, called a
mountain range. A group of ranges that share a common origin and form
is known as a mountain system. A group of systems is called a mountain
chain. Finally, a complex group of continental (land-based) ranges, sys-
tems, and chains is called a mountain belt or cordillera (pronounced kor-
dee-YARE-ah).

The greatest mountain systems are the Alps of Europe, the Andes
of South America, the Himalayas of Asia, and the Rockies of North Amer-
ica. Notable single peaks in these systems include Mont Blanc (Alps),
Aconcagua (Andes), Everest (Himalayas), and Elbert (Rockies). The 
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Himalayas is the world’s highest mountain system, containing some 30
peaks rising to more than 25,000 feet (7,620 meters). Included among
these peaks is the world’s highest, Mount Everest, at 29,028 feet (8,848
meters) above sea level. North America’s highest peak is Mount McKin-
ley, part of the Alaska Range, which rises 20,320 feet (6,194 meters).

Mountains, like every other thing in the natural world, go through
a life cycle. They rise from a variety of causes and wear down over time
at various rates. Individual mountains do not last very long in the pow-
erfully erosive atmosphere of Earth. Mountains on the waterless world of
Mars are billions of years old, but Earth’s peaks begin to fracture and dis-
solve as soon as their rocks are exposed to the weathering action of wind
and rain. This is why young mountains are high and rugged, while older
mountains are lower and smoother.

Mountain building
Mountain building (a process known as orogeny [pronounced o-RA-

je-nee]) occurs mainly as a result of movements in the surface of Earth. The
thin shell of rock covering the globe is called the crust, which varies in depth
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Belt: Complex group of continental mountain ranges, systems, and
chains.

Chain: Group of mountain systems.

Crust: Thin layer of rock covering the planet.

Lithosphere: Rigid uppermost section of the mantle combined with the
crust.

Orogeny: Mountain building.

Plate tectonics: Geological theory holding that Earth’s surface is com-
posed of rigid plates or sections that move about the surface in
response to internal pressure, creating the major geographical features
such as mountains.

Range: Group of mountains.

System: Group of mountain ranges that share a common origin and form.



from 5 to 25 miles (8 to 40 kilometers). Underneath the crust is the man-
tle, which extends to a depth of about 1,800 miles (2,900 kilometers) be-
low the surface. The mantle has an upper rigid layer and a partially melted
lower layer. The crust and the upper rigid layer of the mantle together make
up the lithosphere. The lithosphere, broken up into various-sized plates or
sections, “floats” on top of the heated, semiliquid layer underneath.

The heat energy carried from the core of the planet through the semi-
liquid layer of the mantle causes the lithospheric plates to move back and
forth. This motion is known as plate tectonics. Plates that move toward
each other are called convergent plates; plates moving away from each
other are divergent plates.

When continental plates converge, they shatter, fold, and compress
the rocks of the collision area, thrusting the pieces up into a mountain
range of great height. This is how the Appalachians, Alps, and Himalayas
were formed: the rocks of their continents were folded just as a flat-
lying piece of cloth folds when pushed.

When a continental plate and an oceanic plate converge, the oceanic
plate subducts or sinks below the continental plate because it is more
dense. As the oceanic plate sinks deeper and deeper into Earth, its lead-
ing edge of rock is melted by intense pressure and heat. The molten rock
then rises to the surface where it lifts and deforms rock, resulting in the
formation of volcanic mountains on the forward edge of the continental
plate. The Andes and the Cascade Range in the western United States are
examples of this type of plate convergence.

The longest mountain range on Earth is entirely underwater. The
Mid-Atlantic Ridge is a submarine mountain range that extends about
10,000 miles (16,000 kilometers) from Iceland to near the Antarctic Cir-
cle. The ridge is formed by the divergence of two oceanic plates. As the
plates move away from each other, magma (molten rock) from inside
Earth rises and creates new ocean floor in a deep crevice known as a rift
valley in the middle of the ridge. On either side of the rift lie tall volcanic
mountains. The peaks of some of these mountains rise above the surface
of the ocean to form islands, such as Iceland and the Azores.

Other mountains on the planet form as solitary volcanic mountains
in rift valleys on land where two continental plates are diverging. Mount
Kilimanjaro, the highest point in Africa, is an extinct volcano that stands
along the Great Rift Valley in northeast Tanzania. The highest of its two
peaks, Kibo, rises 19,340 feet (5,895 meters) above sea level.

The erosive power of water on plateaus can also create mountains.
Mesas, flat-topped mountains common in the southwest United States, are
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such a case. They form when a solid sheet of hard rock sits on top of
softer rock. The hard rock layer on top, called the caprock, once covered
a wide area. The caprock is cut up by the erosive action of streams. Where
there is no more caprock, the softer rock beneath washes away relatively
quickly. Mesas are left wherever a remnant of the caprock forms a roof
over the softer rock below. Mesa Verde in Colorado and the Enchanted
Mesa in New Mexico are classic examples.

Mountains and weather
Mountains make a barrier for moving air, robbing it of any precip-

itation. The atmosphere at higher elevations is cooler and thinner. As
dense masses of warm, moist air are pushed up a mountain slope by winds,
the air pressure surrounding the mass drops away. As a result, the mass
becomes cooler. The moisture contained in the mass then condenses into
cool droplets, and clouds form over the mountain. As the clouds continue
to rise into cooler, thinner air, the droplets increase in size until they be-
come too heavy to float in the air. The clouds then dump rain or snow on
the mountain slope. After topping the crest, however, the clouds often
contain little moisture to rain on the lee side of the mountain, which 
becomes arid. This is best illustrated in the Sierra Nevada mountains of
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California, where tall redwood forests cover the ocean-facing side of the
mountains and Death Valley lies on the lee side.

[See also Plate tectonics; Volcano]

‡�Multiple personality
disorder

Multiple personality disorder (MPD) is a chronic (recurring frequently)
emotional illness. A person with MPD plays host to two or more per-
sonalities (called alters). Each alter has its own unique style of viewing
and understanding the world and may have its own name. These distinct
personalities periodically control that person’s behavior as if several peo-
ple were alternately sharing the same body.

MPD occurs about eight times more frequently in women than in
men. Some researchers believe that because men with MPD tend to act
more violently than women, they are jailed rather than hospitalized and,
thus, never diagnosed. Female MPD patients often have more identities
than men, averaging fifteen as opposed to eight for males.

Causes of multiple personality disorder
Most people diagnosed with MPD were either physically or sexu-

ally abused as children. Many times when a young child is severely
abused, he or she becomes so detached from reality that what is happen-
ing may seem more like a movie or television show than real life. This
self-hypnotic state, called disassociation, is a defense mechanism that pro-
tects the child from feeling overwhelmingly intense emotions. Disassoci-
ation blocks off these thoughts and emotions so that the child is unaware
of them. In effect, they become secrets, even from the child. According
to the American Psychiatric Association, many MPD patients cannot re-
member much of their childhoods.

Not all children who are severely and repeatedly abused develop
multiple personality disorder. However, if the abuse is repeatedly extreme
and the child does not have enough time to recover emotionally, the dis-
associated thoughts and feelings may begin to take on lives of their own.
Each cluster of thoughts tends to have a common emotional theme such
as anger, sadness, or fear. Eventually, these clusters develop into full-
blown personalities, each with its own memory and characteristics.
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Symptoms of the disorder
A person diagnosed with MPD can have as many as a hundred or

as few as two separate personalities. (About half of the recently reported
cases have ten or fewer.) These different identities can resemble the nor-
mal personality of the person or they may take on that of a different age,
sex, or race. Each alter can have its own posture, set of gestures, and hair-
style, as well as a distinct way of dressing and talking. Some may speak
in foreign languages or with an accent. Sometimes alters are not human,
but are animals or imaginary creatures.

The process by which one of these personalities reveals itself and
controls behavior is called switching. Most of the time the change is sud-
den and takes only seconds. Sometimes it can take hours or days. Switch-
ing is often triggered by something that happens in the patient’s environ-
ment, but personalities can also come out under hypnosis (a trancelike state
in which a person becomes very responsive to suggestions of others).

Sometimes the most powerful alter serves as the gatekeeper and tells
the weaker alters when they may reveal themselves. Other times alters
fight each other for control. Most patients with MPD experience long 
periods during which their normal personality, called the main or core
personality, remains in charge. During these times, their lives may appear
normal.
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disorder Words to Know

Alter: Alternate personality that has split off or disassociated from the
main personality, usually after severe childhood trauma.

Disassociation: Separation of a thought process or emotion from con-
scious awareness.

Hypnosis: Trance state during which people are highly vulnerable to
the suggestions of others.

Personality: Group of characteristics that motivates behavior and sets
us apart from other individuals.

Switching: Process by which an alternate personality reveals itself and
controls behavior.

Trauma: An extremely severe emotional shock.



Ninety-eight percent of people with MPD have some degree of am-
nesia when an alter surfaces. When the main personality takes charge once
again, the time spent under control of an alter is completely lost to mem-
ory. In a few instances, the host personality may remember confusing bits
and pieces of the past. In some cases alters are aware of each other, while
in others they are not.

One of the most baffling mysteries of MPD is how alters can some-
times show very different biological characteristics from the host and from
each other. Several personalities sharing one body may have different heart
rates, blood pressures, body temperatures, pain tolerances, and eyesight
abilities. Different alters may have different reactions to medications.
Sometimes a healthy host can have alters with allergies and even asthma.

Treatment
MPD does not disappear without treatment, although the rate of

switching seems to slow down in middle age. The most common treatment
for MPD is long-term psychotherapy twice a week. During these sessions,
the therapist must develop a trusting relationship with the main personal-
ity and each of the alters. Once that is established, the emotional issues of
each personality regarding the original trauma are addressed. The main and
alters are encouraged to communicate with each other in order to integrate
or come together. Hypnosis is often a useful tool to accomplish this goal.
At the same time, the therapist helps the patient to acknowledge and ac-
cept the physical or sexual abuse he or she endured as a child and to learn
new coping skills so that disassociation is no longer necessary.

About one-half of all people being treated for MPD require brief
hospitalization, and only 5 percent are primarily treated in psychiatric hos-
pitals. Sometimes mood-altering medications such as tranquilizers or an-
tidepressants are prescribed for MPD patients. The treatment of MPD lasts
an average of four years.

‡�Multiplication
Multiplication is often described as repeated addition. For example, the
product 3 � 4 is equal to the sum of three 4s: 4 � 4 � 4.

Terminology
In talking about multiplication, several terms are used. In the ex-

pression 3 � 4, the entire expression, whether it is written as 3 � 4 or as
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12, is called the product. In other words, the answer to a multiplication
problem is the product. In the original expression, the numbers 3 and 4
are each called multipliers, factors, or terms. At one time, the words mul-
tiplicand and multiplier were used to indicate which number got multi-
plied (the multiplicand) and which number did the multiplying (the mul-
tiplier). That terminology has now fallen into disuse. Now the term
multiplier applies to either number.

Multiplication is symbolized in three ways: with an �, as in 3 � 4;
with a centered dot, as in 3 � 4; and by writing the numbers next to each
other, as in 3(4), (3)(4), 5x, or (x � y)(x � y).

Rules of multiplication for numbers other than
whole—or natural—numbers
Common fractions. The numerator of the product is the product of
the numerators; the denominator of the product is the product of the de-
nominators. For example, (��)(��) � ����.

Decimals. Multiply the decimal fractions as if they were natural num-
bers. Place the decimal point in the product so that the number of places
in the product is the sum of the number of places in the multipliers. For
example, 3.07 � 5.2 � 15.964.

Signed numbers. Multiply the numbers as if they had no signs. If the
two factors both have the same sign, give the product a positive sign or
omit the sign entirely. If the two factors have different signs, give the prod-
uct a negative sign. For example, (3x)(�2y) � �6xy; (�5)(�4) � �20.

Powers of the same base. To multiply two powers of the same base,
add the exponents. For example 102 � 103 � 105 and x5 � x–2 � x3.
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Factor: A number used as a multiplier in a product.

Multiplier: One of two or more numbers combined by multiplication to
form a product.

Product: The result of multiplying two or more numbers.



Monomials. To multiply two monomials, find the product of the 
numerical and literal parts of the factors separately. For example,
(3x2y)(5xyz) � 15x3y2z.

Polynomials. To multiply two polynomials, multiply each term of 
one by each term of the other, combining like terms. For example, 
(x � y)(x � y) � x2 � xy � xy � y2 � x2 � y2.

Applications
Multiplication is used in almost every aspect of our daily lives. Sup-

pose you want to buy three cartons of eggs, each containing a dozen eggs,
at 79 cents per carton. You can find the total number of eggs purchased
(3 cartons times 12 eggs per carton � 36 eggs) and the cost of the pur-
chase (3 cartons at 79 cents per carton � $2.37).

Specialized professions use multiplication in an endless variety of
ways. For example, calculating the speed with which the Space Shuttle
will lift off its launch pad involves untold numbers of multiplication cal-
culations.

‡�Muscular system
The muscular system is the body’s network of tissues that controls move-
ment both of the body and within it (such as the heart’s pumping action
and the movement of food through the gut). Movement is generated
through the contraction and relaxation of specific muscles.

The muscles of the body are divided into two main classes: skele-
tal (voluntary) and smooth (involuntary). Skeletal muscles are attached to
the skeleton and move various parts of the body. They are called volun-
tary because a person controls their use, such as in the flexing of an arm
or the raising of a foot. There are about 650 skeletal muscles in the whole
human body. Smooth muscles are found in the stomach and intestinal
walls, vein and artery walls, and in various internal organs. They are called
involuntary muscles because a person generally cannot consciously con-
trol them. They are regulated by the autonomic nervous system (part of
the nervous system that affects internal organs).

Another difference between skeletal and smooth muscles is that
skeletal muscles are made of tissue fibers that are striated or striped. These
alternating bands of light and dark result from the pattern of the filaments
(threads) within each muscle cell. Smooth muscle fibers are not striated.
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The cardiac or heart muscle (also called myocardium) is a unique
type of muscle that does not fit clearly into either of the two classes of
muscle. Like skeletal muscles, cardiac muscles are striated. But like
smooth muscles, they are involuntary, controlled by the autonomic ner-
vous system.

The longest muscle in the human body is the sartorius (pronounced
sar-TOR-ee-us). It runs from the waist down across the front of thigh to
the knee. Its purpose is to flex the hip and knee. The largest muscle in
the body is the gluteus maximus (pronounced GLUE-tee-us MAX-si-mus;
buttocks muscles). It moves the thighbone away from the body and
straightens out the hip joint.

Skeletal muscles
Skeletal muscles are probably the most familiar type of muscle. They

are the muscles that ache after strenuous work or exercise. Skeletal 
muscles make up about 40 percent of the body’s mass or weight. They
stabilize joints, help maintain posture, and give the body its general 
shape. They also use a great deal of oxygen and nutrients from the blood
supply.

Skeletal muscles are attached to bones by tough, fibrous connective
tissue called tendons. Tendons are rich in the protein collagen, which is
arranged in a wavy way so that it can stretch and provide additional length
at the muscle-bone junction.

Skeletal muscles act in pairs. The flexing (contracting) of one mus-
cle is balanced by a lengthening (relaxation) of its paired muscle or a
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Autonomic nervous system: Part of the nervous system that regulates
involuntary action, such as of the heart and intestines.

Extensor muscle: Muscle that contracts and causes a joint to open.

Flexor muscle: Muscle that contracts and causes a joint to close.

Myoneural juncture: Area where a muscle and a nerve connect.

Tendon: Tough, fibrous connective tissue that attaches muscle to bone.



group of muscles. These antagonistic (opposite) muscles can open and
close joints such as the elbow or knee. An example of antagonistic mus-
cles are the biceps (muscles in the front of the upper arm) and the triceps
(muscles in the back of the upper arm). When the biceps muscle flexes,
the forearm bends in at the elbow toward the biceps; at the same time,
the triceps muscle lengthens. When the forearm is bent back out in a
straight-arm position, the biceps lengthens and the triceps flexes.

Muscles that contract and cause a joint to close, such as the biceps,
are called flexor muscles. Those that contract and cause a joint to open,
such as the triceps, are called extensors. Skeletal muscles that support the
skull, backbone, and rib cage are called axial skeletal muscles. Skeletal
muscles of the limbs (arms and legs) are called distal skeletal muscles.

Skeletal muscle fibers are stimulated to contract by electrical im-
pulses from the nervous system. Nerves extend outward from the spinal
cord to connect to muscle cells. The area where a muscle and a nerve
connect is called the myoneural juncture. When instructed to do so, the
nerve releases a chemical called a neurotransmitter that crosses the mi-
croscopic space between the nerve and the muscle and causes the muscle
to contract.

Skeletal muscle fibers are characterized as fast or slow based on
their activity patterns. Fast (also called white) muscle fibers contract
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rapidly, have poor blood supply, operate without oxygen, and tire quickly.
Slow (also called red) muscle fibers contract more slowly, have better
blood supplies, operate with oxygen, and do not tire as easily. Slow mus-
cle fibers are used in movements that are ongoing, such as maintaining
posture.

Smooth muscles
Smooth muscle fibers line most of the internal hollow organs of 

the body, such as the intestines, stomach, and uterus (womb). They 
help move substances through tubular areas such as blood vessels and 

the small intestines. Smooth muscles contract
automatically, spontaneously, and often rhyth-
mically. They are slower to contract than skele-
tal muscles, but they can remain contracted
longer.

Like skeletal muscles, smooth muscles
contract in response to neurotransmitters re-
leased by nerves. Unlike skeletal muscles, some
smooth muscles contract after being stimulated
by hormones (chemicals secreted by glands). An
example is oxytocin, a hormone released by the
pituitary gland. It stimulates the smooth mus-
cles of the uterus to contract during childbirth.

Smooth muscles are not as dependent on
oxygen as skeletal muscles are. Smooth mus-
cles use carbohydrates to generate much of their
energy.

Cardiac muscle
The cardiac muscle or myocardium con-

tracts (beats) more than 2.5 billion times in an
average lifetime. Like skeletal muscles, my-
ocardium is striated. However, myocardial mus-
cle fibers are smaller and shorter than skeletal
muscle fibers.

The contractions of the myocardium are
stimulated by an impulse sent out from a small
clump (node) of specialized tissue in the upper
right area of the heart. The impulse spreads
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across the upper area of the heart, causing this region to contract. This
impulse also reaches another node, located near the lower right area of
the heart. After receiving the initial impulse, the second node fires off its
own impulse, causing the lower region of the heart to contract slightly af-
ter the upper region.

Disorders of the muscular system
The most common muscular disorder is injury from misuse. Skele-

tal muscle sprains and tears cause excess blood to seep into the tissue in
order to heal it. The remaining scar tissue results in a slightly shorter mus-
cle. Overexertion or a diminished blood supply
can cause muscle cramping. Diminished blood
supply and oxygen to the heart muscle causes
chest pain called angina pectoris.

The most common type of genetic (inher-
ited) muscular disorder is muscular dystrophy.
This disease causes muscles to progressively
waste away. There are six forms of muscular
dystrophy. The most frequent and most dreaded
form appears in boys aged three to seven. (Boys
are usually affected because it is a sex-linked
condition; girls are carriers of the disease and
are usually not affected.) The first symptom of
the disease is a clumsiness in walking. This oc-
curs because the muscles of the pelvis and the
thighs are first affected. The disease spreads to
muscles in other areas of the body, and by the
age of ten, a child is usually confined to a wheel-
chair or a bed. Death usually occurs before
adulthood.

Another form of muscular dystrophy ap-
pears later in life and affects both sexes equally.
The first signs of the disease appear in adoles-
cence. The muscles affected are those in the
face, shoulders, and upper arms. People with
this form of the disease may survive until mid-
dle age.

Currently, there is no known treatment or
cure for any form of muscular dystrophy.

[See also Heart]
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‡�Mutation
A mutation is a permanent change in a gene that is passed from one gen-
eration to the next. An organism born with a mutation can look very dif-
ferent from its parents. People with albinism—the lack of color in the
skin, hair, and eyes—have a mutation that eliminates skin pigment. Dwarfs
are an example of a mutation that affects growth hormones.

Mutations are usually harmful and often result in the death of an or-
ganism. However, some mutations may help an organism survive or be
beneficial to a species as a whole. In fact, useful mutations are the driv-
ing force behind evolution.

Changes in DNA
Until the mid-1950s, no explanation for the sudden appearance of

mutations existed. Today we know that mutations are caused when the
hereditary material of life is altered. That hereditary material consists of
long, complex molecules known as deoxyribonucleic acid (DNA).

Every cell contains DNA on threadlike structures called chromo-
somes. Sections of a DNA molecule that are coded to create specific pro-
teins are known as genes. Proteins are chemicals produced by the body
that are vital to cell function and structure. Human beings carry about
100,000 genes on their chromosomes. If the structure of a particular gene
is altered, that gene will no longer be able to perform the function it is
supposed to perform. The protein for which it codes will also be missing
or defective. Just one missing or abnormal protein can have a dramatic
effect on the entire body. Albinism, for instance, is caused by the loss of
one single protein.

A molecule of DNA itself is made up of subunits known as nu-
cleotides. Four different nucleotides are used in DNA molecules. They
are commonly abbreviated by the letters A, C, G, and T. A typical DNA
molecule could be represented, for example, as shown below:

-A-T-C-T-C-T-G-G-C-C-C-A-G-T-C-C-G-T-T-G-A-T-G-C-T-G-T-

Each group of three nucleotides means something specific to a cell.
For example, the nucleotide CCT tells a cell to make the amino acid
glycine. The string of nucleotides shown above, when read three at a time,
then, tells a cell which amino acids to make and in what sequence to
arrange them. The proper way to read the above molecule, then, is in
groups of three, as shown below:
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-A-T-C - T-C-T - G-G-C - C-C-A - G-T-C - C-G-T - T-G-A - T-G-C-

But a DNA molecule can be damaged. A nucleotide might break
loose from the DNA chain, a new nucleotide might be introduced into the
chain, or one of the nucleotides in the chain might be changed. Suppose
that the first of these possibilities occurred at the fifth nucleotide in the
chain shown above. The result would be as follows:

-A-T-C - T- -T - G-G-C - C-C-A - G-T-C - C-G-T - T-G-A - T-G-C-

In this case, reading the nucleotides three at a time, as a cell always
does, results in a different message than with the original chain. In the
original chain, the nucleotide triads (sets of three nucleotides) are ATC
TCT GGC CCA, and so on. But the nucleotide triads after the loss of one
nucleotide are ATC TTG GCC CAG, and so on. The genetic message has
changed. The cell is now instructed to make a different protein from the
one it is supposed to make according to the original DNA code. A mu-
tation has occurred.
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Words to Know

Amino acid: A relatively simple organic molecule from which proteins
are made.

Deoxyribonucleic acid (DNA): A large, complex molecule found in the
nuclei of cells that carries genetic information.

Gene: A section of a DNA molecule that carries instructions for the
formation, functioning, and transmission of specific traits from one
generation to another.

Mutagen: Any substance or any form of energy that can bring about a
mutation in DNA.

Nucleotide: A unit from which DNA molecules are made.

Protein: A complex chemical compound that consists of many amino
acids attached to each other that are essential to the structure and
functioning of all living cells.

Triad: A group of three nucleotides in a DNA molecule that codes for
the production of a single, specific amino acid.



A mutation can also occur if a new nucleotide is introduced into the
chain. Look at what happens when a new nucleotide, marked T*, is in-
troduced into the original DNA chain:

-A-T-C - T-C-T - T*-G-G-C - C-C-A - G-T-C - C-G-T - T-G-A -

The nucleotide triads are now ATC TCT TGG CCC AGT, and so
on. Again, a message different from the original DNA message is relayed.

Finally, a mutation can occur if a nucleotide undergoes a change. In
the example below, the fifth nucleotide is changed from a C to a T:

-A-T-C - T-T-T - G-G-C - C-C-A - G-T-C - C-G-T - T-G-A - T-G-C-

It is obvious that the genetic message contained here is different
from the original message.

Causes of mutation
Under most circumstances, DNA molecules are very stable. They

survive in the nucleus of a cell without undergoing change, and they 
reproduce themselves during cell division without being damaged. But
accidents do occur. For example, an X ray passing through a DNA mol-
ecule might break the chemical bond that holds two nucleotides together.
The DNA molecule is destroyed and is no longer able to carry out its
function.
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Anything that can bring about a mutation in DNA is called a muta-
gen. Most mutagens fall into one of two categories: They are either a form
of energy or a chemical. In addition to X rays, other forms of radiation
that can cause mutagens include ultraviolet radiation, gamma rays, and
ionizing radiation. Chemical mutagens include aflatoxin (from mold), caf-
feine (found in coffee and colas), LSD (lysergic acid diethylamide; a hal-
lucinogenic drug), benzo(a)pyrene (found in cigarette and coal smoke),
Captan (a fungicide), nitrous oxide (laughing gas), and ozone (a major
pollutant when in the lower atmosphere).

[See also Carcinogen; Chromosome; Genetic disorders; Genet-
ics; Human evolution]
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‡�Natural gas
Natural gas is a fossil fuel. Most scientists believe natural gas was cre-
ated by the same forces that formed oil, another fossil fuel. In prehistoric
times, much of Earth was covered by water containing billions of tiny
plants and animals that died and accumulated on ocean floors. Over the
ages, sand and mud also drifted down to the ocean floor. As these layers
piled up over millions of years, their weight created pressure and heat that
changed the decaying organic material into oil and gas. In many places,
solid rock formed above the oil and gas, trapping it in reservoirs.

Natural gas consists mainly of methane, the simplest hydrocarbon
(organic compound that contains only carbon and hydrogen). It also con-
tains small amounts of heavier, more complex hydrocarbons such as
ethane, butane, and propane. Some natural gas includes impurities such
as hydrogen sulfide (“sour” gas), carbon dioxide (“acid” gas), and water
(“wet” gas). During processing, impurities are removed and valuable hy-
drocarbons are extracted. Sulfur and carbon dioxide are sometimes re-
covered and sold as by-products. Propane and butane are usually liqui-
fied under pressure and sold separately as LPG (liquified petroleum gas).

History of the discovery and use of 
natural gas

Natural gas is believed to have been first discovered and used by
the Chinese, perhaps as early as 1000 B.C. Shallow stores of natural gas
were released from just beneath the ground and piped short distances 
to be used as a fuel source. Natural gas provided a continuous source of
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energy for flames. These “eternal fires” were found in temples and also
used as attractions for visitors.

In 1821, an American gunsmith named William Aaron Hart drilled
the first natural gas well in the United States. (To extract natural gas from
the ground, a well must be drilled to penetrate the cap rock that covers
it.) It was covered with a large barrel, and the gas was directed through
wooden pipes that were replaced a few years later with lead pipe.

In the early 1900s, huge amounts of natural gas were found in Texas
and Oklahoma, and in the 1920s modern seamless steel pipe was intro-
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duced. The strength of this new pipe, which could be welded into long
sections, allowed gas to be carried under higher pressures and, thus, in
greater quantities. For the first time, natural gas transportation became
profitable, and the American pipeline network grew tremendously through
the 1930s and 1940s. By 1950, almost 300,000 miles (482,700 kilome-
ters) of gas pipeline had been laid—a length greater than existing oil pipes.

Natural gas now supplies more than one-fourth of all energy con-
sumed in America. In homes, natural gas is used in furnaces, stoves, wa-
ter heaters, clothes dryers, and other appliances. The fuel also supplies
energy for numerous industrial processes and provides raw materials for
making many products that we use every day.

Natural gas and the environment
In light of environmental concerns, natural gas has begun to be re-

considered as a fuel for generating electricity. Natural gas is the cleanest
burning fossil fuel, producing mostly just water vapor and carbon diox-
ide as by-products. Several gas power generation technologies have been
advanced over the years, including a process that uses the principles of
electrogasdynamics (EGD).

[See also Gases, liquefaction of; Petroleum]

‡�Natural numbers
The natural numbers are the ordinary numbers, 1, 2, 3, etc., with which
we count. They are sometimes called the counting numbers. They have

1 3 2 1U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Natural numbers

Words to Know

Fossil fuel: Fuels formed by decaying plants and animals on the ocean
floor that were covered by layers of sand and mud. Over millions of
years, the layers of sediment created pressure and heat that helped
bacteria change the decaying organic material into oil and gas.

Hydrocarbons: Molecules composed solely of hydrogen and carbon
atoms.



been called natural because much of our experience from infancy deals
with discrete (separate; individual; easily countable) objects such as fin-
gers, balls, peanuts, etc. German mathematician Leopold Kronecker
(1823–1891) is reported to have said, “God created the natural numbers;
all the rest is the work of man.”

Some disagreement exists as to whether zero should be considered
a natural number. One normally does not start counting with zero. Yet
zero does represent a counting concept: the absence of any objects in a
set. To resolve this issue, some mathematicians define the natural num-
bers as the positive integers. An integer is a whole number, either posi-
tive or negative, or zero.

Operations involving natural numbers
Ultimately all arithmetic is based on the natural numbers. When mul-

tiplying 1.72 by .047, for example, the multiplication is done with the nat-
ural numbers 172 and 47. Then the result is converted to a decimal frac-
tion by inserting a decimal point in the proper place. The placement of a
decimal point is also done by counting natural numbers. When adding the
fractions 1/3 and 2/7, the process is also one that involves natural numbers.
First, the fractions are converted to 7/21 and 6/21. Then, the numerators
are added using natural-number arithmetic, and the denominators copied.
Even computers and calculators reduce their complex and lightning-fast
computations to simple steps involving only natural numbers.

Measurements, too, are based on the natural numbers. In measuring
an object with a meter stick, a person relies on the numbers printed near
the centimeter marks to count the centimeters but has to physically count
the millimeters (because they are not numbered). Whether the units are
counted mechanically, electronically, or physically, the process is still one
of counting, and counting is done with the natural numbers.

Number theory
One branch of mathematics concerns itself exclusively with the prop-

erties of natural numbers. This branch is known as number theory. Since
the time of the ancient Greeks, mathematicians have explored these prop-
erties for their own sake and for their supposed connections with the su-
pernatural. Most of this early research had little or no practical value. In
recent times, however, many practical uses have been found for number
theory. These include check-digit systems, secret codes, and other uses.

[See also Arithmetic; Fraction, common; Number theory]
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‡�Nautical archaeology
Nautical archaeology (pronounced NAW-tih-kul ar-kee-OL-low-jee) is
the science of finding, collecting, preserving, and studying human objects
that have become lost or buried under water. It is a fairly modern field
of study since it depends primarily on having the technology both to lo-
cate submerged objects and to be able to remain underwater for some time
to do real work. Whether it is conducted in freshwater or in the sea, and
whether it finds sunken ships, submerged cities, or things deliberately
thrown into the ocean, nautical archaeology is but another way of ex-
ploring and learning more about the human past.

Archaeology done underwater
Although some use the words nautical archaeology to mean a spe-

cialized branch of underwater archaeology, which is concerned only with
ships and the history of seafaring, most consider the term to mean the
same as the words underwater archaeology, undersea archaeology, ma-
rine archaeology, or maritime archaeology. All of these interchangeable
terms mean simply that it is the study of archaeology being done under-
water. Archaeology is the scientific study of the artifacts or the physical
remains of past human cultures. By studying objects that ancient people
have made, we can learn more about how they lived and even what they
were like. In fact, studying ancient artifacts is the only way to learn any-
thing about human societies that existed long before the invention of writ-
ing. For those later societies that are studied, being able to examine the
actual objects made and used by those people not only adds to the writ-
ten records they left behind, but allows us to get much closer to the real-
ity of what life was like when they lived. Also, if we pay close attention
to how the objects were made and used and what were their purposes, we
begin to get a much more realistic picture of what these people were 
really like.

Underwater repositories of human history
Ever since the beginning of civilization and mankind’s ability to

move over water, the bottoms of nearly all oceans, lakes, and rivers be-
came the final resting place for whatever those vessels were carrying.
Once real trade began, it is safe to say that nearly every object made by
humans was probably transported over water at some point in time, and
just as frequent were mishaps and accidents of all sorts that resulted in
those objects sinking to the bottom. Vessels of all types—from canoes,
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rafts, and barges to seafaring ships—became victims of every imaginable
disaster. Vessels were sunk by severe weather and fierce storms, by con-
struction defects and collisions, by robbery and warfare, by hidden sand-
bars and jagged reefs, and probably just as often by simple human error
and misjudgment. Some cultures may have thrown things into the sea,
perhaps to appease an angry god, while others conducted burials at sea.
Finally, entire coastal cities are known to have been totally and perma-
nently submerged as the result of an earthquake. All of these and more
resulted in the creation of what might be called underwater repositories
of human history.

Destroyed or preserved
Not all of these objects survived either the trip down to, or their stay

on, the bottom. Their fate depended on where they landed. If an object
sank near the seashore, chances are that it would have been broken by
wave action. Even if it sank far below the action of waves, it still might
not have survived, since it could have landed on submerged rocks and
been broken by ocean currents. Sometimes underwater creatures, like
snails and worms, burrowed inside and ate them, while others like coral
or barnacles may have cemented themselves on the surface of an object
and rotted or rusted away its inside.

However, besides hiding or destroying objects, the sea can also pre-
serve them. Objects that sank into deep layers of mud were hidden from
sight but were usually well-preserved. Often the saltiness of the water dis-
couraged the growth of bacteria that can rot organic materials like wood.
Other times, metals were buried in mud that allowed little or no air to get
in, thus preventing them from corroding. It is not unusual, therefore, to
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Words to Know

Archaeology: The scientific study of material remains, such as fossils
and relics, of past societies.

Artifact: In archaeology, any human-made item that relates to the
culture under study.

Scuba: A portable device including one or more tanks of compressed
air used by divers to breathe underwater.



discover ancient ships that have been deeply buried whose parts—from
their wood boards to their ropes, masts, and nails—and cargos of pottery
or weapons or even leather and cloth have been perfectly preserved.

Underwater technology
People have been finding submerged objects of all sorts for as long

as they have been able to get and stay below the surface. Early sponge
divers were probably among the first, since they were expert at holding
their breath and working underwater. Although primitive diving suits were
used as early the sixteenth century, it was not until the nineteenth cen-
tury that helmet diving gear was invented that allowed a person to “walk”
on the bottom and explore it. Connected to the surface by an air hose and
wearing what must have felt like a heavy suit of armor, the diver was
clumsy and very slow and could never get very much done during his
short trips to the bottom.
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Nautical archaeology did not become a feasible pursuit until the in-
vention in 1943 of an underwater breathing device by French naval offi-
cer and ocean explorer Jacques-Yves Cousteau (1910–1997) and Emile
Gagnan, also of France. Called scuba gear for self-contained underwater
breathing apparatus (and trademarked under the name Aqua-Lung), it rev-
olutionized diving and allowed a person to swim freely down to about
180 feet (55 meters) wearing only a container of highly compressed air
on his back. It was later improved by using a mixture of oxygen and he-
lium rather than normal air (which is oxygen and nitrogen), and this al-
lowed a diver to descend as deep as 1,640 feet (500 meters). Until this
invention, actual underwater exploring had been done mostly by profes-
sional divers who were directed by archaeologists. With this new scuba
gear, however, archaeologists could explore themselves. From this, mod-
ern nautical archaeology was born.

Improving technology
The first underwater site to be excavated (exposed by digging) by

diving archaeologists was a Bronze Age (c. 1200 B.C.) ship wrecked off
the coast of Turkey. It was explored by Americans Peter Throckmorton
and George Bass, who became pioneers in the field. They and all others
to follow used nearly the same techniques that archaeologists on land al-
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ways follow, although working underwater made their job one of the most
difficult and demanding of all scientific activities.

Today, nautical archaeologists employ a variety of technologies and
techniques that make their job easier. They sometimes use aerial pho-
tographs to get detailed pictures of shallow, clear water. They often use
metal detectors or a magnetometer (pronounced mag-neh-TAH-meh-ter)
to find metal objects. Sonar devices send waves of sound through the wa-
ter that bounce off solid objects and return as echoes, which are recorded
by electronic equipment. Underwater cameras are regularly used, as are
remotely operated vehicles that can penetrate to extreme depths where se-
vere cold, high pressure, and total darkness would prevent humans from
going. Finally, before excavating, nautical archaeologists carefully study
and map a site (the location of a deposit or a wreck). This is probably the
most time-consuming part of the job, as each artifact is drawn on a map
to note its exact location. Only after the entire site is mapped will removal
begin. This is done using several different methods. Balloons or air bags
are often used to raise large or heavy objects. Vacuum tubes called air-
lifts are used to suck up smaller objects or pieces. Certain objects brought
to the surface must be properly cared for or they can fall apart in a mat-
ter of days. Nautical archaeologists must therefore have ready a thorough
plan to preserve these fragile objects once they are raised.

Nautical archaeology is still a young science, but it has achieved
some spectacular results. Entire ships, like the Swedish warship Vasa,
which sank in 1628, and the even older English ship Mary Rose, have
been raised. The Vasa took five years to raise; the Mary Rose took nearly
twice that long. The wreck of the Titanic, which sunk in 1912 after hit-
ting an iceberg, has been thoroughly explored ever since it was first lo-
cated by a remote-control submarine in 1985. As technology improves,
so does the ability of nautical archaeologists to explore the hidden mu-
seum under the sea that holds more clues about our human past.

[See also Archaeology]

‡�Nebula
Bright or dark clouds hovering in the interstellar medium (the space be-
tween the stars) are called nebulae. Nebula, Latin for “cloud,” is a visual
classification rather than a scientific one. Objects called nebulae vary
greatly in composition. Some are really galaxies, but to early astronomers
they all appeared to be clouds.
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Bright nebulae
Some categories of bright nebulae include spiral, planetary, emis-

sion, and reflection. Others are remnants of supernova explosions.

In 1923, American astronomer Edwin Hubble made a remarkable
discovery about a spiral-shaped nebula: it was actually a gigantic spiral
galaxy. Previously, astronomers had considered the Great Nebula in the
constellation Andromeda to be a cloud of gas within our galaxy, the Milky
Way. Hubble identified a variable star known as a Cepheid (pronounced
SEF-ee-id; a blinking star used to measure distance in space) in the 
Andromeda nebula, estimating its distance to be about one million light-
years away. This was far beyond the bounds of the Milky Way, proving
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Cepheid variable: Pulsating yellow supergiant star that can be used to
measure distance in space.

Infrared radiation: Electromagnetic radiation of a wavelength shorter
than radio waves but longer than visible light that takes the form of
heat.

Interstellar medium: Space between the stars, consisting mainly of
empty space with a very small concentration of gas atoms and tiny
solid particles.

Light-year: Distance light travels in one solar year, roughly 5.9 tril-
lion miles (9.5 trillion kilometers).

Red giant: Stage in which an average-sized star (like our sun) spends
the final 10 percent of its lifetime; its surface temperature drops and
its diameter expands to 10 to 1,000 times that of the Sun.

Stellar nursery: Area within glowing clouds of dust and gas where
new stars are being formed.

Supernova: Explosion of a massive star at the end of its lifetime,
causing it to shine more brightly than the rest of the stars in the
galaxy put together.

Ultraviolet radiation: Electromagnetic radiation of a wavelength just
shorter than the violet (shortest wavelength) end of the visible light
spectrum.



the existence of galaxies outside of our own. Since then, many other 
spiral nebulae have been defined as galaxies.

Planetary nebulae truly are clouds of gas. They are called planetary
because when viewed through a telescope, they appear greenish and 
round, like planets. Astronomers believe a planetary nebula is a star’s 
detached outer atmosphere of hydrogen gas. This is a by-product of a 
star going through the later stages of its life cycle. As it evolves past the
red giant stage, a star sheds its atmosphere, much like a snake sheds its
skin. One of the most famous of these is the Ring Nebula in the constel-
lation Lyra.

An emission nebula is a glowing gas cloud with a hot bright star
within or behind it. The star gives off high-energy ultraviolet radiation,
which ionizes (electrically charges) the gas. As the electrons recombine
with the atoms of gas, the gas fluoresces, or gives off light. A well-known
example is the Orion Nebula, a greenish, hydrogen-rich, star-filled cloud
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that is 20 light-years across. Astronomers believe it to be a stellar nurs-
ery, a place where new stars are formed.

Reflection nebulae are also bright gas clouds, but not as common as
emission nebulae. A reflection nebula is a bluish cloud containing dust that
reflects the light of a neighboring bright star. It is blue for a similar reason
that Earth’s sky is blue. In the case of our sky, the blue wavelength of sun-
light is scattered by gas molecules in our atmosphere. In the same way, the
nebula’s dust scatters starlight only in the wavelengths of blue light.

The final type of bright nebula is that produced by a supernova ex-
plosion. The most famous nebula of this type is the Crab Nebula, an enor-
mous patch of light in the constellation Taurus. At its center lies a pul-
sar, a rapidly spinning, incredibly dense star made of neutrons that remains
after a supernova explosion.

Dark nebulae
Dark nebulae are also scattered throughout the interstellar medium.

They appear dark because they contain dust (composed of carbon, sili-
con, magnesium, aluminum, and other elements) that does not emit light
and that is dense enough to block the light of stars beyond. These non-
glowing clouds are not visible through an optical telescope, but do give
off infrared radiation. They can thus be identified either as dark patches
on a background of starlight or through an infrared telescope. One ex-
ample of a dark nebula is the cloud that blots out part of the Cygnus con-
stellation in our galaxy.

[See also Infrared astronomy; Interstellar matter]

‡�Neptune
Neptune, the eighth planet away from the Sun, was discovered in 1846
by German astronomer Johann Galle, who based his finding on the math-
ematical predictions of French astronomer Urbain Le Verrier and English
astronomer John Couch Adams. Because Neptune is so far way from the
Sun—about 2.8 billion miles (4.5 billion kilometers)—it is difficult to ob-
serve. Very little was known about it until fairly recently. In August 1989,
the U.S. space probe Voyager 2 flew by Neptune, finally providing some
answers about this mysterious, beautiful globe.

Neptune is a large planet, with a mass 17 times that of Earth. The
diameter at its equator is roughly 30,700 miles (49,400 kilometers). Nep-
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tune spins slightly faster than Earth—its day is equal to just over 19 Earth
hours. It completes one revolution around the Sun in about 165 Earth years.

Since it is the color of water, Neptune was named for the Roman
god of the sea. Its blue-green color, however, is due to methane gas. The
thick outer atmospheric layer of hydrogen, helium, and methane is ex-
tremely cold: �350°F (�212°C). Below the atmosphere lies an ocean of
ionized (electrically charged) water, ammonia, and methane ice. Under-
neath the ocean, which reaches thousands of miles in depth, is a rocky
iron core.
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Neptune is subject to the fiercest winds in the solar system. It has a
layer of blue surface clouds that whip around with the wind and an up-
per layer of wispy white clouds of methane crystals that rotate with the
planet. At the time of Voyager 2’s encounter, three storm systems were
evident on its surface. The most prominent was a dark blue area called
the Great Dark Spot, which was about the size of Earth. Another storm,
about the size of our moon, was called the Small Dark Spot. Then there
was Scooter, a small, fast-moving white storm system that seemed to chase
the other storms around the planet. Its true nature remains a mystery.

In 1994, however, observations from the Hubble Space Telescope
showed that the Great Dark Spot had disappeared. Astronomers theorize
the spot either simply dissipated or is being masked by other aspects of
the atmosphere. A few months later, the Hubble Space Telescope dis-
covered a new dark spot in Neptune’s northern hemisphere. This discov-
ery has led astronomers to conclude that the planet’s atmosphere changes
rapidly, which might be due to slight changes in the temperature differ-
ences between the tops and bottoms of the clouds.

Neptune’s magnetic field
A magnetic field has been measured on Neptune, tilted from its axis

at a 48-degree angle and just missing the center of the planet by thou-
sands of miles. This field is created by water beneath the surface that mea-
sures 4,000°F (2,204°C), water so hot and under so much pressure that it
generates an electrical field.

Voyager 2 found that Neptune is encircled by at least four very faint
rings, much less pronounced than the rings of Saturn, Jupiter, or Uranus.
Although astronomers are not quite sure, they believe these rings are com-
posed of particles, some of which measure over a mile across and are con-
sidered moonlets. These particles clump together in places, creating rel-
atively bright arcs. This originally led astronomers to believe that only
arcs—and not complete rings—were all that surrounded the planet.

The moons of Neptune
Neptune has eight moons, six of which were discovered by Voyager

2. The largest, Triton, was named for the son of the mythical Neptune. Tri-
ton was discovered a month after Neptune itself. It is 1,681 miles (3,705
kilometers) in diameter and has a surface temperature of �400°F (�240°C),
making it the coldest place in the solar system. It has a number of unusual
qualities. First, this peach-colored moon orbits Neptune in the opposite di-
rection of all the other planets’ satellites, and it rotates on its axis in the op-
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posite direction that Neptune rotates. In addition, Voyager found that Tri-
ton has an atmosphere with layers of haze, clouds, and wind streaks. All of
this information has led astronomers to conclude that Triton was captured
by Neptune long ago from an independent orbit around the Sun.

The second Neptunian moon, a faint, small body called Nereid, was
discovered in 1949 by Dutch astronomer Gerald Kuiper. The other six
moons range from 30 miles (50 kilometers) to 250 miles (400 kilometers)
in diameter.

[See also Solar system; Space probe]

‡�Nervous system
The nervous system is a collection of cells, tissues, and organs through
which an organism receives information from its surroundings and then
directs the organism as to how to respond to that information. As an ex-
ample, imagine that a child accidentally touches a very hot piece of metal.
The cells in the child’s hand that detect heat send a message to the child’s
brain. The brain receives and analyzes that message and sends back a
message to the child’s hand. The message tells the muscles of the hand
to pull itself away from the heat.

The basic unit of the nervous system is a neuron. A neuron is a nerve
cell capable of passing messages from one end to the other. In the ex-
ample above, the “hot” message was passed from one neuron to the next
along a path that runs from the child’s hand to its brain. The “move your
hand” message then passed from one neuron to the next along another
path running from the child’s brain back to its hand.

Types of nervous systems
The complexity of nervous systems differs from organism to or-

ganism. In the simplest of organisms, the nervous system may consist of
little more than a random collection of neurons. Such systems are known
as a nerve net. An example of an animal with a nerve net is the hydra, a
cylinder-shaped freshwater polyp. Hydra respond to stimuli such as heat,
light, and touch, but their nerve net is not a very effective way to trans-
mit messages. Their responses tend to be weak and localized.

In other organisms, neurons are bunched together in structures
known as ganglia (single: ganglion). Flatworms, for example, have a pair
of ganglia that function like a simple brain. The ganglia are attached to
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two nerve cords that run the length of the worm’s body. These two cords
are attached to each other by other nerves. This kind of nervous system
is sometimes described as a ladder-type nervous system.

The human nervous system. The most complex nervous systems
are found in the vertebrates (animals with backbones), including humans.
These nervous systems consist of two major divisions: the central ner-
vous system and the peripheral nervous system. The central nervous sys-
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Words to Know

Autonomic nervous system: A collection of neurons that carry messages
from the central nervous system to the heart, smooth muscles, and glands
generally not as a result of conscious action on the part of the brain.

Central nervous system: The portion of the nervous system in a
higher organism that consists of the brain and spinal cord.

Ganglion: A bundle of neurons that acts something like a primitive brain.

Motor neutrons: Neurons that carry messages from the central nervous
system to muscle cells.

Nerve net: A simple type of nervous system consisting of a random
collection of neurons.

Neuron: A nerve cell.

Parasympathetic nervous system: A collection of neurons that control
a variety of internal functions of the body under normal conditions.

Peripheral nervous system: The portion of the nervous system in an
organism that consists of all the neurons outside the central nervous
system.

Sensory neurons: Neurons that respond to stimuli from an organism’s
surroundings.

Somatic nervous system: A collection of neurons that carries mes-
sages from the central nervous system to muscle cells.

Stimuli: Something that causes a response.

Sympathetic nervous system: A collection of neurons that control a
variety of internal functions when the body is exposed to stressful
conditions.



tem consists of the brain and spinal cord, and the peripheral system of all
neurons outside the central nervous system. The brains of different ver-
tebrate species differ from each other in their size and complexity, but all
contain three general areas, known as the forebrain, midbrain, and hind-
brain. These areas look different, however, and have somewhat different
functions in various species.

The peripheral nervous system consists of two kinds of neurons
known as sensory neurons and motor neurons. Sensory neurons are lo-
cated in the sensory organs, such as the eye and ear. They are able to de-
tect stimuli from outside the organism, such as light or sound. They then
pass that information through the peripheral nervous system to the spinal
cord and then on to the brain. Motor neurons carry messages from the
brain, through the spinal cord, and to the muscles. They tell certain mus-
cles to contract in order to respond to stimuli in some way or another.

The peripheral nervous system can be subdivided into two parts: the
somatic system and the autonomic system. The somatic system involves
the skeletal muscles. It is considered to be a voluntary system since the
brain exerts control over movements such as writing or throwing a ball.
The autonomic nervous system affects internal organs, such as the heart,
lungs, stomach, and liver. It is considered to be an involuntary system
since the processes it controls occur without conscious effort on the part
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of an individual. For example, we do not need to think about digesting
our food in order for that event to take place.

The autonomic nervous system is itself divided into two parts: the
parasympathetic and sympathetic systems. The parasympathetic system
is active primarily in normal, restful situations. It acts to decrease heart-
beat and to stimulate the movement of food and the secretions necessary
for digestion. The sympathetic nervous system is most active during times
of stress and becomes dominant when the body needs energy. It increases
the rate and strength of heart contractions and slows down the process of
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Pain

Where would humans be without pain? We feel pain when we
put a finger into a flame or touch a sharp object. What would happen
if our body did not recognize what had happened? What would happen
if we left our finger in the flame or did not pull away from the sharp
object? Pain is obviously a way that organisms have evolved for pro-
tecting themselves from dangerous situations.

Although the reality of pain is well known to everyone, scien-
tists still know relatively little as to how pain actually occurs. Current
theories suggest that a “painful” event results in the release of certain
“pain message” chemicals. These chemicals travel through the periph-
eral nervous system and into the central nervous system. Within the
spinal cord and the brain, those pain messages are analyzed and an
appropriate response is prepared. For example, the arrival of a pain
message in the spinal cord is thought to result in the release of chem-
icals known as endorphins and enkephalins. These compounds are then
thought to travel back to the sensory neurons and prevent the release
of any additional pain message chemicals.

An interesting feature of pain is the role that individual psy-
chology plays. For example, some people seem to be more sensitive to
pain than others. This difference may reflect factors such as fear,
expectation, upbringing, and emotions as much as physical factors.
Another interesting phenomenon is phantom pain. Phantom pain is the
pain a person feels in an amputated limb. How can pain continue when
the site of that pain is no longer there? These and many other ques-
tions remain in the search to discover those bodily changes that occur
during pain, the reasons that pain occurs, and the ways in which pain
can be eliminated.



digestion. The sympathetic and parasympathetic nervous systems are said
to operate antagonistically. In other words, when one system is dominant,
the other is quiet.

Neuromuscular diseases
Nerves and muscles usually work together so smoothly that we don’t

even realize what is happening. Messages from the brain carry instruc-
tions to motor neurons, telling them to move in one way or another. When-
ever we walk, talk, smile, turn our head, or pick up a pencil, our nervous
and muscular systems are working in perfect harmony.

But this smooth combination can break down. Nerve messages do
not reach motor neurons properly, or those neurons do not respond as they
have been told to respond. The result of such break downs is a neuro-
muscular disease. Perhaps the best known example of such disorders is
muscular dystrophy (MD). The term muscular dystrophy actually applies
to a variety of closely related conditions. The most common form of mus-
cular dystrophy is progressive (or Duchenne) muscular dystrophy.

Progressive muscular dystrophy is an inherited disorder that affects
males about five times as often as females. It occurs in approximately 1
out of every 3,600 newborn males. The condition is characterized by
weakness in the pelvis, shoulders, and spine and is usually observed by
the age of five. The condition becomes more serious with age, and those
who inherit MD seldom live to maturity.

The causes of other forms of muscular dystrophy and other neuro-
muscular disorders are not well known. They continue to be, however,
the subject of intense research by medical scientists.

[See also Brain; Muscular system; Neuron]

‡�Neutron
A neutron is one of two particles found inside the nucleus (central part)
of an atom. The other particle is called a proton. Electrons are particles
that move around an atom outside the nucleus.

Discovery of the atom
British physicist Ernest Rutherford discovered the atom in 1911. He

constructed a model showing an atom with a nucleus containing protons
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and electrons. Scientists studying the model knew that something must
be missing from it. Rutherford suggested that some sort of neutral parti-
cle might exist in the nucleus. He and a graduate student working with
him, James Chadwick, could not prove his theory, mainly because neu-
trons cannot be detected by any standard tools such as cloud chambers or
Geiger counters.

Finally, Chadwick tried directing a beam of radiation at a piece of
paraffin (a waxy mixture used to make candles). He observed that pro-
tons were ejected from the paraffin. Chadwick concluded that the radia-
tion must consist of particles with no charge and a mass about equal to
that of the proton. That particle was the neutron.
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Words to Know

Axon: The projection of a neuron that carries an impulse away from
the cell body of the neuron.

Central nervous system: The portion of the nervous system in a
higher organism that consists of the brain and spinal cord.

Cytoplasm: The fluid inside a cell that surrounds the nucleus and
other membrane-enclosed compartments.

Dendrite: A portion of a nerve cell that carries nerve impulses toward
the cell body.

Ion: A molecule or atom that has lost one or more electrons and is,
therefore, electrically charged.

Myelin sheath: A white, fatty covering on nerve axons.

Neurotransmitter: A chemical used to send information between nerve
cells or nerve and muscle cells.

Peripheral nervous system: The portion of the nervous system in an
organism that consists of all the neurons outside the central nervous
system.

Receptors: Locations on cell surfaces that act as signal receivers and
allow communication between cells.

Stimulus: Something that causes a response.

Synapse: The space between two neurons through which neurotrans-
mitters travel.



In the early 1960s, the American physicist Robert Hofstadter dis-
covered that both protons and neutrons contain a central core of positively
charged matter that is surrounded by two shells. In the neutron, one 
shell is negatively charged, just balancing the positive charge in the par-
ticle’s core.

[See also Alzheimer’s disease; Nervous system]

‡�Neutron star
A neutron star is the dead remnant of a massive star. A star reaches the
end of its life when it uses up all of its nuclear fuel. Without fuel, it can-
not undergo nuclear fusion, the process that pushes matter outward from
the star’s core and provides a balance to its immense gravitational field.
The fate of a dying star, however, depends on that star’s mass.

A medium-sized star, like the Sun, will shrink and end up as a white
dwarf (small, extremely dense star having low brightness). The largest
stars—those more than three times the mass of the Sun—explode in a su-
pernova and then, in theory, undergo a gravitational collapse so complete
they form black holes (single points of infinite mass and gravity). Those
stars larger than the Sun yet not more than three times its mass will also
explode in a supernova, but will then cave in on themselves to form a
densely packed neutron star.

Origin of a neutron star
A neutron star is formed in two stages. First, within a second after

nuclear fusion on the star’s surface ceases, gravity crushes the star’s atoms.
This forces protons (positively charged particles) and electrons (nega-
tively charged particles) together to form neutrons (uncharged particles)
and expels high-energy subatomic particles called neutrinos. The star’s
core, which started out about the size of Earth, is compacted into a sphere
less than 60 miles (97 kilometers) across.

In the second stage, the star undergoes a gravitational collapse and
then, becoming energized by the neutrino burst, explodes in a brilliant su-
pernova. All that remains is an extremely dense neutron core, about 12
miles (19 kilometers) in diameter with a mass nearly equal to that of the
Sun. A sugar-cube-sized piece of neutron star would weigh billions of tons.

Neutron stars spin rapidly. This is because the original stellar 
core was spinning as it collapsed, naturally increasing its rate of spin.

1 3 3 9U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Neutron star



Neutron stars also have intense gravitational and magnetic fields. The grav-
ity is strong because there is so much matter packed into so small an area.
The spinning generates a magnetic field, and the star spews radiation out
of its poles like a lighthouse beacon. Neutron stars give off radiation in a
variety of wavelengths: radio waves, visible light, X rays, and gamma rays.

Pulsars
If the magnetic axis of the neutron star is tilted a certain way, the

spinning star’s on-and-off signal can be detected from Earth. This fact led
to the discovery of the first neutron star in 1967 by English astronomer
Antony Hewish and his student Jocelyn Bell Burnell.

Hewish and Bell Burnell were conducting an experiment to track
quasars (extremely bright, distant objects) when they discovered a mys-
terious, extremely regular, pulsing signal. They found similar signals com-
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Words to Know

Black hole: Remains of a massive star after it has exploded in a
supernova and collapsed under tremendous gravitational force into a
single point of infinite mass and gravity.

Neutrino: A subatomic particle resulting from certain nuclear reactions
that has no charge and possibly no mass.

Nuclear fusion: Process in which the nuclei of two hydrogen atoms
are fused together at extremely high temperatures to form a single
helium nucleus, releasing large amounts of energy as a by-product.

Pulsar: Rapidly rotating neutron star that emits varying radio waves at
precise intervals.

Radiation: Energy transmitted in the form of electromagnetic waves or
subatomic particles.

Subatomic particle: Basic unit of matter and energy (proton, neutron,
electron, neutrino, and positron) smaller than an atom.

Supernova: Explosion of a massive star at the end of its lifetime,
causing it to shine more brightly than the rest of the stars in the
galaxy put together.

White dwarf: Small, extremely dense star having low brightness.



ing from other parts of the sky, including one where a supernova was
known to have occurred. With the help of astronomer Thomas Gold, they
learned that the signals matched the predicted pattern of neutron stars.
They named these blinking neutron stars pulsars (from pulsating stars).

Since then, more than 500 pulsars have been catalogued, including
many in spots where a supernova is known to have occurred. Pulse rates
of observed neutron stars range from 4 seconds to 1.5 milliseconds. Scien-
tists believe that more than 100,000 active pulsars may exist in our galaxy.

[See also Star; Subatomic particles; Supernova]
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‡�Nitrogen cycle
The term nitrogen cycle refers to a series of reactions in which the ele-
ment nitrogen and its compounds pass continuously through Earth’s at-
mosphere, lithosphere (crust), and hydrosphere (water component). The
major components of the nitrogen cycle are shown in the accompanying
figure. In this diagram, elemental nitrogen is represented by the formula
N2, indicating that each molecule of nitrogen consists of two nitrogen
atoms. In this form, nitrogen is more correctly called dinitrogen.

Nitrogen fixation
Nitrogen is the most abundant single gas in Earth’s atmosphere. It

makes up about 80 percent of the atmosphere. This fact is important be-
cause plants require nitrogen for their growth and, in turn, animals de-
pend on plants for their survival. The problem is, however, that plants are
unable to use nitrogen in its elemental form—as dinitrogen. Any process
by which elemental dinitrogen is converted to a compound is known as
nitrogen fixation.
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Dinitrogen is converted from an element to a compound by a 
number of naturally occurring processes. When lightning passes through
the atmosphere, it prompts a reaction between nitrogen and oxygen; ox-
ides of nitrogen—primarily nitric oxide (NO) and nitrogen dioxide
(NO2)—are formed. Both oxides then combine with water vapor in the
atmosphere to form nitric acid (HNO3). Nitric acid is carried to the ground
in rain and snow, where it is converted to nitrites and nitrates. Nitrites
and nitrates are both compounds of nitrogen and oxygen, the latter con-
taining more oxygen than the former. Naturally occurring minerals such
as saltpeter (potassium nitrate; KNO3) and Chile saltpeter (sodium nitrate;
NaNO3) are the most common nitrates found in Earth’s crust.

Certain types of bacteria also have the ability to convert elemental
dinitrogen to nitrates. Probably the best known of these bacteria are the
rhizobium, which live in nodules on the roots of leguminous plants such
as peas, beans, clover, and the soya plant.

Finally, dinitrogen is now converted to nitrates on very large scales
by human processes. In the Haber process, for example, nitrogen and hy-
drogen are combined to form ammonia, which is then used in the manu-
facture of synthetic fertilizers, most of which contain nitrates.

Ammonification, nitrification, and denitrification
Nitrogen that has been fixed by one of the mechanisms described

above can then be taken in by plants through their roots and used to build
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Words to Know

Ammonification: The conversion of nitrogen compounds from plants
and animals to ammonia and ammonium; this conversion occurs in soil
or water and is carried out by bacteria.

Denitrification: The conversion of nitrates to dinitrogen (or nitrous
oxide) by bacteria.

Dinitrogen fixation (nitrogen fixation): The conversion of elemental
dinitrogen (N2) in the atmosphere to a compound of nitrogen
deposited on Earth’s surface.

Nitrification: The process by which bacteria oxidize ammonia and
ammonium compounds to nitrites and nitrates.



new stems, leaves, flowers, and other structures. Almost all animals ob-
tain the nitrogen they require, in turn, by eating plants and taking in the
plant’s organic forms of nitrogen.

The nitrogen stored in plants and animals is eventually returned to
Earth by one of two processes: elimination (in the case of animals) or
death (in the case of both animals and plants). In whatever form the ni-
trogen occurs in the dead plant or animal, it is eventually converted to
ammonia (NH3) or one of its compounds. Compounds formed from am-
monia are known as ammonium compounds. This process of ammonifi-
cation is carried out (as the plant or animal decays) by a number of dif-
ferent microorganisms that occur naturally in the soil.

Ammonia and ammonium compounds, in their turn, are then con-
verted to yet another form, first to nitrites and then to nitrates. The trans-
formation of ammonia and ammonium to nitrite and nitrate is an oxida-
tion process that takes place through the action of various bacteria such
as those in the genus Nitrosomonas and Nitrobacter. The conversion of
ammonia and ammonium compounds to nitrites and nitrates is called ni-
trification.

In the final stage of the nitrogen cycle, oxygen is removed from ni-
trates by bacteria in a process known as denitrification. Denitrification
converts nitrogen from its compound form to its original elemental form
as dinitrogen, and the cycle is ready to begin once again.

‡�Nitrogen family
The nitrogen family consists of the five elements that make up Group 15
of the periodic table: nitrogen, phosphorus, arsenic, antimony, and bis-
muth. These five elements share one important structural property: they
all have five electrons in the outermost energy level of their atoms.
Nonetheless, they are strikingly different from each other in both physi-
cal properties and chemical behavior. Nitrogen is a nonmetallic gas; phos-
phorus is a solid nonmetal; arsenic and antimony are metalloids; and bis-
muth is a typical metal.

Nitrogen
Nitrogen is a colorless, odorless, tasteless gas with a melting point

of �210°C (�346°F) and a boiling point of �196°C (�320°F). It is the
most abundant element in the atmosphere, making up about 78 percent
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by volume of the air that surrounds Earth. The element is much less com-
mon in Earth’s crust, however, where it ranks thirty-third (along with gal-
lium) in abundance. Scientists estimate that the average concentration of
nitrogen in crustal rocks is about 19 parts per million, less than that of
elements such as neodymium, lanthanum, yttrium, and scandium, but
greater than that of well-known metals such as lithium, uranium, tung-
sten, silver, mercury, and platinum.

The most important naturally occurring compounds of nitrogen are
potassium nitrate (saltpeter), found primarily in India, and sodium nitrate
(Chile saltpeter), found primarily in the desert regions of Chile and other
parts of South America. Nitrogen is also an essential component of the
proteins found in all living organisms.

Credit for the discovery of nitrogen in 1772 is usually given to Scot-
tish physician Daniel Rutherford (1749–1819). Three other scientists,
Henry Cavendish, Joseph Priestley, and Carl Scheele, could also claim to
have discovered the element at about the same time. Nitrogen was first
identified as the product left behind when a substance is burned in a closed
sample of air (which removed the oxygen component of air).

Uses. The industrial uses of nitrogen have increased dramatically in the
past few decades. It now ranks as the second most widely produced chem-
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ical in the United States with an annual production of about 57 billion
pounds (26 billion kilograms).

The element’s most important applications depend on its chemical
inertness (inactivity). It is widely used as a blanketing atmosphere in met-
allurgical processes where the presence of oxygen would be harmful. In
the processing of iron and steel, for example, a blanket of nitrogen placed
above the metals prevents their reacting with oxygen, which would form
undesirable oxides in the final products.

The purging (freeing of sediment or trapped air) of tanks, pipes, and
other kinds of containers with nitrogen can also prevent the possibility of
fires. In the petroleum industry, for example, the processing of organic
compounds in the presence of air creates the potential for fires—fires that
can be avoided by covering the reactants with pure nitrogen.

Nitrogen is also used in the production of electronic components.
Assembly of computer chips and other electronic devices can take place
with all materials submerged in a nitrogen atmosphere, preventing oxi-
dation of any of the materials in use. Nitrogen is often used as a protec-
tive agent during the processing of foods so that decay (oxidation) does
not occur.

Another critical use of nitrogen is in the production of ammonia by
the Haber process, named after its inventor, German chemist Fritz Haber
(1868–1934). The Haber process involves the direct synthesis of ammonia
from its elements—nitrogen and hydrogen. The two gases are combined
under specific conditions: (1) the temperature must be 500 to 700°C (900
to 1300°F), (2) the pressure must be several hundred atmospheres, and (3)
a catalyst (something that speeds up chemical reactions) such as finely di-
vided nickel must be present. One of the major uses of the ammonia pro-
duced by this method is in the production of synthetic fertilizers.

About one-third of all nitrogen produced is used in its liquid form.
For example, liquid nitrogen is used for quick-freezing foods and for pre-
serving foods in transit. Additionally, the very low temperatures of liq-
uid nitrogen make some materials easier to handle. For example, most
forms of rubber are too soft and pliable for machining at room tempera-
ture. They can, however, first be cooled in liquid nitrogen and then han-
dled in a much more rigid form.

Three compounds of nitrogen are also commercially important and
traditionally rank among the top 25 chemicals produced in the United
States. They are ammonia (number 6 in 1990), nitric acid (number 13 in
1990), and ammonium nitrate (number 14 in 1990). All three of these
compounds are used extensively in agriculture as synthetic fertilizers.
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More than 80 percent of the ammonia produced, for example, goes into
the production of synthetic fertilizers.

In addition to its agricultural role, nitric acid is an important raw
material in the production of explosives. Trinitrotoluene (TNT), gun-
powder, nitroglycerin, dynamite, and smokeless powder are all examples
of the kind of explosives made from nitric acid. Slightly more than 5 per-
cent of the nitric acid produced is also used in the synthesis of adipic acid
and related compounds used in the manufacture of nylon.

Phosphorus
Phosphorus exists in three allotropic forms (physically or chemically

different forms of the same substance): white, red, and black. The white form
of phosphorus is a highly active, waxy solid that catches fire spontaneously
when exposed to air. In contrast, red phosphorus is a reddish powder that is
relatively inert (inactive). It does not catch fire unless exposed to an open
flame. The melting point of phosphorus is 44°C (111°F), and its boiling point
is 280°C (536°F). It is the eleventh most abundant element in Earth’s crust.

Phosphorus always occurs in the form of a phosphate, a compound
consisting of phosphorus, oxygen, and at least one more element. By far
the most abundant source of phosphorus on Earth is a family of minerals
known as the apatites. Apatites contain phosphorus, oxygen, calcium, and
a halogen (chlorine, fluorine, bromine, or iodine). The state of Florida is
the world’s largest producer of phosphorus and is responsible for about
a third of all the element produced in the world.

Phosphorus also occurs in all living organisms, most abundantly in
bones, teeth, horn, and similar materials. It is found in all cells, however,
in the form of compounds essential to the survival of all life. Like car-
bon and nitrogen, phosphorus is cycled through the environment. But since
it has no common gaseous compounds, the phosphorus cycle occurs en-
tirely within the solid and liquid (water) portions of Earth’s crust.

Uses. About 95 percent of all the phosphorus used in industry goes to
the production of phosphorus compounds. By far the most important of
these is phosphoric acid, which accounts for about 83 percent of all phos-
phorus use in industry. A minor use is in the manufacture of safety matches.

Phosphoric acid. Phosphoric acid (H3PO4) typically ranks about num-
ber seven among the chemicals most widely produced in the United States.
It is converted to a variety of forms, all of which are then used in the
manufacture of synthetic fertilizer, accounting for about 85 percent of all
the acid produced. Other applications of phosphoric acid include the pro-
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duction of soaps and detergents, water treatment, the cleaning and rust-
proofing of metals, the manufacture of gasoline additives, and the pro-
duction of animal feeds.

At one time, large amounts of phosphoric acid were converted to a
compound known as sodium tripolyphosphate (STPP). STPP, in turn, was
used in the manufacture of synthetic detergents. When STPP is released
to the environment, however, it serves as a primary nutrient for algae in
bodies of water such as ponds and lakes. The growth of huge algal blooms
in the 1970s and 1980s as a result of phosphate discharges eventually led
to bans on the use of this compound in detergents. As a consequence, the
compound is no longer commercially important.

Arsenic and antimony
Arsenic and antimony are both metalloids. That is, they behave at

times like metals and at times like nonmetals. Arsenic is a silver-gray brit-
tle metal that tarnishes when exposed to air. It exists in two allotropic
forms: black and yellow. Its melting point is 817°C (1502°F) at 28 at-
mospheres of pressure, and its boiling point is 613°C (1135°F), at which
temperature it sublimes (passes directly from the solid to the vapor state).

Antimony also occurs in two allotropic forms: black and yellow. 
It is a silver-white solid with a melting point of 630°C (1170°F) and a
boiling point of 1635°C (2980°F). Both arsenic and antimony were iden-
tified before the birth of modern chemistry—at least as early as the fif-
teenth century.

Arsenic is a relatively uncommon element in Earth’s crust, ranking
number 51 in order of abundance. It is actually produced commercially from
the flue dust obtained from copper and lead smelters (metals separated by
melting) since it generally occurs in combination with these two elements.

Antimony is much less common in Earth’s crust than is arsenic,
ranking number 62 among the elements. It occurs most often as the min-
eral stibnite (antimony sulfide), from which it is obtained in a reaction
with iron metal.

Uses. Arsenic is widely employed in the production of alloys (a mix-
ture of two or more metals or a metal and a nonmetal) used in shot, bat-
teries, cable covering, boiler tubes, and special kinds of solder (a melted
metallic alloy used to join together other metallic surfaces). In a very pure
form, it is an essential component of many electronic devices. Tradition-
ally, compounds of arsenic have been used to kill rats and other pests, al-
though it has largely been replaced for that purpose by other products.
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Antimony is also a popular alloying element. Its alloys can be found
in ball bearings, batteries, ammunition, solder, type metal, sheet pipe, and
other applications. Its application in type metal reflects an especially in-
teresting property: unlike most materials, antimony expands as it cools
and solidifies from a liquid. Because of that fact, type metal poured into
dies in the shape of letters expands as it cools to fill all parts of the die.
Letters formed in this process have clear, sharp edges.

Bismuth
Bismuth is a typical silvery metal with an interesting reddish tinge

to it. It has a melting point of 271°C (520°F) and a boiling point of 1560°C
(2840°F). It is one of the rarest elements in Earth’s crust, ranking 69 out
of 75 elements for which estimates have been made. It occurs most com-
monly as the mineral bismite (bismuth oxide), bismuthinite (bismuth sul-
fide) and bismutite (bismuth oxycarbonate). Like arsenic and antimony,
bismuth was identified as early as the fifteenth century by the pre-chemists
known as the alchemists.

Nearly all of the bismuth produced commercially is used for one of
two applications: in the production of alloys or other metallic products
and in pharmaceuticals. Some of its most interesting alloys are those that
melt at low temperatures and that can be used, for example, in automatic
sprinkler systems. Compounds of bismuth are used to treat upset stom-
ach, eczema (a skin disorder), and ulcers, and in the manufacture of face
powders.

‡�Noble gases
The noble gases are the six elements that make up Group 18 of the peri-
odic table: helium (He), neon (Ne), argon (Ar), krypton (Kr), xenon (Xe),
and radon (Rn). At one time, this family of elements was also known as
the rare gases. Their present name comes from the fact that the six gases
are highly unreactive; they appear almost “noble”—above interacting with
other members of the periodic table. This lack of reactivity has also led
to a second name by which they are sometimes known—the inert gases.
(Inert means inactive.)

Abundance and production
As their former name suggests, the noble gases are rather uncom-

mon on Earth. Collectively, they make up about 1 percent of Earth’s 
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atmosphere. Most of the noble gases have been detected in small amounts
in minerals found in Earth’s crust and in meteorites. They are thought to
have been released into the atmosphere long ago as by-products of the
decay of radioactive elements in Earth’s crust. (Radioactivity is the prop-
erty that some elements have of spontaneously giving off energy in the
form of particles or waves when their nuclei disintegrate.)

Of all the rare gases, argon is present in the greatest amount. It makes
up about 0.9 percent by volume of Earth’s atmosphere. The other noble
gases are present in such small amounts that it is usually more convenient
to express their concentrations in terms of parts per million (ppm). The
concentrations of neon, helium, krypton, and xenon are, respectively, 18
ppm, 5 ppm, 1 ppm, and 0.09 ppm. For example, there are only 5 liters
of helium in every million liters of air. By contrast, helium is much more
abundant in the Sun, stars, and outer space. In fact, next to hydrogen, he-
lium is the most abundant element in the universe. About 23 percent of
all atoms found in the universe are helium atoms.

Radon is present in the atmosphere in only trace amounts. However,
higher levels of radon have been measured in homes around the United
States. Radon can be released from soils containing high concentrations
of uranium, and they can be trapped in homes that have been weather
sealed to make heating and cooling systems more efficient. Radon test-
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ing kits are commercially available for testing the radon content of house-
hold air.

Most of the rare gases are obtained commercially from liquid air.
As the temperature of liquid air is raised, the rare gases boil off from the
mixture at specific temperatures and can be separated and purified. Al-
though present in air, helium is obtained commercially from natural gas
wells where it occurs in concentrations of between 1 and 7 percent of the
natural gas. Most of the world’s helium supplies come from wells located
in Texas, Oklahoma, and Kansas. Radon is isolated as a product of the
radioactive decay of radium compounds.

Properties
The noble gases are all colorless, odorless, and tasteless. They ex-

ist as monatomic gases, which means that their molecules consist of a sin-
gle atom apiece. The boiling points of the noble gases increase in mov-
ing down the periodic table. Helium has the lowest boiling point of any
element. It boils at 4.215 K (�268.93°C). It has no melting point because
it cannot be frozen at any temperature.

The most important chemical property of the noble gases is their
lack of reactivity. Helium, neon, and argon do not combine with any other
elements to form compounds. It has been only in the last few decades that
compounds of the other rare gases have been prepared. In 1962 English
chemist Neil Bartlett (1932– ) succeeded in preparing the first compound
of a noble gas, a compound of xenon. The compound was xenon plati-
nofluoride (XePtF6). Since then, many xenon compounds containing
mostly fluorine or oxygen atoms have also been prepared. Krypton and
radon have also been combined with fluorine to form simple compounds.
Because some noble gas compounds have powerful oxidizing properties,
they have been used to synthesize other compounds.

The low reactivity of the noble gases can be explained by their elec-
tronic structure. The atoms of all six gases have outer energy levels con-
taining eight electrons. Chemists believe that such arrangements are the
most stable arrangements an atom can have. Because of these very stable
arrangements, noble gas atoms have little or no tendency to gain or lose
electrons, as they would have to do to take part in a chemical reaction.

Uses
As with all substances, the uses to which the noble gases are put re-

flect their physical and chemical properties. For example, helium’s low
density and inertness make it ideal for use in lighter-than-air craft such

1 3 5 1U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Noble gases



as balloons and dirigibles (zeppelins). Because of the element’s very low
boiling point, it has many applications in low-temperature research and
technology. Divers breathe an artificial oxygen-helium mixture to prevent
the formation of gas bubbles in the blood as they swim to the surface
from great depths. Other uses for helium have been in supersonic wind
tunnels, as a protective gas in growing silicon and germanium crystals
and, together with neon, in the manufacture of gas lasers.

Neon is well known for its use in neon signs. Glass tubes of any
shape can be filled with neon. When an electrical charge is passed through
the tube, an orange-red glow is emitted. By contrast, ordinary incandes-
cent lightbulbs are filled with argon. Because argon is so inert, it does not
react with the hot metal filament and prolongs the bulb’s life. Argon is
also used to provide an inert atmosphere in welding and high-temperature
metallurgical processes. By surrounding hot metals with inert argon, the
metals are protected from potential oxidation by oxygen in the air.

Krypton and xenon also find commercial lighting applications. Kryp-
ton can be used in incandescent lightbulbs and in fluorescent lamps. Both
are also employed in flashing stroboscopic lights that outline commercial
airport runways. And because they emit a brilliant white light when elec-
trified, they are used in photographic flash equipment. Due to the ra-
dioactive nature of radon, it has medical applications in radiotherapy.

[See also Element, chemical; Periodic table]

‡�North America
North America, the world’s third-largest continent, encompasses an area
of about 9,400,000 square miles (24,346,000 square kilometers). This
landmass is occupied by the present-day countries of Canada, the United
States, Mexico, Guatemala, Belize, El Salvador, Honduras, Nicaragua,
Costa Rica, and Panama. Also included in the North American continent
are Greenland, an island landmass northeast of Canada, and the islands
of the Caribbean, many of which are independent republics.

North America is bounded on the north by the Arctic Ocean, on the
west by the Bering Sea and the Pacific Ocean, on the south by the South
American continent, and on the east by the Gulf of Mexico and Atlantic
Ocean.

The North American continent contains almost every type of land-
form present on Earth: mountains, forests, plateaus, rivers, valleys, plains,
deserts, and tundra. It also features every type of climatic zone found 
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on Earth, from polar conditions in Greenland to tropical rain forests 
in the countries of Central America. Much of the continent, however, is
subject to a temperate climate, resulting in favorable farming and living
conditions.

The highest point on the continent is Mount McKinley in Alaska,
standing 20,320 feet (6,194 meters) in height. Badwater, in the south-
central part of Death Valley in California, is the continent’s lowest point,
at 282 feet (86 meters) below sea level.
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Rivers and lakes
The North American continent contains the world’s greatest inland

waterway system. The Mississippi River rises in northern Minnesota and
flows 2,348 miles (3,778 kilometers) down the center of the United States
to the Gulf of Mexico. The Missouri River, formed by the junction of
three rivers in southern Montana, runs 2,466 miles (3,968 kilometers) be-
fore it joins the Mississippi just north of St. Louis, Missouri. The Ohio
River, formed by the union of two rivers at Pittsburgh, Pennsylvania,
flows 975 miles (1,569 kilometers) before emptying into the Mississippi
at Cairo, Illinois. The Mississippi, with all of its tributaries, drains
1,234,700 square miles (3,197,900 square kilometers) from all or part of
31 states in the United States. From the provinces of Alberta and Sas-
katchewan in Canada, the Mississippi drains about 13,000 square miles
(33,670 square kilometers).

Other chief rivers in North America include the Yukon (Alaska and
Canada); Mackenzie, Nelson, and Saskatchewan (Canada); Columbia and
St. Lawrence (Canada and U.S.); Colorado, Delaware, and Susquehanna
(U.S.); and Rio Grande (U.S. and Mexico).

North America contains more lakes than any other continent. Dom-
inant lakes include Great Bear, Great Slave, and Winnipeg (Canada); the
Great Lakes (Canada and U.S.); Great Salt Lake (U.S.); Chapala (Mex-
ico); and Nicaragua (Nicaragua). The Great Lakes, a chain of five lakes,
are Superior, Michigan, Huron, Erie, and Ontario. Superior, northernmost
and westernmost of the five, is the largest lake in North America and the
largest body of freshwater in the world. Stretching 350 miles (560 kilo-
meters) long, the lake covers about 31,820 square miles (82,410 square
kilometers). It has a maximum depth of 1,302 feet (397 meters).

Geographical regions
Geologists divide the North American continent into a number of

geographical regions. The five main regions are the Canadian Shield, the
Appalachian System, the Coastal Plain, the Central Lowlands, and the
North American Cordillera (pronounced kor-dee-YARE-ah; a complex
group of mountain ranges, systems, and chains).

Canadian Shield. The Canadian Shield is a U-shaped plateau region
of very old, very hard rocks. It was the first part of North America to 
be elevated above sea level, and became the central core around which
geological forces built the continent. It is sometimes called the Laurent-
ian Plateau. It extends north from the Great Lakes to the Arctic Ocean,

1 3 5 5U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

North America



covering more than half of Canada and including Greenland. Hudson Bay
and Foxe Basin in Canada mark the center of the region, submerged by
the weight of glaciers of the most recent ice age some 11,000 years ago.
Mountains ranges ring the outer edges of this geological structure. In the
United States, the Adirondack Mountains and the Superior Highlands are
part of the Shield.

The southern part of the Canadian Shield is covered by rich forests,
while the northern part is tundra (rolling, treeless plains). The region is rich
in minerals, including cobalt, copper, gold, iron, nickel, uranium, and zinc.

Appalachian System. The Appalachian Mountains extend about 
1,600 miles (2,570 kilometers) southwest from Newfoundland to 
Alabama. They are a geologically old mountain system. Formed over 
300 million years ago, the Appalachians have eroded greatly since then.
Most of the system’s ridges are 1,200 to 2,400 feet (360 to 730 meters)
in height. Only a few peaks rise above 6,000 feet (1,800 meters). The sys-
tem’s highest peak, Mount Mitchell, rises 6,684 feet (2,037 meters) above
sea level.

The main ranges in the system are the White Mountains (New Hamp-
shire), Green Mountains (Vermont), Catskill Mountains (New York), Al-
legheny Mountains (Pennsylvania), Great Smoky Mountains (North Car-
olina and Tennessee), Blue Ridge Mountains (Pennsylvania to Georgia),
and the Cumberland Mountains (West Virginia to Alabama).

Much mineral wealth is found throughout the Appalachian System,
including coal, iron, lead, zinc, and bauxite. Other mineral resources such
as petroleum and natural gas are also prevalent.

Coastal Plain. The Coastal Plain is a belt of lowlands that extends
from southern New England to Mexico’s Yucatan Peninsula, flanking 
the Atlantic Ocean and the Gulf of Mexico. This geological area was 
the last part added to the North American continent. Much of the plain
lies underwater along the northern Atlantic Coast, forming rich fishing
banks.

The southern portion of the plain, from Florida along the Gulf shore
of Louisiana and Texas into Mexico, holds large deposits of phosphate,
salt, and sulfur. Extensive oil and natural gas fields also line this area.

Central Lowlands. The Central Lowlands extend down the center of
the continent from the Mackenzie Valley in the Northwest Territories in
Canada to the Coastal Plain in the Gulf of Mexico. These lowlands cir-
cle the Canadian Shield. Included in this extensive region are the Great
Plains in the west and the lowlands of the Ohio-Great Lakes-Mississippi
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area in the east. The great North American rivers are contained in this re-
gion, making the surrounding soil fertile for farming. The world’s rich-
est sources of coal, oil, and natural gas are also found here.

North American Cordillera. The North American Cordillera is a
complex group of geologically young mountains that extend along the
western edge of the North American continent. The eastern section of the
Cordillera is marked by the Rocky Mountains. They extend more than
3,000 miles (4,800 kilometers) from northwest Alaska to central New
Mexico. The highest peak in the Rockies is Mount Elbert in Colorado at
14,431 feet (4,399 meters) in height. The highest peak in the Canadian
Rockies is Mount Robson in eastern British Columbia, rising 12,972 feet
(3,954 meters). The ridge of the Rocky Mountains is known as the 
Continental Divide, the “backbone” of the continent that separates the
rivers draining to the Arctic and Atlantic Oceans from those draining to
the Pacific Ocean.
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The Rockies may be divided into three sections: northern, central,
and southern. The Northern Rockies, which rise to great elevations, 
begin in northern Alaska and extend down into Montana. From here, 
the Central Rockies extend down into Colorado. A high, vast plateau 
separates the Central Rockies from the Southern Rockies. Known as the
Wyoming Basin, it varies in elevation from 7,000 to 8,000 feet (2,100 to
2,400 meters). The Southern Rockies contain the highest peaks in the en-
tire system—many exceed 14,000 feet (4,300 meters) in height.

West of the Rockies lies a series of plateaus and basins. These in-
clude the Yukon Plateau, the uplands in central British Columbia, the
Snake River Plain, the Great Basin, and the Colorado Plateau. The Great
Basin, an elevated region between the Wasatch and Sierra Nevada Moun-
tains, includes the Great Salt Lake, the Great Salt Lake and Mojave
deserts, and Death Valley.

The western edge of North America is marked by two mountain
ranges: the Cascade and Coast ranges. The Cascade Range extends about
700 miles (1,130 kilometers) from British Columbia through Washington
and Oregon into northeast California. Many of the range’s peaks are vol-
canic in origin. The highest peak is Mount Rainier in Washington, stand-
ing 14,410 feet (4,390 meters) in height. North of the Cascades are the
Coast Mountains, which extend about 1,000 miles (1,610 kilometers)
north from British Columbia into southeast Alaska. Here they are met by
the Alaska Range, which extends in a great arc through south-central
Alaska. This range features the highest peaks in North America, includ-
ing Mount McKinley.

South of the Cascades are the Sierra Nevada Mountains, extending
about 400 miles (640 kilometers) through eastern California. The Sierras,
noted along with the Cascades for their beauty, contain Mount Whitney.
At 14,494 feet (4,418 meters) tall, it is the highest peak in the contigu-
ous United States (the 48 connected states).

The Coast Ranges are a series of mountain ranges along North Amer-
ica’s Pacific coast. They extend from southeast Alaska to Baja Califor-
nia. The ranges include the St. Elias Mountains (Alaska and Canada);
Olympic Mountains (Washington); Coast Ranges (Oregon); Klamath
Mountains, Coast Ranges, and Los Angeles Ranges (California); and the
Peninsular Range (Baja California). Peaks in the entire Coast Ranges ex-
tend from 2,000 to 20,000 feet (610 to 6,100 meters) in height.

In Mexico, the chief mountain system is the Sierra Madre, composed
of the Sierra Madre Occidental, the Sierra Madre Oriental, and the Sierra
Madre del Sur. The Sierra Madre Occidental begins just south of the Rio
Grande River and runs about 700 miles (1,130 kilometers) parallel to the
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Gulf of Mexico. The Occidental contains the highest peak in the Sierra
Madre system, Pico de Orizaba, which rises to 18,700 feet (5,700 me-
ters). Orizaba is also considered a part of the Cordillera de Anahuac, an
east-west running belt of lofty volcanoes just south of Mexico City. In
addition to Orizaba, this belt contains the volcanic peaks Popocatepetl and
Ixtacihuatl. The belt connects the Occidental range to the Sierra Madre
Oriental, which runs south from Arizona parallel to the Pacific coast for
about 1,000 miles (1,610 kilometers). The Sierra Madre del Sur is a bro-
ken mass of uptilted mountains along the Pacific coast in southern Mex-
ico. It forms the natural harbor of Acapulco.

‡�Nova
The word nova, Latin for “new,” was assigned by ancient astronomers to
any bright star that suddenly appeared in the sky. A nova occurs when
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one member of a binary star system temporarily becomes brighter. Most
often the brighter star is a shrunken white dwarf, the cooling, shrunken
core remaining after a medium-sized star (like our sun) ceases to burn.
Its partner is a large star, such as a red giant, a medium-sized star in a
late stage of its evolution, expanding and cooling.

As the companion star expands, it loses some of its matter—mostly
hydrogen—to the strong gravitational pull of the white dwarf. After a
time, enough matter collects in a thin, dense, hot layer on the surface of
the white dwarf to initiate nuclear fusion reactions. The hydrogen on the
white dwarf’s surface burns away, and while it does so, the white dwarf
glows brightly. This is a nova. After reaching its peak brightness, it slowly
fades over a period of days or weeks.

The transfer of matter does not stop after a nova explodes, but be-
gins anew. The length of time between nova outbursts can range from
several dozen to thousands of years, depending on how fast the compan-
ion star loses matter to the white dwarf.

A nova should not be confused with a supernova, which is the mas-
sive explosion of a relatively large star. A nova is much more common
than a supernova, and it does not release nearly as much energy. Because
novae (plural of nova) occur more often, they can change the way con-
stellations in the night sky appear. For example, in December 1999, a
bright, naked-eye nova appeared in the constellation Aquila, the Eagle.
At its maximum, the nova was as bright as many of the stars in Aquila.
For a few days at least, viewers were treated to the spectacle of a truly
“new star” in an otherwise familiar constellation.

[See also Binary star; Star; Supernova; White dwarf]
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Words to Know

Binary star: Pair of stars in a single system that orbit each other,
bound together by their mutual gravities.

Red giant: A medium-sized star in a late stage of its evolution. It is
relatively cool and has a diameter that is perhaps 100 times its origi-
nal size.

White dwarf: The cooling, shrunken core remaining after a medium-
sized star ceases to burn.



‡�Nuclear fission
Nuclear fission is a process in which the nucleus of a heavy atom is bro-
ken apart into two or more smaller nuclei. The reaction was first discov-
ered in the late 1930s when a target of uranium metal was bombarded
with neutrons. Uranium nuclei broke into two smaller nuclei of roughly
equal size with the emission of very large amounts of energy. Some sci-
entists immediately recognized the potential of the nuclear fission reac-
tion for the production of bombs and other types of weapons as well as
for the generation of power for peacetime uses.

History
The fission reaction was discovered accidentally in 1938 by two Ger-

man physicists, Otto Hahn (1879–1968) and Fritz Strassmann (1902–
1980). Hahn and Strassmann had been doing a series of experiments in
which they used neutrons to bombard various elements. When they bom-
barded copper, for example, a radioactive form of copper was produced.
Other elements became radioactive in the same way.

Their work with uranium, however, produced entirely different results.
In fact, the results were so unexpected that Hahn and Strassmann were un-
able to offer a satisfactory explanation for what they observed. That expla-
nation was provided, instead, by German physicist Lise Meitner (1878–1968)
and her nephew Otto Frisch (1904–1979). Meitner was a longtime colleague
of Hahn who had left Germany due to anti-Jewish persecution.

In most nuclear reactions, an atom changes from a stable form to a ra-
dioactive form, or it changes to a slightly heavier or a slightly lighter atom.
Copper (element number 29), for example, might change from a stable form
to a radioactive form or to zinc (element number 30) or nickel (element
number 28). Such reactions were already familiar to nuclear scientists.

What Hahn and Strassmann had seen—and what they had failed to
recognize—was a much more dramatic nuclear change. An atom of ura-
nium (element number 92), when struck by a neutron, broke into two
much smaller elements such as krypton (element number 36) and barium
(element number 56). The reaction was given the name nuclear fission
because of its similarity to the process by which a cell breaks into two
parts during the process of cellular fission.

Putting nuclear fission to work
In every nuclear fission, three kinds of products are formed. The

first product consists of the smaller nuclei produced during fission. These
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nuclei, like krypton and barium in the example mentioned above, are
called fission products. Fission products are of interest for many reasons,
one of which is that they are always radioactive. That is, any time a fis-
sion reaction takes place, radioactive materials are formed as by-products
of the reaction.

The second product of a fission reaction is energy. A tiny amount of
matter in the original uranium atom is changed into energy. In the early 1900s,
German-born American physicist Albert Einstein (1879–1955) had showed
how matter and energy can be considered two forms of the same phenom-
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Words to Know

Chain reaction: A reaction in which a substance needed to initiate a
reaction is also produced as the result of that reaction.

Fission products: The isotopes formed as the result of a nuclear fis-
sion reaction.

Fission weapon: A bomb or other type of military weapon whose
power is derived from a nuclear fission reaction.

Isotopes: Two or more forms of an element that have the same chemi-
cal properties but that differ in mass because of differences in the
number of neutrons in their nuclei.

Manhattan Project: A research project of the United States govern-
ment created to develop and produce the world’s first atomic bomb.

Mass: A measure of the amount of matter in a body.

Neutron: A subatomic particle with a mass about equal to that of a
hydrogen atom but with no electric charge.

Nuclear reactor: Any device for controlling the release of nuclear
power so that it can be used for constructive purposes.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.

Radioactive isotope: An isotope that spontaneously breaks down into
another isotope with the release of some form of radiation.

Subatomic particle: Basic unit of matter and energy (proton, neutron,
electron, neutrino, and positron) smaller than an atom.



enon. The mathematical equation that represents this relationship, E � mc2,
has become one of the most famous scientific formulas in the world. The
formula says that the amount of energy (E) that can be obtained from a cer-
tain amount of matter (m) can be found by multiplying that amount of mat-
ter by the square of the speed of light (c2). The square of the speed of light
is a very large number, equal to about 9 � 1020 meters per second, or
900,000,000,000,000,000,000 meters per second. Thus, if even a very small
amount of matter is converted to energy, the amount of energy obtained is
very large. It is this availability of huge amounts of energy that originally
made the fission reaction so interesting to both scientists and nonscientists.

The third product formed in any fission reaction is neutrons. The
significance of this point can be seen if you recall that a fission reaction
is initiated when a neutron strikes a uranium nucleus or other large 
nucleus. Thus, the particle needed to originate a fission reaction is also
produced as a result of the reaction.

Chain reactions. Imagine a chunk of uranium metal consisting of tril-
lions upon trillions of uranium atoms. Then imagine that a single neutron is
fired into the chunk of uranium, as shown in the accompanying figure of a
nuclear chain reaction. If that neutron strikes a uranium nucleus, it can cause
a fission reaction in which two fission products and two neutrons are formed.
Each of these two neutrons, in turn, has the potential for causing the fission
of two other uranium nuclei. Two neutrons produced in each of those two
reactions can then cause fission in four uranium nuclei. And so on.

In actual practice, this series of reactions, called a chain reaction,
takes place very rapidly. Millions of fission reactions can occur in much
less than a second. Since energy is produced during each reaction, the to-
tal amount of energy produced throughout the whole chunk of uranium
metal is very large indeed.

The first atomic bomb
Perhaps you can see why some scientists immediately saw fission as

a way of making very powerful bombs. All you have to do is to find a
large enough chunk of uranium metal, bombard the uranium with neutrons,
and get out of the way. Fission reactions occur trillions of times over again
in a short period of time, huge amounts of energy are released, and the
uranium blows apart, destroying everything in its path. Pictures of actual
atomic bomb blasts vividly illustrate the power of fission reactions.

But the pathway from the Hahn/Strassmann/Meitner/Frisch discov-
ery to an actual bomb was a long and difficult one. A great many tech-
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nical problems had to be solved in order to produce a bomb that worked
on the principle of nuclear fission. One of the most difficult of those prob-
lems involved the separation of uranium-238 from uranium-235.

Naturally occurring uranium consists of two isotopes: uranium-238
and uranium-235. Isotopes are two forms of the same element that have
the same chemical properties but different masses. The difference between
these two isotopes of uranium is that uranium-235 nuclei will undergo nu-
clear fission, but those of uranium-238 will not. That problem is com-
pounded by the fact that uranium-238 is much more abundant in nature
than is uranium-235. For every 1,000 atoms of uranium found in Earth’s
crust, 993 are atoms of uranium-238 and only 7 are atoms of uranium-235.
One of the biggest problems in making fission weapons a reality, then,
was finding a way to separate uranium-235 (which could be used to make
bombs) from uranium-238 (which could not, and thus just got in the way).

The Manhattan Project. A year into World War II (1939–45), a num-
ber of scientists had come to the conclusion that the United States would
have to try building a fission bomb. They believed that Nazi Germany
would soon be able to do so, and the free world could not survive unless
it, too, developed fission weapons technology.

Thus, in 1942, President Franklin D. Roosevelt authorized the cre-
ation of one of the largest and most secret research operations ever de-
vised. The project was given the code name Manhattan Engineering Dis-
trict, and its task was to build the world’s first fission (atomic) bomb.
That story is a long and fascinating one, a testimony to the technological
miracles that can be produced under the pressures of war. The project
reached its goal on July 16, 1945, in a remote part of the New Mexico
desert, where the first atomic bomb was tested. Less than a month later,
the first fission bomb was actually used in war. It was dropped on the
Japanese city of Hiroshima, destroying the city and killing over 80,000
people. Three days later, a second bomb was dropped on Nagasaki, with
similar results. For all the horror they caused, the bombs seemed to have
achieved their objective. The Japanese leaders appealed for peace only
three days after the Nagasaki event. (Critics, however, charge that the end
of the war was in sight and that the Japanese would have surrendered
without the use of a devastating nuclear weapon.)

Nuclear fission in peacetime
The world first learned about the power of nuclear fission in the

form of terribly destructive weapons, the atomic bombs. But scientists
had long known that the same energy released in a nuclear weapon could
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be harnessed for peacetime uses. The task is considerably more difficult,
however. In a nuclear weapon, a chain reaction is initiated—energy is
produced and released directly to the environment. In a nuclear power re-
actor, however, some means must be used to control the energy produced
in the chain reaction.

The control of nuclear fission energy was actually achieved before
the production of the first atomic bomb. In 1942, a Manhattan Project re-
search team under the direction of Italian physicist Enrico Fermi (1901–
1954) designed and built the first nuclear reactor. A nuclear reactor is a
device for obtaining the controlled release of nuclear energy. The reactor
had actually been built as a research instrument to learn more about nu-
clear fission (as a step in building the atomic bomb).

After the war, the principles of Fermi’s nuclear reactor were used
to construct the world’s first nuclear power plants. These plants use the
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energy released by nuclear fission to heat water in boilers. The steam that
is produced is then used to operate turbines and electrical generators. The
first of these nuclear power plants was constructed in Shippingport, Penn-
sylvania, in 1957. In the following three decades, over 100 more nuclear
power plants were built in every part of the United States, and at least as
many more were constructed throughout the world.

By the dawn of the 1990s, however, progress in nuclear power pro-
duction had essentially come to a stop in the United States. Questions
about the safety of nuclear power plants had not been answered to the
satisfaction of most Americans, and, as a result, no new nuclear plants
have been built in the United States since the mid-1980s.

Despite these concerns, nuclear power plants continue to supply a
good portion of the nation’s electricity. Since 1976, nuclear electrical gen-
eration has more than tripled. At the beginning of the twenty-first century,
104 commercial nuclear power reactors in 31 states accounted for about
22 percent of the total electricity generated in the country. Combined, coal
and nuclear sources produce 78 percent of the nation’s electricity.

[See also Nuclear fusion; Nuclear power; Nuclear weapons]

‡�Nuclear fusion
Nuclear fusion is the process by which two light atomic nuclei combine
to form one heavier atomic nucleus. As an example, a proton and a neu-
tron can be made to combine with each other to form a single particle
called a deuteron. In general, the mass of the heavier product nucleus (the
deuteron, for example) is less than the total mass of the two lighter nu-
clei (the proton and the neutron).

The mass that “disappears” during fusion is actually converted into
energy. The amount of energy (E) produced in such a reaction can be cal-
culated using Einstein’s formula for the equivalence of mass and energy:
E � mc2. This formula says even when the amount of mass (m) that dis-
appears is very small, the amount of energy produced is very large. The
reason is that the value of c2 (the speed of light squared) is very large,
approximately 900,000,000,000,000,000,000 meters per second.

Naturally occurring fusion reactions
Scientists have long suspected that nuclear fusion reactions are com-

mon in the universe. The factual basis for such beliefs is that stars con-
sist primarily of hydrogen gas. Over time, however, hydrogen gas is used
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up in stars, and helium gas is produced. One way to explain this phe-
nomenon is to assume that hydrogen nuclei in the core of stars fuse with
each other to form the nuclei of helium atoms. That is:

4 hydrogen nuclei * fuse * 1 helium nucleus

Over the past half century, a number of theories have been suggested
as to how such fusion reactions might occur. One problem that must be
resolved in such theories is the problem of electrostatic repulsion. Elec-
trostatic repulsion is the force that tends to drive two particles with the
same electric charge away from each other.
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Words to Know

Cold fusion: A form of fusion that some researchers believe can occur
at or near room temperatures as the result of the combination of
deuterons during the electrolysis of water.

Deuteron: The nucleus of the deuterium atom, consisting of one pro-
ton combined with one neutron.

Electrolysis: The process by which an electrical current causes a chem-
ical change, usually the breakdown of some substance.

Isotopes: Two or more forms of an element that have the same chemi-
cal properties but that differ in mass because of differences in the
number of neutrons in their nuclei.

Neutron: A subatomic particle with a mass of about one atomic mass
unit and no electrical charge.

Nuclear fission: A nuclear reaction in which one large atomic nucleus
breaks apart into at least two smaller particles.

Nucleus: The core of an atom consisting of one or more protons and,
usually, one or more neutrons.

Plasma: A form of matter that consists of positively charged particles
and electrons completely independent of each other.

Proton: A subatomic particle with a mass of about one atomic mass
unit and a single positive charge.

Subatomic particle: Basic unit of matter and energy (proton, neutron,
electron, neutrino, and positron) smaller than an atom.

Thermonuclear reaction: A nuclear reaction that takes place only at
very high temperatures, usually on the order of a few million degrees.



The nucleus of a hydrogen atom is a single proton, a positively
charged particle. If fusion is to occur, two protons must combine with
each other to form a single particle:

p� � p�
* combined particle

But forcing two like-charged particles together requires a lot of en-
ergy. Where do stars get that energy?

Thermonuclear reactions
The answer to that question has many parts, but one part involves

heat. If you raise the temperature of hydrogen gas, hydrogen atoms 
move faster and faster. They collide with each other with more and 
more energy. Eventually, they may collide in such a way that two pro-
tons will combine with (fuse with) each other. Reactions that require huge
amounts of energy in order to occur are called thermonuclear reactions:
thermo- means “heat” and -nuclear refers to the nuclei involved in such
reactions.

The amount of heat needed to cause such reactions is truly as-
tounding. It may require temperatures from a few millions to a few hun-
dred millions of degrees Celsius. Such temperatures are usually unknown
on Earth, although they are not uncommon at the center of stars.

Scientists now believe that fusion reactions are the means by which
stars generate their energy. In these reactions, hydrogen is first converted
to helium, with the release of large amounts of energy. At some point, no
more hydrogen is available for fusion reactions, a star collapses, it heats
up, and new fusion reactions begin. In the next stage of fusion reactions,
helium nuclei may combine to form carbon nuclei. This stage of reactions
requires higher temperatures but releases more energy. When no more he-
lium remains for fusion reactions, yet another sequence of reactions be-
gin. This time, carbon nuclei might be fused in the production of oxygen
or neon nuclei. Again, more energy is required for such reactions, and
more energy is released.

The end result of this sequence of fusion reactions is that stars heat
up to temperatures they can no longer withstand. They explode as novas
or supernovas, releasing to the universe the elements they have been cre-
ating in their cores.

Fusion reactions on Earth
Dreams of harnessing fusion power for human use developed along-

side similar dreams for harnessing fission power. The first step in the re-
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alization of those dreams—creating a fusion bomb—was relatively sim-
ple, requiring a large batch of hydrogen (like the hydrogen in a star) and
a source of heat that would raise the temperature of the hydrogen to a few
million degrees Celsius.

Encapsulating the hydrogen was the easy part. A large container (the
bomb casing) was built and filled with as much hydrogen as possible,
probably in the form of liquid hydrogen. Obtaining the high temperature
was more difficult. In general, there is no way to produce a temperature
of 10,000,000°C on Earth. The only practical way to do so is to set off a
fission (atomic) bomb. For a few moments after a fission bomb explodes,
it produces temperatures in this range.

All that was needed to make a fusion bomb, then, was to pack a fis-
sion bomb at the center of the hydrogen-filled casing of the fusion bomb.
When the fission bomb exploded, a temperature of a few million degrees
Celsius would be produced, and fusion would begin within the hydrogen.
As fusion proceeded, even greater amounts of energy would be produced,
resulting in a bomb that was many times more powerful than the fission
bomb itself.

For comparison, the fission bomb dropped on Hiroshima, Japan, in
August of 1945 was given a power rating of about 20 kilotons. The mea-
sure 20 kilotons means that the bomb released as much energy as 20,000
tons of TNT, one of the most powerful chemical explosives known. In
contrast, the first fusion (hydrogen) bomb tested had a power rating of 5
megatons, that is, the equivalent of 5 million tons of TNT.

Peaceful applications of nuclear fusion
As with nuclear fission, scientists were also very much committed

to finding peaceful uses of nuclear fusion. The problems to be solved 
in controlling nuclear fusion reactions have, however, been enormous.
The most obvious challenge is simply to find a way to “hold” the nuclear
fusion reaction in place as it occurs. One cannot build a machine 
made out of metal, plastic, glass, or any other common kind of material.
At the temperatures at which fusion occurs, any one of these materials
would vaporize instantly. So how can the nuclear fusion reaction be 
contained?

One of the methods that has been tried is called magnetic confine-
ment. To understand this technique, imagine that a mixture of hydrogen
isotopes has been heated to a very high temperature. At a sufficiently 
high temperature, the nature of the mixture begins to change. Atoms to-
tally lose their electrons, and the mixture consists of a swirling mass of
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positively charged nuclei and negatively charged electrons. Such a mix-
ture is known as a plasma.

One way to control that plasma is with a magnetic field, which can
be designed so that the swirling hot mass of plasma within the field is
held in any kind of shape. The best known example of this approach is a
doughnut-shaped Russian machine known as a tokamak. In the tokamak,
two powerful electromagnets create fields that are so strong they can hold
a hot plasma in place as readily as a person can hold an orange in his 
or her hand.
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The technique, then, is to heat the hydrogen isotopes to higher and
higher temperatures while containing them within a confined space by
means of the magnetic fields. At some critical temperatures, nuclear fu-
sion will begin to occur. At that point, the tokamak is producing energy
by means of fusion while the fuel is being held in suspension by the mag-
netic field.

Hope for the future
Research on controlled fusion power has now been going on for a

half century with somewhat disappointing results. Some experts argue that
no method will ever be found for making fusion power by a method that
humans can afford. The amount of energy produced by fusion, they say,
will always be less than the amount of energy put into the process in the
first place. Other scientists disagree. They believe that success may be
soon in coming, and it is just a matter of finding solutions to the many
technical problems surrounding the production of fusion power.

Cold fusion
The scientific world was astonished in March of 1989 when two

electrochemists, Stanley Pons and Martin Fleischmann, reported that they
had obtained evidence of the occurrence of nuclear fusion at room tem-
peratures. Pons and Fleischmann passed an electric current through a form
of water known as heavy water, or deuterium oxide. In the process, they
reported fusion of deuterons had occurred. A deuteron is a particle con-
sisting of a proton combined with a neutron. If such an observation could
have been confirmed by other scientists, it would have been truly revo-
lutionary: it would have meant that energy could be obtained from fusion
reactions at moderate temperatures rather than at temperatures of millions
of degrees.

The Pons-Fleischmann discovery was the subject of immediate and
intense study by other scientists around the world. It soon became ap-
parent, however, that evidence for cold fusion could not be obtained by
other researchers with any degree of consistency. A number of alterna-
tive explanations were developed by scientists for the fusion results that
Pons and Fleischmann believed they had obtained. Today, some scien-
tists are still convinced that Pons and Fleischmann made a real and im-
portant breakthrough in the area of fusion research. Most researchers,
however, attribute the results they reported to other events that occurred
during the electrolysis of the heavy water.

[See also Nuclear fission; Nuclear power; Nuclear weapons]
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‡�Nuclear medicine
Nuclear medicine is a special field of medicine in which radioactive ma-
terials are used to conduct medical research and to diagnose (detect) and
treat medical disorders. The radioactive materials used are generally called
radionuclides, meaning a form of an element that is radioactive.

Diagnosis
Radionuclides are powerful tools for diagnosing medical disorders

for three reasons. First, many chemical elements tend to concentrate in one
part of the body or another. As an example, nearly all of the iodine that
humans consume in their diets goes to the thyroid gland. There it is used
to produce hormones that control the rate at which the body functions.

Second, the radioactive form of an element behaves biologically in
exactly the same way that a nonradioactive form of the element behaves.
When a person ingests (takes into the body) the element iodine, for ex-
ample, it makes no difference whether the iodine occurs in a radioactive
or nonradioactive form. In either case, it tends to concentrate in the thy-
roid gland.

Third, any radioactive material spontaneously decays, breaking
down into some other form with the emission of radiation. That radiation
can be detected by simple, well-known means. When radioactive iodine
enters the body, for example, its progress through the body can be fol-
lowed with a Geiger counter or some other detection instrument. Such in-
struments pick up the radiation given off by the radionuclide and make a
sound, cause a light to flash, or record the radiation in some other way.

If a physician suspects that a patient may have a disease of the thy-
roid gland, that patient may be given a solution to drink that contains ra-
dioactive iodine. The radioactive iodine passes through the body and into
the thyroid gland. Its presence in the gland can be detected by means of
a special device. The physician knows what the behavior of a normal thy-
roid gland is from previous studies; the behavior of this particular pa-
tient’s thyroid gland can then be compared to that of a normal gland. The
test therefore allows the physician to determine whether the patient’s thy-
roid is functioning normally.

Treatment
Radionuclides can also be used to treat medical disorders because

of the radiation they emit. Radiation has a tendency to kill cells. Under
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many circumstances, that tendency can be a dangerous side effect: 
anyone exposed to high levels of radiation may become ill and can even
die. But the cell-killing potential of radiation also has its advantages. 
A major difference between cancer cells and normal cells, for example,
is that the former grow much more rapidly than the latter. For this rea-
son, radiation can be used to destroy the cells responsible for a patient’s
cancer.

A radionuclide frequently used for this purpose is cobalt-60. It can
be used as follows. A patient with cancer lies on a bed surrounded by a
large machine that contains a sample of cobalt-60. The machine is then
rotated in such a way around the patient’s body that the radiation released
by the sample is focused directly on the cancer. That radiation kills can-
cer cells and, to a lesser extent, some healthy cells too. If the treatment
is successful, the cancer may be destroyed, producing only modest harm
to the patient’s healthy cells. That “modest harm” may occur in the form
of nausea, vomiting, loss of hair, and other symptoms of radiation sick-
ness that accompany radiation treatment.

Radioactive isotopes can be used in other ways for the treatment of
medical disorders. For example, suppose that a patient has a tumor on his
or her thyroid. One way of treating that tumor might be to give the pa-
tient a dose of radioactive iodine. In this case, the purpose of the iodine
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Words to Know

Diagnosis: Any attempt to identify a disease or other medical disorder.

Isotopes: Two or more forms of an element that have the same chemi-
cal properties but that differ in mass because of differences in the
number of neutrons in their nuclei.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.

Radioactive decay: The process by which an isotope breaks down to
form a different isotope, with the release of radiation.

Radioactive isotope: A form of an element that gives off radiation
and changes into another isotope.

Radionuclide: A radioactive isotope.



is not to diagnose a disorder, but to treat it. When the iodine travels to
the thyroid, the radiation it gives off may attack the tumor cells present
there, killing those cells and thereby destroying the patient’s tumor.

[See also Isotope]

‡�Nuclear power
Nuclear power is any method of doing work that makes use of nuclear
fission or fusion reactions. In its broadest sense, the term refers both to
the uncontrolled release of energy, as in fission or fusion weapons, and
to the controlled release of energy, as in a nuclear power plant. Most com-
monly, however, the expression nuclear power is reserved for the latter
of these two processes.

The world’s first exposure to nuclear power came when two fission
(atomic) bombs were exploded over Hiroshima and Nagasaki, Japan, in
August 1945. These actions are said to have brought World War II to a
conclusion. After the war, a number of scientists and laypersons looked
for some potential peacetime use for this horribly powerful new form of
energy. They hoped that the power of nuclear energy could be harnessed
to perform work, but those hopes have been realized only to a modest de-
gree. Some serious problems associated with the use of nuclear power
have never been satisfactorily solved. As a result, after three decades of
progress in the development of controlled nuclear power, interest in this
energy source has leveled off and, in many nations, declined.
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Some Diagnostic Radionuclides Used 
in Medicine

Radionuclide Use

Chromium–51 Volume of blood and of red blood cells
Cobalt–58 Uptake (absorption) of vitamin B12
Gallium–67 Detection of tumors and abscesses
Iodine–123 Thyroid studies
Iron–59 Rate of formation/lifetime of red blood cells
Sodium–24 Studies of the circulatory system
Thallium–201 Studies of the heart
Technetium–99 Many kinds of diagnostic studies



The nuclear power plant
A nuclear power plant is a system in which energy released by fis-

sion reactions is captured and used for the generation of electricity. Every
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Words to Know

Cladding: A material that covers the fuel elements in a nuclear reactor
in order to prevent the loss of heat and radioactive materials from the
fuel.

Coolant: Any material used in a nuclear power plant to transfer the
heat produced in the reactor core to another unit in which electricity
is generated.

Containment: Any system developed for preventing the release of
radioactive materials from a nuclear power plant to the outside world.

Generator: A device for converting kinetic energy (the energy of
movement) into electrical energy.

Neutron: A subatomic particle that carries no electrical charge.

Nuclear fission: A reaction in which a larger atomic nucleus breaks
apart into two roughly equal, smaller nuclei.

Nuclear fusion: A reaction in which two small nuclei combine with
each other to form one larger nucleus.

Nuclear pile: The name given to the earliest form of a nuclear 
reactor.

Nuclear reactor: Any device for controlling the release of nuclear
power so that it can be used for constructive purposes.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.

Subatomic particle: Basic unit of matter and energy (proton, neutron,
electron, neutrino, and positron) smaller than an atom.

Turbine: A device consisting of a series of baffles (baffles are plates,
mounts, or screens that regulate the flow of something—in this case,
a liquid) mounted on a wheel around a central shaft. Turbines are used
to convert the energy of a moving fluid into the energy of mechanical
rotation.



such plant contains four fundamental elements: the reactor, the coolant
system, the electrical power generating unit, and the safety system.

The source of energy in a nuclear reactor is a fission reaction in
which neutrons collide with nuclei of uranium-235 or plutonium-239 (the
fuel), causing them to split apart. The products of any fission reaction in-
clude not only huge amounts of energy, but also waste products, known
as fission products, and additional neutrons. A constant and reliable flow
of neutrons is ensured in the reactor by means of a moderator, which slows
down the speed of neutrons, and control rods, which control the number
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of neutrons available in the reactor and, hence, the rate at which fission
can occur.

Energy produced in the reactor is carried away by means of a
coolant—a fluid such as water, or liquid sodium, or carbon dioxide gas.
The fluid absorbs heat from the reactor and then begins to boil itself or
to cause water in a secondary system to boil. Steam produced in either of
these ways is then piped into the electrical generating unit, where it turns
the blades of a turbine. The turbine, in turn, powers a generator that pro-
duces electrical energy.

Safety systems. The high cost of constructing a modern nuclear power
plant reflects in part the enormous range of safety features needed to pro-
tect against various possible mishaps. Some of those features are incor-
porated into the reactor core itself. For example, all of the fuel in a reac-
tor is sealed in a protective coating made of a zirconium alloy. The
protective coating, called a cladding, helps retain heat and radioactivity
within the fuel, preventing it from escaping into the power plant itself.

Every nuclear plant is also required to have an elaborate safety sys-
tem to protect against the most serious potential problem of all: the loss
of coolant. If such an accident were to occur, the reactor core might well
melt down, releasing radioactive materials to the rest of the plant and,
perhaps, to the outside environment. To prevent such an accident from
happening, the pipes carrying the coolant are required to be very thick
and strong. In addition, backup supplies of the coolant must be available
to replace losses in case of a leak.

On another level, the whole plant itself is required to be encased
within a dome-shaped containment structure. The containment structure
is designed to prevent the release of radioactive materials in case of an
accident within the reactor core.

Another safety feature is a system of high-efficiency filters through
which all air leaving the building must pass. These filters are designed to
trap microscopic particles of radioactive materials that might otherwise
be released to the atmosphere. Additional specialized devices and systems
have been developed for dealing with other kinds of accidents in various
parts of the power plant.

Types of nuclear power plants. Nuclear power plants differ from
each other primarily in the methods they use for transferring heat pro-
duced in the reactor to the electricity-generating unit. Perhaps the sim-
plest design of all is the boiling water reactor (BWR) plant. In a BWR
plant, coolant water surrounding the reactor is allowed to boil and form
steam. That steam is then piped directly to turbines, which spin and drive
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the electrical generator. A very different type of plant is one that was pop-
ular in Great Britain for many years—one that used carbon dioxide as a
coolant. In this type of plant, carbon dioxide gas passes through the re-
actor core, absorbs heat produced by fission reactions, and is piped into
a secondary system. There the heated carbon dioxide gas gives up its en-
ergy to water, which begins to boil and change to steam. That steam is
then used to power the turbine and generator.

Safety concerns. In spite of all the systems developed by nuclear en-
gineers, the general public has long had serious concerns about the use
of such plants as sources of electrical power. Those concerns vary con-
siderably from nation to nation. In France, for example, more than half
of all that country’s electrical power now comes from nuclear power
plants. By contrast, the initial enthusiasm for nuclear power in the United
States in the 1960s and 1970s soon faded, and no new nuclear power plant
has been constructed in this country since the mid-1980s. Currently, 104
commercial nuclear power reactors in 31 states generate about 22 percent
of the total electricity produced in the country.

One concern about nuclear power plants, of course, is the memory
of the world’s first exposure to nuclear power: the atomic bomb blasts.
Many people fear that a nuclear power plant may go out of control and
explode like a nuclear weapon. Most experts insist that such an event is
impossible. But a few major disasters continue to remind the public about
the worst dangers associated with nuclear power plants. By far the most
serious of those disasters was the explosion that occurred at the Cher-
nobyl Nuclear Power Plant near Kiev in Ukraine in 1986.

On April 16 of that year, one of the four power-generating units in
the Chernobyl complex exploded, blowing the top off the containment
building. Hundreds of thousands of nearby residents were exposed to
deadly or damaging levels of radiation and were removed from the area.
Radioactive clouds released by the explosion were detected as far away
as western Europe. More than a decade later, the remains of the Cher-
nobyl reactor were still far too radioactive for anyone to spend more than
a few minutes in the area.

Critics also worry about the amount of radioactivity released by nu-
clear power plants on a day-to-day basis. This concern is probably of less
importance than is the possibility of a major disaster. Studies have shown
that nuclear power plants are so well shielded that the amount of radia-
tion to which nearby residents are exposed under normal circumstances
is no more than that of a person living many miles away.

In any case, safety concerns in the United States have been serious
enough essentially to bring the construction of new plants to a halt. By
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the end of the twentieth century, licensing procedures were so complex
and so expensive that few industries were interested in working their way
through the bureaucratic maze to construct new plants.

Nuclear waste management. Perhaps the single most troubling is-
sue for the nuclear power industry is waste management. After a period of
time, the fuel rods in a reactor are no longer able to sustain a chain reac-
tion and must be removed. These rods are still highly radioactive, how-
ever, and present a serious threat to human life and the environment. Tech-
niques must be developed for the destruction and/or storage of these wastes.

Nuclear wastes can be classified into two general categories: low-
level wastes and high-level wastes. The former consist of materials that
release a relatively modest level of radiation and/or that will soon decay
to a level where they no longer present a threat to humans and the envi-
ronment. Storing these materials in underground or underwater reservoirs
for a few years is usually satisfactory.
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High-level wastes are a different matter. The materials that make up
these wastes are intensely radioactive and are likely to remain so for thou-
sands of years. Short-term methods of storage are unsatisfactory because
containers would leak and break open long before the wastes were safe.

For more than two decades, the U.S. government has been attempt-
ing to develop a plan for the storage of high-level nuclear wastes. At one
time, the plan was to bury the wastes in a salt mine near Lyons, Kansas.
Objections from residents of the area and other concerned citizens caused
that plan to be shelved. More recently, the government decided to con-
struct a huge crypt in the middle of Yucca Mountain in Nevada for the
burial of high-level wastes. Again, complaints by residents of Nevada and
other citizens have delayed putting that plan into operation. The govern-
ment insists, however, that Yucca Mountain will eventually become the
long-term storage site for the nation’s high-level radioactive wastes. Un-
til then, those wastes are in “temporary” storage at nuclear power sites
throughout the United States.

History
The first nuclear reactor was built during World War II (1939–45)

as part of the Manhattan Project to build an atomic bomb. The reactor
was constructed under the direction of Enrico Fermi in a large room be-
neath the squash courts at the University of Chicago. It was built as the
first concrete test of existing theories of nuclear fission.

Until December 2, 1942, when the reactor was first put into opera-
tion, scientists had relied entirely on mathematical calculations to deter-
mine the effectiveness of nuclear fission as an energy source. It goes with-
out saying that the scientists who constructed the first reactor were taking
an extraordinary chance.

That first reactor consisted of alternating layers of uranium and ura-
nium oxide with graphite as a moderator. Cadmium control rods were
used to control the concentration of neutrons in the reactor. Since the var-
ious parts of the reactor were constructed by piling materials on top of
each other, the unit was at first known as an atomic pile. The moment at
which Fermi directed the control rods to be withdrawn occurred at 3:45
P.M. on December 2, 1945. That date can legitimately be regarded as the
beginning of the age of controlled nuclear power in human history.

Nuclear fusion power
Many scientists believe that the ultimate solution to the world’s en-

ergy problems may be in the harnessing of nuclear fusion power. A fu-
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sion reaction is one in which two small nuclei combine with each other
to form one larger nucleus. For example, two hydrogen nuclei may com-
bine with each other to form the nucleus of an atom known as deuterium,
or heavy hydrogen.

The world was introduced to the concept of fusion reactions in the
1950s, when the Soviet Union and the United States exploded the first
fusion (hydrogen) bombs. The energy released in the explosion of each
such bomb was more than 1,000 times greater than the energy released
in the explosion of a single fission bomb.

As with fission, scientists and nonscientists alike expressed hope that
fusion reactions could someday be harnessed as a source of energy for every-
day needs. This line of research has been much less successful, however,
than research on fission power plants. In essence, the problem has been to
find a way of containing the very high temperatures produced (a few mil-
lion degrees Celsius) when fusion occurs. Optimistic reports of progress on
a fusion power plant appear in the press from time to time, but some au-
thorities now doubt that fusion power will ever be an economic reality.

[See also Nuclear fission; Nuclear fusion]

‡�Nuclear weapons
Nuclear weapons are destructive devices that derive their power from nu-
clear reactions. The term weapon refers to devices such as bombs and war-
heads designed to deliver explosive power against an enemy. The two types
of nuclear reactions used in nuclear weapons are nuclear fission and nu-
clear fusion. In nuclear fission, large nuclei are broken apart by neutrons,
forming smaller nuclei, accompanied by the release of large amounts of
energy. In nuclear fusion, small nuclei are combined with each other, again
with the release of large amounts of energy.

Fission weapons
The design of a fission weapon is quite simple: all that is needed is

an isotope that will undergo nuclear fission. Only three such isotopes exist:
uranium-233, uranium-235, and plutonium-239. Fission occurs when the
nuclei of any one of these isotopes is struck by a neutron. For example:

neutron � uranium-235 * fission products � energy � more neutrons

The production of neutrons in this reaction means that fission can
continue in other uranium-235 nuclei. A reaction of this kind is known
as a chain reaction. All that is needed to keep a chain reaction going in
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uranium-235 is a block of the isotope of sufficient size. That size is called
the critical size for uranium-235.

One of the technical problems in making a fission bomb is producing
a block of uranium-235 (or other fissionable material) of exactly the right
size—the critical size. If the block is much less than the critical size, neu-
trons produced during fission escape to the surrounding air. Too few re-
main to keep a chain reaction going. If the block is larger than critical size,
too many neutrons are retained. The chain reaction continues very rapidly
and the block of uranium explodes before it can be dropped on an enemy.

The simplest possible design for a fission weapon, then, is to place
two pieces of uranium-235 at opposite ends of a weapon casing. Springs
are attached to each piece. When the weapon is delivered to the enemy
(for example, by dropping a bomb from an airplane), a timing mechanism
is triggered. At a given moment, the springs are released, pushing the two
chunks of uranium-235 into each other. A piece of critical size is created,
fission begins, and in less than a second the weapon explodes.

The only additional detail required is a source of neutrons. Even that
factor is not strictly required since neutrons are normally present in the
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Words to Know

Fission bomb: An explosive weapon that uses uranium-235 or 
plutonium-239 as fuel. Also called an atom bomb.

Fusion bomb: An explosive weapon that uses hydrogen isotopes as
fuel and an atom bomb as a detonator.

Isotopes: Two or more forms of an element that have the same chemi-
cal properties but that differ in mass because of differences in the
number of neutrons in their nuclei.

Nuclear fission: A nuclear reaction in which an atomic nucleus splits
into two or more fragments with the release of energy.

Nuclear fusion: A nuclear reaction in which two small atomic nuclei
combine with each other to form a larger nucleus with the release of
energy.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.



air. However, to be certain that enough neutrons are present to start the
fission reaction, a neutron source is also included within the nuclear
weapon casing.

Fusion weapons
A fusion weapon obtains the energy it releases from fusion 

reactions. Those reactions generally involve the combination of four 
hydrogen atoms to produce one helium atom. Such reactions occur only
at very high temperatures, a few million degrees Celsius. The only 
way to produce temperatures of this magnitude on Earth is with a fission
bomb. Thus, a fusion weapon is possible only if a fission bomb is used
at its core.

Here is how the fusion bomb is designed: A fission bomb (like the
one described in the preceding section) is placed at the middle of the fu-
sion weapon casing. The fission bomb is then surrounded with hydrogen,
often in the form of water, since water is two parts hydrogen (H2O). Even
more hydrogen can be packed into the casing, however, if liquid hydro-
gen is used.

When the weapon is fired, the fission bomb is ignited first. It ex-
plodes, releasing huge amounts of energy and briefly raising the temper-
ature inside the casing to a few million degrees Celsius. At this temper-
ature, the hydrogen surrounding the fission bomb begins to fuse, releasing
even larger amounts of energy.

The primary advantage that fusion weapons have over fission
weapons is their size. Recall that the size of a fission explosion is limited
by the critical size of the uranium-235 used in it. A weapon could con-
ceivably consist of two pieces, each less than critical size; or three pieces,
each less than critical size; or four pieces, each less than critical size, and
so on. But the more pieces used in the weapon, the more difficult the de-
sign becomes. One must be certain that the pieces do not come into con-
tact with each other and suddenly exceed critical size.

No such problem exists with a fusion bomb. Once the fission bomb
is in place, the casing around it can be filled with ten pounds of hydro-
gen, 100 pounds of hydrogen, or 100 tons of hydrogen. The only limita-
tion is how large—and heavy—the designer wants the weapon to be.

The power difference between fission and fusion bombs is illustrated
by the size of early models of each. The first fission bombs dropped on
Japan at the end of World War II were rated as 20 kiloton bombs. The
unit kiloton is used to rate the power of a nuclear weapon. It refers to the
amount of explosive power produced by a thousand tons of the chemical
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explosive TNT. In other words, a 20-kiloton bomb has the explosive power
of 20,000 tons of TNT. By comparison, the first fusion bomb ever tested
had an explosive power of 5 megatons, or 5 million tons of TNT.

Effects of nuclear weapons
In some respects, the effects produced by nuclear weapons are sim-

ilar to those produced by conventional chemical explosives. They release
heat and generate shock waves. Shock waves are pressure fronts of com-
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pressed air created as hot air expands away from the center of an explo-
sion. They tend to crush objects in their paths. The heat released in a nu-
clear explosion creates a sphere of burning gas that can range from hun-
dreds of feet to miles in diameter, depending on the power of the bomb.
This fireball emits a flash of heat that travels outward from the site of the
explosion or ground zero, the area directly under the explosion. The heat
from a nuclear blast can set fires and cause serious burns to the flesh of
humans and other animals.

Nuclear weapons also produce damage that is not experienced with
chemical explosives. Much of the energy released during a weapons blast
occurs in the form of X rays, gamma rays, and other forms of radiation
that can cause serious harm to plant and animal life. In addition, the iso-
topes formed during fission and fusion—called fission products—are all
radioactive. These fission products are carried many miles away from
ground zero and deposited on the ground, on buildings, on plant life, and
on animals. As they decay over the weeks, months, and years following
a nuclear explosion, the fission products continue to release radiation,
causing damage to surrounding organisms.

Nuclear weapons today
Today nuclear weapons are built in many sizes and shapes. They are

designed for use against various different types of military and civilian
targets. Some weapons are rated at less than 1 kiloton in power, while
others have the explosive force of millions of tons of TNT. Small nuclear
shells can be fired from cannons. Nuclear warheads mounted on missiles
can be launched from land-based silos, ships, submarine, trains, and large-
wheeled vehicles. Several warheads can even be fitted into one missile.
These MIRVs (or multiple independent reentry vehicles), can release up
to a dozen individual nuclear warheads along with decoys far above their
targets, making it difficult for the enemy to intercept them.

Even the ability of nuclear weapons to release radioactivity has been
exploited to create different types of weapons. Clean bombs are weapons
designed to produce as little radioactive fallout as possible. A hydrogen
bomb without a uranium jacket would produce relatively little radioac-
tive contamination, for example. A dirty bomb could just as easily be built
with materials that contribute to radioactive fallout. Such weapons could
also be detonated near Earth’s surface to increase the amount of material
that could contribute to radioactive fallout. Neutron bombs have been de-
signed to shower battlefields with deadly neutrons that can penetrate build-
ings and armored vehicles without destroying them. Any people exposed
to the neutrons, however, would die.
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Nuclear weapons treaties
The United States and Russia signed a Strategic Arms Reduction

Treaty (START I) in 1991, which called for the elimination of 9,000 nu-
clear warheads. Two years later, the two countries signed the START II
Treaty, which called for the reduction of an additional 5,000 warheads
beyond the number being reduced under START I. Under START II, each
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Radioactive Fallout

“The gift that keeps on giving.”

That phrase is one way of describing radioactive fallout. Radio-
active fallout is material produced by the explosion of a nuclear weapon
or by a nuclear reactor accident. This material is blown into the atmos-
phere and then falls back to Earth over an extended period of time.

Radioactive fallout was an especially serious problem for about
20 years after the first atomic bombs were dropped in 1945. The United
States and the former Soviet Union tested hundreds of nuclear weapons
in the atmosphere. Each time one of these weapons was tested, huge
amounts of radioactive materials were released to the atmosphere. They
were then carried around the globe by the atmosphere’s prevailing
winds. Over long periods of time, they were carried back to Earth’s sur-
face or settled to the ground on their own (because of their weight).

More than 60 different kinds of radioactive materials are
formed during the explosion of a typical nuclear weapon. Some of
these decay and become harmless in a matter of minutes, hours, or
days. Other remain radioactive for many years.

An example of a long-lived radioactive material is strontium-
90. Strontium-90 loses one-half of its radioactivity every 28 years. It
can continue to pose a threat, therefore, for more than a century. The
special problem presented by strontium-90 is that it behaves very
much like another element—calcium. When it falls to Earth, it is taken
up by grass, leaves, and other plant parts. When cows eat grass, they
take in strontium-90. The strontium-90 is incorporated into their 
milk, which is then taken in by humans. Once in the human body,
strontium-90 is incorporated into bones and teeth in much the same
way that calcium is. Children growing up in the 1960s may still have
low levels of strontium-90 in their systems—a “long-lasting gift” from
the makers of nuclear weapons.



country agreed to reduce its total number of strategic nuclear warheads
from bombers and missiles by two-thirds by 2003. In 1997, the United
States and Russia agreed to delay the elimination deadline until 2007. By
that time, each side must have reduced its number of nuclear warheads
from 3,000 to 3,500.

Although thousands of nuclear weapons still remain in the hands of
many different governments, recent diplomatic trends have helped to
lower the number of nuclear weapons in the world. In May 1995, more
than 170 members of the United Nations agreed to permanently extend
the Nuclear Non-Proliferation Treaty (NPT), which was first signed in
1968. Under terms of the treaty, the five major countries with nuclear
weapons—the United States, Britain, France, Russia, and China—agreed
to commit themselves to eliminating their arsenals as an ultimate goal and
to refusing to give nuclear weapons or technology to any non-nuclear-
weapon nation. The other 165 member nations agreed not to acquire nu-
clear weapons. Israel, which is believed to possess nuclear weapons, did
not sign the treaty. Two other nuclear powers, India and Pakistan, refused
to renounce nuclear weapons until they can be convinced their nations
are safe without them. As of early 2000, a total number of 187 nations
had agreed to the NPT. Cuba, India, Israel, and Pakistan were the only
nations that had not yet agreed to the treaty.

[See also Nuclear fission; Nuclear fusion]

‡�Nucleic acid
A nucleic acid is a complex organic compound found in all living or-
ganisms. Nucleic acids were discovered in 1869 by the Swiss biochemist
Johann Friedrich Miescher (1844–1895). Miescher discovered the pres-
ence of an unusual organic compound in the nuclei of cells and gave that
compound the name nuclein. The compound was unusual because it con-
tained both nitrogen and phosphorus, in addition to carbon, hydrogen, and
oxygen. Nuclein was one of the first organic compounds to have been
discovered that contained this combination of elements. Although later
research showed that various forms of nuclein occurred in other parts of
the cell, the name remained in the modified form by which it is known
today: nucleic acid.

Structure of nucleic acids
Nucleic acids are polymers, very large molecules that consist of

much smaller units repeated many times over and over again. The small
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units of which polymers are made are known as monomers. In the case
of nucleic acid, the monomers are called nucleotides.

The exact structures of nucleotides and nucleic acids are extraordi-
narily complex. All nucleotides consist of three components: a simple
sugar, a phosphate group, and a nitrogen base. A simple sugar is an or-
ganic molecule containing only carbon, hydrogen, and oxygen. Perhaps
the best-known of all simple sugars is glucose, the sugar that occurs in
the blood of mammals and that, when digested, provides energy for their
movement. A phosphate group is simply a phosphorus atom to which four
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Words to Know

Amino acid: One of about two dozen chemical compounds from which
proteins are made.

Cytoplasm: The fluid inside a cell that surrounds the nucleus and
other membrane-enclosed compartments.

Double helix: The shape taken by DNA molecules in a nucleus.

Genetic engineering: The manipulation of the genetic content of an
organism for the sake of genetic analysis or to produce or improve a
product.

Monomer: A small molecule that can be combined with itself many
times over to make a large molecule, the polymer.

Nitrogen base: A component of the nucleotides from which nucleic
acids are made. It consists of a ring containing carbon, nitrogen, oxy-
gen, and hydrogen.

Nucleotide: The basic unit of a nucleic acid. It consists of a simple
sugar, a phosphate group, and a nitrogen-containing base.

Nucleus: A compartment in the cell that is enclosed by a membrane
and that contains its genetic information.

Phosphate group: A grouping of one phosphorus atom and four oxygen
atoms that occurs in a nucleotide.

Protein: A complex chemical compound that consists of many amino
acids attached to each other that are essential to the structure and
functioning of all living cells.

Ribosomes: Small structures in cells where proteins are produced.



oxygen atoms are attached. And a nitrogen base is a simple organic com-
pound that contains nitrogen in addition to carbon, oxygen, and hydrogen.

Kinds of nucleic acids
The term nucleic acid refers to a whole class of compounds that in-

cludes dozens of different examples. The phosphate (P) group in all nu-
cleic acids is exactly alike. However, two different kinds of sugars are
found in nucleic acids. One kind of sugar is called deoxyribose. The other
kind is called ribose. The difference between the two compounds is that
deoxyribose contains one oxygen less (deoxy means “without oxygen”)
than does ribose. Nucleic acids that contain the sugar deoxyribose are
called deoxyribonucleic acid, or DNA; those that contain ribose are called
ribonucleic acid, or RNA.

Nucleic acids also contain five different kinds of nitrogen bases. The
names of those bases and the abbreviations used for them are adenine (A),
cytosine (C), guanine (G), thymine (T), and uracil (U). Deoxyribonucleic
acids all contain the first four of these nitrogen bases: A, C, G, and T.
Ribonucleic acids all contain the first three (A, C, G) and uracil, but not
thymine.

DNA and RNA molecules differ from each other, therefore, with re-
gard to the sugar they contain and with regard to the nitrogen bases they
contain. They differ in two other important ways: their physical structure
and the role they play in living organisms.

Deoxyribonucleic acids (DNA). A single molecule of DNA con-
sists of two very long strands of nucleotides, similar to the structure of
all nucleic acids. The two strands are lined up so that the nitrogen bases
extending from the sugar-phosphate backbone face each other. Finally,
the two strands are twisted around each other, like a pair of coiled tele-
phone cords wrapped around each other. The twisted molecule is known
as a double helix.

The function of DNA. One of the greatest discoveries of modern bi-
ology occurred in 1953 when the American biologist James Watson
(1928– ) and the English chemist Francis Crick (1916– ) uncovered the
role of DNA in living organisms. DNA, Watson and Crick announced, is
the “genetic material,” the chemical substance in all living cells that passes
on genetic characteristics from one generation to the next. How does DNA
perform this function?

When a biologist says that genetic characteristics are passed from
one generation to the next, one way to understand that statement is to say
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that offspring know how to produce the same kinds of chemicals they
need in their bodies as do their parents. In particular, they know how to
produce the most important of all chemicals in living organisms: proteins.
Proteins are essential to the function and structure of all living cells.

Watson and Crick said that the way nitrogen bases are lined up in
a DNA molecule constitute a kind of “code.” The code is not all that dif-
ferent from codes you may use with your friends: A � 1, B � 2, C � 3,
and so on. In DNA, however, it takes three nitrogen bases to form a code.
For example, the combination CGA means one thing to a cell, the com-
bination GTC another, the combination CCC a third, and so on.

Each possible combination of three nitrogen bases in a DNA mole-
cule stands for one amino acid. Amino acids are the chemical compounds
from which proteins are formed. For example, the protein that tells a 
body to make blue eyes might consist of a thousand amino acids arranged
in the sequence A15-A4-A11-A8-A5- and so on. What Watson and Crick
said was that every different sequence of nitrogen bases in a DNA 
molecule stands for a specific sequence of amino acid molecules 
and, thus, for a specific protein. In the example above, the sequence 
N4-N1-N2-N3-N4-N3-N3-N1-N4 might conceivably stand for the amino 
acid sequence A15-A4-A11-A8-A5- which, in turn, might stand for the pro-
tein for blue eyes.

When any cell sets about the task of making specific chemicals for
which it is responsible, then, it “looks” at the DNA molecules in its nu-
cleus. The code contained in those molecules tells the cell which chemi-
cals to make and how to go about making them.

Ribonucleic acid. So what role do ribonucleic acid (RNA) molecules
play in cells? Actually that question is a bit complicated because there
are at least three important kinds of RNA: messenger RNA (mRNA);
transfer RNA (tRNA); and ribosomal RNA (rRNA). In this discussion,
we focus on only the first two kinds of RNA: mRNA and tRNA.

DNA is typically found only in the nuclei of cells. But proteins are
not made there. They are made outside the cell in small particles called
ribosomes. The primary role of mRNA and tRNA is to read the genetic
message stored in DNA molecules in the nucleus, carry that message out
of the nucleus and to the ribosomes in the cytoplasm of the cell, and then
use that message to make proteins.

The first step in the process takes place in the nucleus of a cell. A
DNA molecule in the nucleus is used to create a brand new mRNA mol-
ecule that looks almost identical to the DNA molecule. The main differ-
ence is that the mRNA molecule is a single long strand, like a long piece
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of spaghetti. The nitrogen bases on this long strand are a mirror image of
the nitrogen bases in the DNA. Thus, they carry exactly the same genetic
message as that stored in the DNA molecule.

Once formed, the mRNA molecule passes out of the nucleus and
into the cytoplasm, where it attaches itself to a ribosome. The mRNA now
simply waits for protein production to begin.

In order for that step to take place, amino acid molecules located
throughout the cytoplasm have to be “rounded up” and delivered to the
ribosome. There they have to be assembled in exactly the correct order,
as determined by the genetic message in the mRNA molecule.

The “carriers” for the amino acid molecules are molecules of 
transfer RNA (tRNA). Each different tRNA molecule has two distinct
ends. One end is designed to seek out and attach itself to some specific
amino acid. The other end is designed to seek out and attach itself 
to some specific sequence of nitrogen bases. Thus, each tRNA molecule
circulating in the cell finds the specific amino acid for which it is de-
signed. It attaches itself to that molecule and then transfers the molecule
to a ribosome. At the ribosome, the opposite end of the tRNA molecule
attaches itself to the mRNA molecule in just the right position. This
process is repeated over and over again until every position on the mRNA
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molecule holds some specific tRNA molecule. When all tRNA molecules
are in place, the amino acids positioned next to each other at the oppo-
site ends of the tRNA molecules join with each other, and a new protein
is formed.

Applications
Our understanding of the way in which nucleic acids are constructed

and they jobs they do in cells has had profound effects. Today, we can
describe very accurately the process by which plant and animal cells learn
how to make all the compounds they need to survive, grow, and repro-
duce. Life, whether it be the life of a plant, a lower animal, or a human,
can be expressed in very specific chemical terms.

This understanding has also made possible techniques for altering
the way genetic traits are passed from one generation to the next. The
process known as genetic engineering, for example, involves making con-
scious changes in the base sequence in a DNA molecule so that a new
set of directions is created and, hence, a new variety of chemicals can be
produced by cells.

[See also Chromosome; Enzyme; Genetic engineering; Genetics;
Mutation]
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‡�Number theory
Number theory is the study of natural numbers. Natural numbers are the
counting numbers that we use in everyday life: 1, 2, 3, 4, 5, and so on.
Zero (0) is often considered to be a natural number as well.

Number theory grew out of various scholars’ fascination with num-
bers. An example of an early problem in number theory was the nature
of prime numbers. A prime number is one that can be divided exactly
only by itself and 1. Thus 2 is a prime number because it can be divided
only by itself (2) and by 1. By comparison, 4 is not a prime number. It
can be divided by some number other than itself (that number is 2) and
1. A number that is not prime, like 4, is called a composite number.

The Greek mathematician Euclid (c. 325–270 B.C.) raised a number
of questions about the nature of prime numbers as early as the third cen-
tury B.C. Primes are of interest to mathematicians, for one reason: because
they occur in no predictable sequence. The first 20 primes, for example,
are 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67,
and 71. Knowing this sequence, would you be able to predict the next
prime number? (It is 73.) Or if you knew that the sequence of primes far-
ther on is 853, 857, 859, 863, and 877, could you predict the next prime?
(It is 883.)

Questions like this one have intrigued mathematicians for over 2,000
years. This interest is not based on any practical application the answers
may have. They fascinate mathematicians simply because they are en-
grossing puzzles.

Famous theorems and problems
Studies in number theory over the centuries have produced inter-

esting insights into the properties of natural numbers and ongoing puz-
zles about such numbers. As just one example of the former, consider
Fermat’s theorem, a discovery made by French mathematician Pierre de
Fermat (1601–1665). Fermat found a quick and easy way to find out if a
particular number is a prime or composite number. According to Fermat’s
theorem, one can determine if any number (call that number p) is a prime
number by the following method: choose any number (call that number
n) and raise that number to p. Then subtract n from that calculation. Fi-
nally, divide that answer by p. If the division comes out evenly, with no
remainder, then p is a prime number.

Fermat was also responsible for one of the most famous puzzles in
mathematics, his last theorem. This theorem concerns equations of the
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general form xn � yn � zn. When n is 2, a very familiar equation results:
x2 � y2 � z2, the Pythagorean equation of right-angled triangles.

The question that had puzzled mathematicians for many years, how-
ever, was whether equations in which n is greater than 2 have any solu-
tion. That is, are there solutions for equations such as x3 � y3 � z3, x4

� y4 � z4, and x5 � y5 � z5? In the late 1630s, Fermat wrote a brief
note in the margin of a book saying that he had found proof that such
equations had no solution when n is greater than 2. He never wrote out
that proof, however, and for more than three centuries mathematicians
tried to confirm his theory.

As it turns out, any proof that Fermat had discovered was almost
certainly wrong. In 1994, Princeton University professor Andrew J. Wiles
announced that he had found a solution to Fermat’s theorem. But flaws
were soon discovered in Wiles’s proof (which required more than 150
pages of mathematical equations). By late 1994 Wiles thought the flaws
had been solved. However, it will take several years before other mathe-
maticians will be able to verify Wiles’s work.

Applications
As mentioned above, the charm of number theory for mathemati-

cians has little or nothing to do with its possible applications in everyday
life. Still, such applications do appear from time to time. One such ap-
plication has come about in the field of cryptography—the writing and
deciphering of secret messages (or ciphers). In the 1980s, a number of
cryptographers almost simultaneously announced that they had found
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Composite number: A number that can be factored into two or more
prime numbers in addition to 1 and itself.

Cryptography: The study of creating and breaking secret codes.

Factors: Two or more numbers that can be multiplied to equal a product.

Prime number: Any number that can be divided evenly only by itself
and 1.

Product: The number produced by multiplying two or more numbers.



methods of writing ciphers in such a way that they could be sent across
public channels while still remaining secrets. Those methods are based
on the fact that it is relatively easy to raise a prime number to some ex-
ponent but very difficult to find the prime factors of a large number.

For example, it is relatively simple, if somewhat time-consuming,
to find 358143. Actually, the problem is not even time-consuming if a com-
puter is used. However, finding the prime factors of a number such as
384,119,982,448,028 is very difficult unless one knows one of the prime
factors to begin with. The way public key cryptography works, then, is
to attach some large number, such as 384,119,982,448,028, as a “key” to
a secret message. The sender and receiver of the secret message must
know one of the prime factors of that number that allows them to deci-
pher the message. In theory, any third party could also decipher the mes-
sage provided that they could figure out the prime factors of the key. That
calculation is theoretically possible although, in practice, it takes thou-
sands or millions of calculations and a number of years, even with the
most powerful computers now known.

‡�Numeration systems
Numeration systems are methods for representing quantities. As a simple
example, suppose you have a basket of oranges. You might want to keep
track of the number of oranges in the basket. Or you might want to sell
the oranges to someone else. Or you might simply want to give the bas-
ket a numerical code that could be used to tell when and where the oranges
came from. In order to perform any of these simple mathematical opera-
tions, you would have to begin with some kind of numeration system.

Why numeration systems exist
This example illustrates the three primary reasons that numeration

systems exist. First, it is often necessary to tell the number of items con-
tained in a collection or set of those items. To do that, you have to have
some method for counting the items. The total number of items is repre-
sented by a number known as a cardinal number. If the basket mentioned
above contained 30 oranges, then 30 would be a cardinal number since it
tells how many of an item there are.

Numbers can also be used to express the rank or sequence or order
of items. For example, the individual oranges in the basket could be num-
bered according to the sequence in which they were picked. Orange #1
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would be the first orange picked; orange #2, the second picked; orange
#3, the third picked; and so on. Numbers used in this way are known as
ordinal numbers.

Finally, numbers can be used for purposes of identification. Some
method must be devised to keep checking and savings accounts, credit
card accounts, drivers’ licenses, and other kinds of records for different
people separated from each other. Conceivably, one could give a name
to such records (John T. Jones’s checking account at Old Kent Bank), but
the number of options using words is insufficient to make such a system
work. The use of numbers (account #338-4498-1949) makes it possible
to create an unlimited number of separate and individualized records.

History
No one knows exactly when the first numeration system was in-

vented. A notched baboon bone dating back 35,000 years was found in
Africa and was apparently used for counting. In the 1930s, a wolf bone
was found in Czechoslovakia with 57 notches in several patterns of reg-
ular intervals. The bone was dated as being 30,000 years old and is as-
sumed to be a hunter’s record of his kills.

The earliest recorded numbering systems go back at least to 3000
B.C., when Sumerians in Mesopotamia were using a numbering system
for recording business transactions. People in Egypt and India were us-
ing numbering systems at about the same time. The decimal or base-10
numbering system goes back to around 1800 B.C., and decimal systems
were common in European and Indian cultures from at least 1000 B.C.

One of the most important inventions in western culture was the de-
velopment of the Hindu-Arabic notation system (1, 2, 3, . . . 9). That sys-
tem eventually became the international standard for numeration. The
Hindu-Arabic system had been around for at least 2,000 years before the
Europeans heard about it, and it included many important innovations. One
of these was the placeholding concept of zero. Although the concept of
zero as a placeholder had appeared in many cultures in different forms, the
first actual written zero as we know it today appeared in India in A.D. 876.
The Hindu-Arabic system was brought into Europe in the tenth century
with Gerbert of Aurillac (c. 945–1003), a French scholar who studied at
Muslim schools in Spain before being named pope (Sylvester II). The sys-
tem slowly and steadily replaced the numeration system based on Roman
numerals (I, II, III, IV, etc.) in Europe, especially in business transactions
and mathematics. By the sixteenth century, Europe had largely adopted the
far simpler and more economical Hindu-Arabic system of notation, al-
though Roman numerals were still used at times and are even used today.

1 3 9 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Numeration
systems



Numeration systems continue to be invented to this day, especially
when companies develop systems of serial numbers to identify new prod-
ucts. The binary (base-2), octal (base-8), and hexadecimal (base-16) num-
bering systems used in computers were developed in the late 1950s for
processing electronic signals in computers.

The bases of numeration systems
Every numeration system is founded on some number as its base.

The base of a system can be thought of as the highest number to which
one can count without repeating any previous number. In the decimal 
system used in most parts of the world today, the base is 10. Counting 
in the decimal system involves the use of ten different digits: 0, 1, 2, 
3, 4, 5, 6, 7, 8, and 9. To count beyond 9, one uses the same digits over
again—but in different combinations: a 1 with a 0, a 1 with a 1, a 1 with
a 2, and so on.

The base chosen for a numeration system often reflects actual meth-
ods of counting used by humans. For example, the decimal system may
have developed because most humans have ten fingers. An easy way to
create numbers, then, is to count off one’s ten fingers, one at a time.

Place value
Most numeration systems make use of a concept known as place

value. That term means that the numerical value of a digit depends on its
location in a number. For example, the number one hundred eleven con-
sists of three 1s: 111. Yet each of the 1s in the number has a different
meaning because of its location in the number. The first 1, 111, means
100 because it stands in the third position from the right in the number,
the hundreds place. (Note that position placement from the right is based
on the decimal as a starting point.) The second 1, 111, means ten because
it stands in the second position from the right, the tens place. The third
1, 111, means one because it stands in the first position from the right,
the units place.

One way to think of the place value of a digit is as an exponent (or
power) of the base. Starting from the right of the number, each digit has
a value one exponent larger. The digit farthest to the right, then, has its
value multiplied by 100 (or 1). The digit next to it on the left has its value
multiplied by 101 (or 10). The digit next on the left has its value multi-
plied by 102 (or 100). And so forth.

The Roman numeration system is an example of a system without
place value. The number III in the Roman system stands for three. Each
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of the Is has exactly the same value (one), no matter where it occurs in
the number. One disadvantage of the Roman system is the much greater
difficulty of performing mathematical operations, such as addition, sub-
traction, multiplication, and division.

Examples of nondecimal numeration systems
Throughout history, numeration systems with many bases have been

used. Besides the base 10-system with which we are most familiar, the
two most common are those with base 2 and base 60.

Base 2. The base 2- (or binary) numeration system makes use of only
two digits: 0 and 1. Counting in this system proceeds as follows: 0; 1;
10; 11; 100; 101; 110; etc. In order to understand the decimal value of
these numbers, think of the base 2-system in terms of exponents of base
2. The value of any number in the binary system depends on its place, as
shown below:

23 (�8)

22 (�4)

21 (�2)

20 (�1)

The value of a number in the binary system can be determined in
the same way as in the decimal system.

Anyone who has been brought up with the decimal system might
wonder what the point of using the binary system is. At first glance, it
seems extremely complicated. One major application of the binary sys-
tem is in electrical and electronic systems in which a switch can be turned
on or off. When you press a button on a handheld calculator, for exam-
ple, you send an electric current through chips in the calculator. The cur-
rent turns some switches on and some switches off. If an on position is
represented by the number 1 and an off position by the number 0, calcu-
lations can be performed in the binary system.

Base 60. How the base-60 numeration system was developed is un-
known. But we do know that the system has been widely used through-
out human history. It first appeared in the Sumerian civilization in
Mesopotamia in about 3000 B.C. Remnants of the system remain today.
For example, we use it in telling time. Each hour is divided into 60 min-
utes and, in turn, each minute into 60 seconds. In counting time, we do
not count from 1 to 10 and start over again, but from 1 to 60 before start-
ing over. Navigational systems also use a base-60 system. Each degree
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of arc on Earth’s surface (longitude and latitude) is divided into 60 min-
utes of arc. Each minute, in turn, is divided into 60 seconds of arc.

‡�Nutrition
The term nutrition refers to the sum total of all the processes by which
an organism takes in and makes use of the foods it needs to survive, grow,
move, and develop. The word nutrition is also used to refer to the study
of the substances an organism needs in order to survive. Those substances
are known as nutrients.

Some organisms, such as plants, require nothing other than a sup-
ply of light, water, and simple chemicals in order to thrive. Such organ-
isms are known as autotrophs, or self nourishers. Autotrophs build all the
molecules they need and capture energy in the process. A few nonplant
autotrophic organisms live in the deep oceans near hydrothermal vents
(cracks in the ocean floor caused by volcanic activity). These organisms
are able to build their own nutrients without using sunlight from sulfur
compounds found around the vents.

While green plants get the energy they need directly from sunlight,
animals must get the energy they need for life functions from plants.

Nutrients
The major classes of nutrients are carbohydrates, proteins, lipids (or

fats), vitamins, and minerals. Animals also need other substances, such
as water, fiber, and oxygen, in order to survive. But these substances are
not usually regarded as nutrients.

Proteins. Proteins are large molecules built from different combina-
tions of simpler compounds known as amino acids. Human proteins con-
sist of 20 different amino acids. Of these 20 amino acids, the human body
is able to manufacture 12 from the foods we eat. The body is unable, how-
ever, to make the remaining 8 amino acids it needs for protein produc-
tion. These 8 amino acids are said to be essential because it is essential
that they be included in the human diet.

Proteins that contain all of the essential amino acids are said to be
complete proteins. Good sources of complete proteins include fish, meat,
poultry, eggs, milk, and cheese. Proteins lacking one or more essential amino
acids are incomplete proteins. Peas, beans, lentils, nuts, and cereal grains
are sources of incomplete proteins. Anyone whose diet consists primarily
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of corn and corn products would be at risk for developing health problems
because corn lacks two essential amino acids: lysine and tryptophan.

The function of proteins is to promote normal growth, repair dam-
aged tissue, make enzymes, and contribute to the body’s immune system.

Carbohydrates. The carbohydrates include sugar and starchy foods,
such as those found in cereal grains, potatoes, rice, and fruits. Their pri-
mary function in the body is to supply energy. When a person takes in
more carbohydrates than his or her body can use, the excess is converted
to a compound known as glycogen. Glycogen is stored in liver and mus-
cle tissue and can be used as a source of energy by the body at future times.

Lipids. The term lipid refers to both fats and oils. Lipids serve a num-
ber of functions in the human body. Like carbohydrates, they are used to
supply energy. In fact, a gram of lipid produces about three times as much
energy as a gram of carbohydrate when it is metabolized (burned). The
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Amino acid: A chemical compound used in the construction of proteins.

Autotroph: An organism that can build all the food and produce all
the energy it needs with its own resources.

Carbohydrate: A chemical compound, such as sugar or starch, used by
animals as a source of energy.

Complete protein: A protein that contains all essential amino acids.

Edema: An abnormal collection of fluids in body tissues.

Essential amino acids: Amino acids that cannot be produced by an
animal, such as a human, and that must, therefore, be obtained from
that animal’s regular diet.

Food pyramid: A diagram developed by the U.S. Department of Agri-
culture that illustrates the relative amounts of various nutrients
needed for normal human growth and development.

Glycogen: A chemical compound in which unused carbohydrates are
stored in an animal’s body.

Incomplete protein: A protein that lacks one or more essential amino
acids.



release of energy from lipids takes place much more slowly than it does
from carbohydrates, however.

Lipids also protect the body’s organs from shock and damage and
provide insulation for the body.

Vitamins and minerals. Vitamins and minerals are substances needed
by the body in only very small amounts. They are also substances that
the body cannot produce itself. Thus, they must be included in a person’s
diet on a regular basis. Vitamins and minerals are sometimes known as
micronutrients because they are needed in such small quantities.

An example of a vitamin is the compound known as vitamin A. 
Vitamin A is required in order for a person to be able to see well at night.
An absence of the vitamin can result in a condition known as night-
blindness as well as in dryness of the skin. Vitamin A occurs naturally in
foods such as green and yellow vegetables, eggs, fruits, and liver.
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Indigestible fiber: Fiber that has no nutritional value, but that aids
in the normal functioning of the digestive system.

Lipid: A chemical compound used as a source of energy, to provide
insulation, and to protect organs in an animal body; a fat or oil

Micronutrient: A nutrient needed in only small amounts by an organism.

Mineral: An inorganic substance found in nature.

Night blindness: Inability to see at night due to a vitamin A deficiency.

Nutrient: A substance needed by an organism in order for it to sur-
vive, grow, and develop.

Nutrient deficiency disease: A disease that develops when an organ-
ism receives less of a nutrient than it needs to remain healthy.

Protein: A complex chemical compound that consists of many amino
acids attached to each other that are essential to the structure and
functioning of all living cells.

Vitamin: A complex organic compound found naturally in plants and
animals that the body needs in small amounts for normal growth and
activity.



An example of a mineral is calcium, an element needed to build strong
bones and teeth. Calcium is also involved in the normal function of nerve
and muscle activity. Good sources of calcium include milk and eggs.

The food pyramid
The food pyramid is a diagram developed by the U.S. Department of

Agriculture (USDA) to illustrate the components needed in a healthy diet.
The bottom level of the pyramid contains the cereal foods, such as breads,
pastas, and rice. This group of foods consists primarily of carbohydrates
and is, therefore, a major source of energy. The USDA recommends 6 to
11 servings per day from this group. A serving consists of 30 to 60 grams
(1 to 2 ounces) of the food. The exact number of servings depends on the
age, gender, weight, and degree of activity for any given person.

The second level of the food pyramid consists of fruits and vegeta-
bles. These foods are especially important in supplying vitamins and min-
erals. A second benefit derived from this group comes from indigestible

1 4 0 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Nutrition

The food pyramid developed

by the U.S. Department of

Agriculture. (Reproduced by

permission of the U.S.

Department of Agriculture.)



fiber. Indigestible fiber has been shown to improve the functioning and
health of the large intestine. Five to nine servings a day are suggested
from this group.

The third level of the pyramid consists of proteins in the form of
meats, eggs, beans, nuts, and milk products. This level is smaller than the
first and second levels to emphasize that the percentage of these foods
should be smaller in comparison to a person’s total food intake.

The tip of the pyramid contains the lipids. The small space allotted
to the lipids emphasizes that fats and oils should be consumed in small
quantities for optimum health.

Nutrient deficiency diseases
The lack of any nutrient can lead to some kind of disease. For ex-

ample, people who do not have enough protein in their diets may develop
a condition known as kwashiorkor. Kwashiorkor (pronounced kwah-shee-
OR-kor) is characterized by apathy (lack of interest), muscular wasting,
and edema (collection of water in the body). Both the hair and skin lose
their pigmentation, and the skin becomes scaly. Diarrhea and anemia (a
blood disorder characterized by tiredness) are common, and permanent
blindness may result from the condition. Experts estimate that millions of
infants die every year worldwide from kwashiorkor.

Rickets is an example of a vitamin deficiency disorder. Rickets de-
velops when a person does not receive enough vitamin D in his or her
diet. As a result, the person’s bones do not develop properly. His or her
legs become bowed by the weight of the body, and wrists and ankles be-
come thickened. Teeth are also badly affected and may take much longer
than normal to mature, if they do so at all. Rickets is common among
dwellers in slums, where sunlight is not available. (Sunlight causes the
natural formation of vitamin D in the skin.) Rickets is no longer a threat
in many nations because milk and infant formulas have vitamin D added
to them artificially.

[See also Amino acid; Carbohydrate; Lipids; Malnutrition; Pro-
tein; Vitamin]
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‡�Obsession
An obsession is a persistent (continuous) and recurring thought that a per-
son is unable to control. A person suffering from obsessive thoughts of-
ten has symptoms of anxiety (uneasiness or dread) or emotional distress.
To relieve this anxiety, a person may resort to compulsive behavior.

A compulsion is an irresistible impulse or desire to perform some
act over and over. Examples of compulsive behavior are repetitive hand
washing or turning a light on and off again and again to be certain it is
on or off.

Although performing the specific act relieves the tension of the ob-
session, the person feels no pleasure from the action. On the contrary, the
compulsive behavior combined with the obsession cause a great deal of
distress for the person. The main concern of psychiatrists and therapists
who treat people with obsessions is the role those obsessions play in a
mental illness called obsessive-compulsive disorder.

Obsessive-compulsive disorder
Obsessive-compulsive disorder (OCD) is classified as an anxiety dis-

order. A person suffering from an obsession may be aware of how irra-
tional or senseless their obsession is. However, that person is over-
whelmed by the need to perform some repetitive behavior in order to
relieve the anxiety connected with the obsession.

OCD makes normal functioning and social interactions very diffi-
cult because it tends to consume more and more of a person’s time and
energy. For example, a person obsessed with the fear of being dirty might
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spend three to four hours in the bathroom, washing and rewashing him-
self or herself. Fortunately, OCD is a rare disorder, affecting less than 5
percent of people suffering psychiatric problems.

Obsessive-compulsive personality disorder
People who are overt perfectionists or are rigidly controlling may

be suffering from obsessive-compulsive personality disorder (OCPD). In
this disorder, the patient may spend excessive amounts of energy on de-
tails and lose perspective about the overall goals of a task or job. Obses-
sive personalities tend to be rigid and unreasonable about how things must
be done. They tend also to be workaholics, preferring work over the plea-
sures of leisure-time activities.

OCPD does not involve specific obsessions or compulsions. The ob-
sessive behavior arises more from generalized attitudes about perfection-
ism than from a specific obsessive thought. A person suffering from
OCPD may be able to function quite successfully at work, but makes
everyone else miserable by demanding the same excessive standards of
perfection.

Treatments for obsessive-compulsive illnesses
Therapists first try to make patients suffering from obsessive-

compulsive illnesses understand that thoughts cannot be controlled. They
then try to have patients face the fears that produce their anxiety and grad-
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Compulsive behavior: Behavior that is driven by irresistible impulses
to perform some act over and over.

Flooding: Exposing a person with an obsession to his or her fears as a
way of helping him or her face and overcome them.

Obsessive-compulsive disorder: Mental illness in which a person is
driven to compulsive behavior to relieve the anxiety of an obsession.

Obsessive-compulsive personality disorder: Mental illness in which a
person is overtly preoccupied with minor details to the exclusion of
larger goals.



ually learn to deal with them. This type of therapy is called flooding. Once
patients begin to modify or change their behavior, they find that the ob-
sessive thoughts begin to diminish.

Most professionals who treat obsessive-compulsive illnesses feel
that a combination of therapy and medication is helpful. Some antide-
pressants, like AnafranilTM and ProzacTM, are prescribed to help ease the
condition.

‡�Ocean
Oceans are large bodies of salt water that surround Earth’s continents 
and occupy the basins between them. The four major oceans of the world
are the Atlantic, Arctic, Indian, and Pacific. These interconnected oceans
are further divided into smaller regions of water called seas, gulfs, and
bays.

The combined oceans cover almost 71 percent of Earth’s surface, or
about 139,400,000 square miles (361,000,000 square kilometers). The av-
erage temperature of the world’s oceans is 39°F (3.9°C). The average
depth is 12,230 feet (3,730 meters).
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Origin of ocean water
One scientific theory about the origin of ocean water states that as

Earth formed from a cloud of gas and dust more than 4.5 billion years
ago, a huge amount of lighter elements (including hydrogen and oxygen)
became trapped inside the molten interior of the young planet. During the
first one to two billion years after Earth’s formation, these elemental gases
rose through thousands of miles of molten and melting rock to erupt on
the surface through volcanoes and fissures (long narrow cracks).

Within the planet and above the surface, oxygen combined with hy-
drogen to form water. Enormous quantities of water shrouded the globe
as an incredibly dense atmosphere of water vapor. Near the top of the at-
mosphere, where heat could be lost to outer space, water vapor condensed
to liquid and fell back into the water vapor layer below, cooling the layer.
This atmospheric cooling process continued until the first raindrops fell
to the young Earth’s surface and flashed into steam. This was the begin-
ning of a fantastic rainstorm that, with the passage of time, gradually filled
the ocean basins.

Cosmic rain. In mid-1997, however, scientists offered a new theory
on the how the oceans possibly filled in. The National Aeronautics 
and Space Administration’s Polar satellite, launched in early 1996, dis-
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Words to Know

Continental margin: Underwater plains connected to continents, sepa-
rating them from the deep ocean floor.

Fracture zone: Faults in the ocean floor that form at nearly right
angles to the ocean’s major ridges.

Guyot: An extinct, submarine volcano with a flat top.

Ridge: Very long underwater mountain ranges created as a by-product
of seafloor spreading.

Rift: Crevice that runs down the middle of a ridge.

Seafloor spreading: Process whereby new oceanic crust is created at
ridges.

Seamount: Active or inactive submarine volcano.



covered that small comets about 40 feet (12 meters) in diameter are bom-
barding Earth’s atmosphere at a rate of about 43,000 a day. These comets
break up into icy fragments at heights 600 to 15,000 miles (960 to 24,000
kilometers) above ground. Sunlight then vaporizes these fragments into
huge clouds, which condense into rain as they sink lower in the atmo-
sphere.

Scientists calculate that this cosmic rain adds one inch of water to
Earth’s surface every 10,000 to 20,000 years. This amount of water could
have been enough to fill the oceans if these comets have been entering
Earth’s atmosphere since the planet’s beginning 4.5 billion years ago.

Ocean basin
Ocean basins are that part of Earth’s surface that extends seaward

from the continental margins (underwater plains connected to continents,
separating them from the deep ocean floor). Basins range from an aver-
age water depth of about 6,500 feet (2,000 meters) down into the deep-
est trenches. Ocean basins cover about 70 percent of the total ocean area.

The familiar landscapes of continents are mirrored, and generally
magnified, by similar features in the ocean basin. The largest underwater
mountains, for example, are higher than those on the continents. Under-
water plains are flatter and more extensive than those on the continents.
All basins contain certain common features that include oceanic ridges,
trenches, fracture zones, abyssal plains, and volcanic cones.

Oceanic ridges. Enormous mountain ranges, or oceanic ridges, cover
the ocean floor. The Mid-Atlantic Ridge, for example, begins at the tip
of Greenland, runs down the center of the Atlantic Ocean between the
Americas on the west and Africa on the east, and ends at the southern tip
of the African continent. At that point, it stretches around the eastern edge
of Africa, where it becomes the Mid-Indian Ridge. That ridge continues
eastward, making connections with other ridges that eventually end along
the western coastline of South and Central America. Some scientists say
this is a single oceanic ridge that encircles Earth, one that stretches a to-
tal of more than 40,000 miles (65,000 kilometers).

In most locations, oceanic ridges are 6,500 feet (2,000 meters) 
or more below the surface of the oceans. In a few places, however, they
actually extend above sea level and form islands. Iceland (in the North
Atlantic), the Azores (about 900 miles [about 1,500 kilometers] off 
the coast of Portugal), and Tristan de Cunha (in the South Atlantic mid-
way between southern Africa and South America) are examples of such
islands.
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Running along the middle of an oceanic ridge, there is often a deep
crevice known as a rift, or median valley. This central rift can plunge as
far as 6,500 feet (2,000 meters) below the top of the ridge that surrounds
it. Scientists believe ocean ridges are formed when molten rock, or
magma, escapes from Earth’s interior to form the seafloor, a process
known as seafloor spreading. Rifts may be the specific parts of the ridges
where the magma escapes.

Trenches. Trenches are long, narrow, canyonlike structures, most of-
ten found next to a continental margin. They occur much more commonly
in the Pacific than in any of the other oceans. The deepest trench on Earth
is the Mariana Trench, which runs from the coast of Japan south and then
west toward the Philippine Islands—a distance of about 1,580 miles (2,540
kilometers). Its deepest spot is 36,198 feet (11,033 meters) below sea
level. The longest trench is located along the coast of Peru and Chile. Its
total length is 3,700 miles (5,950 kilometers) and it has a maximum depth
of 26,420 feet (8,050 meters). Earthquakes and volcanic activity are com-
monly associated with trenches.

Fracture zones. Fracture zones are regions where sections of the ocean
floor slide past each other, relieving tension created by seafloor spread-
ing at the ocean ridges. Ocean crust in a fracture zone looks like it has
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been sliced up by a giant knife. The faults in a zone usually cut across
ocean ridges, often nearly at right angles to the ridge. A map of the North
Atlantic Ocean basin, for example, shows the Mid-Atlantic Ridge travel-
ing from north to south across the middle of the basin, with dozens of
fracture zones cutting across the ridge from east to west.

Abyssal plains. Abyssal plains are relatively flat areas of the ocean
basin with slopes of less than one foot of elevation difference for each
thousand feet of distance. They tend to be found at depths of 13,000 to
16,000 feet (4,000 to 5,000 meters). Oceanographers believe that abyssal
plains are so flat because they are covered with sediments (clay, sand,
and gravel) that have been washed off the surface of the continents for
hundreds of thousands of years. On the abyssal plains, these layers of sed-
iment have now covered up any irregularities that may exist in the rock
of the ocean floor beneath them.

Abyssal plains found in the Atlantic and Indian Oceans tend to be
more extensive than those in the Pacific Ocean. One reason for this phe-
nomenon is that the majority of the world’s largest rivers empty into ei-
ther the Atlantic or the Indian Oceans, providing both ocean basins with
an endless supply of the sediments from which abyssal plains are made.

Volcanic cones. Ocean basins are alive with volcanic activity. Magma
flows upward from the mantle to the ocean bottom not only through rifts,
but also through numerous volcanoes and other openings in the ocean
floor. Seamounts are submarine volcanoes and can be either active or ex-
tinct. Guyots are extinct volcanoes that were once above sea level but
have since receded below the surface. As they receded, wave or current
action eroded the top of the volcano to a flat surface.

Seamounts and guyots typically rise about 0.6 mile (1 kilometer)
above the ocean floor. One of the largest known seamounts is Great Me-
teor Seamount in the northeastern part of the Atlantic Ocean. It extends
to a height of more than 1,300 feet (4,000 meters) above the ocean floor.

[See also Coast and beach; Continental margin; Currents, ocean;
Oceanography; Ocean zones; Plate tectonics; Tides; Volcano]

‡�Oceanography
Oceanography is the scientific study of the oceans, which cover more than
71 percent of Earth’s surface. It is divided into four major areas of re-
search: physical, chemical, biological, and geological.
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Physical oceanography is the study of basic activities of the oceans
such as currents, tides, boundaries, and even evaporation. Chemical
oceanography is the study of the chemical parts of the sea and the pres-
ence and concentration of chemical elements such as zinc, copper, and
nitrogen in the water. These two fields are the main focus of oceanogra-
phy today. Current areas of research include oceanic circulation—espe-
cially ocean currents and their role in weather-related events—and
changes in sea level and climate. Also, as the population of the planet
continues to increase, oceanographers have begun to conduct research on
using the oceans’ resources to produce food.
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Biological oceanography is the study of all life in the sea, including
plants, animals, and other living organisms. Since the oceans provide hu-
mans with vital food, biological oceanographers look for ways to increase
these yields to meet growing populations.

Geological oceanography is the study of the geological structure and
mineral content of the ocean floor. This includes mineral resource ex-
traction (removal), seafloor mapping, and plate tectonics activities that
offer clues to the origin of Earth. (Earth’s crust is made up of large plates
that fit together loosely. The study of these plates and their movement,
especially their ability to cause earthquakes, is called plate tectonics.)

Ocean research vessels
The era of modern oceanography was opened with the four-year

ocean exploration expedition of the H.M.S. Challenger, beginning in
1872. The Challenger was the first vessel used to systematically record
information about all the oceans except the Arctic, including their depths,
circulations, temperatures, and organic life.

Sophisticated sonar and magnetic technology on subsequent voy-
ages by other vessels have greatly increased scientists’ knowledge of the
oceans, helping them make such important geological discoveries as
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seafloor spreading (by which new oceanic crust is created) and plate tec-
tonics. All ocean research ships are essentially floating laboratories. Many
are operated and financed by the U.S. Navy, often in conjunction with a
university or other institution.

Oceanographers of the twenty-first century use satellites to study
changes in salt levels, temperature, currents, biological events, and trans-
portation of sediments. As scientists develop new technologies, new doors
will open on the study of the world’s oceans.

[See also Ocean]

‡�Ocean zones
Ocean zones are layers within the oceans that contain distinctive plant and
animal life. They are sometimes referred to as ocean layers or environ-
mental zones. The ocean environment is divided into two broad categories,
known as realms: the benthic realm (consisting of the seafloor) and the
pelagic realm (consisting of the ocean waters). These two realms are then
subdivided into separate zones according to the depth of the water.

Water depth versus light penetration
Sunlight obviously cannot penetrate beyond a certain depth in the

ocean. Some organisms have, however, evolved to cope with the absence
of sunlight at great depths. Plants require sunlight to carry on photosyn-
thesis—the process by which they convert carbon dioxide, water, and
other nutrients to simple carbohydrates to produce energy, releasing oxy-
gen as a by-product. Below a depth of about 660 feet (200 meters), not
enough sunlight penetrates to allow photosynthesis to occur. The area of
the ocean where photosynthesis occurs is known as the euphotic zone
(meaning “good light”).

From the standpoint of living organisms, the euphotic zone is prob-
ably the most important of all oceanic zones. By some estimates, about
two-thirds of all the photosynthetic activity that occurs on Earth (on land
and in the water) takes place within the euphotic zone.

From 660 to 3,000 feet (200 to 900 meters), only about 1 percent of
sunlight penetrates. This layer is known as the dysphotic zone (meaning
“bad light”). Below this layer, down to the deepest parts of the ocean, it
is perpetual night. This last layer is called the aphotic zone (meaning “with-
out light”). At one time, scientists thought that very little life existed within

1 4 1 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Ocean zones



the aphotic zone. However, they now know that a variety of interesting
organisms can be found living on the deepest parts of the ocean floor.

The benthic realm
The benthic realm extends from the shoreline to the deepest parts of

the ocean floor. The benthic realm is an especially rich environment for
living organisms. Scientists now believe that up to 98 percent of all ma-
rine species are found in or near the ocean floor. Some of these are fish
or shellfish swimming just above the ocean floor. Most are organisms that
burrow in the sand or mud, bore into or are attached to rocks, live in
shells, or simply move about on the ocean floor.

In the deeper parts of the ocean floor, below the euphotic zone, no
herbivores (plant eaters) can survive. However, the “rain” of dead organic
matter from above still supports thriving bottom communities.

The pelagic realm
In the region of the pelagic zone from the surface to 660 feet (200

meters), phytoplankton (algae and microscopic plants) live. They are the
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Words to Know

Benthic: Pertaining to the ocean floor.

Consumer: An organism that consumes other organisms as a food source.

Chemosynthesis: The chemical process by which bacteria, by oxidizing
hydrogen sulfide, serve as primary producer for a marine community.

Pelagic: The water portion of the ocean.

Photosynthesis: The process by which green plants produce energy by
converting carbon dioxide, water, and other nutrients to simple carbo-
hydrates, releasing oxygen as a by-product.

Phytoplankton: Microscopic aquatic plants.

Producer: An organism that is capable of utilizing nonliving materials
and an external energy source to produce organic molecules (for exam-
ple, carbohydrates), which are then used as food.

Zooplankton: Microscopic aquatic animals.



primary producers of the ocean, the lowest level on the oceanic food web.
They use the process of photosynthesis to provide food for themselves
and for higher organisms.

On the next level upward in the pelagic food web are the primary
consumers, the zooplankton (microscopic animals). They feed on phyto-
plankton and, in turn, become food for larger animals (secondary con-
sumers) such as sardines, herring, tuna, bonito, and other kinds of fish
and swimming mammals. At the top of this food web are the ultimate
consumers, the toothed whales.
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In the region from a depth of about 660 to 3,000 feet (200 to 
900 meters), a number of organisms survive by spending daylight hours
within this region and then rising toward the surface during evening hours.
In this way, they can feed off the phytoplankton and zooplankton avail-
able near and on the surface of the water while avoiding predators dur-
ing the day. The most common organisms found in this region are small
fish, squid, and simple shellfish. A number of these organisms have
evolved some interesting adaptations for living in this twilight world. They
often have very large eyes, capable of detecting light only 1 percent as
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intense as that visible to the human eye. A majority also have light-
producing organs that give off a phosphorescence that makes them glow
in the dark.

Organisms found below 3,000 feet (900 meters) have also evolved
some bizarre adaptations for survival in their lightless environment. In the
deeper regions, pressures may exceed 500 times that of atmospheric pres-
sure, or the equivalent of several tons per square inch. Temperatures never
get much warmer than about 37°F (3°C). Organisms within these regions
generally prey on each other. They have developed special features such
as expandable mouths, large and very sharp teeth, and special strategies
for hunting or luring prey.

Recent discoveries
In 1977, near the Galapagos Islands in the Pacific Ocean, oceanog-

raphers discovered deep sea vents and communities of organisms never
seen before. These hydrothermal vents are located in regions where molten
rock lies just below the surface of the seafloor, producing underwater hot
springs. Volcanic “chimneys” form when the escaping superheated water
deposits dissolved minerals and gases upon coming in contact with the
cold ocean water. Around these vents are bacteria that obtain energy from
the oxidation of hydrogen sulfide escaping from the vents—a process
called chemosynthesis. These bacteria (primary producers) are then used
as food by tube worms, huge clams, mussels, and other organisms (pri-
mary consumers) living around the vents. Since these communities are
not photosynthesis-based like all other biological communities, they may
provide clues to the nature of early life on Earth.

[See also Ocean]

‡�Oil drilling
Oil or petroleum (also known as crude oil) is a fossil fuel found largely
in vast underground deposits. Oil and its byproducts (natural gas, gaso-
line, kerosene, asphalt, and fuel oil, among others) did not have any real
economic value until the middle of the nineteenth century when drilling
was first used as a method to obtain it. Today, oil is produced on every
continent but Antarctica. Despite increasingly sophisticated methods of
locating possible deposits and improved removal techniques, oil is still
obtained by drilling.
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History
Oil was known in the ancient world and had several uses. Usually

found bubbling up to Earth’s surface at what are called oil seeps, oil was
used primarily for lighting, as a lubricant, for caulking ships (making them
watertight), and for jointing masonry (for building). The Chinese knew
and used oil as far back as the fourth century B.C.

By the 1850s, crude oil was still obtained by skimming it off 
the tops of ponds. Since oil from whales was becoming scarce as the 
giant mammals were hunted almost to extinction, oil producers began 
to look elsewhere to extract oil. In 1859, while working for the Seneca
Oil Company in Titusville, Pennsylvania, Edwin L. Drake and his crew
drilled the first modern oil well. They struck oil almost 70 feet (21 me-
ters) down. America’s oil boom, and the world’s oil industry, was
launched.

Oil would be a minor industry for some time, since the only prod-
uct of crude oil that was thought to be useful was kerosene. The remain-
der was simply thrown away. Fifty years later, with the invention of the
internal-combustion engine and with greater knowledge of the varied ap-
plications of petroleum, the oil industry was born in earnest. This market
soon became international in scope, and drilling for oil became very se-
rious and sometimes very financially rewarding.
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Words to Know

Derrick: The steel tower on a drilling rig or platform that is tall
enough to store at least three lengths of 30-foot (9-meter) drill 
pipe.

Drilling mud: A chemical liquid that cools and lubricates the drill bit
and acts as a cap to keep the oil from gushing up.

Fossil fuel: Fuels formed by decaying plants and animals on the 
ocean floors that were covered by layers of sand and mud. Over mil-
lions of years, the layers of sediment created pressure and heat 
that helped bacteria change the decaying organic material into oil 
and gas.

Rotary drilling: A drilling system in which the drill bit rotates and
cuts into rock.



Drilling for oil
The method Edwin Drake used to drill oil wells is called cable-tool

or percussion drilling. A hole is punched into the ground by a heavy 
cutting tool called a bit that is attached to a cable and pulley system. 
The cable hangs from the top of a four-legged framework tower called a
derrick.

The cable raises and drops the drill bit over and over again, shat-
tering the rock into small pieces or cuttings. Periodically, those cuttings
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have to be wetted down and bailed out of the hole. By the late 1800s,
steam engines had become available for cranking the drill bit up and down
and for lowering other tools into the hole.

Although this method is sometimes still used for drilling shallow
wells through hard rock, almost all present-day wells are bored by rotary
drilling equipment, which works like a corkscrew or carpenter’s drill. Ro-
tary drilling originated during the early 1900s in Europe.

Rotary drilling process. In rotary drilling, a large, heavy bit is at-
tached to a length of hollow drill pipe. As the well gets deeper, additional
sections of pipe are connected at the top of the hole. The taller the der-
rick, the longer the sections of drill pipe that can be strung together. Al-
though early derricks were made of wood, modern derricks are constructed
of high-strength steel.

The whole length of pipe, or drillstring, is twisted by a rotating
turntable that sits on the floor of the derrick. When the drill bit becomes
worn, or when a different type of drill bit is needed, the whole drillstring
must be pulled out of the hole to change the bit. Each piece of pipe is un-
screwed and stacked on the derrick. When the oil-bearing formation is
reached, the hole is lined with pipe called casing, and finally the well is
completed or made ready for production with cementing material, tubing,
and control valves.

Throughout the rotary drilling process, a stream of fluid called
drilling mud is continuously forced to the bottom of the hole, through the
bit, and back up to the surface. This special mud, which contains clay and
chemicals mixed with water, lubricates the bit and keeps it from getting
too hot. The drilling mud also carries rock cuttings up out of the hole,
clearing the way for the bit and allowing the drilling crew’s geologists to
study the rock to learn more about the formations underground. The mud
also helps prevent cave-ins by shoring up the sides of the hole.

Offshore drilling. Offshore drilling processes and equipment are es-
sentially the same as those on land, except that special types of rigs are
used depending on water depth. Jackup rigs, with legs attached to the
ocean floor, are used in shallow water with depths to 200 feet (61 me-
ters). In depths up to 4,000 feet (1,220 meters), drilling takes place on
semisubmersible rigs that float on air-filled legs and are anchored to the
bottom. Drillships with very precise navigational instruments are used in
deep water with depths to 8,000 feet (2,440 meters). Once a promising
area has been identified, a huge fixed platform is constructed that can sup-
port as many as 42 offshore wells, along with living quarters for the
drilling crew.
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Many advancements have been made in oil-drilling technology. The
most advanced rotary cone rock bits presently available can drill about
80 percent faster than bits from the 1920s. At that time, well depths
reached about 8,200 feet (2,500 meters). Today’s drills can reach down
more than 30,000 feet (9,150 meters).

[See also Natural gas; Oil spills; Petroleum]

‡�Oil spills
Crude oil or petroleum is an important fossil fuel. Fossil fuels were formed
millions of years ago, when much of Earth was covered by water con-
taining billions of tiny plants and animals. After these organisms died they
accumulated on ocean floors, where, over the ages, sand and mud also
drifted down to cover them. As these layers piled up over millions of
years, their weight created pressure and heat that changed the decaying
organic material into oil and gas.

Since petroleum is often extracted in places that are far away from
areas where it is refined and eventually used, it must be transported in
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large quantities by ocean tankers, inland-water barges, or overland pipe-
lines. Accidental oil spills can occur at any time during the loading, trans-
portation, and unloading of oil. Some oil spills have been spectacular in
magnitude and have caused untold environmental damage.

Characteristics of petroleum
Petroleum is a thick, flammable, yellow-to-black colored liquid con-

taining a mixture of organic chemicals, most of which are hydrocarbons
(organic compounds containing only hydrogen and carbon atoms). Since
petroleum is a natural material, it can be diluted or decomposed by bac-
teria and other natural agents. The most toxic or poisonous components
of petroleum are the volatile components (those compounds that evapo-
rate at low temperatures) and the components that are water-soluble (able
to be dissolved in water).
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Bioremediation

Bioremediation is the use of bacteria and other living
microorganisms to help clean up hazardous waste in soil and water.
These microorganisms work by decomposing or breaking down toxic
chemicals into simpler, less-poisonous compounds. Petroleum can be
consumed by microorganisms, transforming it into compounds such as
carbon dioxide and water.

Unfortunately, the technique of adding bacteria to a haz-
ardous waste spill in order to increase the rate of decomposition has
yielded limited success. If a community of bacteria present in an area
where a spill occurs can consume that hazardous waste, the bacteria
grow rapidly. Adding further microorganisms does not seem to increase
the overall rate of decomposition. More important, areas where spills
take place often do not have optimum conditions under which the bac-
teria can function. Oxygen and certain nutrients such as nitrate and
phosphate that the bacteria need are often limited.

However, in the case of the Exxon Valdez oil spill in Alaska in
1989, nitrogen- and phosphorus-containing fertilizer was applied to
about 75 miles (120 kilometers) of oiled beach. The fertilizer adhered
to the petroleum residues. With these added nutrients, the naturally
occurring community of bacteria broke down the oil at a 50 percent
faster rate.



The products refined from petroleum (gasoline, kerosene, asphalt,
fuel oil, and petroleum-based chemical), however, are not natural. Be-
cause of this, few natural agents like bacteria exist to decompose or break
them down.

Oil pollution
Since crude oil floats, oil spilled on the open ocean most severely

affects seabirds. The oil coats their bodies, preventing them from fluff-
ing their feathers to keep warm. Animals and plants below the surface of
the water are largely unaffected by the oil spill. Naturally present bacte-
ria in the water begin to break down the petroleum, using it as a nutrient.
Eventually, the oil slick is broken down into a hard, tarlike substance,
which is almost completely harmless to seagoing life of all kind. Wave
action then breaks the pieces of tar into progressively smaller and smaller
pieces. These small pieces, often invisible to the naked eye, remain float-
ing in the water indefinitely.

When an oil spill occurs near a coastline, however, the damaging
effect is much greater. Waves wash the oil on shore where it covers every-
thing—rocks, plants, animals, and sand. If the wave action is high, bac-
teria present in the water are able to break down the oil fairly rapidly. In
areas where wave action is low, such as in a bay or estuary, plants and
animals quickly suffocate or are killed by toxic reactions to the oil, which
remains for a considerable time. Since many small bays serve as nesting
sites for aquatic birds and animals, spills in these areas are especially
deadly.

Incidents of oil spills
Accidental oil spills from tankers and offshore rigs are estimated to

total about 250 million gallons (950 million liters) per year. In 1967, off
the coast of southern England, the Torrey Canyon ran aground, spilling
about 32 million gallons (120 million liters) of crude oil. In 1978, the Amoco
Cadiz went aground in the English Channel, spilling over 63 million gal-
lons (240 million liters) of crude oil. In 1979, the offshore exploration rig
IXTOC-I had an uncontrollable blowout that spilled more than 137 mil-
lion gallons (520 million liters) of crude oil into the Gulf of Mexico.

The most damaging oil spill ever to occur in North American wa-
ters was the Exxon Valdez accident of 1989. The 11 million gallons (42
million liters) of spilled oil affected about 1,180 miles (1,900 kilometers)
of shoreline of Prince William Sound and its surroundings in Alaska. The
coastal habitats of many animals and birds were destroyed. Large num-
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bers of sea mammals and birds were also affected in offshore waters. Of
the estimated 5,000 to 10,000 sea otters that lived in Prince William
Sound, at least 1,000 were killed by oiling. About 36,000 dead seabirds
of various species were collected from beaches and other places. The ac-
tual number of killed birds, however, was probably in the range of 100,000
to 300,000. At least 153 bald eagles died from poisoning when they ate
the remains of oiled seabirds.

Large quantities of crude oil have also been spilled during warfare.
The largest-ever spill of petroleum into a body of water occurred during
the Persian Gulf War in 1991–92. Iraqi forces deliberately released an es-
timated 500 million gallons (1,900 million liters) of petroleum into the Per-
sian Gulf from several tankers and an offshore taker-loading facility. Iraqi
forces also sabotaged and set fire to over 500 oil wells in Kuwait. Before
the fires were extinguished and the wells capped, an estimated 10 to 30
billion gallons (35 to 115 billion liters) of crude oil had been spilled. Much
of the oil burned, releasing toxic petroleum vapors into the atmosphere.

A potential ecological disaster arose in January 2001 when a tanker
carrying 234,000 gallons (885,690 liters) of diesel and bunker (a heavy
mixed fuel used by tourist boats) spilled the bulk of its load after it ran
aground near the Galápagos Islands. The islands are located in the Pacific
Ocean about 600 miles (1,000 kilometers) west of the country of Ecuador,
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of which they are a province. In fact, the islands are Ecuador’s main tourist
attraction. The islands are an ecosystem populated by species found
nowhere else in the world. With their rare species of birds, reptiles, and
marine life, the islands were an inspiration for English naturalist Charles
Darwin’s (1809–1882) theory of evolution.

The tanker hit bottom 550 yards (503 meters) off San Cristóbol, the
easternmost island in the Galápagos. Luckily for the islands and their
species, strong ocean currents washed almost all of the fuel out to sea,
where most of it evaporated. Only two pelicans were found dead on the
islands, while dozens were soiled, along with several sea lions and pups
and exotic blue-footed booby birds. According to experts, the contami-
nation was minimal. They also felt there would be no long-term damage
to the islands from the spill.

[See also Petroleum; Pollution]

‡�Orbit
An orbit is the path a celestial object follows when moving under the con-
trol of another’s gravity. This gravitational effect is evident throughout
the universe: satellites orbit planets, planets orbit stars, stars orbit the cores
of galaxies, and galaxies revolve in clusters.

Without gravity, celestial objects would hurtle off in all directions.
Gravity pulls those objects into circular and elliptical (oval-shaped) or-
bits. Indeed, gravity was responsible for the clumping together of dust
and gas shortly after the beginning of the universe, which led to the for-
mation of stars and galaxies.

Kepler’s laws and planetary motion
Since ancient times, astronomers have been attempting to understand

the patterns in which planets travel throughout the solar system and the
forces that propel them. One such astronomer was the German Johannes
Kepler (1571–1630). In 1595, he discovered that the planets formed el-
lipses in space. In 1609, he published his first two laws of planetary mo-
tion. The first law states that a planet travels around the Sun on an ellip-
tical path. The second law states that a planet moves faster on its orbit
when it is closer to the Sun and slower when it is farther away.

Ten years later, Kepler added a third law of planetary motion. This
law makes it possible to calculate a planet’s relative distance from the
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Sun knowing its period of revolution. Specifically, the law states that the
cube of the planet’s average distance from the Sun is equal to the square
of the time it takes that planet to complete its orbit.

Scientists now know that Kepler’s planetary laws also describe the
motion of stars, moons, and human-made satellites.

Newton’s laws
More than 60 years after Kepler published his third law, English

physicist Isaac Newton (1642–1727) developed his three laws of motion
and his law of universal gravitation. Newton was the first to apply the no-
tion of gravity to orbiting bodies in space. He explained that gravity was
the force that made planets remain in their orbits instead of falling away
in a straight line. Planetary motion is the result of movement along a
straight line combined with the gravitational pull of the Sun.

Newton discovered three laws of motion, which explained interac-
tions between objects. The first is that a moving body tends to remain in
motion and a resting body tends to remain at rest unless acted upon by
an outside force. The second states that any change in the acceleration of
an object is proportional to, and in the same direction as, the force act-
ing on it. (Proportional means corresponding, or having the same ratio.)
In addition, the effects of that force will be inversely proportional (op-
posite) to the mass of the object; that is, when affected by the same force,
a heavier object will move slower than a lighter object. Newton’s third
law states that for every action there is an equal and opposite reaction.

Newton used these laws to develop the law of universal gravitation.
This law states that the gravitational force between any two objects 
depends on the mass of each object and the distance between them. 
The greater each object’s mass, the stronger the pull, but the greater the
distance between them, the weaker the pull. The strength of the gravita-
tional force, in turn, directly affects the speed and shape of an object’s
orbit. As strength increases, so does the orbital speed and the tightness 
of the orbit.

Newton also added to Kepler’s elliptical orbit theory. Newton found
that the orbits of objects going around the Sun could be shaped as cir-
cles, ellipses, parabolas, or hyperbolas. As a result of his work, the orbits
of the planets and their satellites could be calculated very precisely. Sci-
entists used Newton’s laws to predict new astronomical events. Comets
and planets were eventually predicted and discovered through Newtonian
or celestial mechanics—the scientific study of the influence of gravity on
the motions of celestial bodies.
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Einstein revises Newton’s laws
In the early 1900s, German-born American physicist Albert Einstein

(1879–1955) presented a revolutionary explanation for how gravity works.
Whereas Newton viewed space as flat and time as constant (progressing
at a constant rate—not slowing down or speeding up), Einstein described
space as curved and time as relative (it can slow down or speed up).

According to Einstein, gravity is actually the curvature of space
around the mass of an object. As a lighter object (like a planet) approaches
a heavier object (like the Sun) in space, the lighter object follows the lines
of curved space, which draws it near the heavier object. To understand
this concept, imagine space as a huge stretched sheet. If you were to place
a large heavy ball on the sheet, it would cause the sheet to sag. Now imag-
ine a marble rolling toward the ball. Rather than traveling in a straight
line, the marble would follow the curves in the sheet caused by the ball’s
depression.

Einstein’s ideas did not prove Newton wrong. Einstein merely
showed that Newtonian mechanics work more accurately when gravity is
weak. Near stars and black holes (single points of infinite mass and grav-
ity that are the remains of massive stars), where there are powerful grav-
itational fields, only Einstein’s theory holds up. Still, for most practical
purposes, Newton’s laws continue to describe planetary motions well.

[See also Celestial mechanics; Moon; Satellite; Solar system;
Star; Sun]

‡�Organic chemistry
Organic chemistry is the study of compounds of carbon. The name or-
ganic goes back to a much earlier time in history when chemists thought
that chemical compounds in living organisms were fundamentally differ-
ent from those that occur in nonliving things. The belief was that the
chemicals that could be extracted from or that were produced by living
organisms had a special “vitalism” or “breath of life” given to them by
some supernatural being. As such, they presented fundamentally differ-
ent kinds of problems than did the chemicals found in rocks, minerals,
water, air, and other nonliving entities. The chemical compounds associ-
ated with living organisms were given the name organic to emphasize
their connection with life.

In 1828, German chemist Friedrich Wöhler (1800–1882) proved that
this theory of vitalism was untrue. He found a very simple way to con-
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vert chemical compounds from living organisms into comparable com-
pounds from nonliving entities.

As a result of Wöhler’s research, the definition of organic chemistry
changed. The new definition was based on the observation that every com-
pound discovered in living organisms had one property in common: they
all contained the element carbon. As a result, the modern definition of or-
ganic chemistry—as the study of carbon compounds—was adopted.

Organic and inorganic chemistry
One important point that Wöhler’s research showed was that the

principles and techniques of chemistry apply equally well to compounds
found in living organisms and in nonliving things. Nonetheless, some im-
portant differences between organic and inorganic (not organic) com-
pounds exist. These include the following:

1. The number of organic compounds vastly exceeds the number 
of inorganic compounds. The ratio of carbon-based compounds to non-
carbon-based compounds is at least ten to one, with close to 10 million
organic compounds known today. The reason for this dramatic difference
is a special property of the carbon atom: its ability to join with other car-
bon atoms in very long chains, in rings, and in other kinds of geometric
arrangements. It is not at all unusual for dozens, hundreds, or thousands
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Major Organic Families and the 
Functional Groups They Contain

Family Functional Group

Alkane carbon– –C
Alkene at least one carbon–
Alkyne –carbon triple bond: C�C
Alcohol –
Ether carbon– – –O–C
Aldehyde and ketone carboxyl (C=O) group: C–C=O
Carboxylic acid carboxylic (C=O) group: C – C=O

Ester ester (C=O) group: C–C=O

Amine amine (NH2) group: C–NH2

|
OH

|
OH

|
O

|
O



of carbon atoms to bond to each other within a single compound—a prop-
erty that no other element exhibits.

2. In general, organic compounds tend to have much lower melting
and boiling points than do inorganic compounds.

3. In general, organic compounds are less likely to dissolve in wa-
ter than are inorganic compounds.

4. Organic compounds are likely to be more flammable but poorer
conductors of heat and electricity than are inorganic compounds.

5. Organic reactions tend to take place more slowly and to produce
a much more complex set of products than do inorganic reactions.

Functional groups and organic families
The huge number of organic compounds requires that some system

be developed for organizing them. The criterion on which those com-
pounds are organized is the presence of various functional groups. A func-
tional group is an arrangement of atoms that is responsible for certain
characteristic physical and chemical properties in a compound. For ex-
ample, one such functional group is the hydroxyl group, consisting of an
oxygen atom and hydrogen atom joined to each other. It is represented
by the formula •OH.

All organic compounds with the same functional group are said to
belong to the same organic family. Any organic compound that contains
a hydroxyl group, for instance, is called an alcohol. All alcohols are sim-
ilar to each other in that: (1) they contain one or more hydroxyl groups,
and (2) because of those groups, they have similar physical and chemi-
cal properties. For example, alcohols tend to be more soluble in water
than other organic compounds because the hydroxyl groups in the alco-
hol form bonds with water molecules.

The simplest organic compounds are the hydrocarbons, compounds
that contain only two elements: carbon and hydrogen. The class of hy-
drocarbons can be divided into subgroups depending on the way in which
carbon and hydrogen atoms are joined to each other. In some hydrocar-
bons, for example, carbon and hydrogen atoms are joined to each other
only by single bonds. A single bond is a chemical bond that consists of a
pair of electrons. Such hydrocarbons are known as saturated hydrocarbons.

In other hydrocarbons, carbon and hydrogen atoms are joined to each
other by double or triple bonds. A double bond consists of two pairs of
electrons, and a triple bond consists of three pairs of electrons. The sym-
bols used for single, double, and triple bonds, respectively, are •, Œ,
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and �. Hydrocarbons containing double and triple bonds are said to be
unsaturated.

Hydrocarbons can also be open-chain or ring compounds. In an open-
chain hydrocarbon, the carbon atoms are all arranged in a straight line,
like a strand of spaghetti. In a ring hydrocarbon, the carbons are arranged
in a continuous loop, such as a square, a pentagon, or a triangle.

‡�Organic farming
Organic farming is the process by which crops are raised using only nat-
ural methods to maintain soil fertility and to control pests. The amount
of crops produced by conventional farming methods is often larger than
that of organic farming. But conventional farming, with its heavy use of
manufactured fertilizers and pesticides (agrochemicals), has a greater neg-
ative effect on the environment. In comparison, organic farming produces
healthy crops while maintaining the quality of the soil and surrounding
environment.

Soil fertility
Soil fertility is a measure of the soil’s ability to grow crops and

plants. Fertility is affected by a soil’s tilth and the amount of nutrients it
contains. Tilth refers to the physical structure of soil. Good tilth means
that soil is loose and not compacted. It holds a great amount of water
without becoming soggy and permits air to penetrate to plant roots and
soil organisms. It also allows plant roots to grow and penetrate deeper.

The nutrients in soil are directly related to the soil’s concentration
of organic matter (living or dead plants and animals). Plants require more
than 20 nutrients for proper growth. Some of these nutrients are obtained
primarily from the soil, especially inorganic compounds of nitrogen, phos-
phorus, potassium, calcium, magnesium, and sulfur. In natural ecosys-
tems, microorganisms (bacteria and fungi) in the soil break down organic
matter, releasing the inorganic nutrients necessary for plant growth.

In conventional farming, soil tilth is destroyed by the use of heavy
machinery, which compacts the soil. Very little organic material is added
to the soil in conventional farming, decreasing the amount of nutrients
that are naturally produced. Instead, inorganic nutrients are added directly
to the soil in the form of synthetic fertilizers, which are manufactured
from raw materials. These fertilizers are often applied at an excessive rate.
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As a result, they pass through the soil to contaminate groundwater and
flow along the surface of soil to pollute surrounding bodies of water,
threatening native species.

In contrast, organic farmers try to increase soil fertility by increas-
ing the organic matter in the soil. They do so by adding the dung and
urine of animals (which contains both organic matter and large concen-
trations of nutrients), by plowing under growing or recently harvested
plants (such as alfalfa or clover), or by adding compost or other partially
decomposed plants. These methods rely more heavily on renewable
sources of energy and materials rather than on nonrenewable materials
and fossil fuels.

Managing pests
In agriculture, pests are any living thing that causes injury or dis-

ease to crops. This can occur when insects eat foliage or stored produce,
when bacteria or fungi cause plant diseases, or when weeds interfere ex-
cessively with the growth of crop plants. In conventional farming, pests
are usually managed using various types of pesticides, such as insecti-
cides, herbicides, and fungicides. In the short term, these methods can be
effective in reducing the influence of pests on crops. However, the long-
term use of these chemicals has been shown to have a severe effect on
the environment.

Organic farmers do not use synthetic, manufactured pesticides to
manage their pest problems. Rather, they rely on other methods. These
include using crop varieties that are resistant to pests and diseases, intro-
ducing natural predators of the pests, changing the habitat of the crop area
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Words to Know

Fertilizers: Substances added to agricultural lands to encourage plant
growth and higher crop production.

Organic matter: Any biomass of plants or animals, living or dead.

Pesticides: Substances used to reduce the abundance of pests, any liv-
ing thing that causes injury or disease to crops.

Tilth: The physical structure of soil.



to make it less suitable for the pest, and (when necessary) using a pesti-
cide derived from a natural product.

Animal husbandry
In conventional farming, livestock animals are generally kept to-

gether under extremely crowded and foul conditions. Because of this, they
are highly susceptible to diseases and infections. To manage this problem,
conventional farmers rely on antibiotics, which are given not only when
animals are sick but often on a continued basis in the animals’ feed. Since
the mid-1990s, however, scientists have known that this practice has led
to the development of new strains of bacteria that are resistant to the re-
peated use of antibiotics. These bacteria are not only harmful to the ani-
mals but are potentially harmful to the humans who consume the animals.

Organic farmers might also use antibiotics to treat infections in sick
animals, but they do not continuously add those chemicals to the animals’
feed. In addition, many organic farmers keep their animals in more open
and sanitary conditions. Animals that are relatively free from crowding
and constant exposure to waste products are more resistant to diseases.
Overall, they have less of a need for antibiotics.
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Some conventional farmers raising livestock use synthetic growth
hormones, such as bovine growth hormone, to increase the size and pro-
ductivity of their animals. Inevitably, these hormones remain in trace con-
centrations, contaminating the animal products that humans consume. Al-
though risk to humans has yet to be scientifically demonstrated, there is
controversy about the potential effects. Organic farmers do not use syn-
thetic growth hormones to enhance their livestock.

[See also Agriculture; Agrochemical; Crops; Slash-and-burn
agriculture]

‡�Orthopedics
Orthopedics is the branch of medicine that specializes in diseases of and
injuries to bones. French physician Nicholas Andry coined the term “or-
thopedia” in his 1741 book on the prevention and correction of muscular
and skeletal deformities in children. He united the Greek word “orthos,”
meaning straight, with “pais,” meaning child. The term orthopedics has
remained in use, though the specialty has broadened beyond the care of
children.

Bone is a living and functioning part of the body. A broken bone
will generate new growth to repair the fracture and fill in any areas from
which bone is removed. Therefore, a bone that is deformed from birth
can be manipulated, cut, braced, or otherwise treated to produce a nor-
mal form. A broken bone held in alignment will heal with no resulting
physical deformity.

History of orthopedics
Humans have had to contend with broken or malformed bones since

prehistory. Ancient Egyptian hieroglyphics (system of writing in which
pictures or symbols represent words or sounds) depict injured limbs
wrapped and braced to heal normally. As wars were waged on a larger
scale and weaponry became more efficient and deadly over time, fractures
and other bone injuries became more common. Physicians soon developed
simple prostheses (pronounced pros-THEE-sees; artificial limbs) to re-
place limbs that were amputated as the result of a wound. A hand, for ex-
ample, was replaced with a hook attached to a cup that fit over the wrist.

Early orthopedists (orthopedic physicians) concentrated on the cor-
rection of birth defects such as scoliosis (abnormal sideways curvature of
the spine) and clubfoot (deformed foot marked by a curled or twisted

1 4 3 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Orthopedics



shape). Gradually orthopedists included fractures, dislocations, and trauma
to the spine and skeleton within their specialty.

For many years, orthopedics was a physical specialty. The orthope-
dist manipulated bones and joints to restore alignment, and then applied
casts or braces to maintain the structure until it healed. Fractures of the
hip, among other injuries, were considered untreatable and were ignored.
The patient was simply made as comfortable as possible while the frac-
ture healed on its own. Often the healing process was not complete, and
the patient was left with a lifelong handicap that made walking or bend-
ing difficult.

Modern developments in orthopedics
In the 1930s, a special nail was developed to hold bone fragments

together to allow them to heal better. A few years afterward, a metal de-
vice was invented to replace the head of a femur (thigh bone) that formed
part of the hip joint and that often would not heal after being fractured.
Later, a total artificial hip joint was invented. It continues to be revised
and improved to allow a patient maximum use and flexibility of the leg.

Current orthopedic specialists continue to apply physical methods
to align fractures and restore a disrupted joint. Braces and casts are still
used to hold injured bones in place while they heal. Now, however, the
physician can take X rays to be certain that the bones are aligned prop-
erly for healing to take place. X rays also can be taken during the heal-
ing process to make sure that the alignment has not changed and that 
healing is occurring swiftly.

Orthopedists treat crushed bones (which have little chance of 
healing on their own) by transplanting bits of bone from other locations
in the body to fill splintered areas. The operating room in which an 
orthopedic procedure takes place resembles a woodworking shop. The 
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Clubfoot: Deformed foot marked by a curled or twisted shape.

Prosthesis: Artificial device to replace a missing part of the body.

Scoliosis: An abnormal sideways curvature of the spine.



orthopedist uses drills, screwdrivers, screws, staples, nails, chisels, and
other tools to work the bone and connect pieces with each other.

At present, virtually any bone deformity can be corrected. Facial
bones that are malformed can be reshaped or replaced. Bone transplants
from one individual to another are commonplace. A patient who loses a
limb from a disease such as cancer can have a normal-appearing pros-
thesis fitted and can be taught to use it to lead a near-normal lifestyle.

Orthopedists are also trained to treat several degenerative diseases
such as arthritis, osteoporosis, carpal tunnel syndrome, and epicondylitis
(tennis elbow). Treatment options may vary from diet changes to med-
ications to steroid injections to exercise. Surgical procedures and hormone
replacement therapy are additional options.

Recent technological advances such as joint replacement and the
arthroscope (a specially designed illuminated surgical instrument) have
benefitted orthopedic patients. Many orthopedic surgical procedures no
longer require an open incision to expose the joint fully. Now, flexible
arthroscopes can be inserted through a small incision in the skin and then
into a joint, such as the knee, and then can be manipulated through the
joint to locate and identify the nature of the injury. Arthroscopy can be
used to look into many joints of the body. These include knees, shoul-
ders, ankles, wrists, and elbows.

[See also Skeletal system]

‡�Osmosis
Osmosis is the movement of a solvent, such as water, through a semi-
permeable membrane. (A solvent is the major component of a solution,
the liquid in which something else is dissolved.) A semipermeable mem-
brane is a material that allows some materials to flow through it but not
others. The reason that semipermeable membranes have this property is
that they contain very small holes. Small molecules, such as those of wa-
ter, can flow easily through the holes. But large molecules, such as those
of solutes (the component being dissolved, for instance sugar), cannot.
Figure 1 illustrates this process. Notice that smaller molecules of water
are able to pass through the openings in the membrane shown here but
larger molecules of sugar are not.

Osmotic pressure
Osmosis always moves a solvent in one direction only, from a less

concentrated solution to a more concentrated solution. As osmosis pro-
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ceeds, pressure builds up on the side of the membrane where volume has
increased. Ultimately, this pressure prevents more water from entering (for
example, the bag in Figure 1), and osmosis stops. The osmotic pressure of
a solution is the pressure needed to prevent osmosis from occurring.

Osmosis in living organisms
Living cells may be thought of as very small bags of solutions con-

tained within semipermeable membranes. For example, Figure 1 might be
thought of as a cell surrounded by a watery fluid. For the cell to survive,
the concentration of substances within the cell must stay within a safe range.

A cell placed in a solution more concentrated than itself (a hyper-
tonic solution) will shrink due to loss of water. It may eventually die of
dehydration. You can observe this effect with a carrot placed in salty wa-
ter. Within a few hours the carrot becomes limp and soft because its cells
have shrivelled.

By contrast, a cell placed in a solution more dilute than itself (a hy-
potonic solution) will expand as water enters it. Under such conditions
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the cell may burst. In general, plant cells are protected from bursting by
the rigid cell wall that surrounds the cell membrane. As water enters the
cell, it expands until it pushes up tight against the cell wall. The cell wall
pushes back with an equal pressure, so no more water can enter.

Osmosis contributes to the movement of water through plants. Solute
concentrations (the ratio of solutes to solvents in a solution) increase 
going from soil to root cells to leaf cells. The resulting differences of 
osmotic pressure help to push water upward. Osmosis also controls the
evaporation of water from leaves by regulating the size of the openings
(stomata) in the leaves’ surfaces.

Organisms have various other methods for keeping their solute lev-
els within safe range. Some cells live only in surroundings that are iso-
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Words to Know

Concentration: The quantity of solute (for example sugar) dissolved in
a given volume of solution (for example water).

Hypertonic solution: A solution with a higher osmotic pressure
(solute concentration) than another solution.

Hypotonic solution: A solution with a lower osmotic pressure (solute
concentration) than another solution.

Isotonic solutions: Two solutions that have the same concentration of
solute particles and therefore the same osmotic pressure.

Osmotic pressure: The pressure which, applied to a solution in con-
tact with pure solvent through a semipermeable membrane, will pre-
vent osmosis from occurring.

Semipermeable membrane: A thin barrier between two solutions that
permits only certain components of the solutions, usually the solvent,
to pass through.

Solute: A substance dissolved to make a solution, for example sugar in
sugar water.

Solution: A mixture of two or more substances that appears to be uni-
form throughout except on a molecular level.

Solvent: The major component of a solution or the liquid in which
some other component is dissolved, for example water in sugar water.



tonic (have the same solute concentration as their own cells). For exam-
ple, jellyfish that live in salt water have much higher salt-to-water solute
concentrations than do freshwater creatures. Other animals continually re-
place lost water and solutes by drinking and eating. They remove excess
water and solutes through excretion of urine.

Applications of osmosis
Preserving food. For thousands of years, perishable foods such as
fish, olives, and vegetables have been preserved in salt or brine. The high
salt concentration is hypertonic to bacteria cells, and kills them by dehy-
dration before they can cause the food to spoil. Preserving fruit in sugar
(as in jams or jellies) works on the same principle.

Artificial kidneys. People with kidney disease rely upon artificial
kidney machines to remove waste products from their blood. Such ma-
chines use a process called dialysis, which is similar to osmosis. The dif-
ference between osmosis and dialysis is that a dialyzing membrane per-
mits not just water, but also salts and other small molecules dissolved in
the blood, to pass through. These materials move out of blood into a sur-
rounding tank of distilled water. Red blood cells are too large to pass
through the dialyzing membrane, so they return to the patient’s body.

Desalination by reverse osmosis. Oceans hold about 97 percent
of Earth’s water supply, but their high salt content makes them unusable
for drinking or agriculture. Salt can be removed by placing seawater in
contact with a semipermeable membrane, then subjecting it to great pres-
sure. Under these conditions, reverse osmosis occurs, by which pressure
is used to push water from a more concentrated solution to a less con-
centrated solution. The process is just the reverse of the normal process
of osmosis. In desalination, reverse osmosis is used to push water mole-
cules out of seawater into a reservoir of pure water.

[See also Diffusion; Solution]

‡�Oxidation-reduction
reaction

The term oxidation-reduction reaction actually refers to two chemical 
reactions that always occur at the same time: oxidation and reduction. 
Oxidation-reduction reactions are also referred to more simply as redox
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reactions. Oxidation, reduction, and redox reactions can all be defined in
two ways.

The simpler definitions refer to reactions involving some form of
oxygen. As an example, pure iron can be produced from iron oxide in a
blast furnace by the following reaction:

3 C � 2 Fe2O3 * 4 Fe � 3 CO2

In this reaction, iron oxide (Fe2O3) gives away its oxygen to carbon
(C). In chemical terms, the carbon is said to be oxidized because it has
gained oxygen. At the same time, the iron oxide is said to be reduced be-
cause it has lost oxygen.

Because of its ability to give away oxygen, iron oxide is called an
oxidizing agent. Similarly, because of its ability to take on oxygen, car-
bon is said to be a reducing agent. Oxidation and reduction always occur
together. If one substance gives away oxygen (oxidation), a second sub-
stance must be present to take on that oxygen (reduction).

By looking at the above example, you can see that the following
statements must always be true:

An oxidizing agent (in this case, iron oxide) is always reduced.

A reducing agent (in this case, carbon) is always oxidized.

1 4 4 0 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Oxidation-
reduction
reaction Words to Know

Combustion: An oxidation-reduction reaction that occurs so rapidly
that noticeable heat and light are produced.

Corrosion: An oxidation-reduction reaction in which a metal is oxi-
dized and oxygen is reduced, usually in the presence of moisture.

Oxidation: A process in which a chemical substance takes on oxygen
or loses electrons.

Oxidizing agent: A chemical substance that gives up oxygen or takes
on electrons from another substance.

Reducing agent: A chemical substance that takes on oxygen or gives
up electrons to another substance.

Reduction: A process in which a chemical substance gives off oxygen
or takes on electrons.



Redox and electron exchanges
For many years, chemists thought of oxidation and reduction as in-

volving the element oxygen in some way or another. That’s where the
name oxidation came from. But they eventually learned that other ele-
ments behave chemically in much the same way as oxygen. They decided
to revise their definition of oxidation and reduction to make it more gen-
eral—to apply to elements other than oxygen.

The second definition for oxidation and reduction is not as easy to
see. It is based on the fact that when two elements react with each other,
they do so by exchanging electrons. In an oxidation-reduction reaction
like the one above, the element that is oxidized always loses electrons.
The element that is reduced always gains electrons. The more general de-
finition of redox reactions, then, involves the gain and loss of electrons
rather than the gain and loss of oxygen.

In the reaction below, for example, sodium metal (Na) reacts with
chlorine gas (Cl2) in such a way that sodium atoms lose one electron each
to chlorine atoms:

2 Na � Cl2 * 2 NaCl

Because sodium loses electrons in this reaction, it is said to be ox-
idized. Because chlorine gains electrons in the reaction, it is said to be
reduced.

Types of redox reactions. Redox reactions are among the most com-
mon and most important chemical reactions in everyday life. The great
majority of those reactions can be classified on the basis of how rapidly
they occur. Combustion is an example of a redox reaction that occurs so
rapidly that noticeable heat and light are produced. Corrosion, decay, and
various biological processes are examples of oxidation that occurs so
slowly that noticeable heat and light are not produced.

Combustion. Combustion means burning. Any time a material burns,
an oxidation-reduction reaction occurs. The two equations below show
what happens when coal (which is nearly pure carbon) and gasoline
(C8H18) burn. You can see that the fuel is oxidized in each case:

C � O2 * CO2

2 C8H18 � 25 O2 * 16 CO2 � 18 H2O

In reactions such as these, oxidation occurs very rapidly and energy
is released. That energy is put to use to heat homes and buildings; to drive
automobiles, trucks, ships, airplanes, and trains; to operate industrial
processes; and for numerous other purposes.
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Rust. Most metals react with oxygen to form compounds known as 
oxides. Rust is the name given to the oxide of iron and, sometimes, 
the oxides of other metals. The process by which rusting occurs is also
known as corrosion. Corrosion is very much like combustion, except that
it occurs much more slowly. The equation below shows perhaps the most
common form of corrosion, the rusting of iron.

4 Fe � 3 O2 * 2 Fe2O3

Decay. The compounds that make up living organisms, such as plants
and animals, are very complex. They consist primarily of carbon, oxy-
gen, and hydrogen. A simple way to represent such compounds is to use
the letters x, y, and z to show that many atoms of carbon, hydrogen, and
oxygen are present in the compounds.

When a plant or animal dies, the organic compounds of which it 
is composed begin to react with oxygen. The reaction is similar to 
the combustion of gasoline shown above, but it occurs much more 
slowly. The process is known as decay, and it is another example of 
a common oxidation-reduction reaction. The equation below represents
the decay (oxidation) of a compound that might be found in a dead 
plant:

CxHyOz � O2 * CO2 � H2O

Biological processes. Many of the changes that take place within
living organisms are also redox reactions. For example, the digestion 
of food is an oxidation process. Food molecules react with oxygen in 
the body to form carbon dioxide and water. Energy is also released in 
the process. The carbon dioxide and water are eliminated from the body
as waste products, but the energy is used to make possible all the chem-
ical reactions that keep an organism alive and help it to grow.

‡�Oxygen family
The oxygen family consists of the elements that make up group 16 on the
periodic table: oxygen, sulfur, selenium, tellurium, and polonium. These
elements all have six electrons in their outermost energy level, account-
ing for some common chemical properties among them. In another re-
spect, the elements are quite different from each other. Oxygen is a
gaseous nonmetal; sulfur and selenium are solid nonmetals; tellurium is
a solid metalloid; and polonium is a solid metal.
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Oxygen
Oxygen is a colorless, odorless, tasteless gas with a melting point

of �218°C (�360°F) and a boiling point of �183°C (�297°F). It is the
most abundant element in Earth’s crust, making up about one-quarter of
the atmosphere by weight, about one-half of the lithosphere (Earth’s
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Words to Know

Acid: Substances that, when dissolved in water, are capable of react-
ing with a base to form salts and release hydrogen ions.

Allotrope: One of two or more forms of an element.

Combustion: A form of oxidation that occurs so rapidly that notice-
able heat and light are produced.

Cracking: The process by which large hydrocarbon molecules are bro-
ken down into smaller components.

Electrolysis: The process by which an electrical current causes a chem-
ical change, usually the breakdown of some substance.

Isotopes: Two or more forms of the same element with the same num-
ber of protons but different numbers of neutrons in the atomic nucleus.

Lithosphere: The solid portion of Earth, especially the outer crustal
region.

LOX: An abbreviation for liquid oxygen.

Metallurgy: The science and technology that deals with gaining metals
from their ores and converting them into forms that have practical
value.

Nascent oxygen: An allotrope of oxygen whose molecules each contain
a single oxygen atom.

Ozone: An allotrope of oxygen that consists of three atoms per molecule.

Producer gas: A synthetic fuel that consists primarily of carbon
monoxide and hydrogen gases.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Radioactive decay: The predictable manner in which a population of
atoms of a radioactive element spontaneously disintegrate over time.



crust), and about 85 percent of the hydrosphere (the oceans, lakes, and
other forms of water). It occurs both as a free element and in a large va-
riety of compounds. In the atmosphere, it exists as elemental oxygen,
sometimes known as dioxygen because it consists of diatomic molecules,
O2. In water it occurs as hydrogen oxide, H2O, and in the lithosphere it
occurs in compounds such as oxides, carbonates, sulfates, silicates, phos-
phates, and nitrates.

Oxygen also exists in two allotropic forms (physically or chemically
different forms of the same substance): one atom per molecule (O) and
three atoms per molecule (O3). The former allotrope is known as mona-
tomic, or nascent, oxygen and the latter as triatomic oxygen, or ozone.
Under most circumstances in nature, the diatomic form of oxygen pre-
dominates. In the upper part of the stratosphere, however, solar energy
causes the breakdown of the diatomic form into the monatomic form,
which may then recombine with diatomic molecules to form ozone. The
presence of ozone in Earth’s atmosphere is critical for the survival of life
on Earth since that allotrope has a tendency to absorb ultraviolet radia-
tion that would otherwise be harmful or even fatal to both plant and an-
imal life on the planet’s surface.

Oxygen was discovered independently by Swedish chemist Carl
Scheele (1742–1786) and English chemist Joseph Priestley (1733–1804)
in the period between 1773 and 1774. The element was given its name
in the late 1770s by French chemist Antoine Laurent Lavoisier (1743–
1794). Its name comes from the French word for “acid-former,” reflect-
ing Lavoisier’s incorrect belief that all acids contain oxygen.

Production. By far the most common method for producing oxygen
commercially is by the fractional distillation of liquid air. A sample of air
is first cooled to a very low temperature in the range of �200°C (�330°F).
At this temperature, most gases that make up air become liquid. The liq-
uid air is then allowed to evaporate. At a temperature of about �196°C
(�320°F), nitrogen begins to boil off. When most of the nitrogen is gone,
argon and neon also boil off, leaving an impure form of oxygen behind.
The oxygen is impure because small amounts of krypton, xenon, and other
gases may remain in the liquid form. In order to further purify the oxy-
gen, the process of cooling, liquefying, and evaporation may be repeated.

Oxygen is commonly stored and transported in its liquid form, a form
also known as LOX (for liquid oxygen). LOX containers look like very
large vacuum bottles consisting of a double-walled container with a vac-
uum between the walls. The element can also be stored and transported less
easily in gaseous form in steel-walled containers about 1.2 meters (4 feet)
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high and 23 centimeters (9 inches) in diameter. In many instances, oxygen
is manufactured at the location where it will be used. The process of frac-
tional distillation described earlier is sufficiently simple and inexpensive so
that many industries can provide their own oxygen-production facilities.

Uses. Oxygen has so many commercial, industrial, and other uses that
it consistently ranks among the top five chemicals in volume of produc-
tion in the United States. In 1990, for example, about 18 billion kilograms
(39 billion pounds) of the element were manufactured in the United States.

The uses to which oxygen is put can be classified into four major
categories: metallurgy, rocketry, chemical synthesis, and medicine. In the
processing of iron ore in a blast furnace, for example, oxygen is used to
convert coke (carbon) to carbon monoxide. The carbon monoxide, in turn,
reduces iron oxides to pure iron metal. Oxygen is then used in a second
step of iron processing in the Bessemer converter, open hearth, or basic
oxygen process method of converting “pig iron” to steel. In this step, the
oxygen is used to react with the excess carbon, silicon, and metals re-
maining in the pig iron that must be removed in order to produce steel.

Another metallurgical application of oxygen is in torches used for
welding and cutting. The two most common torches make use of the re-
action between oxygen and hydrogen (the oxyhydrogen torch) or between
oxygen and acetylene (the oxyacetylene torch). Both kinds of torch pro-
duce temperatures in the range of 3,000°C (5,400°F) or more and can,
therefore, be used to cut through or weld the great majority of metallic
materials.

In the form of LOX, oxygen is used widely as the oxidizing agent
in many kinds of rockets and missiles. For example, the huge external
fuel tank required to lift the space shuttle into space holds 550,000 liters
(145,000 gallons) of liquid oxygen and 1,500,000 liters (390,000 gallons)
of liquid hydrogen. When these two elements react in the shuttle’s main
engines, they provide a maximum thrust of 512,000 pounds.

The chemical industry uses vast amounts of oxygen every year in a
variety of chemical synthesis (formation) reactions. One of the most im-
portant of these is the cracking of hydrocarbons by oxygen. Under most
circumstances, heating a hydrocarbon with oxygen results in combustion,
with carbon dioxide and water as the main products. However, if the rate
at which oxygen is fed into a hydrocarbon mixture is carefully controlled,
the hydrocarbon is “cracked,” or broken apart to produce other products,
such as acetylene, ethylene, and propylene.

Various types of synthetic fuels can also be manufactured with oxy-
gen as one of the main reactants. Producer gas, as an example, is manu-
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factured by passing oxygen at a controlled rate through a bed of hot coal
or coke. The majority of carbon dioxide produced in this reaction is re-
duced to carbon monoxide so that the final product (the producer gas)
consists primarily of carbon monoxide and hydrogen.

Perhaps the best-known medical application of oxygen is in oxygen
therapy, where patients who are having trouble breathing are given doses
of pure or nearly pure oxygen. Oxygen therapy is often used during sur-
gical procedures, during childbirth, during recovery from heart attacks,
and during treatment for infectious diseases. In each case, providing a
person with pure oxygen reduces the stress on his or her heart and lungs,
speeding the rate of recovery.

Pure oxygen or air enriched with oxygen may also be provided in
environments where breathing may be difficult. Aircraft that fly at high
altitudes, of course, are always provided with supplies of oxygen in case
of any problems with the ship’s normal air supply. Deep-sea divers also
carry with them or have pumped to them supplies of air that are enriched
with oxygen.

Some water purification and sewage treatment plants use oxygen.
The gas is pumped through water to increase the rate at which naturally
occurring bacteria break down organic waste materials. A similar process
has been found to reduce the rate at which eutrophication takes place in
lakes and ponds and, in some cases, to actually reverse that process. (Eu-
trophication is the dissolving of nutrients in a body of water. Growth in
aquatic plant life and a decrease in dissolved oxygen are the two main re-
sults of the process.)

Finally, oxygen is essential to all animal life on Earth. A person 
can survive a few days or weeks without water or food but no more 
than a few minutes without oxygen. In the absence of oxygen, energy-
generating chemical reactions taking place within cells would come to an
end, and a person would die.

Sulfur
Sulfur is a nonmetallic element that can exist in many allotropic

forms (physically or chemically different forms of the same substance).
The most familiar are called rhombic and monoclinic sulfur. Both are
bright yellow solids with melting points of about 115°C (239°F). A third
form is called plastic or amorphous sulfur. It is a brownish liquid pro-
duced when rhombic or monoclinic sulfur is melted.

Sulfur itself has no odor at all. It has a bad reputation in this regard,
however, because some of its most common compounds have strong
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smells. Sulfur dioxide, one of these compounds, has a sharp, choking, suf-
focating effect on anyone who breathes it. The “fire and brimstone” of
the Bible was one of the worst punishments that its authors could imag-
ine. The brimstone in this expression referred to burning sulfur, or sulfur
dioxide. The fact that sulfur comes from deep under the ground and that
sulfur dioxide can be smelled in the fumes of volcanoes further fueled
people’s imaginations of what Hell must be like.

A second sulfur compound with a bad odor is hydrogen sulfide. The
strong smell of rotten eggs is due to the presence of this compound.

Occurrence and preparation. Sulfur is the sixteenth most abundant
element in Earth’s crust. It occurs both as an element and in a variety of
compounds. As an element it can be found in very large, underground
mines, most commonly along the Gulf Coast of the United States and in
Poland and Sicily. The sulfur is extracted from these mines by means of
the Frasch process. In this process, superheated steam is pumped through
the outermost of a set of three pipes. Compressed air is forced down the
innermost pipe. The superheated steam causes the underground sulfur to
melt, and the compressed air forces it upward, through the middle of the
three pipes, to Earth’s surface.

Sulfur is also widely distributed in the form of minerals and ores.
Many of these are in the form of sulfates, including gypsum (calcium sul-
fate, CaSO4), barite (barium sulfate, BaSO4), and Epsom salts (magne-
sium sulfate, MgSO4). Others are metal sulfides, including iron pyrites
(iron sulfide, FeS2), galena (lead sulfide, PbS), cinnabar (mercuric sul-
fide, HgS), stibnite (antimony sulfide, Sb2S3), and zinc blende (zinc sul-
fide, ZnS). The sulfur is recovered from these metal ores by heating them
strongly in air, which converts the sulfur to sulfur dioxide and releases
the pure metal. Then the sulfur dioxide can go directly into the manu-
facture of sulfuric acid, which is where more than 90 percent of the world’s
mined sulfur winds up.

Uses of sulfur and its compounds. Some sulfur is used directly
as a fungicide and insecticide, in matches, fireworks, and gunpowder, and
in the vulcanization of natural rubber (a treatment that gives rubber elas-
ticity and strength). Most, however, is converted into a multitude of use-
ful compounds.

Sulfuric acid is by far the most important of all sulfur compounds.
Nearly 90 percent of all sulfur produced is converted first into sulfur 
dioxide and then into sulfuric acid. The acid consistently ranks number
one among the chemicals produced in the United States. In 1990, 
more than 40 billion kilograms (89 billion pounds) of sulfuric acid were
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manufactured, more than 50 percent as much as the second most popular
chemical (nitrogen gas). Sulfuric acid is used in the production of fertil-
izers, automobile batteries, petroleum products, pigments, iron and steel,
and many other products.

The sulfur cycle. Like nitrogen, carbon, and phosphorus, sulfur passes
through the gaseous, liquid, and solid parts of our planet in a series of
continuous reactions known as the sulfur cycle. The main steps in the sul-
fur cycle are illustrated in the accompanying figure.

Sulfur is produced naturally as a result of volcanic eruptions 
and through emissions from hot springs. It enters the atmosphere primar-
ily in the form of sulfur dioxide, then remains in the atmosphere in 
that form or, after reacting with water, in the form of sulfuric acid. Sul-
fur is carried back to Earth’s surface as acid deposition when it rains 
or snows.
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On Earth’s surface, sulfur dioxide and sulfuric acid react with met-
als to form sulfates and sulfides. The element is also incorporated by
plants in a form known as organic sulfur. Certain amino acids, the com-
pounds from which proteins are made, contain sulfur. Organic sulfur from
plants is eventually passed on to animals that eat those plants. It is, in
turn, converted from plant proteins to animal proteins.

When plants and animals die, sulfur is returned to the soil where it
is converted by microorganisms into hydrogen sulfide. Hydrogen sulfide
gas is then returned to the atmosphere, where it is oxidized to sulfuric acid.

Human activities influence the sulfur cycle in a number of ways.
For example, when coal and metallic ores are mined, sulfur and sulfides
may be released and returned to the soil. Also, the combustion of coal,
oil, and natural gas often releases sulfur dioxide to the atmosphere. This
sulfur dioxide is added to the amount already present from natural sources,
greatly increasing the amount of acid precipitation that falls to Earth’s
surface. Some people believe that acid precipitation (or acid rain) is re-
sponsible for the death of trees and other plants, the acidification of lakes
that has hurt marine animals, damage to metal and stone structures, and
other environmental harm.

Selenium, tellurium, and polonium
Selenium and tellurium are both relatively rare elements. They rank

in the bottom ten percent of all elements in terms of abundance. They
tend to occur in Earth’s crust in association with ores of copper and other
metals. Both are obtained as a by-product of the electrolytic refining of
copper. During that process, they sink to the bottom of the electrolysis
tank, where they can be removed from the sludge that develops.

Selenium occurs in a variety of allotropic forms (physically or chem-
ically different forms of the same substance), the most common of which
is a red powder that becomes black when exposed to air. The element’s
melting point is 217°C (423°F), and its boiling point is 685°C (1,265°F).
Tellurium is a silvery-white solid that looks like a metal (although it is
actually a metalloid). Its melting point is 450°C (842°F), and its boiling
point is 990°C (1,814°F).

Selenium has an interesting role in living organisms. It is essential
in very low concentrations for maintaining health in most animals. In fact,
it is often added to animal feeds. In higher concentrations, however, the
element has been found to have harmful effects on animals, causing de-
formed young and diseased adults.

The primary uses of selenium are in electronics and in the manu-
facture of colored glass. Photocopying machinery, solar cells, photocells,
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television picture tubes, and electronic rectifiers and relays (used to con-
trol the flow of electric current) all use selenium. Some of the most beau-
tiful colored glasses, ranging from pale pink to brilliant reds, are made
with compounds of selenium.

Small amounts of tellurium are also used in the production of col-
ored glass. More than 90 percent of the element, however, goes to the
production of alloys of iron and other metals.

Polonium has 27 isotopes, all of which are radioactive. It occurs 
naturally in uranium ores, where it is the final product in the long series
of reactions by which uranium undergoes radioactive decay. It is one 
of the rarest elements on Earth, with an abundance of no more than about
3 � 10�10 parts per million. The discovery of polonium in 1898 by 
Polish-French chemist Marie Curie (1867–1934) is one of the most dra-
matic stories in the history of science. She processed tons of uranium ore
in order to obtain a few milligrams of the new element, which she then
named after her homeland of Poland. Polonium finds limited use in highly
specialized power-generating devices, such as those used for space satel-
lites and space probes.

‡�Ozone
Ozone is an allotrope (a physically or chemically different form of the
same substance) of oxygen with the chemical formula O3. This formula
shows that each molecule of ozone consists of three atoms. By compari-
son, normal atmospheric oxygen—also known as dioxygen—consists of
two atoms per molecule and has the chemical formula O2.

Ozone is a bluish gas with a sharp odor that decomposes readily to
produce dioxygen. Its normal boiling point is �112°C (�170°F), and its
freezing point is �192°C (�314°F). It is more soluble in water than dioxy-
gen and also much more reactive. Ozone occurs in the lower atmosphere
in very low concentrations, but it is present in significantly higher con-
centrations in the upper atmosphere. The reason for this difference is that
energy from the Sun causes the decomposition of oxygen molecules in
the upper atmosphere:

O2 * (solar energy) * 2O

The nascent (single-atom) oxygen formed is very reactive. It may
combine with other molecules of dioxygen to form ozone:

O � O2 * O3
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Ozone layer depletion
Most of the ozone in our atmosphere is concentrated in a region of

the stratosphere between 15 and 30 kilometers (9 and 18 miles) above
Earth’s surface. The total amount of ozone in this band is actually rela-
tively small. If it were all transported to Earth’s surface, it would form a
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Words to Know

Allotropes: Forms of a chemical element with different physical and
chemical properties.

Chlorofluorocarbons (CFCs): A family of chemical compounds consist-
ing of carbon, fluorine, and chlorine.

Dioxygen: The name sometimes used for ordinary atmospheric oxygen
with the chemical formula O2.

Electromagnetic radiation: A form of energy carried by waves.

Nascent oxygen: Oxygen that consists of molecules made of a single
oxygen atom, O.

Ozone hole: A term invented to describe a region of very low ozone
concentration above the Antarctic that appears and disappears with
each austral (Southern Hemisphere) summer.

Ozone layer: A region of the stratosphere in which the concentration
of ozone is relatively high.

Radiation: Energy transmitted in the form of electromagnetic waves or
subatomic particles.

Standard (pollution): The highest level of a harmful substance that
can be present without a serious possibility of damaging plant or ani-
mal life.

Stratosphere: The region of Earth’s atmosphere ranging between about
15 and 50 kilometers (9 and 30 miles) above Earth’s surface.

Troposphere: The lowest layer of Earth’s atmosphere, ranging to an
altitude of about 15 kilometers (9 miles) above Earth’s surface.

Ultraviolet radiation: A form of electromagnetic radiation with wave-
lengths just less than those of visible light (4 to 400 nanometers, or
billionths of a meter).



layer no more than 3 millimeters (about 0.1 inch) thick. Yet stratospheric
ozone serves an invaluable function to life on Earth.

Radiation from the Sun that reaches Earth’s outer atmosphere con-
sists of a whole range of electromagnetic radiation: cosmic rays, gamma
rays, ultraviolet radiation, infrared radiation, and visible light. Various
forms of radiation can have both beneficial and harmful effects. Ultravi-
olet radiation, for example, is known to affect the growth of certain kinds
of plants, to cause eye damage in animals, to disrupt the function of DNA
(the genetic material in an organism), and to cause skin cancer in humans.

Fortunately for living things on Earth, ozone molecules absorb ra-
diation in the ultraviolet region. Thus, the ozone layer in the stratosphere
protects plants and animals on Earth’s surface from most of these dan-
gerous effects.

Human effects on the ozone layer. In 1984, scientists reported
that the ozone layer above the Antarctic appeared to be thinning. In fact,
the amount of ozone dropped to such a low level that the term “hole” was
used to describe the condition. The hole was a circular area above the
Antarctic in which ozone had virtually disappeared. In succeeding years,
that hole reappeared with the onset of each summer season in the Antarc-
tic (September through December).

The potential threat to humans (and other organisms) was obvious.
Increased exposure to ultraviolet radiation because of a thinner ozone layer
would almost certainly mean higher rates of skin cancer. Other medical
problems were also possible.
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At first, scientists disagreed as to the cause of the thinning ozone
layer. Eventually, however, the evidence seemed to suggest that chemi-
cals produced and made by humans might be causing the destruction of
the ozone. In particular, a group of compounds known as the chlorofluo-
rocarbons (CFCs) were suspected. These compounds had become widely
popular in the 1970s and 1980s for a number of applications, including
as chemicals used in refrigeration, as propellants in aerosol sprays, as
blowing agents in the manufacture of plastic foams and insulation, as dry-
cleaning fluids, and as cleaning agents for electronic components.

One reason for the popularity of the CFCs was their stability. They
normally do not break down when used on Earth’s surface. In the upper
atmosphere, however, the situation changes. Evidence suggests that CFCs
break down to release chlorine atoms which, in turn, attack and destroy
ozone molecules:

CFC * solar energy * Cl atoms

Cl � O3 * ClO � O2

This process is especially troublesome because one of the products
of the reaction, chlorine monoxide (ClO) reacts with other molecules of
the same kind to generate more chlorine atoms:

ClO � ClO * Cl � Cl � O2

Once CFCs get into the stratosphere and break down, therefore, a
continuous supply of chlorine atoms is assured. And those chlorine atoms
destroy ozone molecules.

Scientists and nonscientists alike soon became concerned about the
role of CFCs in the depletion of stratospheric ozone. A movement then
developed to reduce and/or ban the use of these chemicals. In 1987, a
conference sponsored by the United Nations Environment Programme re-
sulted in the so-called Montreal Protocol. The Protocol set specific time
limits for the phasing out of both the production and use of CFCs. Only
three years later, concern had become so great that the Protocol deadlines
were actually moved up. One hundred and sixty-five nations signed this
agreement. Because of the Protocol, the United States, Australia, and other
developed countries have completely phased out the production of CFCs.
According to the Protocol, developing nations have until the year 2010
to complete their phase out.

Ozone in the troposphere
Ozone is a classic example of a chemical that is both helpful and

harmful. In the stratosphere, of course, it is essential in protecting plants
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and animals on Earth’s surface from damage by ultraviolet radiation. But
in the lower regions of the atmosphere, near Earth’s surface, the story is
very different.

The primary source of ozone on Earth is the internal-combustion en-
gine. Gases released from the tailpipe of a car or truck can be oxidized
in the presence of sunlight to produce ozone. Ozone itself has harmful ef-
fects on both plants and animals. In humans and other animals, the gas
irritates and damages membranes of the respiratory system and eyes. It
can also induce asthma. Sensitive people are affected at concentrations
that commonly occur on an average city street during rush-hour traffic.

Ozone exposure also brings on substantial damage to both agricul-
tural and wild plants. Its primary effect is to produce a distinctive injury
that reduces the area of foliage on which photosynthesis can occur. (Pho-
tosynthesis is a complicated process in which plants utilize light energy
to form carbohydrates and release oxygen as a by-product.) Most plants
are seriously injured by a two- to four-hour exposure to high levels of
ozone. But long-term exposures to even low levels of the gas can cause
decreases in growth. Large differences among plants exist, with tobacco,
spinach, and conifer trees being especially sensitive.

Many nations, states, and cities have now set standards for maxi-
mum permissible concentrations of ozone in their air. At the present time
in the United States, the standard is 120 ppb (parts per billion). That num-
ber had been raised from 80 ppb in 1979 because many urban areas could
not meet the lower standard. Areas in which ozone pollution is most se-
vere—such as Los Angeles, California—cannot meet even the higher stan-
dard. Measurements of 500 ppb for periods of one hour in Los Angeles
are not uncommon.

Long-term problem
Despite a relatively rapid and effective international response to

CFC emissions, the recovery of the ozone layer may take up to 50 years
or more. This is because these chemicals are very persistent in the envi-
ronment: CFCs already present will also be around for many decades.
Moreover, there will continue to be substantial emissions of CFCs for
years after their manufacture, and uses are banned because older CFC-
containing equipment and products already in use continue to release these
chemicals.

In studies released in late 2000, scientists said they were stunned by
findings that up to 70 percent of the ozone layer over the North Pole has
been lost and that the ozone hole over the South Pole grew to an expanse
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larger than North America. According to the National Oceanic and At-
mospheric Administration (NOAA), the hole in the ozone layer over the
South Pole expanded to a record 17.1 million square miles (44.3 million
square kilometers).

Scientists blamed the record ozone holes on two main reasons: ex-
treme cold and the continued use of bromine. Recent very cold winters
in the two poles have slowed the recovery of the ozone layer. Cold air
slows the dissipation and decay of CFCs, which allows them to destroy
ozone faster. Bromine is a chemical cousin to chlorine and is used for
some of the same purposes—fire fighting, infection control, and sanita-
tion. NOAA believes bromine is 45 times more damaging to ozone in the
atmosphere than chlorine. But bromine has not been regulated as strictly
as chlorine because countries could not stand the loss of income if it were
regulated more. Some scientists, however, believe governments will be
under growing pressure in the coming years to limit the chemical.

[See also Greenhouse effect]
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‡�Paleoecology
Paleoecology is the study of fossil organisms and their relationship to an-
cient environments. Paleoecology falls under the broader category of pa-
leontology (the study of fossils). A person who studies and investigates
paleoecology is called a paleoecologist. The study of paleoecology is im-
portant to scientists because it reveals so much about such natural aspects
of ancient history as wind conditions, climates, temperatures, and ocean
activity. Critical to the field of paleoecology is the intense concentration
of chemicals found in fossils; such chemical data reveals much informa-
tion about the world of long, long ago.

The field of paleoecology was developed by American geologist (a
person who studies the history of Earth) Kirk Bryan (1888–1950). Bryan
focused his investigations on weather changes from the past by using in-
formation from ancient soils and pollen. His work gathered enough in-
terest from the scientific community to help develop the field of paleo-
ecology.

Paleoecologists can find clues about the ancient environment and
the organisms that lived during a particular time on Earth by examining
fossil organisms, the different varieties of those fossils, and the sediment
in which they were found. Sediment is made up of rock particles, miner-
als, and fossil organisms that, due to the forces of weather and time, have
deposited on top of each other, forming layers. These layers compress and
harden, forming sedimentary rock.

Sediment also collects at the bottom of an estuary (area of water
where the sea meets a river). Each layer of sediment represents a piece
of time in history. Paleoecologists take core samples of the sediment—
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by pushing a tube down into the estuary and pulling out a sample of the
muddy bottom—that provide a historical record of the past. Material found
closest to the top of the tube is the youngest sediment; material near the
bottom of the tube sample is the oldest. (The idea of sediment layers is
similar to that of tree rings, which reveal the age of a tree.)

For example, marine (sea-dwelling) fossils have a significant accu-
mulation of chemicals in their skeletons. By studying these chemicals, 
paleoecologists can draw conclusions about what was happening in the
environment and what was living in the areas surrounding oceans. Be-
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cause of what is recorded in fossils found in water environments, pale-
oecologists most frequently study these types of fossils.

[See also Fossil and fossilization; Paleontology]

‡�Paleontology
Paleontology is the study of ancient life-forms of past geologic periods.
Paleontologists learn about ancient animals and plants mainly through the
study of fossils. These may be the actual remains of the animal or plant
or simply traces the organism left behind (tracks, burrows, or imprints left
in fine sediments).

Paleozoology is the subdiscipline of paleontology that focuses on
the study of ancient animal life. Paleobotany is the subdiscipline that fo-
cuses on the study of the plant life of the geologic past.

Geologic time is a scale geologists have devised to divide Earth’s
4.5-billion-year history into units of time. A unit is defined by the fossils
or rock types found in it that makes it different from other units. The
largest units are called eras. Periods are blocks of time within eras, while
epochs are blocks of time within periods.

Scientists believe the earliest life-forms (primitive bacteria and al-
gae) appeared on Earth some four billion years ago, at the beginning of
the Precambrian era. Over time, these simple one-celled microorganisms
evolved into soft-bodied animals and plants. To be preserved as a fossil,
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Words to Know

Fossils: The remains, traces, or impressions of living organisms that
inhabited Earth more than ten thousand years ago.

Paleontology: The scientific study of the life of past geological peri-
ods as known from fossil remains.

Sediment: Sand, silt, clay, rock, gravel, mud, or other matter that has
been transported by flowing water.

Sedimentary rock: Rock formed from compressed and solidified layers
of organic or inorganic matter.



an animal must have a hard shell or bony structure. For this reason, there
are no fossils older than about 600 million years, which marks the be-
ginning of the Paleozoic era.

Age of Invertebrates
Paleontologists label the beginning of the Paleozoic era as the Age

of Invertebrates. Invertebrates are animals that lack a backbone (a spinal
column encased in vertebrae). The first period of the Paleozoic era, the
Cambrian period, saw an explosion of invertebrate evolution, giving rise
to every group of invertebrates that have existed on Earth. The main or
dominant invertebrates during the Cambrian period were trilobytes—flat,
oval marine animals. All animals during the Cambrian period, which
lasted until about 500 million years ago, lived in the oceans.

Age of Fishes
The fourth period of the Paleozoic era, lasting from 405 to 345 

million years ago, is known as the Devonian period. This period saw 
the rise of fishes as the dominant life-form, and therefore marks the be-
ginning of the Age of Fishes. The first vertebrates (animals with a back-
bone) were fishes, although these early fishes lacked jaws. The Devon-
ian period also saw the rise of the earliest plants (such as ferns and
mosses), insects, and amphibians (the first vertebrates to leave the oceans
for dry land).
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Words to Know

Extinction: Condition in which all members of a group of organisms
cease to exist.

Fossil: Remains of an ancient animal or plant, usually preserved in
sedimentary rock.

Geologic time: Period of time covering the formation and development
of Earth.

Invertebrate: Animal that lacks a backbone.

Vertebrate: Animal with a backbone.



Age of Reptiles
Reptiles—cold-blooded, air-breathing vertebrates that lay eggs—

first evolved from amphibians about 320 million years ago during the Car-
boniferous period (fifth period of the Paleozoic era). They became the
dominant species on land, however, during the Permian period, the last
period of the Paleozoic era. Hence, this period marks the beginning of
what is known as the Age of Reptiles. Lasting from about 280 to 250
years ago, the Permian period also saw the mass extinction of over 90
percent of marine species.

Reptiles continued to dominate the planet during the next era, the
Mesozoic era, which lasted from about 250 to 65 million years ago. This
era also saw the rise of the earliest flying reptiles and birds, conifers (cone-
bearing) and deciduous trees, and flowering plants and grasses. However,
this era is most prominently marked by the evolution of smaller reptiles
into the dinosaurs, who appeared about 225 million years ago during the
Triassic period (first period of the Mesozoic era). Dinosaurs roamed and
governed the world for about 160 million years before they were wiped
out in a mass extinction 65 million years ago. Scientists believe a huge
asteroid struck Earth off the northern tip of the Yucatan Peninsula of Mex-
ico. The resulting inferno from the impact killed hundreds of thousands
of species and brought an end to the reign of the dinosaurs.
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Age of Mammals
The Cenozoic era, the last 65 million years of Earth’s history, has

seen the rise of warm-blooded mammals as the dominant form of life. Al-
though the first land mammals were not as large as dinosaurs, they were
much larger than present-day mammals. Around one million years ago,
during the Pleistocene epoch of the Quaternary period, ancestors of mod-
ern humans became dominant, with many species of mammals becoming
extinct in the process.

[See also Dinosaur; Evolution; Fish; Fossil and fossilization; Ge-
ologic time; Human evolution; Invertebrates; Mammals; Paleoecol-
ogy; Reptiles; Vertebrates]

‡�Paper
Paper is an indispensable part of everyday life. Beyond its use as the ba-
sic material for written and printed communication, paper in its various
forms are used for hundreds of other purposes, including packaging, wrap-
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ping, insulating, and toweling. Each year, Americans use an average of
750 pounds (340 kilograms) of paper products per person. That equates
to 210 billion pounds (95 billion kilograms) of paper products used in the
United States per year.

The word paper comes from papyrus, a reedy plant that used to grow
abundantly along the Nile River in Egypt. Centuries ago, ancient Egyp-
tians removed the fibrous layers from the stem of this plant and cemented
them together to create a durable woven writing material also known as
papyrus. Examples of papyrus manuscripts have survived to the present.

Many sources claim that paper (as we know it) was first invented in
A.D. 105 by Ts’ai Lun, a Chinese court official. Historians believe he mixed
mulberry bark, hemp, and rags with water, mashed it into a pulp, pressed
out the liquid, then hung the thin mat on a mold of bamboo strips to dry
in the Sun. Paper made from rags in about A.D. 150 still exists today.

By the early seventh century, paper and its production had been in-
troduced into Japan. From here, it spread to Central Asia by 750. Paper
did not make its way into Europe until about 1150, but it spread through-
out the continent over the next few centuries. Rags were the chief source
of paper fibers until the introduction of papermaking machinery in the
early nineteenth century, when it became possible to obtain papermaking
fibers from wood.

Today, paper can be both handmade and machine-made. Both types
of paper consist of tiny cellulose fibers pressed together in a thin sheet.
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Words to Know

Calendar rolls: Highly polished metal rollers used to compact and
smooth paper after it has dried.

Cellulose: An insoluble carbohydrate that plants use as building mate-
rial to make their cell walls.

Deckle: Frame around the edges of a mold used to make paper by
hand; also, either of the straps around the edge of the screening of a
papermaking machine.

Fourdrinier machine: Machine that forms paper from pulp, named
after the English brothers who financed its development in the early
nineteenth century.



Each of these fibers is a tiny tube, about 100 times as long as it is wide.
Today, most fibers come from wood, though in earlier times, the source
was more likely to have been rags of linen or cotton. The source mater-
ial is reduced to a slurry of fibers that float freely in water, and many of
the fibers will have been broken or cut when making the pulp. When the
water is removed, the fibers form a thin layer of pulp that eventually be-
comes paper.

Handmade paper
Rags to be made into paper are first sorted, and any unsuitable ones

are discarded. Seams are opened and items such as buttons are removed.
The rags are chopped into small pieces, which are then boiled in strong
cleansing solutions. Next, the pieces are rinsed and beaten while damp
until all of the threads have disintegrated and the fibers float freely in wa-
ter. This is the paper pulp.
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The very dilute pulp is next sent to the vat where the paper will ac-
tually be made. A rectangular mold containing wires running at right an-
gles to each other is used to make a film of the pulp. Traditional molds
have thin, closely spaced parallel wires running across the mold at the
surface. These are attached to thick, widely spaced wires beneath them
that run perpendicular or in the opposite direction. Paper formed on this
type of mold typically reveals a ladder-like pattern when held up to the
light, and is known as laid paper. Woven paper is formed on a mold of
plain, woven wire screening. Thin wire forming a design may be attached
to the mold’s surface wires to produce a watermark in the finished paper.
A rectangular frame, called the deckle, is placed over the mold to con-
vert the mold into a sort of tray.

The papermaker then dips the mold with the deckle attached into
the vat of dilute pulp and draws up a small amount of pulp on the sur-
face of the wire. The mold is then shaken and tilted until most of the wa-
ter has drained through the wire. The deckle is removed, and additional
water is allowed to drain off. A second worker takes the mold and trans-
fers the film of pulp to a piece of damp felt, laying a second piece of felt
across the top.

This process continues until a stack of alternating wet paper and felt
has built up. The stack is placed in a press to eliminate any residual 
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water. Then the paper and felt are separated, and the paper is pressed by
itself and hung up to dry. When dry, the paper sheets are dipped in a tub
containing gelatin or very dilute glue and dried again. This gives the pa-
per a harder and less absorbent finish than it would otherwise have had.

All paper was made by hand until the early nineteenth century.
Artists use most of the handmade paper produced today, although many
other people believe it to be the finest printing surface available.

Machine-made paper
Hardly any paper for book printing is made from rags today. Wood

is the main ingredient of paper pulp, though the better papers contain cot-
ton fiber, and the best are made entirely of cotton. The fibers are con-
verted into pulp by chemical or mechanical means. Chemical pulp is used
to make fine white paper, whereas mechanical pulp is used to make
newsprint, tissue, towel, and other inexpensive papers.

Chemical pulp begins with the debarking of logs. Chippers with
whirling blades reduce the logs to smaller and smaller chips. The wood
chips are then boiled in a large vat called a digester that contains strong
caustic solutions that dissolve away parts of the wood that are not cellu-
lose. This leaves only pure fibers of cellulose.

1 4 6 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Paper

Machinery at a papermill,

spreading the paper pulp

out over a grid to drain the

water out of it. (Reproduced

by permission of the Corbis

Corporation [Bellevue].)



Mechanical pulp also begins with debarked logs. The logs are then
ground up into fibers by a rapidly revolving grindstone. Spruce, balsam,
and hemlock are the woods considered best suited for pulping by this
process. Unlike chemical pulp, mechanical pulp contains all of the parts
of the original wood. Because of this, mechanical pulp is weak and tends
to discolor quickly. If mechanical pulp is to be used to make white pa-
per, it is usually bleached with chlorine dioxide or sodium hydroxide. Pa-
per pulp used to be bleached with chlorine, but the U.S. Environmental
Protection Agency (EPA) determined that the process of bleaching paper
with chlorine produces dioxin, a carcinogen or cancer-causing agent. In
1998, the EPA mandated that paper companies switch to safer compounds

The machine that converts either type of pulp into paper is called a
fourdrinier machine, after English brothers Henry and Sealy Fourdrinier,
who financed its development in 1803. The fourdrinier machine takes pulp
that is almost 100 percent water and, by removing almost all the water,
changes it into a continuous web of paper.

Watery pulp enters the fourdrinier machine on an endless moving
belt of nylon mesh screening. As it moves forward, the screening is agi-
tated from side to side to drain the excess water. Deckle straps prevent
the liquid pulp from slopping over the sides. Air suction pumps beneath
the screening also pull more water through. As the pulp passes along on
the belt, a turning cylinder presses on it from above. This cylinder, called
a dandy roll, is covered with wire mesh that imparts either a wove or a
laid surface to pulp, depending on the pattern of the mesh.

At the end of the fourdrinier machine is a series of felt-covered
rollers. As the pulp (now very wet paper) passes through them, they press
still more water out of it, condensing the fibers. The paper then passes
through sets of smooth metal press rollers that give a smooth finish to
both surfaces of the paper. The drying process is completed after the fully
formed paper passes through a series of large heated rollers. Once dried,
the paper undergoes calendaring, in which it is pressed between a series
of smooth metal (calendar) rollers that give it a polished surface. After-
ward, the paper is cut into sheets or wrapped into a roll.

‡�Parasites
A parasite is an organism that depends on another organism, known as 
a host, for food and shelter. As an example, tapeworms live in the di-
gestive system of a large variety of animals. The tapeworms have no 

1 4 6 7U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Parasites



digestive system of their own, but absorb nutrients through their skin from
partially digested food as it passes through the host.

A parasite usually gains all the benefits of this relationship. In con-
trast, the host may suffer from various diseases, infections, and discom-
forts as a result of the parasitic attack. In some cases, however, the host
may show no signs at all of infection by the parasite.

The life cycle of a typical parasite commonly includes several de-
velopmental stages. During these stages, the parasite may go through two
or more changes in body structure as it lives and moves through the en-
vironment and one or more hosts.

Parasites that remain on a host’s body surface to feed are called 
ectoparasites, while those that live inside a host’s body are called endo-
parasites. Parasitism is a highly successful biological adaptation. More
parasitic species are known than nonparasitic ones. Parasites affect just
about every form of life, including nearly all animals, plants, and even
bacteria.
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Words to Know

Arthropod: A phylum of organisms characterized by exoskeletons and
segmented bodies.

Definitive host: The organism in which a parasite reaches reproduc-
tive maturity.

Helminths: A variety of wormlike animals.

Intermediate host: An organism infected by a parasite while the para-
site is in a developmental form, not sexually mature.

Nematodes: A type of helminth characterized by long, cylindrical bod-
ies; commonly known as roundworms.

Protozoa: Single-celled animal-like microscopic organisms that must
live in the presence of water.

Trematodes: A class of worms characterized by flat, oval-shaped bod-
ies; commonly known as flukes.

Vector: Any agent, living or otherwise, that carries and transmits par-
asites and diseases.



The study of parasites
Parasitology is the study of parasites and their relationships with

host organisms. Throughout history, people have coped with over 100
types of parasites affecting humans. Parasites have not, however, been
systematically studied until the last few centuries. With his invention of
the microscope in the late 1600s, the Dutch scientist Anton von Leeuwen-
hoek (1632–1723) was perhaps the first person to observe microscopic
parasites. As Westerners began to travel and work more often in tropical
parts of the world, medical researchers had to study and treat a variety of
new infections, many of which were caused by parasites. By the early
1900s, parasitology had developed as a specialized field of study.

Typically, a parasitic infection does not directly kill a host. The stress
placed on the organism’s resources can affect its growth, ability to repro-
duce, and survival. This stress can sometimes lead to the host’s premature
death. Parasites, and the diseases they cause and transmit, have been re-
sponsible for tremendous human suffering and loss of life throughout his-
tory. The majority of parasitic infections occur within tropical regions and
among low-income populations. However, almost all regions of the world
sustain parasitic species, and all humans are susceptible to infection.

Infectious diseases
An infectious disease, or infection, is a condition that results when

a parasitic organism attacks a host and begins to multiply. As the parasite
multiplies, it interferes with the normal life functions of the host more and
more. The host begins to feel ill as a symptom of the parasite’s invasion
and activities. In many cases, the host’s immune system (which fights for-
eign bodies in the body) may be able to respond to the parasite and de-
stroy it. In many other cases, however, the parasitic infection may over-
whelm the immune system, resulting in serious disease and even death.

Until a century ago, infections were the primary means of human
“population control” worldwide, often killing enormous numbers of peo-
ple in epidemics of diseases such as bubonic plague and typhoid fever.
Even today, infections actually cause more deaths during war and famine
than do actual injuries and starvation. Fortunately, many infectious dis-
eases can now be treated by means of antibiotics and other drugs and by
a variety of preventative methods.

Almost all infections contracted by humans pass from other humans
or animals. Some infections originate from outside the body, among them
a cold from kissing someone with a cold; rabies from a dog bite; hepati-
tis B from a contaminated needle entering the bloodstream; hepatitis A
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from germs transferred from fingers to mouth after touching a dirty toilet
seat; measles, mumps, and the flu from tiny moisture particles that exit the
mouth and nose when a person sneezes, coughs, or talks; syphilis from an
infected sex partner; tetanus from a soil-contaminated wound; salmonella
from ingesting undercooked eggs, meat, and poultry; and many diseases
ranging from the relatively innocent to the fatal—such as gastroenteritis,
cholera, and dysentery—from drinking or bathing in contaminated water.

Endogenous (caused by factors within the organism) infections oc-
cur when the host’s resistance is lowered, perhaps by malnutrition, ill-
ness, trauma, or immune depression. Weakening of the host’s immune
system may permit normally harmless organisms already present in or on
the host or in the environment to cause illness.

Types of parasites
The major types of organisms that cause parasitic infections include

species of protozoa, helminths or worms, and arthropods.

Protozoa. Protozoa are single-celled organisms that carry out most of
the same physiological functions as more complex organisms. More than
45,000 species of protozoa are known, many of which are parasitic. As
parasites of humans, this group of organisms has historically been the
cause of more suffering and death than any other category of disease-
causing organisms.

Intestinal protozoa occur throughout the world. They are especially
common in areas where food and water sources are subject to contami-
nation from animal and human waste. Typically, protozoa that infect their
host through water or food do so while in an inactive state, called a cyst.
A cyst consists of a protozoan encased in a protective outer membrane.
The membrane protects the organism as it travels through the digestive
tract of a previous host. Once inside a new host, the parasite develops
into a mature form that feeds and reproduces.

Amebic dysentery is one of the most common parasitic diseases. It
often afflicts travelers who visit tropical and subtropical regions. The con-
dition is characterized by diarrhea, vomiting and weakness. It is caused
by a protozoan known as Entamoeba histolytica.

Another protozoan that causes severe diarrhea is Giardia lamblia. This
organism was originally discovered by Leeuwenhoek and has been well-
publicized as a parasite that can infect hikers who drink untreated water.

Other types of parasitic protozoa infect the blood or tissues of their
hosts. These protozoa are typically transmitted through another organism,
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called a vector. A vector is an organism that carries a parasite from one
host to another host. In many cases, the vector is an invertebrate, such as
an insect that itself feeds on a host and then passes the protozoan on
through the bite wound. Some of the most infamous of these protozoa are
the ones that cause malaria and African sleeping sickness.

Helminths. Helminths are wormlike organisms including nematodes
(roundworms), cestodes (tapeworms), and trematodes (flukes). Leeches
are also helminths and are considered ectoparasitic, since they attach them-
selves to the outside skin of their hosts.

One of the most infamous nematodes is Trichinella spiralis. At one
stage of its life cycle, this nematode lives in the muscle tissue of animals,
including swine. Eventually, these organisms make their way into the 
intestinal tissue of humans who happen to ingest infected, undercooked
pork.

The largest parasitic roundworm, common among humans living in
tropical developing countries, is Ascaris lumbricoides. This roundworm
can grow to a length of 35 centimeters (15 inches) within the small in-
testine of its host.

A parasitic roundworm that affects dogs is Dirofilaria immitus, or
heartworm. This worm infects the heart tissues and eventually weakens
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the cardiac (heart) muscles to the point of failure. If left untreated, heart-
worm can kill a dog.

Tapeworms are a class of worms characterized by their flat, seg-
mented bodies. The segments hold both male and female reproductive or-
gans, allowing self-fertilization. Segments that contain fertilized eggs
break off or dissolve, passing the eggs out of the host. Adult tapeworms
typically reside in the intestinal tract of vertebrates, attaching themselves
to the stomach lining with hooks or suckers on their head.

Common tapeworms that attack humans are Taenia saginata, Tae-
nia solium, and Diphyllobothrium latum. These parasites use intermedi-
ate hosts, such as cattle, swine, and fish respectively, before entering the
human body. Parasites such as these infect an intermediate host organism
while in a early developmental form. But they do not grow to maturity
until they have been transmitted to the final host.

In the case of Taenia species, for example, tapeworm eggs are passed
into cattle or swine through infected soil. They develop into an intermedi-
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ary stage that embeds in the muscle and connective tissue of the animal.
Infected animals that are processed for meat but improperly cooked still
harbor the parasite, which are passed on when consumed by humans. The
tapeworms develop into adults that attach to the intestinal lining of the host.

Trematodes, or flukes, are another class of helminths that have par-
asitic species. Adult flukes are typically flat, oval-shaped worms that have
a layer of muscles just below the skin. These muscles allow the worm to
expand and contract its shape and, thus, move its body. Flukes usually
have an oral sucker, sometimes ringed with hooks. They use the sucker
to attach themselves to the host’s tissues.

Some of the most infamous flukes are species of the genus Schisto-
soma that cause the often-fatal disease known as schistosomiasis. These
flukes infect human hosts directly by burrowing into the skin of a person
wading or swimming in infected water. One species, S. mansoni, enters
the bloodstream as an immature worm and can be carried through vari-
ous organs, including the lungs and heart, before maturing in the liver.

Arthropods. Arthropods are organisms characterized by exterior skele-
tons and segmented bodies. Examples include the crustaceans, insects,
and arachnids. The arthropods are the most diverse and widely distrib-
uted animals on the planet. Many arthropod species serve as carriers of
bacterial and viral diseases, as intermediate hosts for protozoan and
helminth parasites, and as parasites themselves.

Certain insect species are the carriers of some of humanity’s most
dreaded diseases, including malaria, typhus, and plague. As consumers of
agricultural crops and parasites of our livestock, insects are also hu-
mankind’s number-one competitor for resources.

Mosquitoes are the most notorious carriers of disease and parasites.
Female mosquitoes rely on warm-blooded hosts to serve as a blood meal
to nourish their eggs. During the process of penetrating a host’s skin with
their long, sucking mouth parts, saliva from the mosquito is transferred
into the bite area. Any viral, protozoan, or helminth infections carried in
the biting mosquito can be transferred directly into the blood stream of
its host. Among these diseases are malaria, yellow fever, filariasis, ele-
phantiasis, and heartworm.

Flies also harbor diseases that can be transmitted to humans and
other mammals when they bite to obtain a blood meal for themselves. For
example, black flies can carry Onchocerciasis (which causes river blind-
ness), sandflies can carry leishmaniasis and kala-azar, and tsetse flies can
carry the trypanosomes that cause sleeping sickness. Livestock, such as
horses and cattle, can be infected with a variety of botflies and warbles
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that infest and feed on the skin, throat, nasal passages, and stomachs of
their hosts.

Fleas and lice are two of the most common and irritating parasitic
insects of humans and livestock. Lice commonly live among the hairs of
their hosts, feeding on blood. Some species are carriers of typhus fever.
Fleas usually infest birds and mammals, and can feed on humans when
they are transferred from pets or livestock. Fleas are known to carry a va-
riety of devastating diseases, including the plague.

Another prominent class of arthropods that contains parasitic species
is the arachnids. Included in this group are spiders, scorpions, ticks, and
mites.

Mites are very small arachnids that infest both plants and animals.
One common type of mite is the chigger, which lives in grasses. As lar-
vae, they may grab onto passing animals and attach themselves to the
skin, often leading to irritating rashes or bite wounds. Scabies are another
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mite that causes mange in some mammals by burrowing into the skin and
producing severe scabs, lesions, and loss of hair.

Ticks also live their adult lives among grasses and short shrubs. They
are typically larger than mites. The adult female tick attaches itself to an
animal host for a blood meal. Tick bites themselves can be painful and
irritating. More importantly, ticks can carry a number of diseases that af-
fect humans. The most common of these diseases include Rocky Moun-
tain spotted fever, Colorado tick fever, and Lyme disease.

Control of parasites
Many parasitic infections can be treated by a variety of medical pro-

cedures, such as the use of antibiotics. The best way of controlling in-
fection, however, is prevention. Scientists have developed and continue
to test a number of drugs that can be taken as a barrier to certain para-
sites. Other measures of control include improving sanitary conditions of
water and food sources, proper cooking techniques, education about per-
sonal hygiene, and control of intermediate and vector host organisms.

[See also Arachnids; Arthropods; Plague; Protozoa]

‡�Particle accelerators
Particle accelerators (also known as atom-smashers) are devices used for
increasing the velocity of subatomic particles such as protons, electrons,
and positrons. Although they were originally invented for the purpose of
studying the basic structure of matter, particle accelerators later found a
number of practical applications.

There are two large subgroups of particle accelerators: linear and
circular accelerators. Machines of the first type accelerate particles as they
travel in a straight line, sometimes over very great distances. Circular ac-
celerators move particles along a circular or spiral path in machines that
vary in size from less than a few feet to many miles in diameter.

The Van de Graaff accelerator
One of the earliest particle accelerators developed was invented by

Alabama-born physicist Robert Jemison Van de Graaff (1901–1967) in
about 1929. The machine that now bears his name illustrates the funda-
mental principles on which all particle accelerators are based.
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The Van de Graaff accelerator consists of a tall metal cylinder with
a hollow metal dome at its top. A silk conveyor belt runs through the mid-
dle of the cylinder. At the bottom of the cylinder, the belt collects posi-
tive charges from a high-voltage source. The positive charges ride to the
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Words to Know

Cyclotron: A particle accelerator in which subatomic particles are
accelerated to high speeds in a circular path.

Dee: An electrically charged metallic container that makes up half of a
cyclotron. Particles pass from one dee to another as they travel back
and forth through the machine.

Drift tube: A cylindrical tube in a linear accelerator through which
particles are accelerated.

Electron: A fundamental particle of matter carrying a single unit of
negative electrical charge.

Electron volt (eV): A unit used to measure the energy of subatomic
particles in a particle accelerator.

Linear accelerator: A particle accelerator in which subatomic particles
are accelerated to high speeds in a straight line.

Potential difference: Also called voltage; the amount of electric
energy stored in a mass of electric charges compared to the energy
stored in some other mass of charges.

Proton: A fundamental particle of matter carrying a single unit of pos-
itive electrical charge.

Radiation: Energy transmitted in the form of electromagnetic waves or
subatomic particles.

Subatomic particle: Basic unit of matter and energy smaller than an
atom.

Superconducting Supercollider: A particle accelerator designed to be
the most powerful machine of its kind in the world.

Synchrotron radiation: A form of radiation (energy in the form of
waves or particles) somewhat similar to X rays given off by certain
kinds of particle accelerators.

Velocity: The rate at which the position of an object changes with
time, including both the speed and the direction.



top of the cylinder on the belt and are deposited on the outside of the
dome at the top of the machine. The longer the belt runs, the more posi-
tive charges accumulate on the dome. The original Van de Graaff accel-
erator could produce an accumulation of charge with an energy of 80,000
volts, although later improvements raised that value to 5,000,000 volts.

At some point, the accumulation of charges on the hollow dome be-
comes so great that a bolt of lightning jumps from the dome to a metal
rod near the machine. The bolt of lightning consists of positive charges
that accumulate on the dome and are finally repelled from it.

The Van de Graaff accelerator can be converted to a particle accel-
erator simply by attaching some kind of target to the metal rod near the
machine. When the bolt of lightning strikes the metal rod, it will bom-
bard the target. Atoms of which the target is made will be broken apart
by the beam of positively charged electricity.

Linear accelerators
In a Van de Graaff generator, the bolt of lightning that travels from

the dome to the target consists of charged particles whose velocity has
increased from zero (while at rest on the dome) to more than 100,000
miles per second (160,000 kilometers per second) in the gap between
dome and target. Linear accelerators (also known as linacs) operate on
the same general principle, except that a particle is exposed to a series of
electrical fields, each of which increases the velocity of the particle.

A typical linac consists of a few hundred or a few thousand cylin-
drical metal tubes arranged one in front of another. The tubes are elec-
trically charged so that each carries a charge opposite that of the tube on
either side of it. Tubes 1, 3, 5, 7, 9, etc., might, for example, be charged
positively, and tubes 2, 4, 6, 7, 10, etc., charged negatively.

Imagine that a negatively charged electron is introduced into a linac
just in front of the first tube. In the circumstances described above, the
electron is attracted by and accelerated toward the first tube. The electron
passes toward and then into that tube. Once inside the tube, the electron
no longer feels any force of attraction or repulsion and merely drifts
through the tube until it reaches the opposite end. It is because of this 
behavior that the cylindrical tubes in a linac are generally referred to as
drift tubes.

At the moment that the electron leaves the first drift tube, the charge
on all drift tubes is reversed. Tubes 1, 3, 5, 7, 9, etc. are now negatively
charged, and tubes 2, 4, 6, 8, 10, etc. are positively charged. The electron
exiting the first tube now finds itself repelled by the tube it has just left
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and attracted to the second tube. These forces of attraction and repulsion
provide a kind of “kick” that accelerates the electron in a forward direc-
tion. It passes through the space between tubes 1 and 2 and into tube 2.
Once again, the electron drifts through this tube until it exits at the op-
posite end.

As the electron moves through the linac, the electric charge on all
drift tubes reverses in a regular pattern. As it passes through the tube, the
electron is repelled by the tube behind it and attracted to the tube ahead
of it. The added energy it receives is exhibited in a greater velocity. As
a result, the electron is moving faster in each new tube it enters and can
cover a greater distance in the same amount of time. To make sure that
the electron exits a tube at just the right moment, the tubes must be of
different lengths. Each one is slightly longer than the one before it.

The largest linac in the world is the Stanford Linear Accelerator, lo-
cated at the Stanford Linear Accelerator Center (SLAC) in Stanford, Cal-
ifornia. An underground tunnel 3 kilometers (2 miles) in length passes
beneath U.S. Highway 101 and holds 82,650 drift tubes along with the
magnetic, electrical, and auxiliary equipment needed for the machine’s
operation. Electrons accelerated in the SLAC linac leave the end of the
machine traveling at nearly the speed of light with a maximum energy of
about 32 GeV (gigaelectron volts).
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The term electron volt (eV) is the standard unit of energy measure-
ment in accelerators. It is defined as the energy lost or gained by an elec-
tron as it passes through a potential difference of one volt. Most acceler-
ators operate in the megaelectron volt (million electron volt; MeV),
gigaelectron volt (billion electron volt; GeV), or teraelectron volt (trillion
electron volt; TeV) range.

Circular accelerators
The development of linear accelerators is limited by some obvious

physical constraints. For example, the SLAC linac is so long that engi-
neers had to take into consideration Earth’s curvature when they laid 
out the drift tube sequence. One way of avoiding the problems associated
with the construction of a linac is to accelerate particles in a circle. 
Machines that operate on this principle are known, in general, as circular
accelerators.

The earliest circular accelerator, the cyclotron, was invented by Uni-
versity of California professor of physics Ernest Orlando Lawrence (1901–
1958) in the early 1930s. Lawrence’s cyclotron added to the design of the
linac one new fundamental principle from physics: a charged particle that
passes through a magnetic field travels in a curved path. The shape of the
curved path depends on the velocity of the particle and the strength of the
magnetic field.

The cyclotron consists of two hollow metal containers that look as
if a tuna fish can had been cut in half vertically. Each half resembles an
uppercase letter D, so the two parts of the cyclotron are known as dees.
At any one time, one dee in the cyclotron is charged positively and the
other negatively. The dees are connected to a source of alternating cur-
rent so that the electric charge on both dees changes back and forth many
times per second.

The second major component of a cyclotron is a large magnet situ-
ated above and below the dees. The presence of the magnet means that
any charged particles moving within the dees will travel not in straight
paths but in curves.

Imagine that an electron (carrying a negative charge) is introduced
into the narrow space between the two dees. The electron is accelerated
into one of the dees, the one carrying a positive charge. As it moves, how-
ever, the electron travels toward the dee in a curved path.

After a fraction of a second, the current in the dees changes signs.
The electron is then repelled by the dee toward which it first moved, re-
verses direction, and heads toward the opposite dee with an increased 
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velocity. Again, the electron’s return path is curved because of the mag-
netic field surrounding the dees.

Just as a particle in a linac passes through one drift tube after an-
other, always gaining energy, so does a particle in a cyclotron travel back
and forth between dees gaining energy. As the particle gains energy, it
picks up speed and spirals outward from the center of the machine. Even-
tually, the particle reaches the outer circumference of the machine, passes
out through a window, and strikes a target.
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Lawrence’s original cyclotron was a modest piece of equipment,
only 11 centimeters (4.5 inches) in diameter, capable of accelerating pro-
tons to an energy of 80,000 electron volts (80 keV). It was assembled
from coffee cans, sealing wax, and leftover laboratory equipment. The
largest accelerators of this design ever built were the 218-centimeter (86-
inch) and 225-centimeter (87-inch) cyclotrons at the Oak Ridge National
Laboratory and the Nobel Institute in Stockholm, Sweden, respectively.

Cyclotron modifications
At first, improvements in cyclotron design were directed at the con-

struction of larger machines that could accelerate particles to greater ve-
locities. Soon, however, a new problem arose. Physical laws state that noth-
ing can travel faster than the speed of light. Thus, adding more and more
energy to a particle will not make that particle’s speed increase indefinitely.
Instead, as the particle’s velocity approaches the speed of light, additional
energy supplied to it appears in the form of increased mass. A particle
whose mass is constantly increasing, however, begins to travel in a path
different from that of a particle with constant mass. There is a practical
significance to this fact: as the velocity of particles in a cyclotron begins
to approach the speed of light, those particles start to fall “out of synch”
with the current change that drives them back and forth between dees.

Two different modifications—or a combination of the two—can be
made in the basic cyclotron design to deal with this problem. One ap-
proach is to gradually change the rate at which the electrical field alter-
nates between the dees. The goal here is to have the sign change occur
at the exact moment that particles have reached a certain point within the
dees. As the particles speed up and gain weight, the rate at which elec-
trical current alternates between the two dees slows down to “catch up”
with the particles.

In the 1950s, a number of machines containing this design element
were built in various countries. Those machines were known as frequency
modulated (FM) cyclotrons, synchrocyclotrons, or, in the former Soviet
Union, phasotrons. The maximum particle energy attained with machines
of this design ranged from about 100 MeV to about 1 GeV.

A second solution for the mass increase problem is to alter the mag-
netic field of the machine in such a way as to maintain precise control over
the particles’ paths. This principle has been incorporated into the synchro-
trons—machines that are now the most powerful cyclotrons in the world.

A synchrotron consists essentially of a hollow circular tube (the 
ring) through which particles are accelerated. (The particles are actually
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accelerated to velocities close to the speed of light in smaller machines
before they are injected into the main ring.) Once they are within the main
ring, particles receive additional jolts of energy from accelerating cham-
bers placed at various locations around the ring. At other locations around
the ring, very strong magnets control the path followed by the particles.
As particles pick up energy and tend to spiral outward, the magnetic fields
are increased, pushing particles back into a circular path. The most pow-
erful synchrotrons now in operation can produce particles with energies
of at least 400 GeV.

In the 1970s, nuclear physicists proposed the design and construc-
tion of the most powerful synchrotron of all, the Superconducting Super
Collider (SSC). The SSC was expected to have an accelerating ring 82.9
kilometers (51.5 miles) in circumference with the ability to produce par-
ticles having an energy of 20 TeV. Estimated cost of the SSC was orig-
inally set at about $4 billion. Shortly after construction of the machine at
Waxahachie, Texas, began, however, the U.S. Congress decided to dis-
continue funding for the project.

Applications
By far the most common use of particle accelerators is for basic re-

search on the composition of matter. The quantities of energy released in
such machines are unmatched anywhere on Earth. At these energy lev-
els, new forms of matter are produced that do not exist under ordinary
conditions. These forms of matter provide clues about the ultimate struc-
ture of matter.

Accelerators have also found some important applications in med-
ical and industrial settings. As particles travel through an accelerator, they
give off a form of radiation known as synchrotron radiation. This form
of radiation is somewhat similar to X rays and has been used for similar
purposes.

[See also Subatomic particles]

‡�Perception
Perception is the quality of being aware of the conditions in one’s envi-
ronment. For example, visual perception refers to the ability of an or-
ganism to see objects in the world around it. Other forms of perception
involve the senses of touch, smell, taste, and sound.
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Perception is not a passive activity. That is, one way to think of vi-
sual perception is to say that light rays bounce off an object an enter one’s
eyes. Those light rays then create a “sight” message that travels to the
person’s brain where the object is recorded. But that explanation is in-
complete. The brain also acts on the message received from the eyes in
ways that are not totally understood by scientists. The important point is
that the real world is not necessarily the world that one perceives.

A classic experiment illustrates this point. A group of young boys
are all asked to look carefully at a nickel. The nickel is then taken away,
and the boys are asked to draw a picture of the nickel. Boys in this ex-
periment who come from wealthy families tend to draw the nickel smaller
in size than boys from poor families. Each boy’s perception of the nickel
is affected to some extent by how important a nickel is in his life.

The biology of perception
All systems of perception have a common structure. They consist of

cells designed specifically to detect some aspect of the surrounding en-
vironment, a series of neurons (nerve cells) that transmit the perceived
information to the brain, and a specific segment of the brain for receiv-
ing and analyzing that information.
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Receptor cells can be classified according to the kind of stimuli to
which they respond. Chemoreceptors, for example, are cells that detect
certain kinds of chemical substances. Receptor cells in the nose and mouth
are examples of chemoreceptors. Photoreceptors are another kind of re-
ceptor cell. Photoreceptors detect the presence of light. Mechanorecep-
tors detect changes in mechanical energy, changes that occur during touch
and hearing and in maintaining the body’s equilibrium (balance).

Messages received by any kind of receptor cell are passed through
a network of neurons into the spine and on to the brain. There, messages
are received and analyzed. Visual messages are analyzed in the visual cor-
tex, for example, and messages from the ears in the auditory cortex.

Puzzling questions
Even with our fairly complete understanding of the biology of per-

ception, some intriguing questions remain. Those questions cannot, as yet,
be answered strictly in terms of the physical make-up of an organism’s
body. One of these questions has to deal with constancy. The term con-
stancy refers to the fact that our perception of objects tends to remain the
same despite real changes that occur in their image on the retina of the eye.

For example, suppose that you walk down a street looking at the
tallest building on the street. As you approach the building, its image on
the retina of your eye gets larger and larger. Certain proportions of the
building change also. Yet, your brain does not interpret these changes as
real changes in the building itself. It continues to “see” the building as
the same size and shape no matter how close or how far you are from it.

Another perception puzzle involves the perception of motion. The
mystery lies in how perceived movement cannot be accounted for by the
movement of an object’s image across the retina. If that were so, move-
ment of the observer, or even eye movement, would lead to perceived ob-
ject movement. For example, when riding a bike, the rest of the world
would be perceived as moving.

Depth perception. One of the puzzles that has interested scientists
for centuries is depth perception. Depth perception refers to the fact that
our eyes see the world in three dimensions, the way it is actually laid out.
The problem is that images that enter the eye strike the retina, an essen-
tially flat surface, at the back of the eye. How can a flat image on the
retina be “read” by the brain as a three-dimensional image?

An important element in the answer to this puzzle appears to be
binocular vision. The term binocular vision refers to the fact that humans
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and most other organisms detect visual signals with two eyes. The two
eyes, set slightly apart from each other, receive two slightly different im-
ages of the environment. By methods that are still not entirely understood,
the brain is able to combine those two images to produce a binocular ver-
sion of an image, a three-dimensional view of the environment.

[See also Ear; Eye; Smell; Taste; Touch]

‡�Periodic function
A periodic function is an event that occurs repeatedly in a very regular
manner. Suppose that you stand on the beach near a lighthouse. As 
you watch, the lighthouse’s beam will sweep across the landscape in a
very regular pattern. You might see the beam pointing directly at you
every second, or every two seconds, or at some other regular interval. The 
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regularity of a lighthouse beam is one of the ways in which ships at sea
recognize the lighthouse and know where they are.

The graphical representation of a periodic function has a very char-
acteristic shape. Figure 1 shows the most common of these shapes. In this
graph, the vertical (y) axis shows the amplitude (magnitude) while the
horizontal (x) axis shows time. As you go from left to right along the
graph, it is as if you were moving forward in time. The origin (the point
at which the two axes cross) represents zero time, and each additional sec-
ond or minute or hour is represented by one unit to the right on the graph.

In the graph of the cosine, the amplitude at time zero is the highest
it ever gets. If this graph represented the sweep of a lighthouse light, for
example, point zero might be the time at which the light beam was point-
ing directly at you. As time passes (moving to the right on the x-axis),
the amount of light you see (the amplitude) gradually decreases. Eventu-
ally it reaches its lowest possible point (the bottom of the curve). At that
point, the light would be pointing directly away from you. Then, the light
would continue its sweep until it was once more facing toward you.

One of the most important applications of periodic functions is in
the study of electromagnetic radiation. Such diverse forms of energy as
cosmic rays, X rays, ultraviolet light, infrared radiation, visible light,
radar, radio waves, and microwaves all have one property in common:
they are all periodic functions. Their properties and behavior can be stud-
ied by drawing graphical representations.

‡�Periodic table
The periodic table is a chart that shows the chemical elements and their
relationship to each other. The periodic table is a graphic way of repre-
senting the periodic law.

History of the periodic law
By the middle of the nineteenth century, about 50 chemical elements

were known. One of the questions chemists were asking about those el-
ements was the following: Is every element entirely different from every
other element? Or are some elements related to other elements in some
way? Are there patterns among the elements?

A number of chemists suggested various patterns. German chemist
Johann Wolfgang Döbereiner (1780–1849) observed in 1829, for exam-

1 4 8 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Periodic table



ple, that three of the so-called halogen elements (chlorine, bromine, and
iodine) could be classified according to their atomic weights. The atomic
weight of bromine (79.9) turned out to be almost the exact average of the
atomic weights of chlorine (35.5) and iodine (127), with 35.5 � 127 � 2
� 81.25 (almost 79.9)

Most of these classification schemes were not very successful. Then,
in about 1869, two chemists made almost the same discovery at almost the
same time. Russian chemist Dmitry Mendeleev (1834–1907) and German
chemist Julius Lothar Meyer (1830–1895) suggested arranging the elements
according to their atomic weights. In doing so, Mendeleev and Meyer pointed
out, the properties of the elements appear to recur in a regular pattern.

Today, Mendeleev is usually given credit for discovering the peri-
odic law because he took one step that Meyer did not. When all the ele-
ments are laid out in a table, some gaps appear. The reason for those gaps,
Mendeleev said, was that other elements belonged there. But those ele-
ments had not yet been discovered.
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Words to Know

Atomic number: The number of protons in the nucleus of an atom; the
number that appears over the element symbol in the periodic table.

Atomic weight: The average weight of all isotopes of a given element,
expressed in units known as atomic mass units (amu).

Element: A pure substance that cannot be changed chemically into a
simpler substance.

Family: A group of elements in the same column of the periodic table
or in closely related columns of the table. (See Group.)

Group: A vertical column of the periodic table that contains elements
possessing similar chemical characteristics. (See Family.)

Isotopes: Two or more forms of the same element with the same num-
ber of protons but different numbers of neutrons in the atomic nucleus.

Nucleus: The small core at the center of an atom that contains pro-
tons and (usually) neutrons.

Period: A horizontal row of elements in the periodic table. (See Row.)

Row: A horizontal set of elements in the periodic table. (See Period.)



Mendeleev went even further. He predicted the properties of those
yet-to-be-discovered elements. He knew where they belonged in the pe-
riodic table, so he knew what elements they would be like. Remarkably,
three of the elements Mendeleev predicted were discovered less than a
decade after the periodic law was announced.

The modern periodic table
The periodic table used today is shown in Figure 1. It contains all

of the known elements from the lightest (hydrogen: H) to the heaviest
(meitnerium: Mt). Currently, there are 114 known elements, ranging from
hydrogen, whose atoms have only one electron, to the as-yet unnamed el-
ement whose atoms contain 114 electrons. Each element has its own box
in the periodic table. As shown in the sample at the top of the table, that
box usually contains four pieces of information: the element’s name, its
symbol, its atomic number, and its atomic weight.

The table is divided in two directions, by rows and by columns. There
are seven rows, called periods, and 18 columns, called groups or families.
Two different numbering systems are used for the groups, as shown at the
top of the table. The system using Roman numerals (IA, IIA, IIB, IVB,
etc.) has traditionally been popular in the United States. The other system
(1, 2, 3, 4, etc.) has traditionally been used in Europe and, a few years
ago, was recommended for use in the United States as well.

Chemical elements in the same group tend to have similar chemical
properties. Those in the same row have properties that change slowly from
one end of the row to the other end. Figure 2 shows how one property—
atomic radius—changes for certain elements in the table.

The appearance of the periodic table in Figure 1 is a little bit mis-
leading, as is the case in almost every periodic table that is published.
The reason for this misrepresentation is that two groups of elements shown
at the bottom of the table actually belong within it. The Lanthanides, for
example, belong in row 6 between lanthanum (#57) and hafnium (#72).
Also, the Actinides belong in row 7 between actinium (#89) and un-
nilquadium (#104). The reason you don’t see them there is that they sim-
ply don’t fit. If they were actually inserted where they belong, the table
would be much too wide to fit on a piece of paper or a wall chart. Thus,
they are listed at the bottom of the table.

The diagonal line at the right of the table separates the elements into
two major groups, the metals and nonmetals. Elements to the left of this
line tend to be metals, while those to the right tend to be nonmetals. The
elements that lie directly on the diagonal line are metalloids—elements
that behave sometimes like metals and sometimes like nonmetals.
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The periodic table is one of the most powerful tools available to
chemists and to chemistry students. Simply by knowing where an element
is on the table, one can know a great deal about its physical and chemi-
cal properties.

Recent and future research
Recently, several man-made “superheavy” elements have been dis-

covered. These include elements 110 and 111, both of which were made
in late 1994 by an international team of scientists. Element 110 was made
by colliding nickel atoms with an isotope of lead. Researchers in Russia
have plans to make a different isotope of element 110 by colliding sulfur
atoms with plutonium atoms. Elements 116 and 118 were recently dis-
covered at a Berkeley, California, laboratory.

Other superheavy elements that have been predicted to exist have
yet to be made in the laboratory, although research continues into the cre-
ation of these elements. Many exciting discoveries remain to be uncov-
ered concerning the creation of new elements. With the periodic table as
a guide, their place is already waiting for them.

[See also Atom; Atomic mass; Element, chemical]
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‡�Petroglyphs and
pictographs

Petroglyphs and pictographs are terms used by archaeologists to describe
forms of rock carvings and paintings. Petroglyph refers to a rock carving
or etching, while pictograph is commonly applied to a rock painting. Typ-
ically, these “rock art” examples are found in caves or under overhang-
ing cliffs. Although both types of rock art can be traced back to early pre-
historic times, many traditional aboriginal (native) cultures in Africa and
Australia still practice the art of rock painting.

Origins of rock art
Some of the oldest known rock art features are pictographs. In France

and Spain, cave paintings made by early humans have been dated to more
than 30,000 years old. Located in deep, underground passages, they have
been protected from rain, sunlight, and other ravages of time. Most of
these colorful images are of animals such as deer, bison, and antelope.
They are strikingly detailed and lifelike.

When humans migrated to North America some 12,000 years ago,
they brought the practice of creating rock art with them. As time passed
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and people spread out across the Western Hemisphere, so did the use of
rock art. Eventually, nearly all of the more than 200 distinct Native Amer-
ican tribes in North America used some form of rock art in their cere-
monies. Interestingly, many of the artistic elements or patterns used in
petroglyphs and pictographs are very similar among these diverse groups.

How rock art was created
From present-day cultures that continue to create rock art, archae-

ologists have learned that petroglyphs were made by using a handheld
stone as a chisel or hammer to etch designs into boulders. Pictographs,
however, were more complex to make because of the materials required
for paint. Red pigments, which generally make up the most common color
found in rock paintings, were made from iron oxides. Other minerals used
to create colors were talc, gypsum, or lime for white; charcoal or graphite
for black; and copper ores for greens and blues.

These minerals were ground into fine powders, then mixed with a
resin, such as pine pitch. An oil base was sometimes added by grinding
certain seeds or melting animal fat. Paints were applied either by fingers
or with brushes made from animal fur, fibrous plant leaves, or the shred-
ded end of a stick.

Rock art and the modern world
Many of the pictographs and petroglyphs created by ancient people

have lasted for hundreds—even thousands—of years. However, modern
pollutants and vandalism have recently hastened their destruction. Gov-
ernments have passed laws protecting areas that contain such rock art.
And scientists continue to study the chemical composition of these fea-
tures, hoping one day to find an effective way to prevent further erosion
and preserve these artistic works indefinitely.

‡�Petroleum
Petroleum, also called crude oil, is a thick, flammable, yellow-to-black
colored liquid. Petroleum was first found oozing out of rocks on Earth’s
surface. Hence, its name comes from the Latin words petra, meaning rock,
and oleum, meaning oil. Petroleum is a hydrocarbon, an organic com-
pound containing only carbon and hydrogen. It is a mixture of other hy-
drocarbon compounds such as natural gas, gasoline, kerosene, asphalt,
and, probably most important, fuel oil.
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Today, most scientists agree that oil was formed from the remains
of plants and tiny animals that settled to the bottom of ancient oceans.
These remains or sediments were buried by layers of mud and sand. Grad-
ually, over millions of years, the weight of these accumulating layers built
up great pressure and heat. The sediments packed together and became
rock. The organic (once living) remains were changed into kerogen, a
waxy substance that forms oil and natural gas. Most of the world’s pe-
troleum is more than 100 million years old, and is thus called a fossil fuel.

Unlike coal, which stays in one spot unless moved by Earth’s shift-
ing crust, oil slowly migrates upward through cracks and pores, or tiny
holes, in nearby rocks. Eventually the oil reaches a solid layer of rock
and becomes trapped underneath in a reservoir (pool). Natural gas often
occurs in association with oil. Most of the world’s petroleum reservoirs
lie deep underground in structures called anticlines—gently folded layers
of rock that form an arch above the deposit. Petroleum can also be trapped
by fractured layers (or faults), salt formations, and stratigraphic (rock)
traps. Some oil is also contained in shales (clay) and sands.
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Location of world’s supply
Although petroleum is found throughout the world, the Middle 

East possesses nearly two-thirds of all recoverable oil. Latin America con-
tains about 13 percent, while the continents of Europe, North America,
Asia, and Africa have only 4 to 8 percent each. Most North American oil
is extracted in Alaska, Texas, California, Louisiana, and Oklahoma. The
former Soviet republics, Saudi Arabia, and China are among the world’s
other leading oil producers. Their petroleum is sent to the United States
for refining. While the United States possesses little of the world’s 
petroleum supply (it must import more than 50 percent of its oil), it is
one of the world’s leading refiners. It is also the world’s heaviest con-
sumer of oil.

The importance of oil
Currently, petroleum is among our most important natural resources.

We use gasoline, jet fuel, and diesel fuel to run cars, trucks, aircraft, ships,
and other vehicles. Home heat sources include oil, natural gas, and elec-
tricity, which in many areas is generated by burning natural gas. Petro-
leum and petroleum-based chemicals are important in manufacturing plas-
tic, wax, fertilizers, lubricants, and many other goods.
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Different types of petroleum can be used in different ways. Refineries
separate different petroleum products by heating petroleum to the point
where heavy hydrocarbon molecules separate from lighter hydrocarbons.
As a result, each product can be isolated and used for a specific purpose
without waste. Thus, tar or asphalt, the dense, nearly solid hydrocarbons,
can be used for road surfaces and roofing materials. Waxy substances
called paraffins can be used to make candles and other similar products.
And less dense, liquid hydrocarbons can be used for engine fuels.

The future of oil
The oil industry faces strong challenges. Environmental concerns

are forcing companies to reevaluate all of their operations. Political un-
rest in the Middle East causes concern about access to oil supplies. And
it is only a matter of time before oil supplies finally run out. According
to some experts, that could be as soon as the mid-twenty-first century.

[See also Fossil and fossilization; Internal-combustion engine;
Natural gas; Oil drilling; Oil spills; Plastics; Pollution]

‡�pH
The most common method of indicating the acidity of a solution is by
stating its pH. The term pH refers to a mathematical system developed
by Danish chemist Søren Sørenson (1868–1939) around 1909. Sørenson
originally suggested the term pH as an abbreviation for potential (or
power) of hydrogen.

Acids and bases were first defined by Swedish chemist Svante Ar-
rhenius (1859–1927). Arrhenius proposed that acids be defined as chem-
icals that produce positively charged hydrogen ions, H�, in water. By
comparison, he suggested that bases are compounds that produce nega-
tively charged hydroxide ions, OH–, in water.

The pH of a solution is determined by the concentration of hydro-
gen ions present—that is, by its acidity. The more hydrogen ions present
(the more acidic the solution), the lower the pH. The fewer hydrogen ions
present (the less acidic the solution), the higher the pH. The pH scale runs
from 0 to 14. A pH value of 7 (in the middle of that range) represents a
solution that is neither acidic nor basic.

Strong acids have very low pHs (battery acid has a pH of 0). Strong
bases have very high pHs (sodium hydroxide, commonly known as lye,
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has a pH of 14). Lemon juice has a pH of 2; vinegar of 2.5; coffee of 5;
distilled water of 7; borax of 9; and household ammonia of 11.

pH indicators
One way of finding the pH of a solution is with a pH meter, a me-

chanical device that gives very precise readings. One can easily place the
probe of a pH meter into a solution and read the pH of the solution on
the meter dial.

A much older method for estimating the pH of a solution is the use
of an indicator. A pH indicator is a material that changes color in solu-
tions of different pH. One of the most common of all indicators is litmus.
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Table 1.
Some Common Solutions and Their pH
Substance Approximate pH

Battery acid (sulfuric acid) 0
Lemon juice 2
Vinegar 2.5
Coffee 5
Distilled water 7
Borax 9
Household ammonia solution 11
Lye (sodium hydroxide) 14

Indicator pH Range Color Changes

Methyl violet pH 0.1 to 3.2 Yellow to violet
Bromophenol blue pH 2.8 to 4.6 Yellow to blue–violet
Congo red pH 3.0 to 5.0 Blue to red
Bromocresol purple pH 5.2 to 6.8 Yellow to purple
Cresol red pH 7.2 to 8.8 Yellow to purple
Phenolphthalein pH 8.4 to 10.0 Colorless to pink
Brilliant orange pH 10.5 to 12.0 Yellow to red
Titan yellow pH 12.0 to 13.0 Yellow to red

Table 2.
Some Common Indicators, the pH 
Range in Which They Change Color, 
and Their Color Changes



Litmus is a chemical obtained from lichens. In the presence of a base, lit-
mus is blue; in the presence of an acid, it is red.

Many indicators are extracted from plants. For example, you can
make a reasonably good indicator just by boiling red cabbage and ex-
tracting the colored material produced. That material, like litmus, changes
color in the presence of acids and bases. A number of indicators are syn-
thetic products made just for testing the pH of solutions.

[See also Acids and bases]

‡�Phobia
A phobia is an abnormal or irrational fear of a situation or thing. A per-
son suffering from a phobia may dwell on the object of his or her fear
when it is not even present. People have been known to have fears of
things as common as running water, dirt, dogs, or high places. One in ten
people develop a phobia at some time in their lives.

In addition to the emotional feeling of uncontrollable terror or dread,
people suffering from a phobia (called phobics) may experience physical
symptoms such as shortness of breath, trembling, rapid heartbeat, and an
overwhelming urge to run. These symptoms are often so strong that they
prevent phobic people from taking action to protect themselves.

Simple phobias are usually termed according to the specific object
or situation feared. Examples include acrophobia (fear of heights), ago-
raphobia (open spaces), claustrophobia (enclosed spaces), mysophobia
(dirt and germs), zoophobia (animals), arachnophobia (spiders), and ophe-
diophobia (snakes).

Social phobias are triggered by social situations. Usually people with
social phobias are afraid of being humiliated when they do something in
front of others, such as speaking in public or even eating. People suffer-
ing from social phobias are often extremely shy.

Phobias can come about for a number of reasons. Psychologists be-
lieve that phobias begin when people have an extremely bad or negative
experience with an object or situation. They then learn to equate those in-
tense negative feelings with all future encounters with that same object
or situation. Sometimes parents may pass irrational fears on to their chil-
dren in this way.

One of the most effective treatments for phobias is a behavior 
therapy called exposure. The phobic is exposed to what is feared in the
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presence of the therapist and directly confronts the object or situation that
causes terror. In addition to being treated with behavior therapy, phobics
are sometimes given antianxiety drugs in order to lower their feelings of
panic. Antidepressants are also used to control panic.

‡�Photochemistry
Photochemistry is the study of chemical changes made possible by light
energy. The production of ozone in Earth’s upper atmosphere is an ex-
ample of such a change. Light from the Sun (solar energy) strikes oxy-
gen molecules in the stratosphere, causing them to break down into two
oxygen atoms:

O2 � h� * O � O

(The expression h� is commonly used to represent a unit of light energy
known as the photon.)

In the next stage of that reaction, oxygen atoms react with oxygen
molecules to produce ozone (O3):

O � O2 * O3

Steps in photochemical processes
The excited state. A photochemical change takes place in two steps.
Imagine that a light beam is shined on a piece of gold. The light beam
can be thought of as a stream of photons, tiny packages of energy. The
energy of the photon is expressed by means of the unit h�.

When a photon strikes an atom of gold, it may be absorbed by an
electron in the gold atom. The electron then becomes excited, meaning that
it has more energy than it did before being hit by the photon. Chemists use
an asterisk (*) to indicated that something is in an excited state. Thus, the
collision of a photon with an electron (e) can be represented as follows:

e � h� * e*

Once an electron is excited, the whole atom in which it resides is also ex-
cited. Another way to represent the same change, then, is to show that the
gold atom (Au) becomes excited when struck by a photon:

Au � h� * Au*

Emission of energy. Electrons, atoms, and molecules normally do
not remain in an excited state for very long. They tend to give off their
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excess energy very quickly and return to their original state. When they
do so, they often undergo a chemical change. Since this change was orig-
inally made possible by absorbed light energy, it is known as a photo-
chemical change.

The formation of ozone is just one example of the many kinds of pho-
tochemical changes that can occur. When solar energy breaks an oxygen
molecule into two parts, one or both of the oxygen atoms formed may be
excited. Another way to write the very first equation above is as follows:

O2 � h� * O* � O

The excited oxygen atom (O*) then has the excess energy needed to 
react with a second oxygen molecule to form ozone:

O* � O2 * O3

Another way for an excited atom or molecule to lose its energy is
to give it off as light. This process is just the reverse of the process by
which the atom or molecule first became excited. If the atom or molecule
gives off its excess energy almost immediately, the material in which it
is contained glows very briefly, a process known as fluorescence. If the
excess energy is given off more slowly over a period of time, the process
is known as phosphorescence. Both fluorescence and phosphorescence
are examples of the general process of light emission by excited materi-
als known as luminescence.

[See also Atom; Luminescence; Photosynthesis]

‡�Photocopying
Photocopying is the process of photographically reproducing a document
of text, illustrations, or other graphic matter. The most common photo-
copying method used today is called xerography (from the Greek words
for “dry” and “writing”).

The process of photocopying
The mechanics of photocopying is based on the principle of photo-

conductivity (when certain substances allow an electric current to flow
through them when light is applied). For example, when light is absorbed
by some of the electrons (particles that have a negative charge) that make
up selenium (a nonmetallic chemical element that is used in the photo-
copying process), the electrons are able to pass from one atom to another
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when voltage is applied. When the light source is taken away, the elec-
trons lose their mobility or ability to move.

During the process of photocopying, the round drum (usually made
of aluminum) inside the copier is coated with a layer of selenium that is
given a positive electrical charge. After placing the document to be copied
on the glass-topped surface of the copier, a light exposes the image of the
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Words to Know

Electrostatics: Relating to painting with a spray that utilizes electri-
cally charged particles to ensure a complete coating.

Toner: A material that carries an electrical charge opposite to that of
a photoconducting surface that is added to that surface in a copy
machine.

Xerography: A method of copying that uses dry powder, electric
charge, and light to fuse an image onto paper.

Photocopiers are standard

equipment found in most

workplaces, and even some

homes. (Reproduced by per-

mission of the Corbis Corpo-

ration [Bellevue].)



document onto the drum. This causes the positive charge on the selenium-
coated drum to fade except from the area to be copied. This area remains
charged.

The negatively charged toner (ink) is then sprayed onto the drum,
which forms an exact duplicate copy of the document. After that process
is completed, a sheet of copy paper is passed by the drum at the same
time that a positive electric charge is passed under the paper. The posi-
tive charge attracts the negatively charged toner image on the drum and
the toner sticks in the same pattern onto the paper. Heat is quickly ap-
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plied to the copied image on the paper and it adheres the toner perma-
nently to the paper.

Over the years, many improvements in the photocopying machine
have taken place. Some enhancements include sorting and collating (ar-
ranging in order), enlarging or reducing the copied material, printing on
both sides of the paper, and reproducing in color.

Inventor of photocopying
Xerography was invented by American physicist Chester F. Carlson

(1906–1968) in 1938. After earning his physics degree from the Califor-
nia Institute of Technology in 1930, Carlson accepted a job working for
the P.R. Mallory Company, an electronics business in New York. Work-
ing in the patent department, Carlson was frustrated by the difficulty of
obtaining copies of patent drawings and specifications. He decided to use
his time away from work to find a solution to the problem.

Focusing on the concept of electrostatics, Carlson spent four years
before succeeding in production his first “dry-copy.” The first successful
copy was a notation of the date and location that read “10.-22.-38 Asto-
ria.” (Carlson lived in Astoria, Queens, New York at the time.) In 1940,
Carlson obtained the first of many patents for his xerographic process.
Wanting to find a company that would help him develop and market his
idea, Carlson began showing his solution to many organizations. After
more than twenty firms turned down his invention, Carlson finally reached
an agreement in 1944 with the Battelle Memorial Institute, a nonprofit re-
search organization. Three years later, the Haloid Company (later the Xe-
rox Corporation) became a partner in the development of the xerography
technology. Finally, after years of development, the first office copier—
the Xerox 914—was introduced in 1959.

‡�Photoelectric effect
When visible light, X rays, gamma rays, or other forms of electromag-
netic radiation are shined on certain kinds of matter, electrons are ejected.
That phenomenon is known as the photoelectric effect. The photoelectric
effect was discovered by German physicist Heinrich Hertz (1857–1894)
in 1887. You can imagine the effect as follows: Suppose that a metal plate
is attached by two wires to a galvanometer. (A galvanometer is an in-
strument for measuring the flow of electric current.) If light of the cor-

1 5 0 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Photoelectric
effect



rect color is shined on the metal plate, the galvanometer may register a
current. That reading indicates that electrons have been ejected from the
metal plate. Those electrons then flow through the external wires and the
galvanometer, providing the observed reading.

Photoelectric theory
The photoelectric effect is important in history because it caused sci-

entists to think about light and other forms of electromagnetic radiation
in a different way. The peculiar thing about the photoelectric effect is the
relationship between the intensity of the light shined on a piece of metal
and the amount of electric current produced.

To scientists, it seemed reasonable that you could make a stronger
current flow if you shined a brighter light on the metal. More (or brighter)
light should produce more electric current—or so everyone thought. But
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Words to Know

Anode: The electrode in an electrochemical cell at which electrons are
given up to a reaction.

Cathode: The electrode in an electrochemical cell at which electrons
are taken up from a reaction.

Electrode: A material that will conduct an electrical current, usually 
a metal, used to carry electrons into or out of an electrochemical 
cell.

Electromagnetic radiation: Radiation (energy in the form of waves or
subatomic particles) that transmits energy through the interaction of
electricity and magnetism.

Frequency: The number of times a wave passes a given point in space
per unit of time (as per second).

Photocell: A vacuum tube in which electric current flows when light
strikes the photosensitive (or light sensitive) cathode.

Photon: A particle of light whose energy depends on its frequency.

Solar cell: A device constructed from specially prepared silicon that
converts radiant energy (light) into electrical energy.



that isn’t the case. For example, shining a very weak red light and a very
strong red light on a piece of metal produces the same results. What does
make a difference, though, is the color of the light used.

One way that scientists express the color of light is by specifying
its frequency. The frequency of light and other forms of electromagnetic
radiation is the number of times per second that light (or radiation) waves
pass a given point. What scientists discovered was that light of some fre-
quencies can produce an electric current, while light of other frequencies
cannot.

Einstein’s explanation. This strange observation was explained in
1905 by German-born American physicist Albert Einstein (1879–1955).
Einstein hypothesized that light travels in the form of tiny packets of en-
ergy, now called photons. The amount of energy in each photon is equal
to the frequency of light (�) multiplied by a constant known as Planck’s
constant (�), or ��.

Einstein further suggested that electrons can be ejected from a ma-
terial if they absorb exactly one photon of light, not a half photon, or a
third photon, or some other fractional amount. Green light might not be
effective in causing the photoelectric effect with some metals, Einstein
said, because a photon of green light might not have exactly the right en-
ergy to eject an electron. But a photon of red light might have just the
right amount of energy.

Einstein’s explanation of the photoelectric effect was very impor-
tant because it provided scientists with an alternative method of describ-
ing light. For centuries, researchers had thought of light as a form of 
energy that travels in waves. And that explanation works for many phe-
nomena. But it does not work for phenomena such as the photoelectric
effect and certain other properties of light.

Today, scientists have two different but complementary ways of de-
scribing light. In some cases, they say, it behaves like a wave. But in other
cases, it behaves like a stream of particles—a stream of photons.

Applications
Two of the most important applications of the photoelectric effect

are the photoelectric cell (or photocell) and solar cells. A photocell usu-
ally consists of a vacuum tube with two electrodes. A vacuum tube is a
glass tube from which almost all of the air has been removed. The elec-
trodes are two metal plates or wires. One electrode in a photocell con-
sists of a metal (the cathode) that will emit electrons when exposed to
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light. The other electrode (the anode) is given a positive electric charge
compared to the cathode. When light shines on the cathode, electrons are
emitted and then attracted to the anode. An electron current flows in the
tube from cathode to anode. The current can be used to turn on a motor,
to open a door, or to ring a bell in an alarm system. The system can be
made to respond to light, as described above, or it can be sensitive to the
removal of light.

Photocells are commonly used in factories. Items on a conveyor belt
pass between a beam of light and a photocell. As each item passes the
beam, it interrupts the light, the current in the photocell stops, and a
counter is turned on. With this method, the exact number of items leav-
ing the factory can be counted. Photocells are also installed on light poles
to turn street lights on and off at dusk and dawn. In addition, photocells
are used as exposure meters in cameras. They measure the exact amount
of light entering a camera, allowing a photographer to adjust the camera’s
lens to the correct setting.

Solar cells are devices for converting radiant energy (light) into 
electrical energy. They are usually made of specially prepared silicon 
that emits electrons when exposed to light. When a solar cell is exposed
to sunlight, electrons emitted by silicon flow through external wires as 
a current.

Individual solar cells produce voltages of about 0.6 volts each. In
most practical applications, higher voltages and large currents can be ob-
tained by connecting many solar cells together. Electricity from solar cells
is still quite expensive, but these cells remain very useful for providing
small amounts of electricity in remote locations where other sources are
not available. As the cost of producing solar cells is reduced, however,
they will begin to be used for the production of large amounts of elec-
tricity for commercial use.

‡�Photosynthesis
Photosynthesis is the process by which green plants and certain types 
of bacteria make carbohydrates, beginning only with carbon dioxide 
(CO2) and water (H2O). Carbohydrates are complex chemical compounds
that occur widely in plants and that serve as an important food source 
for animals. Sugar, starch, and cellulose are among the most common 
carbohydrates. The energy needed to make photosynthesis possible comes
from sunlight, which explains the term photo (“light”) synthesis (“to
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make”). The absorption of sunlight in plants takes place in specific 
molecules known as chlorophyll (KLOR-uh-fill) that give plants their
green color.

Photosynthesis can be represented by means of a simple chemical
equation:

light
6 CO2 � 6 H2O * C6H12O6 � 6 O2

chlorophyll

In this equation, C6H12O6 represents a simple sugar known as glucose.
Molecules of glucose later combine with each other to form more com-
plex carbohydrates, such as starch and cellulose. The oxygen formed dur-
ing photosynthesis is released to the air. It is because of this oxygen that
animal life on Earth is possible.

The stages of photosynthesis
The equation for photosynthesis shown above is very misleading. It

suggests that changing carbon dioxide and water into carbohydrates is a
simple, one-step process. Nothing could be further from the truth. Scien-
tists have been working for well over 200 years trying to find out exactly
what happens during photosynthesis. Although the major steps of the
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Words to Know

Carbohydrate: A compound consisting of carbon, hydrogen, and 
oxygen found in plants and used as a food by humans and other ani-
mals.

Chlorophyll: A compound in plants that makes possible the conversion
of light energy to chemical energy.

Dark reactions: Those reactions in the photosynthesis process that
can occur in the absence of sunlight.

Glucose: A sugar, or simple carbohydrate, that serves as an energy
source for cells.

Light reactions: Those reactions in the photosynthesis process that
can occur only in the presence of sunlight.
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process are understood, researchers are still unable to duplicate the process
in the laboratory.

The equation above seems to say that six carbon dioxide molecules
(6 CO2) and six water molecules (6 H2O) somehow get joined to each
other to form one carbohydrate molecule (C6H12O6). Instead, the process
occurs one small step at a time. During each of the many stages of pho-
tosynthesis, a single atom or an electron is transferred from one com-
pound to another. Only after dozens of steps have taken place has the
overall reaction shown above been completed.

What scientists have learned is that two general kinds of reactions are
involved in photosynthesis: the light reactions and the dark reactions. Light
reactions, as their name suggests, can take place only in the presence of
sunlight. In those reactions, light energy is used to generate certain kinds
of energy-rich compounds. These compounds do not themselves become
part of the final carbohydrate product. Instead, they are used to “carry” en-
ergy from one compound to another in the process of photosynthesis.

The dark reactions are able to take place in the absence of sunlight,
although they often occur during the daylight hours. During the dark re-
actions, the energy-rich compounds produced in the light reactions gen-
erate the compounds from which carbohydrates are eventually produced.

[See also Plant]
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‡�Phototropism
Phototropism (pronounced foe-TA-tro-piz-em) is the growth of a plant in
the direction of its light source. Plants are very sensitive to their envi-
ronment and have evolved many forms of “tropisms” in order to ensure
their survival. A tropism is the growth of a plant as a response to a stim-
ulus, and phototropism occurs when a plant responds to light by bending
in the direction of the light. Although plant physiologists (scientists who
study how the processes of a plant actually work) know that this growth
is caused by a plant hormone, they still do not fully understand exactly
how it works.

Bending toward the light
Most of us at some time have noticed a houseplant on a windowsill

that seems to have all of its thin stems leaning in the same direction, as
if it were trying to press itself against the glass. Picking it up and turn-
ing the entire pot in the opposite direction so that the plant is pointing
away from the window will only result, about eight hours later, in the
plant having reversed itself and going about its business of pointing its
leaves toward the window again. This is not because plants especially like
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side. The plant in the center

received no light. The plant
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normal, all-around light.
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windows but rather because light is essential to their survival, and they
have developed ways of making sure they get all they need.

We know then that it is the light coming through the window that
the plants are striving to get closer to, but how is a plant, which is rooted
in soil, able to “move” toward the light? Actually, the plant does not so
much move toward the light source as it grows in that direction. As al-
ready noted, this growth of a plant that occurs as a response to a stimu-
lus is called a tropism. There are several forms of tropisms, such as grav-
itropism or geotropism, in which a plant reacts to the force of gravity;
hydrotropism, in which the presence of water causes a response; galvan-
otropism, in which a plant reacts to a direct electrical current; thigmotro-
pism, in which a plant responds to being touched or some form of con-
tact; and chemotropism, in which a plant reacts to a chemical stimulus.
Since the prefix “photo” refers to light, phototropism involves a plant re-
sponding to light. In all of these tropisms, the plant’s response involves
some form of growth. Finally, all tropisms are either positive or negative,
although these words are not always used. So when a plant’s leaves grow
toward the light (stimulus), it is technically called positive phototropism.
When its roots normally grow away from the light, it is called negative
phototropism.

How phototropism works
It is known that as long ago as 1809, Swiss botanist Augustin Pyrame

de Candolle (1778–1841) observed the growth of a plant toward the light
and stated that it was caused by an unequal growth on only one part of
the plant. However, he could not understand how this was happening.
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Words to Know

Auxin: Any of various hormones or similar synthetic substances that
regulate the growth and development of plants.

Photosynthesis: Chemical process by which plants containing chloro-
phyll use sunlight to manufacture their own food by converting carbon
dioxide and water to carbohydrates, releasing oxygen as a by-product.

Tropism: The growth or movement of a plant toward or away from a
stimulus.



Some seventy years later, English naturalist Charles Darwin (1809–1882)
began to grow canary grass in order to feed the birds he kept, and he even-
tually discovered that it was the tips of the sprouting seedlings that were
influenced by the direction of their light source. He and his son Francis
learned this when they covered the tips of some seedlings and found that
they did not move toward the light. When only the seedlings’ stems were
covered, however, they still moved toward the light.

It was not until the 1920s that Dutch botanist Frits W. Went (1903–
1990) proved the connection between phototropism and a plant hormone
called auxin. Went discovered that plants manufacture a growth stimulant
(which he named auxin) in their tips, which they then send to other cells
in the plant. In phototropism, however, this growth hormone is distrib-
uted unevenly when the light source comes from only one direction.
Specifically, more auxin flows down the dark side, meaning that it grows
faster than the exposed side of the plant. This unequal or one-sided growth
(also called differential growth) brings about the curving or bending of
the plant toward the light source. Went named this growth hormone after
the Greek word auxein, which means “to increase.” Although it was iso-
lated and named, auxin was not understood chemically until twenty years
later when it was finally identified chemically as indole-3-acetic acid.

Plants can react and adjust
Understanding what plant tropism is and, specifically, what happens

during phototropism makes us realize that plants, as living things, neces-
sarily demonstrate the several characteristics of life. Specifically, this in-
cludes growth, response to stimuli, and adaptation. It is because of its hor-
mones that a plant’s stem always grows upwards and its roots always grown
downward. Since plants must make their own food to survive (by chang-
ing light energy into chemical energy—a process called photosynthesis),
the ability to capture as much of this light energy as possible is crucial to
its survival. Thus, plants have developed a chemical response to light or
the lack of it that causes their stems to bend toward the stronger light.

Today, we know that a certain minimal amount of light (whether
natural or artificial) has to be present for the plant to react chemically.
This is called its threshold value. Despite our understanding of the basic
stages and phases of phototropism, we are only now beginning to obtain
the most basic knowledge of what goes on at the genetic and molecular
level. We do realize however that plants are living, sensitive things that
can adjust to their environment and actually seek out the light they need
if they are not getting enough.

[See also Plant]
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‡�Physical therapy
Physical therapy is the use of exercise, heat, cold, water, massage, or elec-
tricity in the treatment of damaged muscles, bones, or joints due to injury
or disease. The goal of physical therapy is to restore full or partial func-
tion of the affected body part or to build up other muscles to make up for
weak ones. Physical therapy is usually performed by a trained physical
therapist, who sets up a therapy program based on instructions from a
medical doctor.

Types of physical therapy
Mechanical manipulation. Massage, manipulation of the injured
limb, weight lifting, and water therapy are mechanical forms of physical
therapy. Massage is the rubbing, tapping, or kneading of an injured area
to increase blood circulation and relieve pain. Manipulation consists of
manually bending an injured joint to restore full range of motion and elim-
inate pain from movement. Weight lifting involves the use of machines
or free weights to strengthen and build muscle. Water therapy includes
walking or exercising in water and using the resistance it provides to build
muscle and increase range of motion of joints.
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Cold therapy. Cold therapy is an effective means of reducing tissue
inflammation following an injury or surgery. Cold therapy is applied in
the form of ice packs, sometimes combined with massage or a cold wa-
ter bath of the injured area. The cold temperature reduces blood flow to
the injured site, reducing inflammation and bleeding. Oxygen demand 
of the injured tissue is decreased, preserving the muscle cells. In addition,
the anesthetic effect of the cold temperature helps to ease pain.

Heat therapy. Heat therapy may be used after active swelling of an
injury has stopped, usually within 24 to 48 hours. Heat can be applied
with moist heat packs, hot water (as in a whirlpool bath), a heat lamp, or
by conversion. Conversion is the generation of heat by the passage of
sound waves or electric currents through tissue. Diathermy is an exam-
ple of electric currents directed into tissue and converted into heat. Ultra-
sound is a technique that uses high-frequency sound waves to heat joints,
which can help to relieve joint pain.

Heat increases blood flow to the area, which helps to reduce mus-
cle spasms, increases the amount of oxygen reaching the injured tissue,
and carries waste products from the site.

Electrical stimulation. The application of electricity can restore 
muscle tone by stimulating muscles to contract rhythmically. This method
is often used to exercise the muscles of a person confined to a wheelchair
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Words to Know

Conversion: Process by which sound waves or electric currents passed
through the skin are transformed into heat.

Diathermy: The production of heat in body tissue through the use of
electric currents.

Iontophoresis: The administration of a drug through the skin by an
electric current.

TENS (transcutaneous electrical nerve stimulation): The use of elec-
tric currents passed through the skin to relieve pain in a specific area
of the body.

Ultrasound: A technique in which high-frequency sound waves raise
the temperature of body tissue by producing vibrations within it.



or bed. Over time, muscles that are not used will atrophy (become smaller
and weaker). The application of electrical stimulation can prevent mus-
cle atrophy in wheelchair-bound patients and reduce the length of ther-
apy required for patients who regain mobility.

Electricity also can be used to drive molecules of medication through
the skin into the tissues. This is called iontophoresis. Pain caused by an
injury or illness (such as cancer) can be controlled using TENS (transcu-
taneous electrical nerve stimulation). A TENS machine passes electric
current through the skin (transcutaneously) of the injured or diseased site,
stimulating certain nerve fibers and blocking the transmission of pain im-
pulses through others.

‡�Physics
Physics is the science that deals with matter and energy and with the in-
teraction between them. Perhaps you would like to determine how best
to aim a rifle in order to hit a target with a bullet. Or you want to know
how to build a ship out of steel and make sure that it will float. Or you
plan to design a house that can be heated just with sunlight. Physics can
be used in answering any of these questions.

Physics is one of the oldest of the sciences. It is usually said to have
begun with the work of Italian scientist Galileo Galilei (1564–1642) in
the first half of the seventeenth century. Galileo laid down a number of
basic rules as to how information about the natural world should be col-
lected. For example, the only way to obtain certain knowledge about the
natural world, he said, is to carry out controlled observations (experi-
ments) that will lead to measurable quantities. The fact that physics to-
day is based on careful experimentation, measurements, and systems of
mathematical analysis reflects the basic teachings of Galileo.

Classical and modern physics
The field of physics is commonly subdivided into two large cate-

gories: classical and modern physics. The dividing line between these two
subdivisions can be drawn in the early 1900s. During that period, a num-
ber of revolutionary new concepts about the nature of matter were pro-
posed. Included among these concepts were Einstein’s theories of gen-
eral and special relativity, Planck’s concept of the quantum, Heisenberg’s
principle of indeterminacy, and the concept of the equivalence of matter
and energy.
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In general, classical physics can be said to deal with topics on the
macroscopic scale, that is on a scale that can be studied with the largely
unaided five human senses. Modern physics, in contrast, concerns the 
nature and behavior of particles and energy at the submicroscopic 
level. The term submicroscopic refers to objects—such as atoms and elec-
trons—that are too small to be seen even with the very best microscope.
One of the interesting discoveries made in the early 1900s was that the
laws of classical physics generally do not hold true at the submicroscopic
level.

Perhaps the most startling discovery made during the first two
decades of the twentieth century concerned causality. Causality refers to
the belief in cause-and-effect; that is, classical physics taught that if A
occurs, B is certain to follow. For example, if you know the charge and
mass of an electron, you can calculate its position in an atom. This kind
of cause-and-effect relationship was long regarded as one of the major
pillars of physics.

What physicists learned in the early twentieth century is that nature
is not really that predictable. One could no longer be certain that A would
always cause B. Instead, physicists began talking about probability, 
the likelihood that A would cause B. In drawing pictures of atoms, 
for example, physicists could no longer talk about the path that electrons
do take in atoms. Instead, they began to talk about the paths that elec-
trons probably take (with a 95 percent or 90 percent or 80 percent prob-
ability).
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Determinism: The notion that a known effect can be attributed with
certainty to a known cause.

Energy: The ability to do work.

Matter: Anything that has mass and takes up space.

Mechanics: The science that deals with energy and forces and their
effects on bodies.

Submicroscopic: Levels of matter that cannot be directly observed by
the human senses, even with the best of instruments; the level of
atoms and electrons.



Divisions of physics
Like other fields of science, physics is commonly subdivided into a

number of more specific fields of research. In classical physics, those
fields include mechanics; thermodynamics; sound, light, and optics; and
electricity and magnetism. In modern physics, some major subdivisions
include atomic, nuclear, high-energy, and particle physics.

The classical divisions. Mechanics is the oldest field of physics. It
is concerned with the description of motion and its causes. Many of the
basic concepts of mechanics grew out of the work of English physicist
Isaac Newton (1642–1727) in about 1687. Thermodynamics sprang from
efforts to develop an efficient steam engine in the early 1800s. The field
deals with the nature of heat and its connection with work.

Sound, optics, electricity, and magnetism are all divisions of physics
in which the nature and movement of waves are important. The study of
sound is also related to practical applications that can be made of this
form of energy, as in radio communication and human speech. Similarly,
optics deals not only with the reflection, refraction, diffraction, interfer-
ence, polarization, and other properties of light, but also with the ways in
which these principles have practical applications in the design of tools
and instruments such as telescopes and microscopes.

The study of electricity and magnetism focuses on the properties of
particles at rest and on the properties of those particles in motion. Thus,
the field of static electricity examines the forces that exist between charged
particles at rest, while current electricity deals with the movement of elec-
trical particles.

The modern divisions. In the area of modern physics, nuclear and
atomic physics involve the study of the atomic nucleus and its parts, with
special attention to changes that take place (such as nuclear decay) in the
atom. Particle and high-energy physics, on the other hand, focus on the
nature of the fundamental particles of which the natural world is made.
In these two fields of research, very powerful, very expensive tools such
as linear accelerators and synchrotrons (atom-smashers) are required to
carry out the necessary research.

Interrelationship of physics to other sciences
One trend in all fields of science over the past century has been to

explore ways in which the five basic sciences (physics, chemistry, as-
tronomy, biology, and earth sciences) are related to each other. This trend
has led to another group of specialized sciences in which the laws of
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physics are used to interpret phenomena in other fields. Astrophysics, for
example, is a study of the composition of astronomical objects—such as
stars—and the changes that they undergo. Physical chemistry and chem-
ical physics, on the other hand, are fields of research that deal with the
physical nature of chemical molecules. Biophysics, as another example,
is concerned with the physical properties of molecules essential to living
organisms.

[See also Quantum mechanics; Relativity, theory of]

‡�Physiology
Physiology is the branch of biology that deals with the functions of liv-
ing organisms and the parts of which they are made. This scientific dis-
cipline covers a wide variety of functions, ranging from the cellular and
below to the interaction of organ systems that keep the most complex bi-
ological machines running.

Some of the questions that physiologists investigate include how
plants grow, how bacteria divide, how food is processed in various or-
ganisms, and how thought processes occur in the brain. Investigations in
physiology often lead to a better understanding of the origins of diseases.

History of physiology
Human (or mammalian) physiology is the oldest branch of this sci-

ence. It dates back to at least 420 B.C. and the time of Hippocrates, the
father of medicine. Modern physiology first appeared in the seventeenth
century when scientific methods of observation and experimentation were
used to study the movement of blood in the body. In 1929, American
physiologist W. B. Cannon coined the term homeostasis to describe one
of the most basic concerns of physiology: how the varied components of
living things adjust to maintain a constant internal environment that makes
possible optimal functioning.

A number of technological advances, ranging from the simple mi-
croscope to ultra-high-technology computerized scanning devices, con-
tributed to the growth of physiology. No longer confined to investigating
the functioning components of life that could be observed with the naked
eye, physiologists began to delve into the most basic life-forms, like bac-
teria. They could also study organisms’ basic molecular functions, such
as the electrical potentials in cells that help control heart beat.
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Branches of physiology
The branches of physiology are almost as varied as the countless

life-forms that inhabit Earth. Viral physiology, for example, focuses on
how viruses feed, grow, reproduce, and excrete by-products. However,
the more complex an organism, the more avenues of research open to the
physiologist. Human physiology, for instance, is concerned with the func-
tioning of organs, like the heart and liver, and how the senses, such as
sight and smell, work.

Physiologists also observe and analyze how certain body systems,
like the circulatory, respiratory, and nervous systems, work independently
and together to maintain life. This branch of physiology is known as com-
parative physiology. Ecological physiology, on the other hand, studies
how animals developed or evolved specific biological mechanisms to cope
with a particular environment. An example is the trait of dark skin, which
provides protection against harmful rays of the Sun for humans who live
in tropical climates. Cellular physiology, or cell biology, focuses on the
structures and functions of the cell. Like cell biology, many branches of
physiology are better known by other names, including biochemistry, bio-
physics, and endocrinology (the study of secreting tissues).

Homeostasis
A fundamental principle of physiology is homeostasis. Homeosta-

sis is the tendency of an organism to maintain constant internal condi-
tions despite large changes in the external environment. Most organisms
can survive only if certain vital functions are maintained within a rela-
tively narrow range. Such functions include blood pressure, body tem-
perature, respiration rate, and blood glucose (sugar) levels. The normal

1 5 1 7U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Physiology

Words to Know

Homeostasis: The tendency of an organism to maintain constant inter-
nal conditions despite large changes in the external environment.

Negative feedback loop: A homeostatic mechanism that opposes or
resists a change in the body’s internal conditions.

Set point: The range of normal values of an organ or structure.



range of values for any one of these functions is called a set point. Home-
ostasis insures that vital functions remain close to their set point in spite
of any changes in external conditions.

For instance, suppose that a child leaves a warm house to go out-
side to play when the temperature is 32°F (0°C). When that happens, the
homeostatic mechanisms in the child’s body begin to make adjustments
for this change in external temperature. It “turns on” chemical reactions
inside the body that result in the generation of body heat, thereby main-
taining its internal temperature at constant levels.

Negative feedback. The primary mechanism by which homeostasis
occurs in an organism is called negative feedback. The term negative feed-
back means that any change that takes place is resisted by the body. In
the example above, for instance, a decrease in the external temperature
causes biological and chemical changes that produce an increase in in-
ternal temperatures. Or, suppose that a person suffers an accident and his
or her blood pressure begins to drop. Systems within the body then re-
spond to that emergency by producing an increase in blood pressure.

[See also Brain; Circulatory system; Disease; Nervous system;
Reproductive system]

‡�Plague
Plague is an infectious, deadly disease caused by the bacterium Yersinia
pestis. Plague pandemics (outbreaks of disease over a wide geographic
area and affecting a large number of people) have wiped out populations
since A.D. 542. Today, plague is sometimes seen in parts of the western
United States and remains present in certain regions of the world includ-
ing South America, Mexico, and parts of Asia and Africa.

Transmission of plague
Plague is normally transmitted to humans by the bite of a flea that

has ingested blood from an infected rodent, such as a rat, squirrel, or
prairie dog. Transmission from person to person usually occurs only if a
person’s lungs become infected, in which case the disease is highly con-
tagious and can be transmitted to others easily through a cough or sneeze.

Forms of plague
In humans, plague can take three forms. Bubonic plague usually re-

sults from a flea bite and is characterized by swollen lymph glands called
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buboes that are extremely painful and that give this form its name. Other
symptoms include fever, muscle aches, and weakness. Hemorrhaging
(heavy bleeding) under the skin can result in patches of dead tissue that
appear black. (Hence, this disease is sometimes referred to as the Black
Death.) If not treated, bubonic plague has a death rate of about 60 per-
cent, meaning three out of every five people who contract it will die.

In another form of plague, called septicemia plague, bacteria enter
the blood and cause infection throughout the body. This is a rapidly fatal
form that usually results in death within two days if not immediately treated.

A third form, called pneumonic plague, occurs when the bacteria in-
fect the lungs. Pneumonic plague results in pneumonia and is highly con-
tagious. It also usually causes death within two or three days of the ini-
tial infection if left untreated.

Plague pandemics
The most famous bubonic plague pandemic occurred in the four-

teenth century in Europe and parts of Asia. Called the Black Death, this
pandemic was caused by infected rats carried to Europe in trading ships.
It killed about one-third of Europe’s population. Because it caused so
many deaths, this particular outbreak of plague had a major impact on the
economy and political structure of Europe.
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A plague pandemic that began in Burma in 1894 spread to China
through Hong Kong, and then to North and South America. During this
pandemic, the United States saw its first outbreak of plague, occurring in
San Francisco in 1900. In 1994, an outbreak of plague in India killed 56
people and caused widespread panic.

Prevention
Plague pandemics can be prevented by disinfecting ships, aircraft,

and persons who are known to be infected with the disease. The classic
route of transmission that leads to pandemics is the transportation of in-
fected rodents aboard transcontinental vehicles. Since many countries
have rigorous procedures for disinfection of ships and planes, plague cases
have dropped dramatically. Control of rodent populations in cities is an
additional means of preventing plague outbreaks.

If a person is diagnosed with plague, most countries, including the
United States, require that the government health agency be notified. The
person is usually kept under strict quarantine (in isolation) until the dis-
ease is brought under control with antibiotics.

‡�Plankton
Plankton are microscopic plants and small animals that live in the surface
waters of oceans, lakes, and rivers and drift with the currents. They in-
clude bacteria, fungi, algae, protozoa, invertebrates, and some vertebrates.

Phytoplankton are photosynthetic, meaning that they use sunlight to
convert carbon dioxide and water into organic molecules such as glucose
to use as food. Phytoplankton include microscopic algae, blue-green bac-
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Bubo: A swollen lymph gland, usually in the groin or armpit, charac-
teristic of infection with bubonic plague.

Pandemic: An outbreak of a disease affecting large numbers of people
over a wide geographical area.



teria, and some true bacteria. These organisms exist in waters where light
is able to penetrate. Phytoplankton form the base of nearly all aquatic
food chains, directly or indirectly supplying the energy needed by most
aquatic protozoa and animals.

Zooplankton are small grazing animals that live in surface waters
and feed on phytoplankton. The amount of zooplankton present in a given
area depends on the amount of the microscopic algae present. Zooplank-
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Algae: Single-celled or multicellular plants or plantlike organisms that
contain chlorophyll.

Bacteria: Single-celled microorganisms that live in soil, water, plants,
and animals, and some of which are agents of disease.

Consumer: Organisms that cannot make their own food and consume
other organisms to obtain the nutrients they need for growth.

Ecosystem: A community of organisms—plants, animals, and microor-
ganisms—together with their environment.

Food chain: A series of organisms, each dependent on the organism at
the level below it for food.

Food web: An interconnected set of all the food chains in the same
ecosystem.

Fungi: Kingdom of various single-celled or multicellular organisms,
including mushrooms, molds, yeasts, and mildews, that do not contain
chlorophyll.

Invertebrates: Animals that lack backbones.

Photosynthesis: Chemical process by which plants containing 
chlorophyll use sunlight to manufacture their own food by converting
carbon dioxide and water to carbohydrates, releasing oxygen as a 
by-product.

Primary producer: Organisms such as plants, algae, and certain bacte-
ria that make organic molecules from inorganic substances.

Protozoa: Single-celled animal-like microscopic organisms that must
live in the presence of water.

Vertebrates: Animals with backbones.



ton are a diverse group mostly made up of crustaceans (animals with ex-
ternal skeletons) such as water fleas and shrimps but also include jelly-
fish, protozoa, and insects. Some species of zooplankton are predators,
feeding on other species of zooplankton, and some spend part of their
lives as parasites of larger animals, such as fish.

Zooplankton are very important in open-water marine and fresh-
water food webs. They are eaten by relatively small fish that are then
eaten by larger fish. Zooplankton are an important link in the transfer of
energy from the algae (the primary producers) to the ecologically and eco-
nomically important fish community (the consumers).

Species of zooplankton react differently to factors that place stress
on aquatic ecosystems. Toxic chemicals, acidity of the water, decreased
oxygen, or changes in temperature may kill some zooplankton while oth-
ers survive. As a result, the health of a body of water or a change in its
physical or chemical makeup can be determined in part by the species of
zooplankton that are present.

[See also Crustaceans; Protozoa]

‡�Plant
A plant is any organism in the kingdom Plantae. Kingdoms are the main
divisions into which scientists classify all living things on Earth. The other
kingdoms are: Monera (single-celled organisms without nuclei), Protista
(single-celled organisms with a nucleus), Fungi, and Animalia (animals).
The scientific study of plants is called botany.

A general definition of a plant is any organism that contains chloro-
phyll (a green pigment contained in a specialized cell called a chloroplast)
and can manufacture its own food. Another characteristic of plants is that
their rigid cell walls are composed mainly of cellulose, a complex car-
bohydrate that is insoluble (cannot be dissolved) in water. Because of the
vast number of plants that exist, cellulose is the most abundant organic
compound on Earth. Biologists have identified about 500,000 species of
plants, although there are many undiscovered species, especially in trop-
ical rain forests.

Plant structure
Those plants that produce seeds are the dominant and most studied

group of plants on the planet. The leaves of these plants are all covered
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with a cuticle, a waxy layer that inhibits water loss. The leaves have stom-
ata, microscopic pores, that open during the day to take in carbon diox-
ide and release oxygen during photosynthesis (process by which sunlight
is used to form carbohydrates from carbon dioxide and water, releasing
oxygen as a by-product).

Leaves are connected to the stem by veins, which transport water
and nutrients throughout the plant. There are two special types of cells in
this vascular system (the vessels that carry water and nutrients): xylem
and phloem. Xylem (pronounced ZEYE-lem) are mainly responsible for
the movement of water and minerals from the roots to the stems and
leaves. Phloem (pronounced FLOW-em) are mainly responsible for the
transport of food, principally carbohydrates produced by photosynthesis,
from the leaves throughout the plant. The vascular system of plants dif-
fers from the circulatory system of animals in that water (in the form of
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Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Chlorophyll: Green pigment found in chloroplasts that absorbs sun-
light, providing the energy used in photosynthesis.

Chloroplasts: Small structures in plant cells that contain chlorophyll
and in which the process of photosynthesis takes place.

Meristem: Special plant tissues that contain actively growing and
dividing cells.

Phloem: Plant tissue consisting of elongated cells that transport car-
bohydrates and other nutrients.

Photosynthesis: Process by which sunlight is used by plants to form
carbohydrates from carbon dioxide and water, releasing oxygen as a
by-product.

Stomata: Pores in the surface of leaves.

Transpiration: Evaporation of water in the form of water vapor from
the stomata.

Xylem: Plant tissue consisting of elongated cells that transport water
and mineral nutrients.



vapor) evaporates out of a plant’s stomata (a process called transpiration),
whereas an animal’s blood is recirculated throughout the body.

The roots of a plant take up water and minerals from the soil, and also
anchor the plant. Most plants have a dense, fibrous network of roots, and
this provides a large surface area for the uptake of water and minerals.

Plant development
As a plant grows, it undergoes developmental changes. Most plants

continually produce new sets of organs, such as leaves, flowers, and fruits.
In contrast, animals typically develop their organs only once and these
organs merely increase in size as the animal grows.

A plant begins its life as a seed. Various environmental cues such
as sunlight, temperature changes, and the presence of nutrients signal a
seed to germinate (grow). During early germination, the young seedling
depends upon nutrients stored within the seed itself for growth. As the
seedling grows, it begins to produce chlorophyll and turn green. Most
plants become green only when exposed to sunlight because the produc-
tion of chlorophyll is light-induced.

In contrast to animals, whose bodies grow all over as they develop,
plants generally grow in specific regions, referred to as meristems. A
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meristem is a special tissue that contains actively growing and dividing
cells. Apical meristems are at the tips of shoots and roots and are re-
sponsible for elongation of a plant. Lateral meristems are located along
the outer sides of the stem of a plant and are responsible for thickening
of the plant.

Plant diseases
Plant diseases can be infectious (transmitted from plant to plant) or

noninfectious. Noninfectious diseases are usually referred to as disorders.
Common plant disorders are caused by a shortage of plant nutrients, by
waterlogged or polluted soil, and by polluted air. Too little (or too much)
water or improper nutrition can cause plants to grow poorly. Plants can
also be stressed by weather that is too hot or too cold, by too little or too
much light, and by heavy winds. Pollution from automobiles and indus-
try and the excessive use of herbicides (to kill weeds) can also cause non-
infectious plant disorders.

Infectious plant diseases are caused by living microorganisms that
infect a plant and rob it of nutrients. Bacteria, fungi, and viruses are the
living agents that cause plant diseases. None of these microorganisms 
are visible to the naked eye, but the diseases they cause can be detected
by the symptoms of wilting, yellowing, stunting, and abnormal growth
patterns.

Some plant diseases are caused by rod-shaped bacteria. The bacteria
enter the plant through natural openings, like the stomata of the leaves, or
through wounds in the plant tissue. Once inside, the bacteria plug up the
plant’s vascular system and cause the plant to wilt. Other common symp-
toms of bacterial disease include rotting and swollen plant tissues. Bacte-
ria can be spread by water, insects, infected soil, or contaminated tools.

About 80 percent of plant diseases can be traced to fungi, which can
grow on living or dead plant tissue. They can penetrate plant tissue or
grow on the plant’s surface. Fungal spores, which act like seeds, are spread
by wind, water, soil, and animals to other plants. Warm, humid condi-
tions promote fungal growth.

Viruses are the hardest pathogens (disease-causing organisms) to
control. Destroying the infected plants to prevent spreading to healthy
plants is usually the best control method. While more than 300 plant
viruses have been identified, new strains continually appear because these
organisms are capable of mutating (changing their genetic makeup).
Viruses are spread by contaminated seeds and sucking insects (aphids,
leafhoppers, thrips) that act as carriers of the virus. The symptoms of 
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viral infection include yellowing, stunted growth in some part of the plant.
Leaf rolls and narrow leaf growth are other indications of viral infection.
The mosaic viruses can infect many plants. Plants infected with this virus
have mottled or streaked leaves.

Scientists complete first planet 
genetic sequence

In the nineteenth century, Austrian botanist Gregor Mendel (1822–
1884) started the science of genetics when he studied the genetic charac-
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teristics of pea plants. Over 100 years later, in late 2000, scientists from
the United States, Europe, and Japan determined the first complete ge-
netic sequence of a plant. Fellow scientists hailed the accomplishment,
saying it would deepen understanding of plant biology and provide new
ways to engineer crops genetically to increase food production and im-
prove nutrition. The planet, commonly called thale cress, is a small weed
that is related to the mustard plant. It is worthless as a crop. However,
like a laboratory mouse, it is being studied for insights that can be ap-
plied to virtually all other plants. As a matter of fact, scientists are test-
ing genes found in the plant to make other plants flower more quickly,
to keep fruits from ripening too early, and to produce healthier vegetable
oils. Scientists have already identified 100 genes in the thale cress that
can be used to design new herbicides.

[See also Cellulose; Flower; Photosynthesis; Phototropism; Seeds]

‡�Plastic surgery
Plastic surgery is the branch of medicine concerned with the reconstruc-
tion and repair of defects in the body. Reconstructive plastic surgery re-
pairs deformities or disfigurements caused by injuries, disease, or birth
defects. It seeks not only to make a person look more normal but to func-
tion better as well. Cosmetic plastic surgery is performed solely for the
purpose of improving the appearance of the body.

Origin of name
Many people have the mistaken belief that plastic surgery got its

name because it involves the use of some sort of plastic or other man-
made material. In fact, the term plastic surgery comes from the Greek
word “plastikos,” which means to mold or to shape. The first published
use of that word was by German surgeon Karl Ferdinand von Graefe
(1787–1840), one of the pioneers of plastic surgery. Von Graefe operated
on the cleft palate (a birth defect in the roof of the mouth) and the eye
and developed the first satisfactory procedure to correct the nose, called
rhinoplasty (pronounced RYE-no-pla-stee), which he described in his
1818 book Rhinoplastik.

However, von Graefe was by no means the first or the earliest to
perform such surgery. In fact, many believe that plastic surgery is one of
the oldest forms of surgery. Some say that the earliest known surgery of
any type dates back to the Peruvians of about 10,000 B.C., who performed
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craniotomies (pronounced kray-nee-AH-toh-meez) or surgery on the skull
by burning holes in a person’s head. Many of the healed skulls of these
patients have been found, suggesting that they survived the operation.

Ancient surgery
Reconstructive plastic surgery is less old, although there is written

evidence that surgeons in ancient India used skin grafts as early as 3300
B.C. to repair noses and ears lost in battle or to certain forms of punish-
ment. Roman medical writer Aulus Cornelius Celsus, who is known to
have lived during the reign of Tiberius (A.D. 14–37), mentioned the re-
constructive surgery of the face in his book De re medicina. It is also
known that during the Chin dynasty (A.D. 229–317), Chinese surgeons
surgically repaired cleft lips.

While surgical techniques developed slowly for many centuries up
to the Renaissance (a period of vigorous artistic and intellectual activity
that began in Italy in the fourteenth century and soon spread across Eu-
rope, lasting into the seventeenth century), the first textbook on plastic
surgery was written by Italian surgeon Gasparo Tagliacozzi (1546–1599).
His book De curatorum chirurgia contained illustrations as well as words
on how to surgically repair or correct the nose. One famous image in that
book shows how he placed his patients in a type of straight-jacket in which
one of their hands was placed on the back of their head with their nose
touching their shoulder or bicep. In this way he used the patient’s own
skin (on the arm) to graft new skin to the repaired nose.
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Cosmetic plastic surgery: Surgery designed primarily to enhance or
improve the looks of an individual who may not have a gross deformity
or physical impairment.

Graft: Bone, skin, or other tissue taken from one place on the body
(or from another body) and then transplanted to another place on that
body where it begins to grow again.

Reconstructive plastic surgery: Surgery designed to restore the nor-
mal appearance and functioning of disfigured or impaired areas of the
human body.



Wartime advances
Surgical techniques continued to progress very slowly, yet in 1775,

American surgeon John Jones (1729–1791) published the first surgical
textbook in the American colonies, Plain, Concise, Practical Remarks on
the Treatment of Wounds and Fractures. This book introduced plastic
surgery techniques to the American colonies and became the military sur-
geon’s bible when the Revolutionary War (1775–81) broke out. However,
the first American plastic surgeon is considered to be Virginia surgeon
John Peter Mettauer (1787–1875). By the time Mettauer had performed
his first cleft palate operation in 1827, progress also was being made in
Europe as surgeons in Italy and Germany performed skin graft experi-
ments on animals. In the United States, the battles of the Civil War
(1861–65) produced large numbers of injured and disfigured soldiers, and
many surgical techniques were discovered or developed out of necessity.

Finally, it took another war, World War I (1914–18), to produce 
the father of modern plastic surgery, British surgeon Harold Delf Gillies
(1882–1960). Since this war was conducted mostly in trenches, there 
were huge numbers of head and face injuries (since the rest of a soldier’s
body was usually below ground level and therefore protected). Gillies 
established the first hospital devoted to reconstructive surgery, and in
1917, he introduced the pedicle (pronounced PED-ih-kul) type of skin
graft that uses the patient’s own skin and the tissue below it to nourish
the repaired site. Many of his discoveries and techniques formed the 
basics of modern plastic surgery. By World War II (1939–45), many of
the armed forces had plastic surgeons as part of their medical teams, and
following the war, microsurgical techniques had advanced to the point
where the public became aware of cosmetic surgery as a way of enhanc-
ing their appearance.

Reconstructive plastic surgery
Today, plastic surgery has two components: reconstructive plastic

surgery and cosmetic plastic surgery. Reconstructive surgery does just
what it sounds like, since it reconstructs, repairs, or reshapes abnormal
structures of the body. In other words, its goal is to fix things or to re-
store the function (as well as the appearance) of a body part that may have
been injured, diseased, or suffered from some birth defect. Repairs of se-
vere lacerations (deep cuts) and compound bone fractures are typical pro-
cedures, as are tissue grafts to repair severe burns. Removing cancerous
skin growths and rebuilding lost or deformed parts, such as an ear or a
nose, are other examples of reconstructive plastic surgery. The goal is al-
ways to restore damaged function by restoring normal form. It is this type
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of surgery that attempts to reattach severed fingers and limbs and to cor-
rect the damage done by the trauma of injury or disease.

Cosmetic plastic surgery
Cosmetic plastic surgery is the other type of plastic surgery. Also

called aesthetic plastic surgery, it differs from reconstructive plastic surgery
in that it is surgery performed on normal structures of the body. In other
words, it is surgery performed solely for the purpose of improving the ap-
pearance of an otherwise healthy person. Examples of such operations
would be “nose jobs,” “face lifts,” breast enlargement, and fat-suctioning
procedures. This type of surgery is called “elective” because it is not nec-
essary from a medical point of view. Rather, it is done to improve a per-
son’s self-image by fixing something that person finds objectionable about
his or her body. Thus, while some choose to have their large ears put closer
to their heads, others may elect to have the drooping skin around their eyes
tightened or the wrinkles in their face removed. Hair transplants and chem-
ical face peeling are also considered cosmetic plastic surgery.

Grafting
Whether reconstructive or cosmetic, plastic surgery is almost al-

ways about tissue transplantation. However, this is not surgery that 
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“transplants” a working donor organ like a kidney into someone who 
has lost theirs, but instead is the transplantation or grafting of healthy 
tissue from one part of the body to replace damaged tissue removed 
from another part. This tissue could be bone, skin, muscle, cartilage, 
tendons, or even nerves. Thus a surgeon can take cartilage from a pa-
tient’s rib and “build” an ear or fix a nose. Baseball pitchers sometimes
resume their throwing careers after having cartilage taken from their 
non-throwing arm surgically transplanted into their injured throwing 
elbow. Skin grafts used to cover a burned area are another common 
form of transplantation. A new version of this is called a xenograft 
(pronounced ZEE-no-graft), in which skin from a donor is used tem-
porarily and grafted to a burned area that still has living cells. Although
it is eventually rejected, the grafted skin often protects the damaged tis-
sue just long enough, and gives the body time to heal itself. An even
newer form of artificial or synthetic skin is being developed that will do
the same thing.

Recent advances
Another essential part of all plastic surgery, whether reconstructive

or cosmetic, is the planned and careful cutting of the skin in places where
it follows or falls in the skin’s natural lines or folds. At the end of surgery,
an equally planned and careful way of suturing (pronounced SOO-chur-
ing) or sewing the wound closed is necessary. Today, plastic surgeons
sometimes use lasers instead of scalpels, and often perform an entire op-
eration at such a fine level of detail that they use a microscope the entire
time. They can reattach the smallest of blood vessels using this technol-
ogy. Even before they operate, they have access to such diagnostic tech-
nologies as magnetic resonance imaging and computed tomography that
allow them to analyze and understand the problem better, and to plan how
to repair it.

Despite the increased popularity of cosmetic plastic surgery (it is no
longer a luxury only for the rich), reconstructive plastic surgery is still
performed three times as often. Corrective eye surgery or blepharoplasty
(pronounced BLEH-fer-oh-plas-tee)—in which bags under the eyes or
skin on the upper eyelids are removed to give a person a younger, less
tired look—is the most common type of cosmetic surgery. Hair trans-
plants and eye surgery are the most popular procedures with men. Many
adult women choose breast augmentation, now done with saline or salt
water implants instead of the proven-dangerous silicone implants. Teen-
agers most often receive nose reshaping.

[See also Surgery]
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‡�Plastics
The term plastic can be used as both an adjective and a noun. As an ad-
jective, the term refers to any material that can be shaped or molded, with
or without the application of heat. In this respect, objects such as soft
waxes, asphalt, and moist clays are said to be plastic.

As a noun, the term describes a natural or synthetic polymer. A poly-
mer is a material whose molecules consist of very long chains of one or
two repeating units known as monomers. As an example, the synthetic
polymer called polyethylene consists of thousands of ethylene units joined
to each other in long chains. If the letter E is taken to represent an ethyl-
ene unit (monomer), then the polymer polyethylene can be represented as:

-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-E-

Although the term plastic is strictly defined as either a natural or
synthetic material, it is probably understood by most people today to re-
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fer primarily to artificial materials. Substances such as nylon, Styro-
foamTM, PlexiglassTM, TeflonTM, and polyvinyl chloride (PVC) are ex-
amples of such materials.

Thermoplastic and thermosetting plastics
Plastics can be subdivided into two large categories: thermoplastic

and thermosetting. The former term refers to a material that can be melted
and shaped over and over again. Examples of thermoplastics include ac-
etal, acrylic, cellulose acetate, polyethylene, polystyrene, vinyl, and nylon.

A thermosetting plastic, in contrast, can be melted and shaped only
once. If it is then heated a second time, it tends to crack or disintegrate.
Examples of thermosetting plastics (or just thermosets) include amino,
epoxy, and phenolic and unsaturated polyesters.

Additives
Very few plastics are used in their pure state. Many different mate-

rials known as additives are added to improve their properties. Products
consisting of pure plastics and additives are known as composites. For
example, the strength of a plastic can be increased by adding glass, car-
bon, boron, or metal fibers to it. Materials known as plasticizers make the
plastics more pliable and easier to work with. Some typical plasticizers
include low-melting solids, organic liquids, camphor, and castor oil.
Fillers are materials made of small particles that make a plastic more 
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Words to Know

Composite: A combination of a plastic and one or more additives that
has special properties not possessed by the plastic alone.

Monomer: A fundamental unit of which a polymer is composed.

Polymer: A substance composed of very large molecular chains that
consist of repeating structural units known as monomers.

Thermoplastic: A polymer that softens when heated and that returns
to its original condition when cooled to ordinary temperatures.

Thermosetting plastic (or thermoset): A polymer that solidifies when
heated and that cannot be melted a second time.



resistant to fire; attack by heat, light, or chemicals; and abrasion. They
also can be used to add color to the plastic.

[See also Polymer]

‡�Plate tectonics
Plate tectonics is the geologic theory that Earth’s crust is made up of rigid
plates that “float” on the surface of the planet. Tectonics comes from the
Greek word meaning “builder.” The movement of the plates toward or
away from each other either directly or indirectly creates the major geo-
logic features at Earth’s surface.

Plate tectonics revolutionized the way geologists view Earth. Like
the theory of evolution in biology, plate tectonics is the unifying concept
of geology. It explains nearly all of Earth’s major surface features and
activities. These include faults and earthquakes, volcanoes and volcan-
ism, mountains and mountain building, and even the origin of the conti-
nents and ocean basins.

Continental drift
Plate tectonics is a comparatively new idea. The theory of plate tec-

tonics gained widespread acceptance only in the 1960s. About 50 years
earlier, German geophysicist Alfred Wegener (1880–1930) developed a
related theory known as continental drift. Wegener contended that the po-
sitions of Earth’s continents are not fixed. He believed instead that they
are mobile and over time drift about on Earth’s surface—hence the name
continental drift.

Wegener’s most obvious evidence for his theory was the fact that
several of the world’s continents fit together like pieces in a jig-saw puz-
zle. Based on this, he proposed that the continents of the world were pre-
viously joined together in one large continental mass, a supercontinent he
called Pangaea (pronounced pan-JEE-ah). Wegener believed that this su-
percontinent had subsequently broken up into the six present-day conti-
nents. However, Wegener could not provide a convincing explanation as
to what moved the continents around the surface of the planet. That an-
swer came with the theory of plate tectonics.

Plate structure
Earth’s tectonic plates are rigid slabs of rock. Geologists divide the

interior of Earth into layers, based on their composition (from solid to liq-
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uid). The thin outer portion of the planet is the crust. Beneath that is the
mantle, which is solid near the top and “soft” or partially melted begin-
ning at a depth of about 40 miles (65 kilometers) beneath the surface. The
crust and the rigid portion of the mantle compose the lithosphere. The
soft portion of the mantle is called the asthenosphere.
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Words to Know

Asthenosphere: Portion of the mantle beneath the lithosphere com-
posed of partially melted material.

Convection current: Circular movement of a fluid in response to alter-
nating heating and cooling.

Convergence: The movement of two plates toward one another.

Crust: Thin, solid outer portion of Earth.

Divergence: Separation of two plates as they move in opposing direc-
tions.

Lithosphere: Rigid uppermost section of the mantle combined with the
crust.

Mantle: Thick, dense layer of rock that underlies Earth’s crust.

Ocean trench: Deep depression in the seafloor, created by an oceanic
plate being forced downward into the subsurface by another, overrid-
ing plate.

Plate margin: The boundaries where plates meet.

Plates: Large regions of Earth’s surface, composed of the crust and
uppermost mantle, which move about, forming many of Earth’s major
geologic surface features.

Seafloor spreading: Process in which new seafloor forms as molten
rock from Earth’s interior rises toward the surface, pushing the exist-
ing seafloor out of its way.

Subduction: Tectonic process that involves one plate being forced
down into the mantle at an oceanic trench, where it eventually under-
goes partial melting.

Transform motion: Horizontal plate movement in which one plate
slides past another.



It is the lithosphere that is broken up into plates, which move about
while floating upon the underlying asthenosphere. There are about eight
major plates and several smaller ones that are in constant contact with each
other. When one plate moves, it causes other plates to move. These plates
have many different shapes and sizes. Some, such as the Juan de Fuca
plate off the west coast of Washington State, have surface areas of a few
thousand square miles. The largest, the Pacific plate, underlies most of the
Pacific Ocean and covers an area of hundreds of thousands of square miles.

Plate movement
Most modern geologists believe convection currents in the as-

thenosphere are the driving force for plate motion. The heat energy at the
center of the planet is carried to the surface by currents. As they reach
the surface, the currents cool and begin to sink back toward the center.
Below the crust, pressure exerted on the bottom of the plates by the con-
vection currents helps to push the plates along. Plates move at rates of
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about 1 inch (2.5 centimeters) per year. The fastest plates move more than
4 inches (10 centimeters) per year.

Plate interactions
Tectonic plates can interact in one of three ways. They can move

toward one another, or converge. They can move away from one another,
or diverge. Or they can slide past one another, or transform. The bound-
aries where plates meet are known as plate margins. The types of geo-
logic activity that occur when two plates interact is dependent on the 
nature of the plate interaction and of the margins. Plate margins come in
three varieties: oceanic-oceanic, continental-continental, and continental-
oceanic.

Oceanic-oceanic plates. When two oceanic plates converge, one of
the plates subducts or sinks underneath the other, forming a deep depres-
sion called an ocean trench. The subducted plate sinks downward into the
mantle where it begins to melt. Molten rock from the melting plate rises
toward the surface and forms a chain of volcanic islands, or a volcanic is-
land arc, behind the ocean trench. When oceanic plates diverge, a ridge
(mountain chain) develops and seafloor spreading occurs. Molten rock
pushes up at the divergent margin, creating mountains and an expanding
seafloor. Today, Europe and North America move about 3 inches (7.5 cen-
timeters) farther apart every year as the Atlantic Ocean grows wider.

Continental-continental plates. Continental-continental conver-
gent plates act quite differently than oceanic-oceanic plates. Continental
crust is too light to be carried downward into a trench. At continental-
continental convergent margins neither plate subducts. The two conti-
nental plates converge, buckle, and compress to form complex mountains
ranges of great height. Convergence of this sort produced the Himalayas
when the Indian-Australian plate collided with the Eurasian plate.

Continental-continental divergence causes a continent to separate
into two or more smaller continents when it is ripped apart along a series
of fractures. The forces of divergence literally tear a continent apart as
the two or more blocks of continental crust begin slowly moving apart
and magma pushes into the rift formed between them. Eventually, if the
process of continental rifting continues, a new sea is born between the
two continents. Rifting between the Arabian and African plates formed
the Red Sea in this way.

Continental-oceanic plates. When continental and oceanic plates
converge, the oceanic plate (which is denser) subducts below the edge of
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the continental plate. Volcanoes form as result, but in this setting, the
chain of volcanoes forms on the continental crust. This volcanic moun-
tain chain, known as a volcanic arc, is usually several hundred miles in-
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land from the plate margin. The Andes Mountains of South America and
the Cascade Mountains of North America are examples of volcanic arcs.
No continental-oceanic divergent margins exist today. They are unlikely
to form and would quickly become oceanic-oceanic divergent margins as
seafloor spreading occurred.

Transform motion. In addition to convergence and divergence, trans-
form motion may occur along plate margins. Transform margins are less
spectacular than convergent and divergent ones, and the type of plates in-
volved is really of no significance. As two rock plates slide past one an-
other at a margin, a crack or fault develops. The energy generated by the
movement is often released in the form of an earthquake. The best known
example of a transform plate margin is the San Andreas Fault in Cali-
fornia, where the Pacific and North American plates are in contact.

[See also Earthquake; Earth’s interior; Fault; Geologic map;
Ocean; Volcano]

‡�Pluto
Pluto, the ninth and farthest planet from the Sun, is one of the least well
understood objects in the solar system. It is the smallest of the major plan-
ets and has a most unusual orbit. Pluto is only 1,428 miles (2,300 kilo-
meters) in diameter. Since the planet is 3.66 billion miles (5.89 billion
kilometers) away from the Sun, it takes almost 250 years for it to com-
plete one revolution around the Sun. However, it takes Pluto only 6.39
Earth days to complete one rotation about its own axis.

In Greek mythology, Pluto is the god of the underworld. The planet
was given its name for several reason. First, due to its great distance from
the Sun, Pluto is almost always dark. The sunlight it receives is about
equal in intensity to moonlight on Earth. Second, Pluto is the mytholog-
ical brother of Jupiter and Neptune. And finally, the planet’s name be-
gins with “PL,” the initials of Percival Lowell (1855–1916), the Ameri-
can astronomer who spent the final years of his life searching for the
elusive planet.

The search for Pluto
Shortly after the discovery of Neptune in 1846, astronomers began

looking for an even more distant planet. They believed some celestial body
existed at the outer reaches of the solar system that caused disturbances
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in the orbit of Uranus. The gravitational field of Neptune accounted for
some of its neighbor’s orbital irregularities, but not all of them.

Percival Lowell used traditional mathematical calculations to guess
the location of the suspected planet. He also set up a photographic search
for it, but all his attempts proved unsuccessful. Pluto was finally discov-
ered in 1930 during a painstaking search of photographic plates by Amer-
ican astronomer Clyde Tombaugh while he was working at the Lowell
Observatory in Arizona.

The properties of Pluto
Before Pluto was located, astronomers had expected it to be a large

planet about the size of Jupiter, since it was able to influence the orbit of
Uranus, located two planets away. At that time, the solar system appeared
to fit a neat pattern: small, dense planets were closest to the Sun and gi-
ant, gaseous planets were farther away. Pluto broke this pattern: it is a
small, dense planet at the farthest reaches from the Sun.

Pluto’s orbit also differs from the pattern set by the other planets in
the solar system. While the other eight planets orbit the Sun on the same
plane, Pluto travels on an inclined orbit that crosses that plane. Its orbit—
the most oval in shape of all the planets—lies mostly outside of that of
its closest neighbor, Neptune. At times, however, it crosses inside Nep-
tune’s orbit, bringing it closer to the Sun than Neptune.

Pluto is so distant that no Earth-bound telescope has been able 
to provide a detailed picture of its surface features. The best image to 
date was taken by the Hubble Space Telescope (HST) in early 1996, in
which the planet looks like a fuzzy soccer ball. The HST only revealed
that Pluto has frozen gases, icy polar caps, and mysterious bright and 
dark spots.

Beyond that, astronomers can rely only on imprecise observations
and what is known about the planet’s density to paint a more complete
picture of the planet. Pluto is probably composed of mostly rock and some
ice, with surface temperatures between �350 and �380°F (�212 and
�228°C). The bright areas on its surface are most likely nitrogen ice,
solid methane, and carbon monoxide. The dark spots may hold some form
of organic material, possible hydrocarbons from the chemical splitting
and freezing of methane.

Pluto’s atmosphere is probably made of nitrogen, carbon monoxide,
and methane. At Pluto’s perihelion (pronounced pear-a-HEE-lee-an; the
point on its orbit closest to the Sun), its atmosphere exists in a gaseous
state. For most of its orbit, the atmosphere is frozen.
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Its only moon
Much of what is known about Pluto was learned following the 1978

discovery of Pluto’s moon, Charon (pronounced Karen, and named for
the mythological character who transported the dead to the underworld).
Prior to Charon’s discovery, astronomers thought Pluto and its moon to-
gether were one larger object. Charon has a diameter over half that of
Pluto, making it the largest moon relative to its planet in the solar sys-
tem. For this reason, some astronomers consider the two bodies to be a
double planet.
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The origin of Pluto
Most theories regarding Pluto’s origin connect the planet with Nep-

tune’s moon Triton. This is because Pluto, like Triton, rotates in a direc-
tion opposite that of most other planets and their satellites.

One theory is that Pluto used to be one of Neptune’s moons. Struck
by a massive object, Pluto was broken in two, creating Charon. The two
were then sent into orbit around the Sun. A more popular theory, how-
ever, is that both Pluto and Triton started out in independent orbits and
that Triton was captured by Neptune’s gravitational field.

Trips to Pluto
More questions about Pluto and Charon were to be answered early

in the twenty-first century when the National Aeronautics and Space Ad-
ministration (NASA) planned to send the first unmanned mission to Pluto
and its moon. The Pluto-Kuiper Express, which was scheduled to be
launched in 2004, was to have consisted of two spacecraft. They were to
arrive at Pluto by 2012. They were expected to encounter Pluto near its
perihelion, before its atmosphere froze once again, a seasonal deep freeze
that lasts more than 100 years. The spacecraft were to study the atmos-
phere, surface features, and geologic composition of Pluto and Charon,
then fly by Pluto into the Kuiper Disk, a ring filled with hundreds of thou-
sands of small, icy objects that are well-preserved remnants of the early
solar system. This ring is located between Neptune and Pluto (sometimes
beyond Pluto, depending on its oval orbit), some 3.6 billion miles (5.8
billion kilometers) from Earth.

In September 2000, however, NASA issued a stop-work order on
the project because of spiraling costs. The project was then canceled in
April 2001 when the 2002 budget issued by President George W. Bush’s
administration provided no money for it.

[See also Solar system]

‡�Poisons and toxins
A poison is any chemical that kills or injures an organism. The term toxin
refers to a poison produced by a living organism, such as a microorgan-
ism, a plant, or an animal. In everyday practice, the terms poison and
toxin are often used interchangeably.
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It is important to understand that any chemical is potentially poiso-
nous. All that is required for a chemical to cause toxicity is a dose large
enough to cause some harmful effect. For example, water could be con-
sidered toxic if a person drank four gallons of it all at once. In such a
case, the water would cause serious bodily harm—even death. In a large
quantity, then, water could be classified as a poison.

Toxicity
The term toxicity is used to express how poisonous a chemical is. Sci-

entists distinguish between two kinds of toxicity: acute and chronic. Acute
toxicity refers to the amount of damage caused by a chemical after a short-
term exposure to a large dose of the chemical. For example, a person
might accidentally swallow a tablespoon of rat poison. The effects caused
by that accident would be described as the chemical’s acute toxicity.

Scientists have various ways of measuring the acute toxicity of a
chemical. Perhaps the most common is called LD50. The abbreviation
LD50 stands for “lethal dose, 50 percent.” It is the amount of the chemi-
cal required to kill one-half of a population of organisms in a short pe-
riod of time.

Some chemicals cause effects that are difficult to observe over a
short period of time. These effects are referred to as chronic toxicity. For
example, a person who works with the mineral asbestos runs the risk of
developing various respiratory disorders late in his or her life. Such dis-
orders include emphysema, chronic bronchitis, and lung cancer. These
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Acute toxicity: A poisonous effect produced by a single, short-term
exposure to a toxic chemical, resulting in obvious health effects and
even death of the organism.

Chronic toxicity: A poisonous effect that is produced by a long period
of exposure to a moderate, less-than-acute dose of some toxic chemical.

Exposure: The concentration of a chemical in the environment or the
accumulated dose that an organism encounters.

LD50: The amount of a chemical required to kill one-half of a popula-
tion of organisms in a short period of time.



disorders may not show up for many years after exposure to asbestos.
Thus, they are known as chronic effects of exposure to a poison.

In humans and other animals, long-term chronic toxicity can occur
in the form of increased rates of birth defects, cancer, organ damage, and
reproductive problems, such as spontaneous abortions. In plants, chronic
toxicity can often be recognized in terms of decreased productivity (in
comparison with plants that are not chronically exposed to the toxic chem-
icals in question). Because they develop over very long periods of time
and are often difficult to recognize in their early stages, chronic toxici-
ties are much more difficult to detect than are acute toxicities.

For every poison, there is a certain threshold of tolerance below
which no harmful effect is likely to occur. For example, the threshold for
a particular chemical might be 5 milligrams of the chemical per kilogram
of body weight. If a person is exposed to less than 5 milligrams of the
chemical per kilogram of body weight, no harmful effect is likely to oc-
cur. If the exposure exceeds that amount, then the symptoms of poison-
ing begin to appear.
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Chemical LD50 Value*

TCDD (a form of dioxin) 0.01
Tetrodotoxin (globefish toxin)  0.01
Saxitoxin (shellfish poison)  0.8
Carbofuran (a pesticide) 10
Phosphamidon (an insecticide) 24
Nicotine 50
Caffeine 200
DDT (an insecticide) 200
2,4–D (an herbicide) 370
Mirex (an insecticide) 740
Acetylsalicylic acid (aspirin)  1,700
Malathion (an insecticide) 2,000
Sodium chloride (table salt)  3,750
Glyphosate (an herbicide) 4,300
Ethanol (drinking alcohol) 13,700
Sucrose (table sugar) 30,000

* In milligrams of chemical per kilogram of body weight.

LD50 Value for Various Chemicals



Some naturally occurring poisons
Many poisonous chemicals are present naturally in the environment.

For example, naturally occurring elements such as arsenic, mercury, lead,
and cadmium are toxic in various concentrations to both plants and ani-
mals. Areas where these elements occur in large concentrations are usu-
ally barren of plants and animals.

Other naturally occurring toxins are substances produced by plants
and animals. In many cases, these toxins are part of a plant or animal’s
natural defense system, protecting them from other plants and animals
that prey on them. One such example is the chemical tetrodotoxin, syn-
thesized by the Japanese globefish (Spheroides rubripes). Tetrodotoxin is
extremely toxic even if ingested in tiny amounts. Only slightly less toxic
is saxitoxin, synthesized by species of marine phytoplankton but accu-
mulated by shellfish. When people eat these shellfish, a deadly syndrome
known as paralytic shellfish poisoning results. There are numerous other
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examples of deadly biochemicals such as snake and bee venoms, toxins
produced by disease-causing microorganisms, and mushroom poisons.

Poisons produced by human technology
In the modern world, humans are responsible for many of the toxic

chemicals that are now being dispersed into the environment. In some
cases, human actions cause toxic damage by emitting large quantities of
chemicals that also occur naturally, such as sulfur dioxide, hydrocarbons,
and metals. Release of these chemicals as the result of human activities
only increases the severity of problems that may already exist because of
the natural presence of these chemicals.

Humans, however, also produce and release to the environment large
quantities of chemicals that do not occur naturally. These synthetic (made
in a lab) chemicals include thousands of different pesticides, medicines,
and various kinds of industrial chemicals, all of them occurring in com-
plex mixtures of various forms. Many of these chemicals affect humans
and other organisms directly, as is the case with many pesticides. In other
cases, toxicity occurs indirectly. An example is the class of compounds
known as the chlorofluorocarbons (CFCs). Normally these chemicals are
quite inert (inactive). However, when they find their way to the upper at-
mosphere, they break apart into simpler chemicals that consume ozone,
the gas that protects life on Earth from harmful ultraviolet radiation. As
a result, the risk of disorders such as skin cancers, cataracts, and immune
disorders greatly increases.

In an attempt to control the effect of highly toxic chemicals, 122 na-
tions met in late 2000 and agreed to a treaty calling for the global elim-
ination of 12 chemical pollutants. Environmentalists have called these the
“dirty dozen.” The twelve include eight pesticides (aldrin, chlordane,
DDT, dieldrin, endrin, heptachlor, mirex, and toxaphene), two types of
industrial chemicals (hexachlorobenzene and polychlorinated biphenyls
or PCBs), and two types of industrial byproducts (dioxins and furans).
These toxic pollutants were chosen not because they are the most dan-
gerous, but because they are the most widely studied. The treaty must be
ratified by 50 nations before it can take effect.

[See also Ozone; Pollution control]

‡�Poliomyelitis
Poliomyelitis, or polio, is a serious infectious disease that attacks muscle-
controlling nerves and can eventually cause paralysis. Poliomyelitis, some-
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times called infantile paralysis, is caused by one of three related viruses,
and it primarily affects children. However, adults can also be infected.
There is no drug that can cure the disease once a person has been infected.

Poliomyelitis is infectious, meaning it is spread primarily through
contact with someone who already has the disease. The virus enters the
body through the mouth and then enters the bloodstream. Once in the cen-
tral nervous system, it travels along nerve pathways. In severe cases, it
reaches the spinal cord or the brain where it causes lesions (abnormal
changes in the structure of body tissue).

Symptoms usually begin to show one to three weeks after the virus
is contracted. In some cases, the attack may be so mild that it goes un-
noticed. The body quickly develops immunity and the virus is eliminated.
A more severe attack gives rise to symptoms that resemble those of in-
fluenza (fever, sore throat, vomiting, diarrhea, stiff neck and back, and
muscle pain). About two-thirds of people infected in such a way recover
without suffering any paralysis.

A serious attack occurs if the virus reaches the central nervous sys-
tem. Muscle tissue weakens and paralysis develops. Usually the paraly-
sis is only temporary, and about 50 percent of people infected recover
without permanent disability. However, if any of the cells attacked by the
virus are destroyed, they cannot be replaced and muscle function is per-
manently impaired. About 25 percent of people who recover after being
seriously infected have severe permanent disability.

If the nerve cells of the brain are attacked (a condition known as
bulbar poliomyelitis), the muscles controlling swallowing, heartbeat, and
breathing are paralyzed. The result is death.
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Words to Know

Epidemic: Rapidly spreading outbreak of a contagious disease.

Iron lung: Device developed in 1928 by Philip Drinker to maintain
artificial respiration in a person over a long period of time.

Sabin vaccine: Oral polio vaccine developed by Albert Sabin from
weakened live polio viruses and introduced in 1961.

Salk vaccine: Polio vaccine developed by Jonas Salk in the mid-1950s
from dead polio viruses and given through injection.



Development of the iron lung
Incidents of poliomyelitis can be traced back to ancient Egypt. The

first recorded poliomyelitis epidemic (a rapidly spreading outbreak of a
contagious disease) was in Sweden in 1881. From that time until the mid-
1900s, there were regular epidemics throughout the world.

To help those people infected with poliomyelitis whose respiratory
(breathing) muscles had been paralyzed, American physiologist Philip
Drinker (1893–1977) invented the Drinker tank respirator (commonly
known as the iron lung) in 1928. It is a device to maintain artificial res-
piration in a person over a long period of time. The iron lung is an air-
tight cylindrical steel drum that encloses the entire body, with only a pa-
tient’s head exposed. Pumps connected to the device lower and raise air
pressure within the drum, which contracts and expands a patient’s chest
walls (imitating the action of breathing). Many poliomyelitis patients were
kept alive in such a manner, but it was not a cure for the disease.

Salk and Sabin vaccines
In the early 1950s, American microbiologist Jonas Salk (1914–1995)

developed the first vaccine to prevent the spread of the disease. The Salk
vaccine is composed of killed poliomyelitis virus. A series of three of
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four injections with the killed-virus vaccine prompts the body’s immune
system to produce antibodies that will attack any future invading forms
of the disease. In 1955, the vaccine was officially pronounced effective,
potent, and safe in almost 90 percent of cases. The major defense the Salk
vaccine provides against polio viruses is to prevent them from spreading
from the digestive system to the nervous and respiratory systems. But it
cannot prevent the viruses from entering the intestinal tract.

In the late 1950s, Russian-born American virologist Albert Sabin
(1906–1993) developed a vaccine that has proven to provide longer im-
munity against the disease than the Salk vaccine. The Sabin vaccine is
composed of live (but weakened and harmless) poliomyelitis virus. After
four years of worldwide tests, the vaccine became available to the public
in 1961. The advantage of the Sabin vaccine is that it is given orally and
offers protection with only a single dose. The vaccine goes straight to the
intestinal tract and builds up immunity there as well as in other parts of
the body.

Both vaccines are effective against all forms of the poliomyelitis
virus. Near the end of the twentieth century, health organizations reported
that poliomyelitis was close to extinction in the Western Hemisphere.

[See also Vaccine]

‡�Pollution
Pollution refers to situations in which some material or some form of en-
ergy occurs in larger quantity than can be tolerated by humans, plants, or
animals without suffering some kind of harm. Probably the best-known
forms of pollution are air and water pollution, which are discussed be-
low. But other forms of pollution also exist. For example, the term noise
pollution has been used to describe the loud noise level of airplane take-
offs and landings, construction, highway traffic, boom boxes, and other
modern-day machines. Similarly, the expression visual pollution has been
used to describe areas so clogged with signs, billboards, and other objects
that the beauty of the natural environment is diminished.

Natural and anthropogenic pollution
Pollution can be caused both by natural sources and humans. Vol-

canic eruptions are an example of natural sources of pollution. When 
a volcano explodes, it releases sulfur dioxide, carbon monoxide, solid 
particles, and other materials into the air at a much greater rate than is
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normally the case. Plants, animals, and humans may be killed or injured
by these materials.

A concrete example of natural pollution can be found at an area
known as the Smoking Hills, located in a remote wilderness in the Cana-
dian Arctic. The local environment around Smoking Hills is virtually un-
influenced by humans. However, naturally occurring low-grade coal de-
posits found in the area have spontaneously ignited from time to time,
causing the release of clouds of sulfur dioxide over the nearby tundra.

As this gas is carried to Earth’s surface, soil and freshwater become
acidified. At some level, this acidification causes metals to become sol-
uble (able to be dissolved). The toxicity (poisons) associated with sulfur
dioxide, acidity, and soluble metals at the Smoking Hills has caused great
damage to the structure and function of the local ecosystem.

History of anthropogenic pollution
Natural forms of pollution have existed since the dawn of time, and

there is not much humans can do to control such events. On the other hand,
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Words to Know

Acid: Substances that when dissolved in water are capable of reacting
with a base to form salts and release hydrogen ions.

Acid rain: A form of precipitation that is significantly more acidic than
neutral water, often produced as the result of industrial processes.

Anthropogenic: Any effect caused by humans.

Fossil fuel: Fuels formed by decaying plants and animals on the ocean
floors that were covered by layers of sand and mud. Over millions of
years, the layers of sediment created pressure and heat that helped
bacteria change the decaying organic material into oil and gas.

Greenhouse effect: The warming of Earth’s atmosphere as the result of
the capture of heat by carbon dioxide molecules in the air.

Oxide: An inorganic compound whose only negative part is the ele-
ment oxygen.

Oxygen-demanding agent: Any substance that reacts with oxygen dis-
solved in water.



the vast majority of pollution affecting human societies today originates
from human activities and is therefore susceptible to human control.

Human-caused pollution is sometimes referred to as anthropogenic
pollution. Anthropogenic pollution has existed for centuries. People liv-
ing in London, England, in the late eighteenth century, for example, were
exposed to huge quantities of noxious gases in the air and dangerous lev-
els of harmful materials in their water supplies. However, most people of
the time probably accepted such risks as part of being a city dweller.

Modern concerns about pollution began to increase in the 1960s
largely as the result of two factors. First, population growth in many ur-
ban areas meant that more people and more industries were releasing a
higher concentration of pollutants to the environment than ever before.
Second, modern science had developed a number of new materials and
new procedures that resulted in the release of many new and often dan-
gerous chemicals to the environment.

As people became more and more conscious of pollution pro-
blems, they began calling for government efforts to control the release of
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Particulate: Solid matter in the form of tiny particles in the atmos-
phere.

Primary pollutant: Any pollutant released directly from a source to
the atmosphere.

Radiation: Energy transmitted in the form of electromagnetic waves or
subatomic particles.

Secondary pollutant: Any pollutant formed in the atmosphere from
compounds released from some source.

Smog: A form of air pollution characterized by hazy skies and a ten-
dency to cause respiratory problems among humans.

Thermal inversion: A condition in which there is an atmospheric zone
in which temperature increases with altitude, instead of the usual
decrease with increasing altitude.

Volatile organic compound: Any organic liquid that changes easily
(volatilizes) to a gas.



pollutants and to clean up a dirty environment. Some results of this 
effort included the Clean Air Acts of 1965, 1970, and 1977; the Safe
Drinking Water Act of 1974; the Clean Water Act of 1977; and the Toxic
Substances Control Act of 1976.

Air pollution
A complete list of air pollutants would include nearly two dozen

solids, liquids, and gases. It would include well-known pollutants such as
sulfur oxides and carbon monoxide and less-familiar materials such as
pesticides and fluorides. In terms of the quantities of pollutants released
in a year, the five materials that cause the most damage are sulfur oxides,
oxides of nitrogen, carbon monoxide, particulate matter, and volatile or-
ganic compounds.

Sulfur oxides, oxides of nitrogen, and carbon monoxide are chemi-
cal compounds. Particulate matter and volatile organic compounds are
groups of related pollutants. The term particulate refers to tiny specks of
solid matter in the atmosphere, including smoke, haze, aerosols, and tiny
particles of carbon. Volatile organic compounds are organic liquids, such
as benzene, toluene, the xylenes, and trichloromethane, that change eas-
ily (volatilize) to a gas.

Effects of air pollutants. By definition, all forms of air pollution
have some harmful effect on humans, other animals, plants, or other ma-
terials in the environment. For example, carbon monoxide is a well-known
toxic gas that reduces the blood’s ability to transport oxygen. Prolonged
exposure to carbon monoxide can cause heart and respiratory disorders;
headaches, nausea, and fatigue; and, at high enough concentrations, coma
and death. The oxides of both sulfur and nitrogen attack the human res-
piratory system, leading to irritated eyes and throat and impaired breath-
ing (at low concentrations), and to emphysema, bronchitis, and lung can-
cer (at higher concentrations).

The effects of particulate matter are wide, from preventing photo-
synthesis (food production) in plants to clogging the breathing passages in
lungs (leading to respiratory disorders). Particulate matter also soils build-
ings, statutes, and other objects, leading to their decay and deterioration.

Sources of air pollution. The major single source of air pollutants
is the combustion (burning) of fossil fuels (coal, oil, and gas) to run in-
dustrial machines and generate electricity. All anthropogenic pollutants
can be traced to some extent to this source. A second major source of pol-
lutants is the incomplete combustion of fuel in cars, trucks, railroad trains,
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airplanes, and other forms of transportation. Smaller amounts of pollu-
tants are released during the incineration of solid wastes and by a variety
of industrial processes.

In some cases, pollutants are released by these sources directly to
the air and are known, therefore, as primary pollutants. Sulfur dioxide,
oxides of nitrogen, and carbon monoxide are all primary pollutants. In
other cases, materials released by a source undergo a chemical reaction
in the atmosphere and are converted to a secondary pollutant. Examples
of secondary pollutants are ozone and peroxyacyl nitrates (PANs), major
components of the form of air pollution known as smog.

Specialized forms of air pollution. Under specialized conditions,
certain forms of air pollution have developed that are so dramatic or so
serious that they have been given special names. These conditions include
smog, acid rain, the greenhouse effect, and ozone depletion.

The term smog actually applies to two quite different atmospheric
conditions. The term itself comes from a combination of the words smoke
and fog. One form of smog, known as industrial smog, is produced when
sulfur dioxide, particulates, and other pollutants released by industrial and
household burning of fossil fuels is trapped by a thermal inversion. A
thermal inversion is an atmospheric condition in which a layer of cold air
is trapped by a layer of warm air above it. Some of the most dramatic
photographs of urban areas covered by air pollution are those that show
a city smothered in a cloud of smog.

A second form of smog is photochemical smog, produced when ox-
ides of nitrogen, produced largely by internal-combustion engines (those
most often used in automobiles, for example), react with oxygen in the
air to form a complex mixture of pollutants that includes ozone, PANs,
and other organic compounds. Photochemical smog often has a similar
appearance and similar effects to those of industrial smog. Indeed, in most
cities, the two forms of smog occur in combination with each other.

Acid rain. Acid rain, or more generally acid precipitation, is the name
given to any form of precipitation (rain, snow, sleet, hail, fog) that is 
more acidic than normal. The high acidity of acid precipitation results
from the formation of acids in the atmosphere from chemicals released
by human sources.

Most powerplants that produce electricity release as by-products
large quantities of nitrogen and sulfur oxides. Once in the atmosphere,
these oxides react with moisture in the air to produce nitric and sulfuric
acid. When precipitation occurs, these acids are carried to Earth’s sur-
face, where they attack plants, animals, and nonliving materials. Some
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experts believe that large regions of forests on the east coast of the United
States and Canada have been badly damaged by acid precipitation re-
sulting from gases released by industrial plants in the midwestern United
States. Acid precipitation has also been blamed for the death of fish and
other aquatic organisms and for damage to stone buildings and sculptures.

Greenhouse effect. Carbon dioxide is normally not considered to be
a pollutant since it has no harmful effects on plants or animals. It does
have one other effect, however, that may affect life on Earth. Solar en-
ergy that reaches Earth’s atmosphere experiences a variety of fates. Some
of that energy is reflected back into space, while some passes through the
atmosphere and reaches Earth. Of the solar energy that reaches Earth’s
surface, some is absorbed and some is reflected back into the atmosphere.
A large fraction of the reflected energy is captured by carbon dioxide mol-
ecules in the air and retained as heat. This effect has been compared to
the way in which the glass in a greenhouse may capture heat and is called,
therefore, the greenhouse effect. Experts believe that, without the green-
house effect, Earth’s temperature would be about 8°C (18°F) cooler than
it actually is, making it impossible for most forms of life to survive.

Since the turn of the twentieth century, however, the rate at which
carbon dioxide is being added to Earth’s atmosphere has increased dra-
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matically. The combustion of fossil fuels for heating, industrial operations,
transportation, and other uses is primarily responsible for this trend. With
the increase in carbon dioxide in the atmosphere comes an increased green-
house effect and, some experts believe, a general warming of the planet’s
annual average temperature. In a report released in early 2001, scientists
concluded that if greenhouse emissions are not curtailed, the average global
surface temperature could rise by nearly 11°F (6°C) over the next 100
years. The scientists also stated that man-made pollution has “contributed
substantially” to global warming and that Earth is likely to get a lot hot-
ter than previously predicted. Such a warming could cause a massive melt-
ing of the polar ice caps, resulting in the flooding of many coastal areas.

Ozone depletion. Ozone is a form of oxygen whose molecules con-
tain three atoms (O3) rather than two atoms (O2). Ozone occurs in very
small concentrations in upper regions of Earth’s atmosphere, where it has
a function vital to life on Earth. Ozone molecules have the ability to cap-
ture infrared radiation that enters Earth’s atmosphere as part of sunlight.
Infrared radiation is known to have a number of undesirable effects on
plants and animals, from damage to leaves and fruits of plants to skin
cancer and eye problems in humans.

Scientists have learned that certain synthetic (human-made) chemi-
cals known as the chlorofluorocarbons (CFCs) have the ability to attack
and destroy ozone molecules in the atmosphere. CFC molecules are 
broken apart by solar energy with the release of chlorine atoms. These
chlorine atoms then attack ozone molecules and convert them to ordinary
oxygen.

The loss of ozone molecules as the result of attacks by CFCs means
that the ozone “shield” in the atmosphere is decreasing in concentration.
With this decrease, a larger percentage of ultraviolet radiation is likely to
reach Earth’s surface, resulting in an increase in complications from ex-
posure to ultraviolet radiation.

Air pollution controls. A number of approaches are possible for the
reduction of air pollutants. For example, it would be desirable simply 
to reduce the use of various processes that release pollutants into the 
air. Getting people to ride bicycles or walk to work instead of driving a
car is a simple way of reducing the emission of nitrogen oxides and car-
bon monoxide.

Another approach is to convert harmful pollutants to harmless forms
before they are released to the atmosphere. The catalytic convertor 
that is now standard equipment on passenger vehicles does just that. It
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converts harmful oxides of nitrogen and hydrocarbons to harmless nitro-
gen, oxygen, carbon dioxide, and water vapor.

Efforts can be made to trap pollutants as they are released from a
source, thus preventing them from reaching the atmosphere. Devices
known as scrubbers on smokestacks are an example. Polluting gases, such
as oxides of sulfur and nitrogen, are captured in scrubbers, where they re-
act with chemicals that convert them to harmless (and sometimes useful)
by-products.

Water pollution
A broad variety of materials can be classified as water pollutants,

including synthetic organic compounds, human and animal wastes, ra-
dioactive materials, heat, acids, sediments, and disease-causing microor-
ganisms. The following discussion describes the major water pollutants,
their sources, and possible means of control.

Oxygen-demanding agents. An oxygen-demanding agent is some
substance which, when placed into water, reacts with oxygen dissolved
in the water. As oxygen is removed from the water, other organisms that
also depend on that oxygen (such as fish and other forms of aquatic life)
may die or migrate away from the polluted waters. Sources of food and
recreation may be destroyed by the presence of such agents.

The obvious way to prevent pollution by oxygen-demanding wastes
is to prevent sewage and other solid wastes from entering water supplies
or to treat those wastes before they are released to lakes and rivers.

Synthetic organic chemicals. The term synthetic organic chemical
applies to a wide variety of products invented by modern chemistry to
serve various human needs. These products include plastics, pesticides
and herbicides, detergents, toxic by-products of industrial operations, and
oils. Many of these products are directly toxic to fish, aquatic life, and
even to humans. Others may not present a serious health effect to organ-
isms, but can cause the unsightly accumulation of trash, destroying the
recreational value of a waterway.

The release of synthetic organic chemicals to waterways can be con-
trolled by establishing and enforcing methods of producing, storing, ship-
ping, and disposing of such materials. For example, many people are ac-
customed simply to dumping used motor oil into city sewers. This practice
guarantees that rivers and lakes will become polluted with such oils. A
better practice is for cities to provide special collection procedures for
used motor oils.
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Industrial chemicals. A number of inorganic chemicals are released
from industrial operations as the by-products of certain processes. For ex-
ample, the element mercury is used in the production of light switches,
air conditioners, fluorescent lights, floor waxes, medicines, plastics, pa-
per, clothing, and photographic film, to name but a few of its applica-
tions. Each time one of these products is made, some small amount of
mercury metal is likely to escape into the environment and, eventually,
into lakes and rivers. This is problematic because mercury is highly toxic
to humans and other organisms. It causes damage to the nervous system,
kidneys, liver, and brain.

One way to limit the release of industrial chemicals to water sup-
plies is to find alternative chemicals to use in manufacturing operations.
Another approach is to pass and enforce legislation that requires appro-
priate methods of storage and disposal of such chemicals.

Sediments. Sediments washed from Earth’s surface also pollute wa-
ter. Any time it rains, a certain amount of sand, clay, silt, and other forms
of earthy material are washed away. This sediment has a number of con-
sequences, such as the silting of harbors and reservoirs, damage to shell-
fish and fish, reduction in the clarity of water, and the loss of water’s abil-
ity to integrate (blend) oxygen-demanding wastes.
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The loss of sediments during rainstorms is a natural event and 
cannot, therefore, be totally eliminated. However, careless building and
forestry practices may contribute enormously to the loss of sediments.
Tree roots, for example, are important for holding soil in place. When
trees are removed from an area, the soil is much more easily washed away.

Heat. Warm water is not able to dissolve as much oxygen as is cool
water. If the water in a river becomes warmer, it holds less oxygen. Or-
ganisms that depend on oxygen for their survival, then, will either die or
migrate to other areas. Many industrial and energy-generating plants use
water in their operation. They take water from a river or lake, use it, and
return it to the same body of water, but at a higher temperature. This prac-
tice, sometimes known as thermal pollution, poses a serious hazard to or-
ganisms living in the water.

The most common method for avoiding thermal pollution is to cool
water discharged from a plant before returning it to a body of water. Many
plants now have large cooling towers or artificial lakes through which
waste waters must pass before they are returned to a lake or river.

[See also Acid rain; Agrochemical; Atmosphere, composition
and structure; Carbon dioxide; Carbon monoxide; DDT (dichloro-
diphenyltrichloroethane); Greenhouse effect; Oil spills; Ozone]

‡�Pollution control
Pollution control is the process of reducing or eliminating the release of
pollutants (contaminants, usually human-made) into the environment. It
is regulated by various environmental agencies that establish limits for
the discharge of pollutants into the air, water, and land. A wide variety
of devices and systems have been developed to control air and water pol-
lution and solid wastes.

Air pollution control
Methods of air pollution control can be divided into two categories:

the control of particulate (pronounced par-TIK-you-let) emissions and the
control of gaseous emissions. The term particulate refers to tiny particles
of matter such as smoke, soot, and dust that are released during indus-
trial, agricultural, or other activities. Gaseous emissions are industrial
products such as sulfur dioxide, carbon monoxide, and oxides of nitrogen
also released during various manufacturing operations.
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Particulate control. Methods for particulate control tend to operate
on a common principle. The solid particles are separated from the gases
in which they are contained by physical procedures such as passage
through a settling chamber. A settling chamber is a long, wide pipe
through which gases from a manufacturing process are allowed to flow.
As these gases slow down in the pipe, the solid particles settle out. They
can then be removed from the bottom of the pipe.

A cyclone collector is another device for removing particulates 
from stack gases. The gases are fed into a rotating cylindrical container.
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Centrifugal forces (the forces that move things away from the center of
rotation) send solid particles in the gas outward against the walls of the
container. They collect there briefly, then fall to the bottom of the con-
tainer. Gases from which the particles have been removed then escape
from the top of the container.

Gaseous emissions. Many different methods are available for re-
moving unwanted gases, most of which are acidic. Scrubbers are smoke-
stack devices that contain a moist chemical such as lime, magnesium ox-
ide, or sodium hydroxide. When gases escape from a factory and pass
through a scrubber, they react with the moist chemical and are neutral-
ized. From time to time, the scrubbers are removed from the smokestack,
cleaned, and replaced.

Another method for controlling gaseous emissions is by adsorption.
Activated charcoal is charcoal that has been ground into a very fine 
powder. In this form, charcoal has the ability to adsorb, or adhere to, other
chemicals. When unwanted gases flow over activated charcoal on the 
inside of a smokestack, they are adsorbed on the charcoal. As with 
scrubbers, the charcoal is removed from time to time, and a new lining
of charcoal is installed in the smokestack.
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Water pollution
Methods of controlling water pollution fall into three general cate-

gories: physical, chemical, and biological. For example, one form of wa-
ter pollution consists of suspended solids such as fine dirt and dead or-
ganisms. These materials can be removed from water by simply allowing
the water to sit quietly for a period of time, thereby allowing the pollu-
tants to settle out, or by passing the water through a filter. (The solid pol-
lutants are then trapped in the filter.)

Chemical reactions can be used to remove pollutants from water. For
example, the addition of alum (potassium aluminum sulfate) and lime (cal-
cium hydroxide) to water results in the formation of a thick, sticky pre-
cipitate. When the precipitate begins to settle out, it traps and carries with
it solid particles, dead bacteria, and other components of polluted water.

Biological agents can also be used to remove pollutants from water.
Aerobic bacteria (those that need oxygen to survive) and anaerobic bac-
teria (those that do not require oxygen) attack certain chemicals in pol-
luted water and convert them to a harmless form.

Solid pollutants
Solid pollutants consist of garbage, sewage sludge, paper, plastics,

and many other forms of waste materials. One method of dealing with
solid pollutants is simply to bury them in dumps or landfills. Another ap-
proach is to compost them, a process in which microorganisms turn cer-
tain types of pollutants into useful fertilizers. Finally, solid pollutants can
also be incinerated (burned).

Taking on pollution: a global attempt
While artificial chemicals have improved the quality of life around

the world, they have also posed a threat to the health of people and wildlife.
In late 2000, in an effort to control the effect of toxic global pollutants,
the United Nations Environment Program organized a meeting to draft a
treaty to restrict the production and use of twelve persistent organic pol-
lutants (POPs), especially those used as pesticides. The twelve toxic chem-
icals cited, which environmentalists have called the “dirty dozen,” include
eight pesticides (aldrin, chlordane, DDT, dieldrin, endrin, heptachlor,
mirex, and toxaphene), two types of industrial chemicals (hexachloro-
benzene and polychlorinated biphenyls or PCBs), and two types of 
industrial byproducts (dioxins and furans). These toxic pollutants were
chosen not because they are the most dangerous, but because they are the
most widely studied. Since it is still widely used in Africa to control
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malaria, DDT was given a special exemption: it can be used in those coun-
tries until replacement chemicals or strategies can be developed and put
into place. One hundred and twenty-two nations (including the United
States) agreed to the treaty. Before it can take effect, however, at least
fifty of those nations must also ratify it.

Possible future approach to 
cleaning up pollution

The cost of cleaning up tens of thousands of toxic sites on factory
grounds, farms, and military installations is staggering. In the United
States, that amount may soon exceed $700 billion. So far, the main ap-
proach has been to dig the polluting chemicals out of the ground and trans-
port them to a landfill. However, after a decade of research, scientists in
the early twenty-first century found that hundreds of species of plants,
along with the fungi and bacteria that inhabit the ecosystem around their
roots, seek out and often break down chemical molecules that can harm
most other life. For example, there are sunflowers that capture uranium,
ferns that thrive on arsenic, clovers that eat oil, and poplar trees that de-
stroy dry-cleaning solvents. Research into using plants as pollution
sponges must continue, but early reports of their helping to clean up pol-
lution were promising.

[See also Acid rain; Pollution]

‡�Polygon
A polygon is a geometric figure in two dimensions with three or more
sides. The name comes from two Greek words, poly, meaning “many,”
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and gon, meaning “angle.” A polygon always has as many angles as it
has sides. And in general, polygons are named to indicate the number of
sides or angles they contain. Thus, a hexagon has six (hexa- means “six”)
sides and six angles.

Terminology used in describing polygons
Parts and properties of polygons.

Side: Any one of the straight lines that make up the polygon.

Vertex: A point where any two of the sides of a polygon meet to
form an angle.

Angle: A figure formed by the intersection of two sides.

Diagonal: A line that joins any two nonadjacent (not next to each
other) vertices.

Perimeter: The sum of the length of all sides.

Area: The space enclosed within the polygon.

Types of polygons.
Equilateral: A polygon in which all sides are equal in length.

Equiangular: A polygon in which all angles are the same size.

Regular: A polygon that is both equilateral and equiangular.

Examples of polygons
The most common kinds of polygons include:

Parallelogram: A quadrilateral (four-sided figure) in which both
pairs of sides are parallel and equal.

Rhombus: A parallelogram in which all four sides are equal.

Rectangle: A parallelogram in which all angles are right angles.

Square: A rectangle in which all four sides are equal.

‡�Polymer
A polymer is a very large molecule in which one or two small units is re-
peated over and over again. The small repeating units are known as
monomers. Imagine that a monomer can be represented by the letter A.
Then a polymer made of that monomer would have the structure:
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-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-A-

In another kind of polymer, two different monomers might be in-
volved. If the letters A and B represent those monomers, then the poly-
mer could be represented as:

-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-

A polymer with two different monomers is known as a copolymer.

The number of monomers (As or Bs) in a polymer is very great in-
deed. To accurately represent the first polymer above, for example, it
might be necessary to write a few hundred or a few thousand As. We
would have to fill up a page or two of this book to give an accurate for-
mula for such a polymer.

Natural polymers
Polymers are very common in nature; some of the most widespread

naturally occurring substances are polymers. Starch and cellulose are ex-
amples. Green plants have the ability to take the simple sugar known as glu-
cose and make very long chains containing many glucose units. These long
chains are molecules of starch or cellulose. If we assign the symbol G to
stand for a glucose molecule, then starch or cellulose can be represented as:

-G-G-G-G-G-G-G-G-G-G-G-G-G- G-G-G-G-G-G-G-G-G-G-G-G-G-G-

Again, a real molecule of starch or cellulose contains hundreds or thou-
sands of these G units.

Synthetic polymers
Scientists began to make synthetic polymers long before they really

understood the structure of these giant molecules. As early as the 1860s,
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Copolymer: Polymers formed from two or more different monomers.

Monomers: Small molecules that join together to form polymers.

Plastics: A group of polymers that are capable of being softened and
molded by heat and pressure.



chemists were exploring ways in which naturally occurring polymers such
as cellulose could be modified to make them more useful. These poly-
mers eventually became known as plastics. The term comes from the fact
that most early polymers could be melted, bent, and shaped.

The first truly synthetic polymer was invented around 1910 by 
Belgian-American chemist Leo H. Baekeland (1863–1949). Baekeland 
reacted phenol with formaldehyde to produce a tough, hard, material that
did not dissolve in water or other solvents and that did not conduct an
electric current. He named the product Bakelite. Bakelite rapidly became
very popular as casing material for a number of household products, such
as telephones and electrical appliances.

Credit for first recognizing the chemical nature of polymers is usu-
ally given to German chemist Hermann Staudinger (1881–1965). In 1926,
Staudinger suggested that polymers are very large molecules consisting
of one or two simple units (the monomers) repeated over and over again.
He received the Nobel Prize in chemistry in 1953 for this discovery.
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In the last half of the twentieth century, chemists invented dozens
of different kinds of synthetic polymers. Most of these compounds were
developed to have certain special and desirable properties, such as tough-
ness; resistance to wear; low density; resistance to water, acids, bases,
and other chemicals; and resistance to the flow of electric current.

[See also Plastics]

‡�Precious metals
The precious metals—gold, silver, and platinum—have historically been
valued for their beauty and rarity. Ancient people considered gold and sil-
ver to be of noble birth compared to the more abundant metals. Chemists
have retained the term noble to indicate the resistance these metals have
to corrosion and their natural reluctance to combine with other elements.

The course of recorded human history shows twists and turns in-
fluenced to a large degree by precious metals. It was Greek silver that
gave Athens its Golden Age, Spanish gold and silver that powered the
Roman Empire’s expansion, and the desire for gold that motivated Colum-
bus to sail west across the Atlantic. The Spanish exploration of Latin
America was also driven in large part by the search for gold. Small
amounts of gold found in North Carolina, Georgia, and Alabama played
a role in the 1838 decision to remove the Cherokee nation to Oklahoma.
The California gold rush of 1849 made California a state the following
year, and California gold fueled northern industry and backed up Union
currency, two major factors in the outcome of the American Civil War
(1861–65).

Gold
Since ancient times, gold has been associated with the Sun. Its name

is believed to be derived from a Sanskrit word meaning “to shine,” and
its chemical symbol (Au) comes from aurum, Latin for “glowing dawn.”
Pure gold has an exceedingly attractive, deep yellow color. It is soft
enough to scratch with a fingernail, and it is the most malleable of met-
als. A block of gold about the size of a sugar cube can be beaten into a
translucent film some 27 feet (8 meters) on a side. Gold’s purity is ex-
pressed either as fineness (parts per 1,000) or in karats (parts per 24). An
alloy (mixture of two or more metals with properties different from those
of the metals of which it is made) containing 50 percent gold is 500 fine
or 12 karat. Gold resists corrosion by air and most chemicals, but it can
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be dissolved in a mixture of nitric and hydrochloric acids, a solution called
aqua regia because it dissolves the “king of metals.”

Gold is so rare that one ton of average rock contains only about eight
pennies worth of gold. Gold ore (an ore is a mineral compound that is
mined for one of the elements it contains, usually a metal element) oc-
curs where geologic processes have concentrated gold to at least 250 times
the value found in average rock. At that concentration, there is still one
million times more rock than gold and the gold is rarely seen. Ore with
visible gold is incredibly valuable. Gold most commonly occurs as a pure
metal called native gold or as a natural alloy with silver called electrum.
Gold is found in a wide variety of geologic settings, but placer gold and
gold veins are the most economically important.

Placer gold is derived from gold-bearing rock from which the metal
has been freed by weathering. Gravity and running water then combine
to separate the dense grains of gold from the much lighter rock fragments.
Rich concentrations of gold can develop above deeply weathered gold
veins as the lighter rock is washed away. Gold washed into mountain
streams forms placer deposits where the stream slows enough to deposit
the gold. Placer gold is also found in gravel bars where it is deposited
along with much larger rocky fragments. The discovery of placer gold 
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Alloy: A mixture of two or more metals with properties different from
those of the metals of which it is made.

Catalyst: A compound that speeds up the rate of a chemical reaction
without undergoing any change in its own composition.

Compound: A substance consisting of two or more chemical elements
in specific proportions.

Hydrothermal fluid: Underground hot water-rich fluid capable of
transporting metals in solution.

Malleable: Capable of being rolled or hammered into thin sheets.

Ore: Mineral compound that is mined for one of the elements it con-
tains, usually a metal element.

Placer: A gravel or sand deposit left by a river containing a concentra-
tion of heavy mineral grains such as gold or platinum.



set off the California gold rush of 1849 and the rush to the Klondike in
1897. The largest river placers known are in Siberia, Russia. Gold-rich
sands there are removed with jets of water, a process known as hydraulic
mining.

Vein gold is deposited by hot subterranean water known as a hydro-
thermal fluid. Hydrothermal fluids circulate through rock to leach (dis-
solve out) small amounts of gold from large volumes of rock and then
deposit it in fractures to form veins. Major United States gold vein de-
posits have been discovered at Lead in the Black Hills of South Dakota
and at Cripple Creek on the slopes of Pikes Peak, Colorado. Important
vein deposits are also found in Canada and Australia.

Gold’s virtual indestructibility means that almost all the gold ever
mined is still in use. It is entirely possible that some gold atoms that once
graced the head of Egyptian queen Cleopatra (69–30B.C.) now reside in
someone’s jewelry, stereo, or teeth today. Gold is being mined in ever-
increasing amounts from increasingly lower-grade deposits. It is estimated
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that 70 percent of all gold recovered has been mined since the beginning
of the twentieth century. Each year, nearly 2,000 tons (1,800 metric tons)
are added to the total. Nevada currently leads the United States in gold
production, while the Republic of South Africa is the world’s leading
gold-producing nation.

Gold has traditionally been used for coins, bullion, jewelry, and other
decorative items. Because of its chemical properties, gold is nonallergenic
and remains tarnish-free indefinitely. For much the same reasons, gold
has long been used in dentistry. Modern industry employs increasing quan-
tities of gold, mostly for use as electrical contacts in microcircuits.

Silver
Silver is a brilliant white metal and the best metal in terms of ther-

mal (heat) and electrical conductivity. Its chemical symbol, Ag, is derived
from its Latin name, argentum, meaning “white and shining.” Silver is
not nearly as precious, dense, or noble as gold or platinum. The ease with
which old silverware tarnishes is an example of its chemical reactivity.
Although native silver is found in nature, it most commonly occurs in
compounds with other elements, especially sulfur.

Hydrothermal veins constitute the most important source of silver.
The Comstock Lode, located 15 miles (24 kilometers) southeast of Reno,
Nevada, is a well-known example. Hydrothermal silver veins are formed
in the same manner as gold veins, and the two metals commonly occur
together. Silver, however, being more reactive than gold, can be leached
from surface rocks and carried downward in solution. This process can
concentrate silver into exceedingly rich deposits deep underground.

Mexico has traditionally been the world’s leading silver producing
country, but the United States, Canada, and Peru each contribute signifi-
cant amounts. Vast quantities of silver are used in jewelry, silverware,
and coins, but even larger amounts are used in products of the photo-
graphic and electronics industries.

Platinum
Platinum, like silver, is a beautiful silver-white metal. Its chemical

symbol is Pt, and its name comes from the Spanish world for silver (plata),
with which it was originally confused. Like gold, it can be found in pure
metallic chunks in stream placers.

Platinum commonly occurs with five similar metals known as the
platinum group metals. The group includes osmium, iridium, rhodium,
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palladium, and ruthenium. All are rare, expensive, and classified chemi-
cally as noble metals. Platinum is found as native metal, natural alloys,
and as compounds with sulfur and arsenic. Platinum ore deposits are rare
and highly scattered. Nearly half the world’s historic production of plat-
inum comes from the Republic of South Africa.

Platinum is used mostly in catalytic converters for pollution control
on automobiles. Low-voltage electrical contacts form the second most
common use for platinum, followed closely by dental and medical appli-
cations, including dental crowns and a variety of pins and plates used in-
ternally to secure human bones. Platinum is also used as a catalyst in the
manufacture of explosives, fertilizer, gasoline, insecticides, paint, plastic,
and pharmaceuticals.

[See also Minerals; Mining]

‡�Pressure
Pressure is the amount of force applied to a given area. Pressure is ex-
pressed in units such as pounds per square inch in the English system or
newtons per square meter in the metric system.

To understand the difference between force and pressure, consider
a block of wood one foot on each side and weighing 40 pounds. The force
exerted by that block of wood on a table top is equal to its weight: 40
pounds. But the pressure exerted by the wood is the force exerted on each
square inch. Since the block of wood rests on an area of 144 square inches
(12 inches by 12 inches), the pressure it exerts is 40 pounds � 144 square
inches � 0.28 pounds per square inch.

But now imagine that the same block of wood is cut apart and put
back together in the shape of a pyramid. And imagine that a way can be
found to balance that pyramid of wood on the table top on its point. Then,
the pressure exerted by the wood block is quite different. Its weight re-
mains the same, 40 pounds, but all of that weight rests on a single point.
Imagine that the area of the point is 0.01 square inch. Then, the pressure
exerted by the block is 40 pounds � 0.01 square inch � 4,000 pounds
per square inch.

Perhaps you can see why a sharp knife cuts better than a dull one,
or why a nail has a sharp point rather than a flat one. The force exerted
by the knife or the nail is focused on a small area, creating a large pres-
sure and, therefore, a more effective cutting or driving force.
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All forms of matter—solid, liquid, and gas—exert pressure. In the
case of solids and liquids, that pressure is caused by the weight of an ob-
ject and the area on which that weight acts. In the case of a gas, that pres-
sure is caused by the motion of the gas particles. As gas particles travel
through space, they collide with walls, table tops, ceilings, floors, and
other objects. The collision of the gas particles against these objects causes
gas pressure.

Atmospheric pressure
The form of pressure best known to most people is probably air pres-

sure. Air exerts pressure, as do all gases, because of the movement of air
particles and their collision with other objects. At sea level, this pressure
has a value of approximately 760 millimeters of mercury (760 mm Hg).
This unit may seem peculiar, but it represents the height of a column of
mercury that can be held up by air pressure at sea level.

Atmospheric pressure is also measured in other units such as at-
mospheres, millibars, inches of mercury, and kilopascals. One atmosphere
of pressure is equal to 760 mm Hg; 29.92 inches of mercury; 1013.25
millibars; or 101.3 kilopascals.

Atmospheric pressure depends on a number of factors, including 
altitude and weather conditions. In general, the higher one goes in the 
atmosphere, the lower the atmospheric pressure. Also, the greater the 
humidity (amount of moisture in the air), the lower the atmospheric 
pressure.

‡�Primates
The mammals (warm-blooded animals) called primates include the lower
primates (lemurs, lorises, and tarsiers) and the higher primates (monkeys,
apes, and humans). Mostly occurring in tropical areas, primates first
evolved more than 50 million years ago from shrewlike, insect-eating
mammals. Many present-day primates are arboreal (tree-dwellers), with
long, agile limbs for climbing and four fingers and an opposable thumb
covered by nails for grasping branches. (An opposable thumb is one that
is able to be placed against the other fingers.) The eyes of primates are
located in the front of their heads, allowing depth perception. Their diet
consists of fruit, leaves, stems, buds, and insects, although some primates
are carnivores (meat-eaters). Primates have large brains, with the higher
primates showing a marked intelligence.
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Lower primates: Lemurs, lorises, tarsiers
The lower primates, including the lemurs, lorises, and tarsiers, were

the first primates, occurring in North America, Europe, and Asia. Lemurs
now occur only on Madagascar, an island off the coast of Africa. They are
mostly tree-dwelling, nocturnal (active at night) animals with a moist snout
(nose) and a long, furry tail. Lorises are slow-moving, tailless, and noctur-
nal and live in trees. They are found in southeast Asia and Africa. Tarsiers
are small primates with large bulging eyes and a long, thin, naked tail. They
are mainly tree-dwelling, nocturnal creatures of the islands of southeast Asia.

Higher primates: Monkeys, apes, humans
Monkeys are mostly tree-dwelling, social mammals that are chiefly

diurnal (active during daytime). Old World monkeys (those originating
in Africa and Asia) have narrow nostrils that face downward, a fully op-
posable thumb, and average-sized or absent tails. Included in this group
are the baboons and macaques, which are ground-dwellers. New World
monkeys (those originating in Central and South America) have rounded
nostrils set fairly far apart. Their thumbs are smaller than Old World mon-
keys, and they typically have long arms and legs and long tails for wrap-
ping around tree limbs. Spider monkeys, marmosets, and capuchins are
examples of New World monkeys.

Apes—the group of primates most closely related to humans—in-
clude gorillas, orangutans, chimpanzees, and gibbons. The hands, feet,
and face of an ape are hairless, while the rest of its body is covered with
coarse black, brown, or red hair.

Gorillas are ground-dwelling mammals that inhabit the forests of
central Africa. They are the largest and most powerful of all primates,
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reaching a length of 6 feet (1.8 meters) and weighing up to 500 pounds
(227 kilograms).

Orangutans are chestnut-colored, long-haired apes live only in the
rain forests of the Indonesian islands of Sumatra and Borneo. They are
the largest living arboreal mammals, spending the daylight hours moving
through the forest canopy in search of fruit, leaves, tree bark, and insects.
Many orangutans live to 50 or 60 years of age.

Chimpanzees are partly arboreal, partly ground-dwelling primates
that live in the forests of west, central, and east Africa. They are agile
creatures that can move rapidly through treetops. On the ground, chim-
panzees usually walk on all fours (called knuckle-walking), since their
arms are longer than their legs. They make and use a variety of tools,
throw sticks and stones as weapons, and hunt and kill young monkeys.
Chimpanzees are the most intelligent of the apes and are capable of learn-
ing complex sign language. Their closest relatives are humans, who share
much of the same genetic material.
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Gibbons are the smallest of the apes and are found in southeast Asia,
China, and India. They spend most of their lives at the tops of trees in
the jungle, using their long arms to swing their agile bodies from tree to
tree in search of leaves and fruit. Gibbons are known for their loud calls
and songs, which they use to defend their territory. They are devoted par-
ents who show extraordinary affection in caring for offspring.

Humans and their related ancestors belong to a group called ho-
minids, primates with an upright posture and bipedal (two-footed) loco-
motion. Humans differ from apes in that their brains are larger in relation
to their bodies and their faces are flatter and do not have a bony ridge
over the eyes. The human skeleton is similar to that of a chimpanzee or
gorilla but is modified for walking on two legs. Also, human teeth are
smaller than those of apes, with the canine teeth much less pronounced.

Bridging the gap between lower and 
higher primates

The human line split off from the one leading to chimpanzees and
apes 5 million to 7 million years ago. Scatterings of fossils have led sci-
entists to speculate that the earliest primates of any kind appeared about
55 million years ago, mainly in Asia. But just when the two lines of pri-
mates (lower and higher) separated had seemed to be lost in the wide gaps
in the fossil record.

In March 2000, however, scientists announced they had discovered
the fossil bones of an animal they believed to be the earliest known rel-
ative in the primate lineage that led to monkeys, apes, and humans. The
animal, which the scientists named Eosimias for “dawn monkey,” lived
some 45 million years ago in a humid rain forest in what is now China.
The smallest primate ever found, alive or extinct, it was no bigger than
the length of a human thumb and weighed less than 1 ounce (28 grams).
It was also probably nocturnal and solitary and fed on insects and fruits.
Scientists believe Eosimias to be a transitional figure when lower pri-
mates, known as prosimians, went their separate way, eventually devel-
oping into present-day lemurs, lorises, and tarsiers. Eosimias was part of
the diverging higher primates, known as anthropoids, that eventually
evolved into today’s monkeys, apes, and humans.

‡�Probability theory
Probability theory is a branch of mathematics concerned with deter-
mining the likelihood that a given event will occur. This likelihood is 
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determined by dividing the number of selected events by the number of 
total events possible. For example, consider a single die (one of a pair 
of dice) with six faces. Each face contains a different number of dots: 
1, 2, 3, 4, 5, or 6. If you role the die in a completely random way, the
probability of getting any one of the six faces (1, 2, 3, 4, 5, or 6) is one
out of six.

Probability theory originally grew out of problems encountered by
seventeenth-century gamblers. It has since developed into one of the most
respected and useful branches of mathematics with applications in many
different industries. Perhaps what makes probability theory most valuable
is that it can be used to determine the expected outcome in any situa-
tion—from the chances that a plane will crash to the probability that a
person will win the lottery.

History of probability theory
Probability theory was originally inspired by gambling problems.

The earliest work on the subject was performed by Italian mathematician
and physicist Girolamo Cardano (1501–1576). In his manual Liber de
Ludo Aleae, Cardano discusses many of the basic concepts of probabil-
ity complete with a systematic analysis of gambling problems. Unfortu-

nately, Cardano’s work had little effect on the de-
velopment of probability because his manual did
not appear in print until 1663—and even then re-
ceived little attention.

In 1654, another gambler named Chevalier
de Méré invented a system for gambling that he
was convinced would make money. He decided
to bet even money that he could roll at least one
twelve in 24 rolls of two dice. However, when
the Chevalier began losing money, he asked his
mathematician friend Blaise Pascal (1623–1662)
to analyze his gambling system. Pascal discov-
ered that the Chevalier’s system would lose about
51 percent of the time.

Pascal became so interested in probability
that he began studying more problems in this
field. He discussed them with another famous
mathematician, Pierre de Fermat (1601–1665)
and, together they laid the foundation of proba-
bility theory.
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Methods of studying probability
Probability theory is concerned with determining the relationship be-

tween the number of times some specific given event occurs and the num-
ber of times any event occurs. For example, consider the flipping of a
coin. One might ask how many times a head will appear when a coin is
flipped 100 times.

Determining probabilities can be done in two ways: theoretically and
empirically. The example of a coin toss helps illustrate the difference be-
tween these two approaches. Using a theoretical approach, we reason that
in every flip there are two possibilities, a head or a tail. By assuming each
event is equally likely, the probability that the coin will end up heads is
�� or 0.5.

The empirical approach does not use assumptions of equal likeli-
hood. Instead, an actual coin flipping experiment is performed, and the
number of heads is counted. The probability is then equal to the number
of heads actually found divided by the total number of flips.

Basic concepts
Probability is always represented as a fraction, for example, the num-

ber of times a “1 dot” turns up when a die is rolled (such as 1 out 6, or
1/6) or the number of times a head will turn up when a penny is flipped
(such as 1 out of 2, or ��). Thus the probability of any event always lies
somewhere between 0 and 1. In this range, a probability of 0 means that
there is no likelihood at all of the given event’s occurring. A probability
of 1 means that the given event is certain to occur.

Probabilities may or may not be dependent on each other. For ex-
ample, we might ask what is the probability of picking a red card OR a
king from a deck of cards. These events are independent because even if
you pick a red card, you could still pick a king.

As an example of a dependent probability (also called a conditional
probability), consider an experiment in which one is allowed to pick any
ball at random out of an urn that contains six red balls and six black balls.
On the first try, a person would have an equal probability of picking ei-
ther a red or a black ball. The number of each color is the same. But the
probability of picking either color is different on the second try, since
only five balls of one color remain.

Applications of probability theory
Probability theory was originally developed to help gamblers deter-

mine the best bet to make in a given situation. Many gamblers still rely
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on probability theory—either consciously or unconsciously—to make
gambling decisions.

Probability theory today has a much broader range of applications
than just in gambling, however. For example, one of the great changes
that took place in physics during the 1920s was the realization that many
events in nature cannot be described with perfect certainty. The best one
can do is to say how likely the occurrence of a particular event might be.

When the nuclear model of the atom was first proposed, for exam-
ple, scientists felt confident that electrons traveled in very specific orbits
around the nucleus of the atom. Eventually they found that there was no
basis for this level of certainty. Instead, the best they could do was to
specify the probability that a given electron would appear in various re-
gions of space in the atom. If you have ever seen a picture of an atom in
a science or chemistry book, you know that the cloudlike appearance of
the atom is a way of showing the probability that electrons occur in var-
ious parts of the atom.

‡�Proof
A proof is a logical argument demonstrating that a specific statement,
proposition, or mathematical formula is true. It consists of a set of as-
sumptions (also called premises) that are combined according to logical
rules in order to establish a valid conclusion. This validation can take one
of two forms. In a direct proof, a given conclusion can be shown to be
true. In an indirect proof, a given conclusion can be shown not to be false
and, therefore, presumably to be true.

Direct proofs
A direct proof begins with one or more axioms or facts. An axiom

is a statement that is accepted as true without being proved. Axioms are
also called postulates. Facts are statements that have been proved to be
true to the general satisfaction of all mathematicians and scientists. In ei-
ther case, a direct proof begins with a statement that everyone can agree
with as being true. As an example, one might start a proof by saying that
all healthy cows have four legs. It seems likely that all reasonable peo-
ple would agree that this statement is true.

The next step in developing a proof is to develop a series of true
statements based on the beginning axioms and/or facts. This series of
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statements is known as the argument of the proof. A key factor in any
proof is to be certain that all of the statements in the argument are, in fact,
true statements. If such is the case, one can use the initial axioms and/or
facts and the statements in the argument to produce a final statement, a
proof, that can also be regarded as true.

As a simple example, consider the statement: “The Sun rises every
morning.” That statement can be considered to be either an axiom or fact.
It is unlikely that anyone will disagree it.

One might then look at a clock and make a second statement: “The
clock says 6:00 A.M.” If we can trust that the clock is in working order,
then this statement can be regarded as a true statement—the first state-
ment in the argument for this proof.

The next statement might be to say that “6:00 A.M. represents morn-
ing.” Again, this statement would appear to be one with which everyone
could agree.

The conclusion that can be drawn, then, is: “The Sun will rise to-
day.” The conclusion is based on axioms or facts and a series of two true
statements, all of which can be trusted. The statement “The Sun will rise
today” has been proved.

Indirect proofs
Situations exist in which a statement cannot be proved easily by di-

rect methods. It may be easier to disprove the opposite of that statement.
For example, suppose we begin with the statement “Cats do not meow.”
One could find various ways to show that that statement is not true—that
it is, in fact, false. If we can prove that the statement “Cats do not meow”
is false, then it follows that the opposite statement “Cats meow” is true,
or at least probably true.

‡�Prosthetics
Prosthetics (pronounced prahs-THEH-tiks) is the branch of medicine that
deals with the artificial replacement of a missing body part. A prosthesis
(pronounced prahs-THEE-sis) is the general term for the artificial part it-
self that replaces the body part usually lost to disease or injury. Pros-
thetics has a long history, and recent design advances that use battery
power and new lightweight composite materials are making prostheses
better and easier to use.
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History
Although nothing can ever fully replace any part of our bodies, most

people who have suffered the loss of a body part or who were born miss-
ing something that everyone else has and needs—like a foot or a hand—
would agree that something is usually better than nothing. People have
used all sorts of artificial devices probably from the beginnings of human
history to help them compensate for the loss of a limb. Thus in very an-
cient times, the first and simplest prosthesis may have been a forked tree
limb that was used as a crutch to help someone walk whose leg may have
been badly damaged or lost in an accident or to a disease.

The known history of prosthetics or designing and making prosthe-
ses goes back at least to 300 B.C., from which time we have evidence of
crude devices being made to replace a missing lower leg. These consisted
of metal plates being hammered over a wooden core, which was then
strapped to the stump of the remaining leg. These very early prostheses
were usually made by blacksmiths, armor makers, and other artisans who
were skilled at using metal, wood, and leather.

One of the earliest written references to prosthetics is found in a
book published in France in 1579. That year, French surgeon Ambroise
Paré (1510–1590) published his complete works, part of which described
some of the artificial limbs he fitted on his amputees. As a military sur-
geon, Paré had removed many a soldier’s shattered arm or leg, and he
eventually began designing and building artificial limbs to help the men
who had been maimed. Once Paré’s work became better known, others
tried to follow his lead. German history tells of the Knight of the Iron
Hand who had lost his arm in battle, but who was fitted with an artificial
arm that had gears and levers that moved his metal fingers. It is said that
he became an even fiercer warrior with his new arm. By the 1700s, metal
hooks attached by a wooden or leather shell and leather straps were be-
ing use to replace missing hands. In the next century, articulated joints or
those that could bend began to replace the stiff solid limb.

Wartime advances
Wartime always pushes surgery beyond its limits, and it is not sur-

prising that most of the advances in prosthetics have taken place during
wars. The American Civil War (1861–65) was especially gruesome when
it came to maiming healthy young men, and over 30,000 amputations
were performed on the Union side alone. A manufacturer in New York
priced its wooden socket limbs anywhere from $75 to $150. Most of these
prostheses differed little from those of a century before, and it was not
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until the two twentieth-century world wars that any real progress was
made in the design and manufacture of artificial limbs.

During and after World War II (1939–45), newer and lighter mate-
rials like plastics and aluminum were joined to newly updated mechani-
cal joints, and for the first time, prostheses became more comfortable and
easier to use. With postwar research supported by the U.S. Veteran’s Ad-
ministration, mechanical arms were developed whose hook end could
open or close with a shrug of the shoulder. Advances were also made in
above-knee and below-knee devices for amputees. Following the Viet-
nam War during the 1960s and 1970s, a new wave of needy amputees
spurred further refinements in prosthetics, and by then electronic control
was being introduced.

Many types of prostheses
It should be noted that the term prosthetics does not refer only to

the replacement of lost arms or legs. In fact, the word prosthesis includes
any artificial body part, and therefore includes everything from a set of
false teeth to an artificial breast for women who have undergone a mas-
tectomy (pronounced mass-TEK-tuh-mee) or breast removal. However,
the fact that the amputee population in the United States alone ranges
somewhere between 400,000 and 1,000,000 makes those in need of a limb
predominate. This is especially so since nine out
of ten of these amputations involve the leg from
the foot to the knee. Further, three-fourths of
these amputations are necessitated by disease,
usually cancer or a circulation disease associated
with diabetes. The remainder are caused by ac-
cidents, with a very small percentage being due
to birth defects.

Modern advances in design
Given these numbers, it is obvious that there

is a real need for new and better prostheses. For-
tunately, the beginnings of a major change in de-
sign is taking place as composite materials—such
as those that combine plastics and carbon fiber—
are used more and more. These new materials are
much stronger, lighter, and more durable than tra-
ditional materials. Silicon-based compounds are
used to make artificial arms that are not only
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softer and more comfortable to wear than the old rigid plastic ones, but
are also more real-looking. Often a person can have a mold made of a re-
maining limb, and a new one is cast to look just like its twin. These new
limbs are also adjustable so they can be changed if the person gains weight
or increases his or her level of activity. Further, amputees may have shock
absorbers in their new knees, which can be made more and more flexi-
ble as they become more accustomed to their new leg.

Computers not only assist in the design and manufacture of some
of these newer devices, but are being used to revolutionize all manner of
prostheses as well. Amazingly, artificial eyes are being researched that
will replace a damaged retina and allow certain blind people to see at least
basic shapes and movements. Cochlear (pronounced COCK-lee-ur) im-
plants stimulate the auditory nerve with electricity and allow certain deaf
people to hear. These do not make sounds louder like hearing aids. In-
stead, an electrode in the inner ear bypasses the damaged part of the ear
and creates a nerve impulse that stimulates the hearing part of the brain.
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While some of these devices are astounding in the new or regained
capabilities they provide, future systems presently being researched will
be truly revolutionary. The goal of today’s designers is to build an active
device that works very much as our own muscles do. This means that for
controlling movement, the ultimate goal is to tap into the nervous system
itself and move naturally what are basically artificial muscles. Doing this
is very difficult since it means being able to stimulate or detect signals
from individual nerve cells. If this type of linkage is ever achieved, hu-
mans will be truly melded with a machine.

Besides the difficult problem of connecting with the brain’s control
system, the other great challenge is providing the power to run these bionic
(pronounced by-ON-ik) implants. The energy requirements of any pros-
thesis are very important, and it appears that for decades to come, bat-
teries of all types will still be used. However, continued battery im-
provements suggest that future prostheses will use electricity both to
power and to control the artificial body part. Today, amputees are able to
run races, peddle bicycles, and ski. In England, a man was fitted with the
first fully powered electrical shoulder. Continued research and develop-
ment in prosthetics suggests that life for an amputee will be closer to nor-
mal than ever before.

‡�Protease inhibitors
Protease inhibitors (pronounced PRO-tee-ace in-HIH-bi-ters) are a new
type of drugs that slow down the spread of HIV (human immunodefi-
ciency virus) inside a person’s body. HIV is the virus that causes the dis-
ease AIDS (acquired immunodeficiency syndrome). The drugs work by
interrupting the way the AIDS virus uses a healthy cell to make copies
of itself. Although not a cure for this disease, protease inhibitors have
proven to be a powerful anti-HIV drug, especially when taken in combi-
nation with certain other drugs.

AIDS
AIDS is a contagious disease caused by a virus that disables the 

immune system, which is the body’s natural defense against disease-
causing organisms. HIV enters the body through the bloodstream, dupli-
cates itself rapidly, and eventually destroys the body’s immune system.
This leaves the victim susceptible to other infectious diseases that usu-
ally prove fatal.
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AIDS cannot be spread by the type of casual contact that usually
occurs between family and friends. HIV must somehow enter the blood-
stream to infect a person, and the most common way for this to happen
is through some form of sexual contact that allows bodily fluids from one
person to enter that of another. This is what occurs during any type of
sexual intercourse or sexual penetration of a person’s body. Another way
is for an infected intravenous drug user to share a needle with another
person. HIV has also been transmitted to an unborn child by its infected
mother, and until programs for blood screening were created, HIV had
also been transmitted by blood transfusions.

How a virus works
Although there is no cure as yet for AIDS, scientists have discov-

ered drugs that can slow down the spread of HIV once it gets into a per-
son’s body. They were able to do this by understanding how viruses work
in the body. Like any other virus, HIV depends on the cell it first infects
to make new copies of itself. Viruses cannot grow or reproduce on their
own. Because of this, viruses are not even considered to be living or-
ganisms. However, when a virus infects a cell, it takes over the cell’s me-
tabolism, or the chemical reactions that go on inside, and basically gives
a new set of instructions to the cell’s command center. Once the cell obeys,
and it must obey, the new virus copies then break out of the cell and go
on to infect other cells, doing the same thing to them.
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AIDS (acquired immunodeficiency syndrome): A disease of the
immune system believed to be caused by the human immunodeficiency
virus (HIV). It is characterized by the destruction of a particular type
of white blood cell and susceptibility to infection and other diseases.

Immune system: The body’s natural defense system that guards
against foreign invaders and that includes lymphocytes and antibodies.

Virus: A package of chemicals that are far smaller than the living cells
they infect. Viruses are not classified as living organisms, since they
cannot grow and reproduce on their own, but rely on a host cell to
make copies of themselves.



In people infected with HIV, there are over ten billion new copies
of the virus made every day. So if the virus-copying is not stopped quickly,
HIV spreads rapidly throughout the body. The AIDS virus has a favorite
cell that it first attacks. This is known as the “T helper cell” or the “CD4
cell.” These helper cells are important since they tell other infection-
fighting cells to get working. Since HIV infects the helper cells first and
destroys them, the body’s natural immune system is eventually worn down
and weakened. The victim eventually becomes susceptible to other in-
fections that he or she would normally have no trouble resisting, and 
often, AIDS patients die from a variety of fungal, parasitic, or viral in-
fections. It is when a person’s helper cells drop below a certain level that
an HIV infection becomes a case of AIDS.

How protease inhibitors work
Protease inhibitors are antiviral drugs that interrupt how HIV uses a

healthy cell to make copies of itself. Studies of how HIV works have shown
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that the virus produces an enzyme or protein called protease that it must
have to reproduce itself. Without protease, which cuts long chains of pro-
teins and enzymes into shorter chains (which it needs to start the process),
HIV cannot make copies of itself. The new class of drugs are called pro-
tease inhibitors because they “inhibit” or discourage something from hap-
pening. What they do specifically is to “gum up” the protease “scissors”
so that they cannot do their cutting job. Protease inhibitors not only greatly
reduce the number of new HIV copies that are made, they also make those
that do manage to get produced defective in some way, so that they can-
not go on and infect new cells. Although protease inhibitors are not a cure
in that they cannot get rid of the HIV in an infected person’ body, they
can reduce the amount of virus in the blood by 99 percent.

Protease inhibitors were first developed by drug researchers in 1994,
and a year later the U.S. Food and Drug Administration (FDA) approved
the first version to be used in combination with other types of drugs that
also worked at suppressing the spread of HIV in the cells. Since then,
several types of protease inhibitors have been introduced and more are
being studied. So far, protease inhibitors are the most powerful anti-HIV
drugs available, allowing many people infected with the virus at least to
try to live a somewhat normal life.

Although they do have some serious side effects and must be taken
properly, the biggest problem with protease inhibitors may be the ability
of HIV to learn how to resist them. Like any virus, HIV has the ability
to change its chemical or genetic makeup and develop “resistance” to
something that formerly used to defeat it. Researchers have found that
once infected people stop their drug therapy, the virus rebounds in the
body. So far, this means that people must continue the therapy through-
out their lives. At present, researchers are not sure how long protease in-
hibitors will work in a person infected with HIV, but they are hopeful.

[See also AIDS (acquired immunodeficiency syndrome)]

‡�Proteins
Proteins are very large molecules consisting of long chains of smaller units
known as amino acids. Approximately two dozen different amino acids
are used in the production of proteins. Suppose that we let the letter A
stand for one amino acid, the letter B for a second amino acid, the letter
C for a third amino acid, and so on through the two dozen amino acids.
Then one simple way to represent a section of a protein is as follows:
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-A-B-N-E-Y-W-C-K-S-R-I-A-J-B-D-S-K-H-S-E-H-C-A-I-E-F-M-Q-I-A-S-

This representation actually shows only one small part of a protein mol-
ecule. Most proteins are very large molecules that contain hundreds or
thousands of amino acids.

What proteins do
Proteins are extremely important components of all living organ-

isms. The word protein itself means “primary importance” because of the
many essential functions of proteins in cells. Much of our bodies’ dry
weight is protein. Even our bones are about one-quarter protein. The an-
imals we eat and the microbes that attack us are likewise largely protein.
The leather, wool, and silk clothing that we wear are nearly pure protein.
The insulin that keeps diabetics alive and the “clot-busting” enzymes that
may save heart attack patients are also proteins. Proteins can even be
found working at industrial sites. Protein enzymes produce not only the
high-fructose corn syrup that sweetens most soft drinks but also fuel-grade
ethanol (alcohol) and other gasoline additives.

Within our bodies and those of other living organisms, proteins serve
many functions. They digest foods and turn them into energy; they move
molecules about within our cells; they let some substances pass through
cell membranes while keeping others out; they turn light into chemical
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Alpha helix: A type of secondary structure in which a chain of amino
acids arranges itself in a three-dimensional spiral.

Photosynthesis: The process by which plants use light energy to man-
ufacture their own food.

Primary structure: The linear sequence of amino acids making up a
protein.

Quaternary structure: The highest level of structure found in proteins.

Secondary structure: Certain highly regular three-dimensional arrange-
ments of amino acids within a protein.

Tertiary structure: A protein molecule’s overall three-dimensional shape.



energy, making both vision and photosynthesis possible; they allow cells
to detect and react to hormones and toxins in their surroundings; and they
protect our bodies against foreign invaders.

Protein structure
The string of amino acids shown above represents only one level of

protein structure, the simplest level. This structure is known as the pro-
tein’s primary structure, and it is simply the linear sequence of amino
acids in the protein.

All proteins have at least two more levels of structure. The amino
acid groups that make up a protein all carry electrical charges. Those
charges are responsible for the fact that some parts of the protein chain
attract each other and other parts repel each other. The amino acid chain,
therefore, always takes on some sort of three-dimensional structure. The
most common of these structures is known as an alpha helix. Think of

1 5 8 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Proteins

Computer graphic represen-

tation of a molecule of

enkaphalin, a small protein

molecule made up of five

peptides, produced naturally

in the human brain and by

nerve endings elsewhere in

the body. Enkephalin has a

painkilling effect, and is

thought to affect mood and

stimulate motivation.

(Reproduced by permission of

Photo Researchers, Inc.)



what a SlinkyTM toy or a spiral telephone cord looks like. Each of those
structures is similar to an alpha helix. Many protein molecules have a
similar three-dimensional spiral shape; this is known as the protein’s sec-
ondary structure.

But proteins may take on even more complex structures. If you’ve
ever played with a SlinkyTM, for example, you know that it can some-
times bend back on itself and twist into more complex shapes. The same
can happen with protein molecules. The alpha helix secondary structure
of the molecule can become bent and twisted into an even more complex
shape, a shape known as the molecule’s tertiary structure.

Some proteins have an even higher level of structure. One example
is the protein known as hemoglobin. Hemoglobin makes up about a third
of the weight of a red blood cell. It is responsible for transporting oxy-
gen from the lungs to cells. Hemoglobin proteins have a quaternary struc-
ture in which four spiral amino acid chains are joined to each other through
an iron atom in their midst.

Designer proteins
So-called “designer proteins” are synthetic (made in a lab) mole-

cules invented by chemists to serve some specific function. At first, de-
signer proteins were simply natural proteins in which modest changes were
made by chemical reactions. These changes produced slight modifications
in the physical, chemical, and biological properties of the protein.

For example, some proteins can be used as medicines, though they
may also have undesirable side effects. By making small changes in the
structure of the protein, chemists may be able to save the useful proper-
ties of the protein that make it valuable as a medicine while removing the
undesirable side effects.

One long-term goal of many chemists is to design proteins from
scratch. This process was still extremely difficult at the dawn of the
twenty-first century and was expected to remain so until researchers bet-
ter understood the way proteins form their tertiary structure. Neverthe-
less, scientists have been able to design a few small proteins whose sta-
bility or instability helps illuminate the rules by which proteins form.
Building on these successes, researchers hope they may someday be able
to design proteins for industrial and economic uses as well as for use in
living organisms.

[See also Amino acid; Antibody and antigen; Blood; Enzyme;
Hormone; Metabolism; Nucleic acid]
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‡�Protozoa
Protozoa are a varied group of single-celled animal-like organisms be-
longing to the kingdom Protista. More than 50,000 different types of pro-
tozoa have been described. Their name comes from two Greek words,
protos, or “first,” and zoön, or “animal.” The vast majority of protozoa
are microscopic, many measuring less than 1/200 millimeter. The largest,
however, may reach 3 millimeters (0.1 inch) in length, large enough to
be seen with the naked eye. Scientists have even discovered some fossil
specimens that measured 20 millimeters (0.8 inch) in diameter.

Whatever their size, protozoa are well known for their diversity and
the fact that they have evolved under so many different conditions. One
of the basic requirements of all protozoa is the presence of water. Within
this limitation, they may live in the sea; in rivers, lakes, or stagnant ponds
of freshwater; in the soil; and even in decaying matter. Many are solitary
organisms, but some live in groups. Some are free-living, while others
are attached to other organisms. Some species are parasites of plants and
animals, ranging from other protozoa to humans. Many protozoa form
complex, exquisite shapes, although their beauty may be overlooked be-
cause of their very small size.
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Life patterns
The vast majority of protozoa are heterotrophic. That is, they can-

not manufacture their own food, but must obtain it by eating other or-
ganisms. A few protozoa contain the green pigment chlorophyll, which
allows them to make their own food.

All protozoa reproduce asexually, by dividing into two parts at reg-
ular intervals. Some species, however, have evolved the ability to repro-
duce sexually also.

Protozoa have evolved mechanisms that allow them to live under a
great range of environmental conditions. When these conditions are un-
favorable, most species are able to enter an inactive, or dormant, phase.
They secrete a thick protective outer wall that prevents them from losing
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Chlorophyll: A green pigment that makes possible the conversion of
carbon dioxide and water to complex carbohydrates.

Cilia: Tiny hairlike projections on the surface of a cell.

Cyst: A stage in a protozoan’s life when it is covered by a tough outer
shell and has become dormant.

Cytoplasm: The semifluid substance of a cell containing organelles and
enclosed by the cell membrane.

Dormant phase: A period in which an organism is inactive.

Flagella: Whiplike structures used by some organisms for movement.

Heterotrophs: Organisms that cannot make their own food and that
must, therefore, obtain their food from other organisms.

Parasitism: A situation in which one organism lives in connection
with and at the expense of a second organism.

Protists: Members of the Kingdom Protista; primarily single-celled
organisms that are not plants or animals.

Pseudopods: Extensions of an organisms cytoplasm used for movement
and capturing food.

Symbiosis: A pattern in which two or more organism’s live in close con-
nection with each other, often to the benefit of both or all organisms.



water and protects the cell from extreme temperatures. This tough little
package, called a cyst, may also serve as a means of dispersal (to spread
widely). Cysts are carried away on the wind or on the feet of animals.
Once a cyst reaches a more favorable environment, its outer wall breaks
down and the cell resumes normal activity.

Types of protozoa
Protozoa are classified according to the ways in which they move

about. One phylum, the Sarcodina, moves by pushing out portions of their
cytoplasm forming pseudopods, or “false feet.” They capture their food
by extending their pseudopods around it, engulfing it, and digesting it.
Probably the best known example of the Sarcodina is the amoeba.

Members of the phylum Ciliophora get their name from tiny hair-
like projections known as cilia on the surface of the cell. These protozoa
swim around by waving their cilia back and forth, like the oars on a boat.
Cilia are also used to obtain food. As they beat back and forth, the cilia
create a whirlpoollike effect that brings food close enough for the organ-
ism to ingest. A common example of the ciliates is the paramecium.

The phylum Mastigophora consists of one-celled organisms that move
about by means of flagella. Flagella are whiplike structures somewhat sim-
ilar to cilia. The major difference between the two structures is that flagella
are much larger than cilia. Also, flagellates have anywhere from one to sev-
eral hundred flagella, while cilia never occur individually. The majority of
flagellates live inside other organisms in either a symbiotic (mutually ben-
eficial) or parasitic relationship. A well-known example of the flagellates
is the organism that causes African sleeping sickness, the trypanosoma.

Members of the phylum Sporozoa have no means of movement. In-
stead, they form sporelike structures and attach themselves to other or-
ganisms. They are parasitic and depend on their hosts for all their food
and survival. The best known of all Sporozoa are probably members of
the genus Plasmodium. These organisms are responsible for malaria, a
disease that is transmitted by the Anopheles mosquito.

[See also Cell; Parasite; Plankton; Reproduction]

‡�Psychiatry
Psychiatry is the branch of medicine concerned with the study, diagno-
sis, and treatment of mental illnesses. The word psychiatry comes from
two Greek words that mean “mind healing.” Those who practice psychi-
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atry are called psychiatrists. In addition to graduating from medical school,
these physicians have postgraduate education in the diagnosis and treat-
ment of mental behaviors that are considered abnormal.

Psychiatrists tend to view mental disorders as diseases and can pre-
scribe medicine to treat those disorders. Other medical treatments occa-
sionally used by psychiatrists include surgery (although rarely) and elec-
troshock therapy.

Many, but not all, psychiatrists use psychoanalysis, a system of talk-
ing therapy based on the theories of Austrian psychiatrist Sigmund Freud
(1856–1939). Freud believed that mental illness occurs when unpleasant
childhood experiences are repressed (blocked out) because they are so
painful. Psychoanalysts seek to cure patients by having them recover these
repressed thoughts by talking freely until themes or issues related to the
troubling conflicts arise, which are then addressed. Psychoanalysis often
involves frequent sessions lasting over many years. Many psychiatrists use
a number of types of psychotherapy in addition to psychoanalysis and pre-
scription medication to create a treatment plan that fits a patient’s needs.

History of psychiatry
The ancient Greeks believed people who were mentally ill had an

imbalance of the elements (water, earth, air, and fire) and the humors (the
bodily fluids of blood, phlegm, black bile, and yellow bile). In Europe
during the Middle Ages (400–1450), most people thought that mental ill-
ness was caused by demonic possession and could be cured by exorcism.
In the 1700s, French physician Philippe Pinel (1745–1826) became the
first to encourage humane treatment for the mentally ill.

By the late 1800s, physicians started to take a more scientific ap-
proach to the study and treatment of mental illness. German psychiatrist
Emil Kraepelin (1856–1926) had begun to make detailed written obser-
vations of how his patients’ mental disturbances had come into being as
well as their family histories. Freud began developing his method of us-
ing the psychoanalytic techniques of free association and dream inter-
pretation to trace his patients’ behavior to repressed, or hidden, drives.
Others worked to classify types of abnormal behavior so that physicians
could accurately diagnose patients.

Present-day psychiatry has become more specialized. Psychiatrists
often focus on treating specific groups of people, such as children and
adolescents, criminals, women, and the elderly.

Scientific researchers in the twentieth century have confirmed that
many mental disorders have a biological cause. Those disorders can be
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treated effectively with psychiatric drugs that fall into four categories: an-
tipsychotics (tranquilizers used to fight psychoses, or mental disorders
characterized by loss of contact with reality), antidepressants, mood sta-
bilizers, and antianxiety medications.

[See also Depression; Multiple personality disorder; Phobias;
Psychology; Psychosis; Schizophrenia]

‡�Psychology
Psychology is the scientific study of human and animal behavior, which
includes both observable actions (such as eating and speaking) and men-
tal activities (such as remembering and imagining). Psychology tries to
understand why a person or animal behaves a certain way and then seeks
to predict how that person or animal will behave in the future. For many
years, psychology was a branch of philosophy (the study and exploration
of basic truths governing the universe, nature, life, and morals [a sense
of right and wrong]). In the nineteenth century, scientific findings estab-
lished it as a separate field of scientific study.

A brief history
In 1879, German physiologist Wilhelm Wundt (1832–1920) estab-

lished the first formal laboratory of psychology at the University of
Leipzig in Germany. Wundt’s work separated thought into simpler
processes such as perception, sensation, emotion, and association. His 
approach looked at the structure of thought and came to be known as
structuralism.

In 1890, American philosopher William James (1842–1910) pub-
lished his Principles of Psychology. In contrast to structuralists, James
thought consciousness (awareness) flowed continuously and could not be
separated into simpler elements. James argued that studying the structure
of the mind was not as important as understanding how it functions in
helping us adapt to our surroundings. This approach became known as
functionalism.

In the early 1900s, Austrian neurologist Sigmund Freud (1856–1939)
began formulating psychoanalysis, which is both a theory of personality
and a method of treating people with psychological difficulties. Freud’s
most influential contribution to psychology was his concept of the un-
conscious. He believed a person’s behavior is largely determined by

1 5 9 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Psychology



thoughts, wishes, and memories of which they are unaware. Painful child-
hood memories are pushed out of consciousness and become part of the
unconscious. From here they can greatly influence behavior. As a method
of treatment, psychoanalysis strives to bring these memories to aware-
ness, freeing an individual from their often-negative influence.

In 1913, American psychologist John B. Watson (1878–1958) 
argued that mental processes could not be reliably located or measured.
He believed that only observable, measurable behavior should be the 
focus of psychology. His approach, known as behaviorism, held that 
all behavior could be explained as a response to stimuli in the environ-
ment. Behaviorists tend to focus on the environment and how it shapes
behavior.

At about the same time behaviorism arose, German psychologists
Max Wertheimer (1880–1943), Kurt Koffka (1886–1941), and Wolfgang
Köhler (1887–1967) founded Gestalt psychology (German for “form” or
“configuration”). Gestalt psychologists argued that perception and thought
cannot be broken into smaller pieces without losing their wholeness or
essence. They argued that people actively organize information and that
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Words to Know

Behaviorism: School of psychology focusing on the environment and
how it shapes behavior.

Cognitive psychology: School of psychology that focuses on how peo-
ple perceive, store, and interpret information through such thought
processes as memory, language, and problem solving.

Functionalism: School of psychology that focuses on the functions or
adaptive purposes of behavior.

Gestalt psychology: School of psychology that focuses on perception
and how the mind actively organizes sensations.

Humanistic psychology: School of psychology emphasizing individuals’
uniqueness and their capacity for growth.

Neuropsychology: Study of the brain and nervous system and their
role in behavior and mental processes.

Psychoanalysis: Theory of personality and method of psychotherapy
founded by Sigmund Freud.



the wholeness and pattern of things dominates the way people perceive
the world.

In the 1960s, American psychologists Abraham Maslow (1908–
1970) and Carl Rogers (1902–1987) helped develop humanistic psychol-
ogy. They felt that past psychological approaches had focused more on
human weakness and mental illness. These previous approaches neglected
mental strength and the potential for self-fulfillment. Maslow and Rogers
believed that everyone has a basic need to achieve one’s unique human
potential.

Contemporary psychology
Much contemporary research has taken place in cognitive psychol-

ogy. This school of psychology focuses on how people perceive, store,
and interpret information, studying processes like memory, language, and
problem solving. Unlike behaviorists, cognitive psychologists believe it
is necessary to look at internal mental processes in order to understand
behavior.

Advances in the knowledge of brain and nerve cell chemistry in the
late twentieth century have influenced psychology tremendously. New
technologies, which have produced visual images of the human brain at
work, have allowed psychologists to study exactly where specific types
of mental processes occur. This emerging field has been labeled neu-
ropsychology or neuroscience.

[See also Cognition; Psychiatry]

‡�Psychosis
A psychosis is a major psychiatric disorder characterized by the inability
to tell what is real from what is not real. Hallucinations, delusions, and
thought disorders can accompany psychosis. People who are psychotic
often have a difficult time communicating with or relating to others. Some-
times they become agitated and violent. Among the conditions that in-
clude symptoms of psychosis are schizophrenia and manic depression
(also known as bipolar disorder).

Psychotic episodes may last for a brief period or for weeks and
months at a time. Psychosis can arise from emotional or organic causes.
Organic causes include brain tumors, drug interactions, or drug or alco-
hol abuse. Since the 1950s, new medications have been developed to ef-
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fectively treat psychosis, allowing a person suffering from delusions or
hallucinations to regain a more accurate view of reality.

Forms of psychosis
Schizophrenia (skitz-o-FREN-ee-uh) is most frequently associated

with psychosis. It is a mental illness that is characterized by delusions,
hallucinations, thought disorders, disorganized speech and behavior, and
sometimes catatonic behavior (an abnormal condition in which a person
remains quiet and paralyzed). Emotions tend to flatten out (lose the nor-
mal peaks and valleys of happiness and sadness) and it becomes increas-
ingly more difficult for the person to function normally in society.

Whereas schizophrenia is a thought disorder, manic-depressive dis-
order is a mood disorder. While the mood of a person suffering from
schizophrenia is flat, the mood of a person suffering from manic depres-
sion can swing from great excitability to deep depression and feelings of
hopelessness. Many manic-depressive patients also experience delusions
and hallucinations.

Symptoms of psychosis
Hallucinations are a major symptom of psychosis and can be defined

as sense perceptions that are not based in reality. Auditory hallucinations
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Words to Know

Delusions: Incorrect beliefs about reality that are clearly false.

Hallucinations: Seeing, feeling, hearing, or smelling something that
does not exist in reality.

Manic depression: Also called bipolar disorder, a mental illness char-
acterized by severe mood swings from depression to mania (great
enthusiasm, energy, and joy).

Schizophrenia: A serious mental illness characterized by isolation from
others and thought and emotional disturbances.

Synapses: Junctions between nerve cells in the brain where the
exchange of electrical or chemical information takes place.



are the most common form. Patients hear voices that seem to be either out-
side or inside their heads. The voices may be argumentative or congratu-
latory. Patients who experience visual hallucinations may have an organic
problem, such as a brain lesion. Other types of hallucinations involve the
sense of smell and touch.

Delusions, incorrect beliefs about reality, are another symptom of
psychosis. There are various types of delusions. Delusional patients may
believe they are extremely important and powerful, or that they have a
special relationship with a political leader, a Hollywood star, or God.
Other delusional patients may feel they are being persecuted or mistreated
by someone when no such persecution or mistreatment is taking place.
Further delusions include unwarranted jealousy or the strongly held be-
lief that one suffers from a disease or physical defect.

Medications for treatment
Antipsychotic drugs are prescription medications used to treat psy-

chosis. The vast majority of antipsychotics work by blocking the absorp-
tion of dopamine, a chemical that occurs naturally in the brain. Dopamine
is responsible for transmitting messages across the synapses, or junctions
between nerve cells in the brain. Too much dopamine in a person’s brain
speeds up nerve impulses to the point of causing hallucinations, delusions,
and thought disorders.

Antipsychotic medications were not used in the United States be-
fore 1956. Once these drugs, such as ThorazineTM, were introduced, they
gained widespread acceptance for the treatment of schizophrenia. The use
of these drugs allowed the release of many people who had been confined
to mental institutions.

Despite their benefits, antipsychotic medicines have a number of
strong side effects. Among the most severe are muscle rigidity, muscle
spasms, twitching, and constant movement. Perhaps the most serious side
effect is neuroleptic malignant syndrome (NMS). This condition occurs
when a patient taking an antipsychotic drug is ill or takes a combination
of drugs. People suffering from NMS cannot move or talk. They also have
unstable blood pressure and heart rates. Often, NMS is fatal.

Recently, a new generation of antipsychotic drugs has been devel-
oped as a result of discoveries about how the brain works. These new
drugs have fewer side effects. Some do not completely block dopa-
mine receptors; others are selective, blocking only one type of dopamine 
receptor.

[See also Depression; Schizophrenia; Tranquilizer]

1 5 9 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Psychosis



‡�Puberty
In humans, puberty is the period of physical development when sexual
reproduction can first take place. It is characterized by maturity of the
sexual organs and the development of secondary sexual characteristics
(such as the deepening of a boy’s voice or the development of a girl’s
breasts). The beginning of menstruation in females also begins in puberty.
(Menstruation is the monthly cycle of the shedding of the lining of the
uterus in women who are not pregnant.) The growth spurt experienced in
puberty is characteristic of primates. Although other mammals may have
increased reproductive organ growth, their overall size does not increase
as dramatically.

Puberty marks the physical transition from childhood to adulthood. It
usually occurs between the ages of 10 and 16, with females entering the
stage earlier than males. Both sexes experience considerable increases in
body height and weight during this period and require a balanced, nutritious
diet with sufficient calories for optimal growth. Puberty usually lasts from
two to five years and may be accompanied by emotional ups and downs.

Sexual development during puberty is regulated by the release of
hormones (chemicals produced by the body that affect various bodily
processes). The major control center that regulates the release of hormones
in humans is the hypothalamus (a gland in the brain). The release of the
hormone testosterone during puberty is associated with more aggressive
behavior in males. Increases in estrogen (in females) and testosterone is
associated with an increased sex drive, or libido.

Male puberty
During male puberty, the hypothalamus secretes hormones that stim-

ulate the pituitary gland to release gonadotrophic hormones, which con-
sist of follicle-stimulating hormone (FSH) and luteinizing hormone (LH).
FSH stimulates development of the tubes in the testes in which sperm
production takes place and is thought to be involved in sperm maturation.
LH stimulates the testes to release testosterone. In males, puberty is
marked by enlargement of the testicles and penis, lengthening of the vo-
cal cords, which causes the voice to deepen, and growth of pubic hair.
Facial hair may also begin to appear on the face, chest, and abdomen.

Female puberty
In females, puberty begins with the development of breasts and

widening of the hips. Breast development can begin as early as 8 years
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of age but usually starts between 10 and 14. Full breast development may
take two to five years. Pubic hair begins to grow shortly afterwards, fol-
lowed by the first menstrual period, usually occurring between the ages
of 10 and 14. Like male puberty, female puberty is initiated by hypo-
thalamic hormones that stimulate the release of FSH and LH from the pi-
tuitary. FSH stimulates the development of follicles (sacs of cells in the
ovaries in which eggs mature) and the secretion of reproductive hormones
known as estrogens by the ovaries. Estrogens are involved in the growth
of the uterus, development of the breasts, widening of the hips, and the
distribution of fat and muscle. LH stimulates ovulation (the release of an
egg from an ovary).
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Words to Know

Estrogens: Female sex hormones produced by the ovaries and involved
in the development of reproductive organs and secondary sexual char-
acteristics.

Fertility: The ability to produce offspring.

Hormone: A chemical produced in one part of the body that stimulates
cellular activity in other body parts.

Hypothalamus: A part of the brain that regulates the production of
hormones by the pituitary gland.

Menstruation: The cyclic shedding of the lining of the uterus in fer-
tile women who do not become pregnant.

Ovary: One of a pair of female reproductive organs that produces eggs
and sex hormones.

Pituitary gland: A gland located beneath the hypothalamus in the
brain that secretes hormones controlling various bodily processes.

Primates: Mammals including monkeys, apes, and humans that have
highly developed brains and hands with thumbs that are adapted for
grasping.

Sperm: A male reproductive cell; semen.

Testes: The male reproductive organs that produce sperm and testos-
terone.

Testosterone: A male sex hormone that stimulates sperm production
and is responsible for male sex characteristics.



Sex and fertility
Puberty is a time when males and females begin to think about their

sexuality and sexual activity. With sexual maturation comes fertility,
meaning that females are now able to become pregnant and males’ sperm
are able to impregnate a female. Although teenagers’ bodies may be sex-
ually mature, the emotional maturity needed to engage in sexual activity
and childrearing usually takes longer to develop.

[See also Endocrine system; Hormone; Reproductive system]

‡�Pythagorean theorem
The Pythagorean theorem is one of the most famous theorems of geom-
etry. It is often attributed to Pythagoras of Samos (Greece), who lived 
in the sixth century B.C. The theorem states that in any right triangle, 
the square of the hypotenuse of the triangle (the side opposite the right
angle) is equal to the sum of the squares of the other two sides, or 
c2 � a2 � b2.

This theorem was probably known long before the time of Pythago-
ras; it is thought to have been used by the ancient Egyptians and Baby-
lonians. Nevertheless, Pythagoras (or some member of his school) is cred-
ited with the first proof of the theorem.

The converse of the Pythagorean theorem is also true. That is, if a
triangle with sides a, b, and c has c2 � a2 � b2, we know that the trian-
gle is a right triangle.
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‡�Qualitative analysis
Qualitative analysis is the process by which a chemist determines what
chemical elements are present in a given sample of material. For instance,
many people are now concerned about the presence of lead in our envi-
ronment. Lead is a highly toxic element that can cause both mental and
physical problems and, in high doses, even death. Suppose that a parent
wants to know if the paint used on his or her house contains lead. That
parent can take a sample of the paint to a chemist for qualitative analy-
sis. That analysis will tell whether or not lead is present in the paint.

The science of qualitative analysis is based on the fact that every el-
ement and compound has distinctive properties such as melting point,
boiling point, color, texture, density, and so on. Every element also re-
acts with other chemicals in very distinctive ways. For example, the lead
used in house paints reacts with a compound known as hydrogen sulfide
to form a distinctive black precipitate.

Identification of elements
In many instances, the question facing a chemist is similar to the

lead problem described above: what element or elements are present in
some unknown mixture. Chemists have developed a systematic method
for answering that question. The method divides the most common chem-
ical elements into about six groups. The elements are grouped in each
case according to the way they react with some specific chemical. The
three elements in Group I of the system, for example, are silver, lead, and
mercury. These elements are grouped together because, when treated with
hydrochloric acid, they all form a solid and precipitate out of solution.
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The seven elements in Group II are grouped together because they all
form precipitates with hydrogen sulfide. And so on.

Qualitative analysis is a process-of-elimination procedure. A chemist
tests first for one group of elements (Group I) and makes a note of any
elements found in this group. He or she then tests for a second group of
elements (Group II) and makes a note of any additional elements found
in this group. Eventually, every element is either identified or eliminated
from consideration.

Instrumental methods
A number of mechanical devices have been invented to identify ele-

ments and compounds on the basis of certain physical properties. The mass
spectrometer is one such instrument. In a mass spectrometer, an unknown
material is first vaporized (converted into a gas) and then accelerated into
the middle of a large magnet. The material travels along a curved path
within the magnet and emerges onto a photographic plate. The shape of the
path taken by the particles that make up the material and the point of im-
pact they make on the photographic plate are determined by the mass and
the velocity of the particles. (The term velocity refers both to the speed with
which an object is moving and to the direction in which it is moving.) For
example, helium atoms, hydrogen molecules, and chlorine molecules all
travel through the magnet in distinctive pathways that can be recorded on
the photographic plate. Chemists can study the photographic images made
in a mass spectrograph and identify the particles that made those images.

Chromatography is another system for identifying the components
of a mixture. In a chromatography column, a mixture of substances is al-
lowed to pass through a long column containing some sticky material.
Each component of the mixture has a different tendency to stick to the
material. Chemists can look at the pattern of materials attached to the
chromatography column and determine which substances were present in
the original mixture.

One area in which qualitative analysis has become very important
is the matching of human DNA tissue by law enforcement agencies to
prove the presence or absence of a person at a crime scene.

[See also Mass spectrometry; Radiation; Spectroscopy]

‡�Quantitative analysis
The term quantitative analysis is used to described any procedure by which
the percentage composition of any compound or mixture is determined.
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For example, chemists might want to know the exact composition of some
new compound that has been discovered. Or they might want to find out
what the percentage of gold is in a new ore that has been discovered. Both
of these questions can be answered by the procedures of quantitative
analysis. Quantitative techniques can be divided into two general cate-
gories: wet or classical techniques and instrumental methods.

Classical methods
Classical methods have been used since the beginning of modern

chemistry in the nineteenth century. They generally make use of balances
and calibrated glass containers to measure the percentage composition of a
compound or mixture. For example, the procedure known as gravimetric
analysis involves the addition of some chemical to the unknown compound
or mixture to produce a precipitate. A precipitate is a solid formed during
a chemical reaction—usually in water—that eventually settles out of the
solution. In a gravimetric analysis, the precipitate is filtered, washed, dried,
and weighed. The composition of the original unknown can then be calcu-
lated from the weights of the precipitate and sample and original unknown.

Another classical form of quantitative analysis is known as volu-
metric analysis. Volumetric analysis uses a procedure known as titration,
in which a solution whose concentration is known precisely is caused to
react with an unknown sample. The amount of the known solution needed
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Classical (or wet) analysis: Those procedures in which a suitable
chemical reagent is reacted with some unknown, either by precipitate
formation or titration.

Gravimetric analysis: A classical quantitative technique in which a
chemical added to an unknown forms an insoluble precipitate with some
part of the unknown. The precipitate is then collected and weighed.

Instrumental analysis: Any quantitative technique in which some
property of the unknown material (electrical, optical, thermal, etc.) is
measured and related to the amount of the unknown present.

Volumetric analysis: A classical quantitative technique in which a solu-
tion of known concentration is reacted exactly with an unknown and a
calculation is performed to find the amount of the unknown present.



to react precisely with the sample of the unknown can be used to calcu-
late the percentage composition of the unknown.

Instrumental methods
Suppose that you shine a beam of X rays at a sample of gold metal.

Those X rays will cause electrons in gold atoms to become excited and
give off light. The same result can be produced with any one of the 100
or so chemical elements. The only difference is that the electrons of each
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element respond differently to the beam of X rays. This means that a
chemist can decide which element or elements are present in a substance
by shining X rays on the substance and observing the light pattern that is
produced.

Forms of energy other than X rays can be used to produce the same
results. For example, different elements conduct an electric current more
or less effectively. In some cases, the presence of various elements in an
unknown sample can be discovered, then, simply by passing an electric
current through the sample and measuring the electrical conductivity in
the sample.

Instrumental techniques have made possible a much greater sensi-
tivity in the analysis of unknown materials. In most classical forms of
analysis, an accuracy of about one part per thousand is not unusual (mean-
ing one milligram of some substance is detectable in a one-gram sample).

Instrumental techniques have the capability to detect concentrations
of one part per million, one part per billion, and, in the very best cases,
one part per trillion. At that level of sensitivity, it would be possible to
detect a grain of sand in an volume of water equal to about three typical
high school swimming pools.

[See also Spectroscopy]

‡�Quantum mechanics
Quantum mechanics is a method of studying the natural world based on
the concept that waves of energy also have certain properties normally
associated with matter, and that matter sometimes has properties that we
usually associate with energy. For example, physicists normally talk about
light as if it were some form of wave traveling through space. Many prop-
erties of light—such as reflection and refraction—can be understood if
we think of light as waves bouncing off an object or passing through the
object.

But some optical (light) phenomena cannot be explained by think-
ing of light as if it traveled in waves. One can only understand these phe-
nomena by imagining tiny discrete particles of light somewhat similar to
atoms. These tiny particles of light are known as photons. Photons are of-
ten described as quanta (the plural of quantum) of light. The term quan-
tum comes from the Latin word for “how much.” A quantum, or photon,
of light, then, tells how much light energy there is in a “package” or
“atom” of light.
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The fact that waves sometimes act like matter and waves sometimes
acts like waves is now known as the principle of duality. The term dual-
ity means that many phenomena have two different faces, depending on
the circumstances in which they are being studied.

Macroscopic and submicroscopic properties
Until the 1920s, physicists thought they understood the macroscopic

properties of nature rather well. The term macroscopic refers to proper-
ties that can be observed with the five human senses, aided or unaided.
For example, the path followed by a bullet as it travels through the air
can be described very accurately using only the laws of classical physics,
the kind of physics originally developed by Italian scientist Galileo Galilei
(1564–1642) and English physicist Isaac Newton (1642–1727).

But the methods of classical physics do not work nearly as well—
and sometimes they don’t work at all—when problems at the submicro-
scopic level are studied. The submicroscopic level involves objects and
events that are too small to be seen even with the very best microscopes.
The movement of an electron in an atom is an example of a submicro-
scopic phenomenon.

In the first two decades of the twentieth century, physicists found
that the old, familiar tools of classical physics produced peculiar answers
or no answers at all in dealing with submicroscopic phenomena. As a re-
sult, they developed an entirely new way of thinking about and dealing
with problems on the atomic level.
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Words to Know

Classical mechanics: A collection of theories and laws that was devel-
oped early in the history of physics and that can be used to describe
the motion of most macroscopic objects.

Macroscopic: A term describing objects and events that can be
observed with the five human senses, aided or unaided.

Photon: A unit of energy.

Quantum: A discrete amount of any form of energy.

Wave: A disturbance in a medium that carries energy from one place
to another.



Uncertainty principle
Some of the concepts involved in quantum mechanics are very sur-

prising, and they often run counter to our common sense. One of these is
another revolutionary concept in physics—the uncertainty principle. In
1927, German physicist Werner Heisenberg (1901–1976) made a re-
markable discovery about the path taken by an electron in an atom. In the
macroscopic world, we always see objects by shining light on them. Why
not shine light on the electron so that its movement could be seen?

But the submicroscopic world presents new problems, Heisenberg
said. The electron is so small that the simple act of shining light on it will
knock it out of its normal path. What a scientist would see, then, is not
the electron as it really exists in an atom but as it exists when moved by
a light shining on it. In general, Heisenberg went on, the very act of mea-
suring very small objects changes the objects. What we see is not what
they are but what they have become as a result of looking at them. Heisen-
berg called his theory the uncertainty principle. The term means that one
can never be sure as to the state of affairs for any object or event at the
submicroscopic level.

A new physics
Both the principle of duality and the uncertainty principle shook the

foundations of physics. Concepts such as Newton’s laws of motion still
held true for events at the macroscopic level, but they were essentially
worthless in dealing with submicroscopic phenomena. As a result, physi-
cists essentially had to start over in thinking about the ways they studied
nature. Many new techniques and methods were developed to deal with
the problems of the submicroscopic world. Those techniques and methods
are what we think of today as quantum physics or quantum mechanics.

[See also Light; Subatomic particles]

‡�Quasar
Quasars are compact objects located far outside of our galaxy. They are
so bright they shine more intensely than 100 galaxies combined, but they
are so distant their light takes several billion years to reach Earth. Since
the 1960s, astronomers have begun to come closer to the truth about these
unusual phenomena in space.

The word quasar is a combined form of quasi-stellar radio sources.
These objects are so named because they have been observed through 
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radio telescopes. However, only about 10 percent of all quasars emit ra-
dio waves. The energy coming from quasars also includes visible light,
infrared and ultraviolet radiation, X rays, and possibly even gamma rays.

In the early 1960s, American astronomer Allan Sandage photo-
graphed an area of the sky and noticed that one star had a very unusual
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Words to Know

Big bang theory: Theory that explains the beginning of the universe
as a tremendous explosion from a single point that occurred 12 to 15
billion years ago.

Black hole: Remains of a massive star that has burned out its nuclear
fuel and collapsed under tremendous gravitational force into a single
point of infinite mass and gravity.

Gamma rays: Short-wavelength, high-energy radiation formed either by
the decay of radioactive elements or by nuclear reactions.

Infrared radiation: Electromagnetic radiation of a wavelength shorter
than radio waves but longer than visible light that takes the form of
heat.

Light-year: The distance light travels in one year, roughly 5.88 trillion
miles (9.46 trillion kilometers).

Radiation: Energy transmitted in the form of electromagnetic waves or
subatomic particles.

Radio telescope: A telescope that uses radio waves to create images
of celestial objects.

Radio waves: Longest form of electromagnetic radiation, measuring up
to six miles from peak to peak.

Redshift: Shift of an object’s light spectrum toward the red end of the
visible light range—an indication that the object is moving away from
the observer.

Spectrum: Range of individual wavelengths of radiation produced when
light is broken down by the process of spectroscopy.

Ultraviolet radiation: Electromagnetic radiation of a wavelength just
shorter than the violet (shortest wavelength) end of the visible light
spectrum.



spectrum. (A spectrum is the diagram of individual wavelengths of radi-
ation from a star.) Most stars emit radiation consistent with the spectrum
of ionized (electrically charged) hydrogen, the most abundant element on
the surface of stars. This star, however, had a spectrum that seemed to re-
veal none of the elements known to exist in stars. The wavelengths at
which it emitted radiation were heavily skewed toward the red-end range
of visible light.

Such a skewed spectrum is known as redshift and is an indication
of an object moving away from the point of observation. The greater the
redshift, the faster the object is moving away. And as an object moves
farther away, it picks up speed, increasing its redshift.

In 1963, Dutch astronomer Maarten Schmidt correctly identified the
star’s strange spectrum as that of a normal star with a high redshift. His
calculations placed it an amazing two billion light-years away. In order
to be observable from Earth at that distance, the object could not be a
star, but had to be something larger, like a galaxy.
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Schmidt measured the diameter of the object and learned that al-
though it was emitting as much energy as one trillion suns, it was only
about the size of the solar system. The brightest quasar to date, located
in the constellation Draco, shines with the light of 1.5 quadrillion suns.

Origin of quasars
Astronomers formally believed that a quasar is found in a particu-

lar type of galaxy and is formed during the collision between two distant
galaxies. When this happens, one galaxy creates a black hole in the other
with the mass of about 100 million suns. (A black hole is a single point
of infinite mass and gravity.) Gas, dust, and stars are continually pulled
into the black hole. The temperature in the black hole then rises to hun-
dreds of millions of degrees, and the black hole spews out tremendous
quantities of radiation.

This theory was turned upside down in late 1996 when the Hubble
Space Telescope (HST) took pictures of galaxies that are hosts to quasars.
The pictures revealed that there was no pattern to the shapes and sizes of
the galaxies. The pictures also showed that while many of the galaxies
were colliding with each other as scientists had theorized, almost as many
galaxies showed no signs of collision.

Quasars are the most distant, fastest, and most luminous large ob-
jects known in the universe. Because they are so far away, they give us
a glimpse of the early universe. Since a light-year is a measure of the dis-
tance light travels in space in one year, viewing an object one billion light-
years away is really like looking one billion years back in time. Some
quasars are so distant they are virtually at the edge of time. They are relics
from the period following the big bang event that created the universe
some 12 to 15 billion years ago.

The most distant quasar known was discovered in November 1999
by the National Aeronautics and Space Administration’s BATSE (Burst
And Transient Source Experiment) satellite. Known by the scientific name
4C 71.07, this quasar appears to be about 11 billion light-years away. We
therefore see quasar 4C 70.71 as it existed perhaps as little as a billion
years after the big bang. That time period seems long by human stan-
dards, but it is near infancy by standards of the universe.

[See also Big bang theory; Black hole; Galaxy; Redshift]
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‡�Radar
Radar (a contraction of radio detection and ranging) is an electronic sys-
tem that measures the position, speed, or other characteristics of a far-off
object by means of radio waves bounced off the surface of that object. It
can pierce any atmospheric disturbance, such as a storm, all the way to
the horizon. Within its range, radar can reveal clouds, a landmass, or ob-
jects such as ships, airplanes, or spacecraft. Radar can measure distance
to a target object; for instance, aircraft use it to determine altitude. Radar
is also used to monitor atmospheric systems, to track storms, and to help
predict the weather. Military applications include weapons ranging (de-
termining the distance from a weapon to a target) and direction in the
control of guided missiles.

Basic radar operation
Light waves, radio waves, microwaves, and radar waves are all ex-

amples of electromagnetic waves. Unlike water waves, electromagnetic
waves do not require a medium such as water or air to travel through.
They can travel through a complete vacuum. Similar to light waves, radar
waves bounce off some objects and travel through others.

The simplest mode of radar operation is range-finding, or deter-
mining how far away an object is. The radar unit sends radar waves out
toward the target (radar systems can send out thousands of pulses per sec-
ond). The waves hit the target and are reflected back. The returning wave
is received by the radar unit, and the travel time is registered. According
to basic principles of physics, distance is equal to the rate of travel (speed)
multiplied by the time of travel. All electromagnetic waves travel at the
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same speed in a vacuum—the speed of light, which is 186,282 miles
(299,727 kilometers) per second. This speed is reduced by a small amount
when the waves are traveling through air, but this can be calculated.

Bats and dolphins are able to emit high-frequency sounds and ori-
ent (position) themselves by means of reflected sound waves. This abil-
ity is known as echolocation.

Radar and World War II
When the 1930s saw the possibility of a German air invasion, the

English government accelerated its research into radar. A chain of radar
stations was constructed that would throw an invisible net of radio waves
over England. These waves could detect the approach and precise loca-
tion of any aircraft.

When German dictator Adolf Hitler ordered a massive air strike
against England in 1940, the radar shield worked. Although the German
air force greatly outnumbered the British Royal Air Force, it was soundly
beaten because the radar’s eye could easily locate German planes, even
in darkness and poor weather.

The military use of radar continued throughout World War II
(1939–45). Compact transmitters were developed that could be mounted
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on the underside of a plane to scan the ground far below for targets. Bombs
and shells equipped with radar tracking systems were designed to “look”
for their targets, exploding at just the right moment.

Other uses of radar
Radar devices began to trickle into everyday use soon after the end

of the war. In 1947, a young engineer named John Barker attempted to
use radar to regulate traffic lights. He noticed that a passing automobile
would reflect a radio pulse, and that the speed of the vehicle could then
be determined by examining the returning signal. Much to the dismay of
speeders, Barker had devised the first radar speed-gun, now used by po-
lice worldwide.

Marine navigators, surveyors, meteorologists, and astronomers have
also found uses for radar technology. A continuous-wave version called
Doppler radar is often used to track storms and hurricanes. Probes
launched into space have used radar to map the surfaces of other planets.

‡�Radial keratotomy
Radial keratotomy is a type of eye surgery that is used to correct perma-
nently myopia (pronounced my-O-pee-ah) or nearsightedness. In this
surgery, a physician typically cuts slits into the cornea (pronounced KOR-
nee-ah) with a tiny diamond scalpel, changing the shape of the cornea.
The diamond scalpel is rapidly being replaced by laser surgery, which is
quicker, more reliable, and has fewer complications.

How the eye works
The human eye can be considered a kind of extension of the brain.

As an image-gathering tool, it can also be thought of as a camera, with
the brain doing the developing of the picture. In many ways, a camera is
similar to an eye in that both have a lens that can be focused for differ-
ent distances. The retina (pronounced REH-tih-nuh), the innermost layer
of the eye, can also be thought of as the film in the camera.

If looked at sideways, the human eyeball is spherical or round and
has a bulge in the middle of its front. This outermost bulge or bump in its
center is called the cornea. Described as a transparent (meaning light passes
through) guard of the eye, the cornea is the first thing that receives the
light that bounces off an image and goes into our eye. This is how human
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vision actually works, as our eyes detect light that is reflected from an ob-
ject. The cornea is like a transparent front window that does the initial fo-
cusing for the eye. Although it is not nourished by blood, it is kept moist
by a fluid called aqueous humor (pronounced AY-kwee-us HEW-mohr).

Shape of the cornea
The shape of the cornea is very important since it slows the light

entering the eye and bends it toward the center of the eye where it meets
the lens. Most of the focusing is done by the cornea, with the lens doing
some fine tuning of the image. In general, the more curved the cornea is,
the more it focuses. Myopia or nearsightedness (meaning that a person
can see things better that are near than those that are far) is caused by
eyeballs that are too “long” or too steeply curved. When this happens, the
light rays are focused before they ever reach the retina, so that the image
is out of focus or blurred by the time it does reach it.

Discovery of surgical procedure
The eye surgery called radial keratotomy is a procedure that changes

the shape of the cornea (and therefore how it bends light) in order to cor-
rect its focusing errors. The surgery achieves this through microscopic ra-
dial cuts made in the cornea. The word “radial” describes the pattern of slits
that “radiate” out from the center of the cornea like the spokes of a wheel.
The word “keratotomy” is a compound Latin word in which “kera” means
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Words to Know

Aqueous humor: Clear liquid filling the small cavities between the
cornea and the iris and between the iris and the lens of the eye.

Cornea: The outer, transparent part of the eye through which light
passes to the retina.

Nearsightedness: Vision disorder caused by an eyeball that is too long
or a lens that is too strong; objects up close are seen easily while
those far away appear blurry.

Retina: The light-sensitive part of the eyeball that receives images
and transmits visual impulses through the optic nerve to the brain.



cornea and the suffix “totomy” means to cut. As long ago as 1869, a Dutch
ophthalmologist (pronounced aaf-thaal-MA-low-jist) or eye doctor sug-
gested that if the cornea could somehow be flattened by surgery, it might
improve certain people’s vision. He conducted a series of experiments on
rabbits some years later. Although others in Norway, America, Italy, and
Holland performed similar experiments around the beginning of the twen-
tieth century, it was in Japan in the 1930s that a physician named Tsutomo
Sato performed about 200 operations on people with mixed results.

Modern radial keratotomy was pioneered by Russian ophthalmolo-
gist Svyatoslav N. Fyodorov in the early 1970s. There are two different
stories as to how Fyodorov came to use radial keratotomy successfully.
One story tells of a boy whose eyeglasses shattered and left tiny fragments
of glass embedded in his cornea. Another story tells of a pilot with simi-
lar accidental cuts in his cornea. In either (or both) cases, Fyodorov no-
ticed that when the cuts had healed, the patient’s previously poor vision
had improved because the cornea had been “flattened” by the accidental
cuts. Fyodorov soon began to perform cornea surgeries regularly by 1974,
and by the late 1970s, his new technique had become known around the
world. In 1978, Leo Bores became the first to perform a radial keratotomy
in the United States and soon after began training others.

Radial keratotomy was found to improve nearsightedness because it
flattened the central part of the cornea by making cuts in its sides. The
length, depth, and number of cuts was usually different in each case, de-
pending on the patient’s condition, age, and the curve of the cornea. This
flattening of the cornea brought the focal point of the eye closer to the
retina and improved distance vision. The surgery was performed using a
highly precise diamond-tipped or sapphire-tipped scalpel (blade) that is
set to a particular depth. This surgery is usually quick, generally painless,
and its recovery period short. However, it sometimes resulted in irregu-
lar healing or infection. Others have experienced what is called “variable
vision” in the course of a day, and sometimes scarring would result in
blurred vision.

New laser surgery
Although radial keratotomy is still performed and even recom-

mended for certain cases, most eye doctors now recommend it be replaced
by laser surgery. Laser vision correction, now known as LASIK surgery
(for LASer In situ Keratmileusis), is the newest and usually best form of
radial keratotomy. Instead of using a knife to makes slits in the cornea,
the surgeon reshapes the cornea using a process called “photoablation”
(pronounced foe-toe-ab-LAY-shun). This process uses an intense beam
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of ultraviolet laser light that is precisely controlled. With it, the surgeon
stimulates the molecules in the cornea to the point where certain ones
break apart and vaporize. The tissue that is disappearing is actually no
more than one five hundredth the thickness of a human hair. What is re-
markable about this procedure is that the tissue around and even under-
neath is not at all affected.

Doctors use a computer to perform laser vision correction surgery
and program its software according to a number of variables since each
patient is different. Today’s laser vision correction has become quicker,
cheaper, and safer than ever. Modern LASIK has rapidly become the pro-
cedure of choice for most surgeons who recommend it because it pro-
duces better results with less discomfort in a quicker period of time. Over-
all, the older, scalpel-based radial keratotomy has increasingly been
replaced by the newer laser-based surgery. Radial keratotomy was an im-
portant step in the evolution of vision correction surgery.

[See also Eye]
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‡�Radiation
The word radiation comes from a Latin term that means “ray of light.” It
is used in a general sense to cover all forms of energy that travel through
space from one place to another as “rays.” Radiation may occur in the
form of a spray of subatomic particles, like miniature bullets from a ma-
chine gun, or in the form of electromagnetic waves. Subatomic particles
are the basic units of matter and energy (electrons, neutrons, protons, neu-
trinos, and positrons), which are even smaller than atoms. Electromag-
netic waves are a form of energy that includes light itself, as well as other
forms of energy such as X rays, gamma rays, radio waves, and radar.

In addition, the word radiation is sometimes used to describe the
transfer of heat from a hot object to a cooler one that is not touching the
first object. The hot object is said to radiate heat. You can feel the heat on
your face when standing near a red-hot furnace, even if there is no move-
ment of hot air between the furnace and you. What you feel is infrared ra-
diation, a form of electromagnetic energy that we experience as heat.

When some people hear the word radiation, they think of the radi-
ation that comes from radioactive materials. This radiation consists of
both particles and electromagnetic waves. Both forms of radiation can be
harmful because they carry a great deal of energy. When they come into
contact with atoms, they tend to tear the atoms apart by removing elec-
trons from them. This damage to atoms may cause materials to undergo
changes that can be harmful or damaging. For example, plastics exposed
to radiation from radioactive sources can become very brittle. (This ef-
fect can be contrasted to the passage of light and some other forms of
electromagnetic radiation. These forms of energy generally have no last-
ing effect on a material. For example, a piece of clear plastic is not dam-
aged when light passes through it.)

High energy radiation, such as that of X rays and gamma rays, is
also called ionizing radiation, a name that comes from the ability of the
radiation to remove electrons from atoms. The particles left behind when
electrons are removed are called ions. Ionizing radiation can cause seri-
ous damage to both living and nonliving materials.

Electromagnetic radiation
Electromagnetic radiation travels in the form of waves moving in

straight lines at a speed of about 186,282 miles (299,727 kilometers) 
per second. That speed is correct when electromagnetic radiation travels
through a vacuum. When it passes through a transparent substance such as
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glass, water, or air, the speed decreases. However, the velocity of electro-
magnetic waves, also known as the speed of light in a vacuum, is a funda-
mental constant of nature. That is, it cannot be changed by humans or, pre-
sumably, by anything else. (The term velocity refers both to the speed with
which an object is moving and to the direction in which it is moving.)

Electromagnetic radiation can have a variety of energies. Because it
travels in the form of waves, the energies are often expressed in terms of
wavelengths. The higher the energy of a wave, the shorter its wavelength.
The wavelengths of known electromagnetic radiation range from less than
10–10 centimeter for the highest energies up to millions of centimeters
(tens of miles) for the lowest energies.

The energy of a wave can also be expressed by stating its frequency.
The frequency of a wave is defined as the number of wave crests (or
troughs; pronounced trawfs) that pass a given point per second. This is
usually measured in vibrations or cycles per second. Scientists call one
cycle per second a hertz, abbreviated Hz. Known electromagnetic radia-
tions range in frequency from a few Hz for the lowest energies up to more
than 1020 Hz for the highest.

Particulate radiation
Sprays or streams of invisibly small particles are often referred to

as particulate radiation because they carry energy along with them as they
fly through space. They may be produced deliberately in machines, such
as particle accelerators (atom-smashers), or they may be emitted sponta-
neously from radioactive materials. Alpha particles and beta particles are
emitted by radioactive materials, while beams of electrons, protons,
mesons, neutrons, ions, and even whole atoms and molecules can be pro-
duced in particle accelerators (used to study subatomic particles and other
matter), nuclear reactors (used to control the energy released by nuclear
reactions), and other kinds of laboratory apparatus.

The only particulate radiation that might be encountered outside of
a laboratory are alpha and beta particles emitted by naturally occurring
radioactive materials. Both alpha particles and beta particles are charged
subatomic particles. An alpha particle is the nucleus of a helium atom. It
has an electric charge of �2 and a mass of 4 atomic mass units (amu). A
beta particle is an electron. It has a charge of �1 and a mass of about
0.0055 amu.

Because of their electric charges, both alpha and beta particles at-
tract or repel electrons in the atoms of any material through which they
pass, thereby ionizing those atoms. If enough of these ionized atoms hap-
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pen to be parts of essential molecules in a human body, the body’s chem-
istry can be seriously disrupted, resulting in health problems.

Radiation and health
Large doses of any kind of radiation, ionizing or not, can be dan-

gerous. Too much sunlight, for example, can damage a person’s eyes or
skin. Lasers can deliver such intense beams of light that they can burn
through metal—not to mention human flesh. Microwaves in ovens are at
such high levels they cook meats and vegetables.

On the other hand, small amounts of any kind of radiation are gen-
erally thought to be harmless. Even low doses of ionizing radiation from
radioactive materials is probably not dangerous. The latter fact is of spe-
cial importance because radioactive materials occur in small concentra-
tions all around us.

[See also Electromagnetic field; Nuclear medicine; Radioactive
tracers; Radioactivity; Subatomic particles; X rays]

‡�Radiation exposure
The term radiation exposure refers to any occasion on which a human or
other animal or a plant has been placed in the presence of radiation from a
radioactive source. For example, scientists have learned that the radioac-
tive element radon is present in the basements of some homes and office
buildings. Radon gas gives off radiation that can cause damage to human
cells. Anyone living in a home or working in an office where radon is pre-
sent runs some risk of being exposed to the radiation from this element.

The term radiation itself refers both to high speed subatomic particles,
such as streams of alpha particles or beta particles, and to electromagnetic
radiation. Electromagnetic radiation is a type of energy that travels in waves
and includes such forms as X rays, gamma rays, ultraviolet radiation, in-
frared radiation, and visible light. Concerns about radiation exposure are,
however, limited almost exclusively to effects caused by radiation emitted
by radioactive materials: alpha and beta particles and gamma rays.

Sources of radiation
Radiation comes from both natural and human sources. Many ele-

ments exist in one or more radioactive forms. The most common of these
is an isotope known as potassium 40. Isotopes are forms of an element
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that differ from each other in the structure of their nuclei. Other radioac-
tive isotopes found in nature include hydrogen 3, carbon 14, chlorine 39,
lead 212, radium 226, and uranium 235 and 238.

Humans and other organisms cannot escape exposure to radiation
from these radioactive sources. They constitute a normal radiation, called
background radiation, that is simply part of existing on Earth. Although
some harmful effects can be produced by exposure to natural background
radiation, those effects are relatively minor and, in most cases, not even
measurable.

Human activities have added to normal background radiation over
the past half century. When nuclear weapons are exploded, for example,
they release radioactive isotopes into the atmosphere. As these radioac-
tive isotopes are spread around the world by prevailing winds, they come
into contact with humans and other organisms.

Nuclear power plants are also a potential source of radiation. Such
plants are normally constructed with very high levels of safety in mind,
and there is little or no evidence that humans are at risk as the result of
the normal operation of a nuclear power plant. On those rare occasions
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Background radiation: The natural level of radiation present on Earth
at all times.

Ionization: The process by which atoms or molecules lose electrons
and become positively charged particles.

Radiation: Energy transmitted in the form of electromagnetic waves or
subatomic particles.

Radiation detectors: Instruments that are able to sense and relay
information about the presence of radiation.

Radiation sickness: A term used to describe a variety of symptoms
that develop when a person is exposed to radiation.

Radioactivity: The property possessed by some elements of sponta-
neously emitting energy in the form of particles or waves by disinte-
gration of their atomic nuclei.

Subatomic particle: Basic unit of matter and energy (proton, neutron,
electron, neutrino, and positron) smaller than an atom.



when damage occurs to a nuclear power plant, however, that situation can
change dramatically. Accidents at the Three Mile Island Plant in Penn-
sylvania in 1979 and at the Chernobyl Plant outside Kiev in Ukraine in
1986, for example, caused the release of substantial amounts of radiation
to the areas surrounding the plants. In both cases, people were either in-
jured or killed as a result of the release of radiation.

Effects of radiation
The harmful effects of exposure to radiation are due largely to 

its ionizing effects. Atoms and molecules contain electrons that can be
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removed from their orbits rather easily. For example, if a beta particle
passes through an atom, it has the ability to repel any electrons in its path,
ejecting them from the atom.

The bonds that hold atoms together in molecules are made of elec-
trons. A molecule of water, for example, consists of oxygen and hydrogen
atoms held together by electrons. If radiation passes through or very near a
molecule of water, it may cause electrons to be ejected from the molecule.
When that happens, the water molecule may fall apart. The same process
occurs in any kind of molecule, including proteins, lipids, nucleic acids, and
carbohydrates, the molecules of which living organisms are constructed.

Damage to molecules of this kind can have two general effects. First,
when essential molecules are destroyed, an organism is no longer able to
carry on all the normal functions it needs in order to stay alive and to
function properly. A person, for example, may become sick if essential
enzymes (substances that speed up chemical reactions) in his or her body
are destroyed.

Some of the symptoms of radiation sickness include actual burns to
the skin, nausea, vomiting, and diarrhea. The specific effects observed de-
pend on the kind of radiation to which the person was exposed and the
length of exposure. For example, a person exposed to low doses of radi-
ation may experience some of the least severe symptoms of radiation sick-
ness and then get better. A person exposed to higher doses of radiation
may become seriously ill and even die.

Exposure to radiation can have long-term effects as well. These ef-
fects include the development of various kinds of cancer, leukemia being
one of the most common types. Damage to a person’s deoxyribonucleic
acid (DNA) can also cause reproductive defects, such as children who are
born deformed, blind, mentally impaired, or with other physical or men-
tal challenges. (DNA is a complex molecule in the nucleus of cells that
stores and transmits genetic information.)

Radiation detectors
All forms of radiation are invisible. You could stand in an area be-

ing flooded with life-threatening levels of alpha and beta particles and
gamma rays, and you would never be able to tell. It is for this reason that
anyone who works in an area where radioactivity is to be expected must
be provided with radiation detectors. A radiation detector is an instrument
that is able to sense and report on the presence of radiation.

Many kinds of radiation detectors are now available. One of the most
common of these is the film badge. A film badge consists of a piece of

1 6 2 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Radiation
exposure



photographic film wrapped in black paper behind the badge. When radi-
ation passes through the badge, it exposes the photographic film. The film
is removed from the badge at regular intervals and developed. The amount
of radiation received by the wearer of the badge can then easily be de-
termined by the amount of fogging on the photographic film.

A Geiger counter, another type of radiation detector, is a cylindri-
cal glass tube with a thin wire down the middle. When radiation passes
through the tube, it ionizes the gas inside the tube. The ions formed travel
to the central wire where they initiate an electrical current through the
wire. The wire is connected with an audible signal or a visual display.
The clicking sound made or the light produced in the Geiger counter is
an indication of the amount of radiation passing through the tube.

Cloud chambers and bubble chambers provide a visual display of ra-
diation. When radiation passes through a cloud chamber, it causes mois-
ture in the chamber to condense in much the same way a contrail (cloud)
forms when a jet airplane passes through the sky. In a bubble chamber, it
is a string of bubbles rather than a string of water droplets that forms. In
either case, the path of the radiation and even the form of the radiation can
be traced by the water droplets or bubbles formed in one of these devices.

[See also Mutation; Radiation; Radioactivity]
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‡�Radio
Radio is the technology that allows information to be transmitted and 
received over radio waves. Radio makes it possible to establish wire-
less two-way communication between individual pairs of transmitters/
receivers and it is used for one-way broadcasts to many receivers. Radio
signals can carry speech, music, or digitally encoded entertainment. Ra-
dio waves occur naturally in space or can be created by people. They are
a long-wave form of electromagnetic radiation, or radiation that transmits
energy through the interaction of electricity and magnetism.

The history of radio
In the nineteenth century, Scottish physicist James Clerk Maxwell

(1831–1879) developed a mathematical theory proving that magnetism
and electricity were related. His theory linking the two forces became
known as the electromagnetic theory. He predicted that light is only one
type of electromagnetic radiation and that wavelengths should exist be-
low infrared (those situated outside the visible spectrum at the red or long-
wavelength end) and above ultraviolet (situated outside the visible spec-
trum at the violet or short-wavelength end). In the 1880s, German physicist
Heinrich Hertz (1857–1894) discovered extremely long-wavelength radio
waves, proving Maxwell’s theory.

Italian physicist and engineer Guglielmo Marconi (1874–1937), fasci-
nated with Hertz’s discovery of radio waves, built his first crude radio trans-
mitter and receiver in 1895. In 1901, using his “wireless” (as radio was called
then), he sent the first message via signals similar to Morse code (which
uses dots and dashes for letters and numbers) across the Atlantic Ocean.
In the succeeding years, other scientists improved on Marconi’s invention,
and it eventually became possible to send voice signals by radio waves.

Radio broadcasting as we know it today began in 1920. Station
KDKA in Pittsburgh, Pennsylvania, made the announcement to the few
people who owned radio receivers that Warren G. Harding had been elected
president of the United States. Within a few years, many homes had ra-
dio receivers and several radio stations scheduled regular programming.

Radio waves and frequencies
Although turning on a radio produces sound, radio waves themselves

cannot be “heard” and have nothing to do with sound waves. While sound
waves are a vibration of the air, radio waves are electromagnetic and a
part of the light spectrum. Radio waves travel at a speed of 186,282 miles
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(299,727 kilometers) per second—the speed of light. Radio waves travel
through the air, surrounding us with vibrations that can only be detected
through a radio receiver.

Radio programs begin as sound waves, which microphones change
into electrical signals. From the antenna atop the radio station, the elec-
trical signals are broadcast as electromagnetic waves. The receiver picks
up the waves in the air, electrically amplifies (enlarges) them, and con-
verts them back into sound through the speaker of the radio in your home.

Although radio waves from many stations surround us all the time,
the radio does not receive them all at the same time because the stations
broadcast at different frequencies. A frequency is the number of times per
second that radio waves vibrate. The numbers on a radio dial represent
the frequencies used by radio stations in your area. For example, if the
dial is set at 96, the radio signal you hear is broadcasted at 960 kilo-
cycles, or 960,000 cycles per second.

Modulation
A radio signal alone, without information (speech, music) added to

it, is called a carrier wave. Adding information to a carrier signal is a
process called modulation. The simplest modulation method is to vary the
strength of the signal. The result is called amplitude modulation, or AM.
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Words to Know

Carrier wave: Radio signal with superimposed information.

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Infrared radiation: Electromagnetic radiation of a wavelength shorter
than radio waves but longer than visible light that takes the form of
heat.

Modulation: Process by which a characteristic of radio waves, such as
amplitude or frequency, is changed to make the waves correspond to a
signal or information that is being transmitted.

Ultraviolet radiation: Electromagnetic radiation of a wavelength just
shorter than the violet end of the visible light spectrum.

Wavelength: The distance between two peaks in any wave.



The method that varies the signal’s frequency is known as frequency mod-
ulation, or FM. AM radio waves are about 1,000 feet (1,600 kilometers)
in wavelength, while FM radio waves are only a few feet in wavelength.
Broadcasts on AM radio stations can often be heard for hundreds of miles,
especially at night when electromagnetic interference is minimal. Broad-
casts on FM stations do not travel such a distance, but they have better
sound quality and are not affected by lightning-caused static that often
plagues AM broadcasts.

[See also Electromagnetic spectrum]
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‡�Radioactive tracers
Radioactive tracers are substances that contain a radioactive atom to al-
low easier detection and measurement. (Radioactivity is the property pos-
sessed by some elements of spontaneously emitting energy in the form of
particles or waves by disintegration of their atomic nuclei.) For example,
it is possible to make a molecule of water in which one of the two hy-
drogen atoms is a radioactive tritium (hydrogen-3) atom. This molecule
behaves in almost the same way as a normal molecule of water. The main
difference between the tracer molecule containing tritium and the normal
molecule is that the tracer molecule continually gives off radiation that
can be detected with a Geiger counter or some other type of radiation-
detection instrument.

One application for the tracer molecule described above would be
to monitor plant growth by watering plants with it. The plants would take
up the water and use it in leaves, roots, stems, flowers, and other parts in
the same way it does with normal water. In this case, however, it would
be possible to find out how fast the water moves into any one part of the
plant. One would simply pass a Geiger counter over the plant at regular
intervals and see where the water has gone.

Applications
Industry and research. Radioactive tracers have applications in med-
icine, industry, agriculture, research, and many other fields of science and
technology. For example, a number of different oil companies may take
turns using the same pipeline to ship their products from the oil fields to
their refineries. How do companies A, B, and C all know when their oil
is passing through the pipeline? One way to solve that problem is to add
a radioactive tracer to the oil. Each company would be assigned a differ-
ent tracer. A technician at the receiving end of the pipeline can use a
Geiger counter to make note of changes in radiation observed in the in-
coming oil. Such a change would indicate that oil for a different com-
pany was being received.

Another application of tracers might be in scientific research on plant
nutrition. Suppose that a scientist wants to find out how plants use some
nutrient such as phosphorus. The scientist could feed a group of plants
fertilizer that contains radioactive phosphorus. As the plant grows, the lo-
cation of the phosphorus could be detected by use of a Geiger counter.
Another way to trace the movement of the phosphorus would be to place
a piece of photographic film against the plant. Radiation from the 
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phosphorus tracer would expose the film, in effect taking its own picture
of its role in plant growth.

Medical applications. Some of the most interesting and valuable ap-
plications of radioactive tracers have been in the field of medicine. For
example, when a person ingests (takes into the body) the element iodine,
that element goes largely to the thyroid gland located at the base of the
throat. There the iodine is used in the production of various hormones
(chemical messengers) that control essential body functions such as the
rate of metabolism (energy production and use).

Suppose that a physician suspects that a person’s thyroid gland is
not functioning properly. To investigate that possibility, the patient can
be given a glass of water containing sodium iodide (similar to sodium
chloride, or table salt). The iodine in the sodium iodide is radioactive. As
the patient’s body takes up the sodium iodide, the path of the compound
through the body can be traced by means of a Geiger counter or some
other detection device. The physician can determine whether the rate and
location of uptake is normal or abnormal and, from that information, can
diagnose any problems with the patient’s thyroid gland.

[See also Isotope; Nuclear medicine; Radioactivity]

‡�Radioactivity
Radioactivity is the emission of radiation by unstable nuclei. That radia-
tion may exist in the form of subatomic particles (primarily alpha and
beta particles) or in the form of energy (primarily gamma rays).

Radioactivity was discovered accidentally in 1896 by French physi-
cist Henri Becquerel (1852–1908). In the decades that followed Bec-
querel’s discovery, research on radioactivity produced revolutionary
breakthroughs in our understanding of the nature of matter and led to a
number of important practical applications. These applications include a
host of new devices and techniques ranging from nuclear weapons and
nuclear power plants to medical techniques that can be used for diagnos-
ing and treating serious diseases.

Stable and unstable nuclei
The nucleus of all atoms (with the exception of hydrogen) contains

one or more protons and one or more neutrons. The nucleus of most car-
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bon atoms, for instance, contains six protons and six neutrons. In most
cases, the nuclei of atoms are stable; that is, they do not undergo changes
on their own. A carbon nucleus will look exactly the same a hundred years
from now (or a million years from now) as it does today.

But some nuclei are unstable. An unstable nucleus is one that un-
dergoes some internal change spontaneously. In this change, the nucleus
gives off a subatomic particle, or a burst of energy, or both. As an ex-
ample, an isotope of carbon, carbon-14, has a nucleus consisting of six
protons and eight (rather than six) neutrons. A nucleus that gives off a
particle or energy is said to undergo radioactive decay, or just decay.

Scientists are not entirely clear as to what makes a nucleus unsta-
ble. It seems that some nuclei contain an excess number of protons or
neutrons or an excess amount of energy. These nuclei restore what must
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Words to Know

Alpha particle: The nucleus of a helium atom, consisting of two pro-
tons and two neutrons.

Beta particle: An electron emitted by an atomic nucleus.

Gamma ray: A high-energy form of electromagnetic radiation.

Isotopes: Two or more forms of an element with the same number of
protons but different numbers of neutrons in their atomic nuclei.

Nucleus (atomic): The core of an atom, usually consisting of one or
more protons and neutrons.

Radioactive decay: The process by which an atomic nucleus gives off
radiation and changes into a new nucleus.

Radioactive family: A group of radioactive isotopes in which the decay
of one isotope leads to the formation of another radioactive isotope.

Stable nucleus: An atomic nucleus that does not undergo any changes
spontaneously.

Subatomic particle: Basic unit of matter and energy (proton, neutron,
electron, neutrino, and positron) smaller than an atom.

Unstable nucleus: An atomic nucleus that undergoes some internal
change spontaneously.



for them be a proper balance of protons, neutrons, and energy by giving
off a subatomic particle or a burst of energy.

In this process, the nucleus changes its composition and may actu-
ally become a different nucleus entirely. For example, in its attempt to
achieve stability, a carbon-14 nucleus gives off a beta particle. After the
carbon-14 nucleus has lost the beta particle, it consists of seven protons
and seven neutrons. But a nucleus consisting of seven protons and seven
neutrons is no longer a carbon nucleus. It is now the nucleus of a nitro-
gen atom. By giving off a beta particle, the carbon-14 atom has changed
into a nitrogen atom.

Types of radiation
The forms of radiation most commonly emitted by a radioactive nu-

cleus are called alpha particles, beta particles, and gamma rays. An alpha
particle is the nucleus of a helium atom. It consists of two protons and
two neutrons. Consider the case of a radium-226 atom. The nucleus of a
radium-226 atom consists of 88 protons and 138 neutrons. If that nucleus
gives off an alpha particle, it must lose the two protons and two neutrons
of which the alpha particle is made. After emission of the alpha particle,
the remaining nucleus contains only 86 protons (88 � 2) and 136 neu-
trons (138 � 2). This nucleus is the nucleus of a radon atom, not a ra-
dium atom. By emitting an alpha particle, the radium-226 atom has
changed into an atom of radon.

The emission of beta particles from nuclei was a source of confu-
sion for scientists for many years. A beta particle is an electron. The prob-
lem is that electrons do not exist in the nuclei of atoms. They can be found
outside the nucleus but not within it. How is it possible, then, for an un-
stable nucleus to give off a beta particle (electron)?

The answer is that the beta particle is produced when a neutron in-
side the atomic nucleus breaks apart to form a proton and an electron:

neutron * proton � electron

Recall that a proton carries a single positive charge and the electron a sin-
gle negative charge. That means that a neutron, which carries no electri-
cal charge at all, can break apart to form two new particles (a proton and
an electron) whose electrical charges add up to make zero.

Think back to the example of carbon-14, mentioned earlier. A car-
bon-14 nucleus decays by giving off a beta particle. That means that one
neutron in the carbon-14 nucleus breaks apart to form a proton and an
electron. The electron is given off as a beta ray, and the proton remains
behind in the nucleus. The new nucleus contains seven protons (its orig-
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inal six plus one new proton) and seven neutrons (its original eight re-
duced by the breakdown of one).

The loss of an alpha particle or a beta particle from an unstable nu-
cleus is often accompanied by the loss of a gamma ray. A gamma ray is
a form of high-energy radiation. It is similar to an X ray but of somewhat
greater energy. Some unstable nuclei can decay by the emission of gamma
rays only. When they have lost the energy carried away by the gamma
rays, they become stable.

Natural and synthetic radioactivity
Many radioactive elements occur in nature. In fact, all of the ele-

ments heavier than bismuth (atomic number 83) are radioactive. They
have no stable isotopes.

The heaviest of the radioactive elements are involved in sequences
known as radioactive families. A radioactive family is a group of elements
in which the decay of one radioactive element produces another element
that is also radioactive. As an example, the parent isotope of one radioac-
tive family is uranium-238. When uranium-238 decays, it forms thorium-
234. But thorium-234 is also radioactive. When it decays, it forms pro-
tactinium-234. Protactinium-234, in turn, is also radioactive and decays to
form uranium-234. The process continues for another eleven steps. Finally,
the isotope polonium-210 decays to form lead-206, which is stable.

Many lighter elements also have radioactive isotopes. Some exam-
ples include hydrogen-3, carbon-14, potassium-40, and tellurium-123.

Radioactive isotopes can also be made artificially. The usual process
is to bombard a stable nucleus with protons, neutrons, alpha particles, or
other subatomic particles. The bombardment process can be accomplished
with particle accelerators (atom-smashers) or in nuclear reactors. When
one of the bombarding particles (bullets) hits a stable nucleus, it may
cause that nucleus to become unstable and, therefore, turn radioactive.

[See also Atom; Isotope; Nuclear fission; Nuclear fusion; Nu-
clear medicine; Nuclear power; Subatomic particles; X rays]

‡�Radio astronomy
Matter in the universe emits radiation (energy) from all parts of the elec-
tromagnetic spectrum, the range of wavelengths produced by the interac-
tion of electricity and magnetism. The electromagnetic spectrum includes
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light waves, radio waves, infrared radiation, ultraviolet radiation, X rays,
and gamma rays.

Radio astronomy is the study of celestial objects by means of the
radio waves they emit. Radio waves are the longest form of electromag-
netic radiation. Some of these waves measure up to 6 miles (more than 9
kilometers) from peak to peak. Objects that appear very dim or are in-
visible to our eye may have very strong radio waves.

In some respects, radio waves are an even better tool for astronom-
ical observation than light waves. Light waves are blocked out by clouds,
dust, and other materials in Earth’s atmosphere. Light waves from distant
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Words to Know

Big bang theory: Theory that explains the beginning of the universe
as a tremendous explosion from a single point that occurred 12 to 15
billion years ago.

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Gamma rays: Short-wavelength, high-energy radiation formed either by
the decay of radioactive elements or by nuclear reactions.

Infrared radiation: Electromagnetic radiation of a wavelength shorter
than radio waves but longer than visible light that takes the form of
heat.

Pulsars: Rapidly spinning, blinking neutron stars.

Quasars: Extremely bright, starlike sources of radio waves that are the
oldest known objects in the universe.

Radio waves: Longest form of electromagnetic radiation, measuring up
to 6 miles from peak to peak.

Ultraviolet radiation: Electromagnetic radiation (energy) of a wave-
length just shorter than the violet (shortest wavelength) end of the
visible light spectrum.

Wavelength: The distance between two peaks in any wave.

X rays: Electromagnetic radiation of a wavelength just shorter than
ultraviolet radiation but longer than gamma rays that can penetrate
solids and produce an electrical charge in gases.



objects are also invisible during daylight because light from the Sun is so
bright that the less intense light waves from more distant objects cannot
be seen. Radio waves, however, can be detected as easily during the day
as they can at night.

Origins of radio astronomy
No one individual can be given complete credit for the development

of radio astronomy. However, an important pioneer in the field was Karl
Jansky, a scientist employed at the Bell Telephone Laboratories in Mur-
ray Hill, New Jersey. In the early 1930s, Jansky was working on the prob-
lem of noise sources that might interfere with the transmission of short-
wave radio signals. During his research, Jansky discovered that his
instruments picked up static every day at about the same time and in about
the same part of the sky. It was later discovered that the source of this
static was the center of the Milky Way galaxy.

Grote Reber, an amateur radio enthusiast in Wheaton, Illinois, took
it upon himself to begin examining the radio signals from space. In 1937,
he built the world’s first radio dish—out of rafters, galvanized sheet metal,
and auto parts—to collect radio signals in his back yard. He mounted a
receiver above the dish. Reber produced the first radio maps of the sky,
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discovering points where strong radio signals were being emitted. He
worked virtually alone until the end of World War II (1939–45), when
scientists began adapting radar tracking devices for use as radio telescopes.

What radio astronomy has revealed
Scientists have found that radio signals come from everywhere. Our

knowledge of nearly every object in the cosmos has been improved by
the use of radio telescopes. Radio astronomy has amassed an incredible
amount of information, much of it surprising and unexpected.
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In 1955, astrophysicists detected radio bursts coming from Jupiter.
Next to the Sun, this planet is the strongest source of radio waves in the
solar system. Around this time, Dutch astronomer Jan Oort used a radio
telescope to map the spiral structure of the Milky Way galaxy. In 1960,
several small but intense radio sources were discovered that did not fit into
any previously known classification. They were called quasi-stellar radio
sources. Further investigation revealed them to be quasars, the most distant
and therefore the oldest celestial objects known. And in the late 1960s, Eng-
lish astronomers Antony Hewish and Jocelyn Bell Burnell detected the first
pulsar (neutron star), a strong radio source in the core of the Crab Nebula.

Evidence of the big bang. In 1964, radio astronomers found very
compelling evidence in support of the big bang theory of how the uni-
verse began. Americans Arno Penzias and Robert Wilson discovered a
constant background noise that seemed to come from every direction in
the sky. Further investigation revealed this noise to be radiation (now
called cosmic microwave background) that had a temperature of �465°F
(�276°C). This corresponded to the predicted temperature to which ra-
diation left over from the formation of the universe 12 to 15 billion years
ago would have cooled by the present.

Today astronomers use radio astronomy and other sophisticated
methods including gamma ray, infrared, and X-ray astronomy to examine
the cosmos. The largest single radio telescope dish presently in operation,
with a diameter of 1,000 feet (305 meters), is in Arecibo, Puerto Rico.

[See also Galaxy; Pulsar; Quasar; Telescope]

‡�Radiology
Radiology is a branch of medical science in which various forms of radi-
ant energy are used to diagnose and treat disorders and diseases. For nearly
80 years, radiology was based primarily on the use of X rays. Since the
1970s, however, several new imaging techniques have been developed.
Some, like computed tomography, makes use of X rays along with other
technology, such as computer technology. Others, like ultrasound and mag-
netic resonance imaging, use forms of radiant energy other than X rays.

Radiant energy
The term radiant energy refers to any form of electromagnetic en-

ergy, such as cosmic rays, gamma rays, X rays, infrared radiation, visible
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light, ultraviolet radiation, radar, radio waves, and microwaves. These
forms of energy are classified together because they all travel by means
of waves. They differ from each other only in their frequencies (the num-
ber of times per second that waves vibrate) and wavelengths (the distance
between two peaks in any wave).

Various forms of radiant energy interact with matter in different
ways. For example, visible light does not pass through most forms of mat-
ter. If you hold a sheet of paper between yourself and a friend, you will
not be able to see your friend. Light waves from the friend are not able
to pass through the paper.
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Words to Know

Angiography: Imaging of a blood vessel by injecting a radiopaque sub-
stance in the bloodstream and exposing the body to X rays.

Computerized axial tomography (CAT): A body imaging technique in
which X-ray photographs taken from a number of angles are combined
by means of a computer program.

Diagnosis: Identification of a disease or disorder.

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Imaging: The process by which a “picture” is taken of the interior of 
a body.

Myelography: Imaging of the spinal code by radiologic techniques.

Positron emission tomography (PET): A radiologic imaging technique
that makes use of photographs produced by radiation given off by
radioactive materials injected into a person’s body.

Radiant energy: Any form of electromagnetic energy.

Radiation therapy: The use of X rays or other radioactive substances
to treat disease.

Radiopaque: Any substance through which X rays cannot pass.

Ultrasound: A form of energy that consists of waves traveling with
frequencies higher than can be heard by humans; also, a technique for
imaging the human body and other objects using ultrasound energy.

X rays: Electromagnetic radiation of a wavelength just shorter than ultra-
violet radiation but longer than gamma rays that can penetrate solids.



Forms of radiant energy with higher frequencies than visible light are
able to penetrate matter better than does visible light. For example, if you
were to place a sheet of paper between yourself and an X-ray machine,
X rays would be able to pass through the paper and to strike your body.

X rays for diagnosis
The ability of X rays to pass through matter makes them useful as

a diagnostic tool to identify a disease or disorder. As an example, sup-
pose that a doctor believes that a child has broken a bone in her arm. In
order to confirm this diagnosis, the doctor may take an X ray of the child’s
arm. In this process, the child’s arm is placed beneath a machine that
emits X rays. Those X rays pass through flesh in the arm without being
stopped. But the X rays are not able to pass through bone as easily. A
photographic plate placed beneath the child’s arm “takes a picture” of
X rays that have passed through the arm. Fleshy parts of the arm show
up as exposed areas, while bone shows up as unexposed areas. A doctor
can look at the photograph produced and determine whether the bone is
solid or has been broken. Making pictures of the interior of a person’s
body by a process such as this is known as imaging.

Over the years, radiologists have developed more sophisticated ways
of using X rays for diagnosis. For example, regions of the body in which
tissue is more dense than in other regions can be detected by X-ray imag-
ing. The presence of such dense spots may indicate the presence of a tu-
mor or some other abnormal structure.

Radiologists also make use of substances through which X rays can-
not pass, substances that are called radiopaque. Suppose that a radiopaque
substance is injected into a person’s bloodstream and an X ray made of
the person’s arm. This process is known as angiography. The radiopaque
substance in the bloodstream will show up on the X-ray photograph and
allow a doctor to determine the presence of abnormalities in veins, arter-
ies, or other parts of the circulatory system.

Another form of angiography is called myelography. In this process,
a radiopaque substance is injected in the membrane covering the spine,
and an X-ray photograph is taken. The resulting image can be used to di-
agnose problems with the spine.

Computers and radiology
In recent decades, radiologists have developed a variety of techniques

in which the powers of X rays and computers have been brought together.
The earliest of these techniques was computerized axial tomography
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(CAT). In computerized axial tomography, an X-ray machine is rotated
around a person’s body. Pictures are taken of some specific part of 
the body from many different angles. Those pictures are then put together
by a computer to provide a three-dimensional image of the body part be-
ing studied.

A variation of the CAT technique is known as positron emission to-
mography (PET). In this technique, a radioactive material is injected into
a person’s body. That radioactive material emits positrons (positive elec-
trons) and gamma rays. A scanner “reads” the gamma rays in much the
same ways that X rays are scanned in a CAT machine. However, the spe-
cific radioactive material used in the process can be chosen to produce
much finer images than are available with a CAT scan. Another variation
of the PET process is called single photon emission computerized to-
mography (SPECT).

One of the first techniques used in radiology not based on X rays
was ultrasound. Ultrasound is a form of energy that consists of waves
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traveling with frequencies higher than can be heard by humans. Ultra-
sound has some of the same abilities to pass through human tissue as do
X rays. One of the first uses of ultrasound was to detect defects in metal-
lic structures. Later, it became a common and powerful tool for imaging
a fetus while it is still in the uterus (womb). In this procedure, a sound
transmitter is used to send waves into the pregnant woman’s body from
various angles. As these waves bounce back off the uterus and the fetus,
they are recorded both on a television screen and in a photograph. With
this technology, a physician can recognize problems that may exist within
the fetus or the pregnant woman’s uterus.

Therapeutic applications
Radiological techniques can also be used for therapeutic purposes,

methods used to treat diseases and disorders. The use of radiology for
therapy depends on the fact that X rays kill living cells. Under normal
circumstances, this fact provides a good reason for people to avoid com-
ing into contact with X rays. The destruction of healthy cells by X rays
is, in fact, one of the ways in which cancers may develop.

This same fact, however, provides the basis for treating cancer. Can-
cer is a disease characterized by the rapid, out-of-control growth of cells.
Suppose that a person has been diagnosed with cancer of the spleen, for
example. That diagnosis means that cells in the spleen have begun to grow
much more rapidly than normal. It follows that one way to treat this con-
dition is to bombard the spleen with X rays. Since the cancer cells are the
cells growing most rapidly, they are most likely to be the cells killed by
the X rays. The fact that healthy cells are also killed in this process is
shown by the side-effects of radiation therapy: loss of hair, nausea, loss
of weight, among others. In fact, the success of radiation therapy depends
to some extent on the physician’s ability to focus the cell-killing X rays
on cancer cells and to protect healthy cells from those same X rays.

[See also X rays]

‡�Rain forest
Rain forests are ecosystems characterized by high annual precipitation and
an abundance of many large trees, generally of very old age. (An ecosys-
tem is an ecological community, or the plants, animals, and microorgan-
isms in a region considered together with their environment.) Rain forests
can be found in both tropical and temperate regions. (Temperate regions
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have mild or moderate climates; tropical regions have high enough tem-
peratures and enough rain to support plant growth year round.) Rain forests
require a humid climate, with an average precipitation of at least 80 to
100 inches (200 to 250 centimeters) per year. Because of the great amount
of precipitation, forest fires occur only rarely. As a result, trees in a rain
forest are able to grow to a very large size and a very old age.

Tropical rain forests
Tropical rain forests can be found in equatorial regions of Central

and South America, west-central Africa, and Southeast Asia, including
New Guinea and the northeastern coast of Australia. Tropical rain forests
are the most complex of the world’s ecosystems in terms of both their
physical structure and the tremendous biodiversity of species they sup-
port. Because they support such a wide variety and number of plants, an-
imals, and microorganisms, tropical rain forests represent the highest peak
of ecosystem development on Earth.

Productivity of tropical rain forests. Tropical rain forests have
a very complex canopy, consisting of many layers of foliage (leaves) in-
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Words to Know

Biomass: The sum total of living and once-living matter contained
within a given geographic area.

Biodiversity: The wide range of organisms—plants and animals—that
exist within any geographical location.

Canopy: The “covering” of a forest, consisting of the highest level of
tree branches and foliage in the forest.

Ecosystem: An ecological community, including plants, animals, and
microorganisms, considered together with their environment.

Old-growth forest: A mature forest, characterized by great age and
many large and very old trees, with a complex physical structure.

Temperate: Mild or moderate.

Tropical: Characteristic of a region or climate that is frost free with
temperatures high enough to support—with adequate precipitation—
plant growth year round.



tertwined with each other. This canopy makes up one of the densest leafy
surfaces found in any of Earth’s ecosystems. The presence of so many
leaves make it possible for tropical rain forests to capture solar energy
and convert it to plant production with a high degree of efficiency.

In the tropical rain forests, woody tissues of trees account for about
80 percent of the biomass. (Biomass is the sum total of living and dead
plants and animals.) Another 15 percent of the organic matter occurs in
soil and litter (the uppermost, slightly decaying layer of organic matter
on the forest floor), and about 5 percent is foliage. In contrast, a much
larger fraction of the biomass in temperate forests occurs as organic mat-
ter in the soil and on forest floor. The reason for this difference is tem-
perature. In tropical rain forests, dead biomass decays very rapidly be-
cause of warm and humid environmental conditions.

This fact explains a strange contradiction about tropical rain forests.
In spite of the abundance of living and dead plants and animals they con-
tain, they are very fragile environments. If trees are cut down, the vast
majority of the forest’s biomass is lost. In addition, the soil in tropical
rain forests is generally not very fertile. When trees are removed, it is
usually difficult to get other plants and crops to grow in the same place.
The destruction of tropical rain forests in order to obtain land for agri-
culture, then, has had some surprising results. Very rich, productive stands
of trees have been lost, but those stands have not
been replaced by farms that are as rich. In fact,
the land is often simply lost to any form of pro-
ductive plant growing.

Biodiversity in tropical rain forests. An
enormous number of species of plants, animals,
and microorganisms occurs in tropical rain
forests. In fact, this type of ecosystem accounts
for a much larger fraction of Earth’s biodiversity
than any other category. Some scientists estimate
that as many as 30 million to 50 million species
may occur on Earth, and that about 90 percent of
these species occur in tropical ecosystems, the
great majority of those in rain forests.

Most of the undiscovered species are prob-
ably insects, especially beetles. However, tropi-
cal rain forests also contain immense numbers of
undiscovered species of other arthropods (inver-
tebrates with external skeletons), as well as many
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new plants and microorganisms. Even new species of birds and mammals
are being discovered in tropical rain forests, further highlighting the fact
that so much still is to be learned about that natural ecosystem.

Temperate rain forests
Temperate rain forests are most common on the windward sides of

coastal mountain ranges. In such areas, warm, moisture-laden winds from
the ocean are forced upwards over the mountains. There they cool, form
clouds, and release their moisture as large quantities of rainfall. Temper-
ate rain forests are found primarily along the west coasts of North and
South America and in New Zealand.

Many types of temperate rain forests exist. In northern California,
for example, coastal rain forests are often dominated by stands of enor-
mous redwood trees more than 1,000 years old. Old-growth rain forests
elsewhere on the western coast of North America are dominated by other
conifer (cone-bearing) species, especially Douglas-fir, western hemlock,
sitka spruce, red cedar, and fir. Rain forests also occur in wet, frost-free
parts of the Southern Hemisphere adjacent to the ocean. In parts of New
Zealand, for example, the most common tree species in temperate rain
forests are southern beech and southern pines.
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Most species that are found in temperate rain forests also live in
younger forests. However, some important exceptions exist. For exam-
ple, in temperate rain forests of the Pacific coast of North America, the
spotted owl, marbled murrelet, and some species of plants, mosses, and
lichens appear to require the special conditions provided by old-growth
forests and do not survive well in other ecosystems.

[See also Biodiversity; Forestry; Forests]
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‡�Reaction, chemical
When a chemical reaction occurs, at least one product is formed that is
different from the substances present before the change occurred. As an
example, it is possible to pass an electric current through a sample of wa-
ter and obtain a mixture of oxygen and hydrogen gases. That change is a
chemical reaction because neither oxygen nor hydrogen were present as
elements before the change took place.

Any chemical change involves two sets of substances: reactants and
products. A reactant is an element or compound present before a chemi-
cal change takes place. In the example above, only one reactant was pre-
sent: water. A product is an element or compound formed as a result of
the chemical reaction. In the preceding example, both hydrogen and oxy-
gen are products of the reaction.

Chemical reactions are represented by means of chemical equations.
A chemical equation is a symbolic statement that represents the changes
that occur during a chemical reaction. The statement consists of the sym-
bols of the elements and the formulas of the products and reactants, along
with other symbols that represent certain conditions present in the reac-
tion. For example, the arrow (or yields) sign, *, separates the reactants
from the products in a reaction. The chemical equation that represents the
electrolysis of water is 2 H2O * 2 H2 � O2.

Types of chemical reactions
Most chemical reactions can be categorized into one of about 

five general types: synthesis, decomposition, single replacement, double
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replacement, and oxidation-reduction. A miscellaneous category is also
needed for reactions that do not fit into one of these five categories.

Characteristics of each type.
Synthesis: Two substances combine to form one new substance:

In general: A � B * AB

For example:

2 Na � Cl2 * 2 NaCl or CaO � H2O * Ca(OH)2

Decomposition: One substance breaks down to form two new sub-
stances:

In general: AB * A � B

For example:

2 H2O * 2 H2 � O2

Single Replacement: An element and a compound react such that
the element replaces one other element in the compound:

In general: A � BC * AC � B

For example:

Mg � 2 HCl * MgCl2 � H2

Double Replacement: Two compounds react with each other in such
a way that they exchange partners with each other:

In general: AB � CD * AD � CB

For example:

NaBr � HCl * NaCl � HBr

Oxidation-reduction: One or more elements in the reaction changes
its oxidation state during the reaction:

In general: A3�
* A6�

For example:

Cr3�
* Cr6�

Energy changes and chemical kinetics
Chemical reactions are typically accompanied by energy changes.

The equation for the synthesis of ammonia from its elements is 
N2 � 3 H2 * 2 NH3, but that reaction takes place only under very spe-
cial conditions—namely at a high temperature and pressure and in the
presence of a catalyst. Energy changes that occur during chemical reac-
tions are the subject of a field of science known as thermodynamics.
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In addition, chemical reactions are often a good deal more complex
than a chemical equation might lead one to believe. For example, one can
write the equation for the synthesis of hydrogen iodide from its elements,
as follows: H2 � I2 * 2 HI. In fact, chemists know that this reaction does
not take place in a single step. Instead, it occurs in a series of reactions
in which hydrogen and iodine atoms react with each other one at a time.
The final equation, H2 � I2 * 2 HI, is actually no more than a summary
of the net result of all those reactions. The field of chemistry that deals
with the details of chemical reactions is known as chemical kinetics.
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‡�Recycling
Recycling is a method of reusing materials that would otherwise be 
disposed of in a landfill or incinerator. Household products that contain
glass, aluminum, paper, and plastic are used for recycling and to make
new products. Recycling has many benefits: it saves money in pro-
duction and energy costs, helps save the environment from the impacts
of extracting and processing virgin (never used; not altered by human 
activity) materials, and means that there is less trash that needs to be 
disposed.

The concept of recycling is not a new one. At the beginning of 
the twentieth century, 70 percent of the nation’s cities had programs 
to recycle one or more specific materials. During World War II 
(1939–45), 25 percent of the waste generated by industrial processes 
was recycled and reused. Since the general public has become more 
environmentally conscious, the recycling rate in the United States has
risen from 7 percent in 1960 to 17 percent in 1990 to 28 percent in 2000.
Analysts predict that by 2005, Americans will be recycling and 
composting at least 83 tons (75 metric tons) or 35 percent of all munici-
pal waste.
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Process
Recycling is a three-step process. The first step involves collecting

and reprocessing materials for recycling. These materials must be sepa-
rated from other trash and prepared to become new products. Manufac-
turing of new products from recycled materials is the second step. The fi-
nal step is the consumer’s purchase and use of the recycled product.

Some problems with recycling
These steps may appear to constitute a simple and straightforward

process, but such is not the case. A number of basic questions have to be
resolved before recycling of solid wastes can become a practical reality.
Some of these questions are technological. For example, there is currently
no known way to recycle certain types of widely used plastics in an eco-
nomical way. There is no problem in collecting these plastics and sepa-
rating them from trash, but the process stops there. No one has found a
method for re-melting the plastics and then converting them into new
products.

A second problem is economic. Suppose that it costs more to make
a new product out of recycled materials than out of new materials. What
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company is willing to lose money by using recycled, rather than new, 
materials?

Legislation
One way to expand the use of recycling, of course, is to invent more

efficient technologies to deal with waste materials. Another approach,
however, is to use the power of government to encourage or even require
recycling. Governments are interested in promoting recycling because the
cost of other means of solid waste disposal is often very high. If citizens
can be made to recycle waste materials rather than to just throw them
away, governments can save money on sanitary landfills, incinerators, and
other means of waste disposal.

Both the U.S. federal government and individual states have now
passed a number of laws relating to recycling. For example, a number of
states states (including Arizona, California, Connecticut, Illinois, Mary-
land, Missouri, North Carolina, Oregon, Rhode Island, Texas, and Wis-
consin) and the District of Columbia require that newspapers published
in their jurisdictions have a minimum content of recycled fiber.

On the federal level, the Environmental Protection Agency (EPA)
requires government agencies to set aside a portion of their budgets to
buy recycled products. All agencies are required to purchase recycled pa-
per, refined oil, building insulation made with recycled material, and other
items that are made from recycled products.

Government regulations, however, are not necessarily the best pos-
sible answer to developing recycling policies. For one thing, prices are
usually higher for recycled products, and there may be problems with
availability and quality of recycled goods.

Overall, researchers and environmentalists tend to agree that cre-
ativity will be the key to solving many of our solid waste disposal prob-
lems. Many landfills have reached their carrying capacity. In 1978, there
were roughly 14,000 landfills in the United States. By 2000, that number
had dropped to just over 5,000. Many of those currently open are expected
to be closed within a few years. Fresh Kills Landfill on Staten Island,
New York, was the largest landfill in the world. It covered over 2,200
acres (880 hectares) and reached a height taller than the Statue of Lib-
erty. Open in 1948, it was finally closed in March 2001. As we continue
to run out of space to put solid waste, recycling, composting, and reusing
are fast becoming environmental and economic necessities to help reduce
some of that waste.

[See also Composting; Waste management]
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‡�Red giant
A red giant is a star that has exhausted the primary supply of hydrogen
fuel at its core. An average-sized star like our Sun will spend the final 10
percent of its life as a red giant. In this phase, a star’s surface tempera-
ture drops to between 3,140 and 6,741°F (1,727 and 3,727°C) and its di-
ameter expands to 10 to 1,000 times that of the Sun. The star takes on a
reddish color, which is what gives it its name.

With no hydrogen left at the core of a star to fuel the nuclear reac-
tion that keeps it burning, the core begins to contract. The core’s con-
tracting releases gravitational energy into the surrounding regions of the
star, causing it to expand. Consequently, the outer layers cool down and
the color of the star (which is a function of temperature) becomes red.
The star may slowly shrink and expand more than once as it evolves into
a red giant.

This change marks the start of a dynamic process in which the star
develops into a variable star. It becomes alternately brighter and dimmer,
generally spending about one year in each phase. The star continues in a
variable state until it completely runs out of fuel.
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Words to Know

Black hole: Remains of a massive star that has burned out its nuclear
fuel and collapsed under tremendous gravitational force into a single
point of infinite mass and gravity.

Fusion: Combining of nuclei of two or more lighter elements into one
nucleus of a heavier element; the process stars use to produce energy
to support themselves against their own gravity.

Nebula: A cloud of interstellar dust and gas.

Neutron star: Extremely dense, compact, neutron-filled remains of a
star following a supernova.

Variable star: Star that varies in brightness over periods of time rang-
ing from hours to years.

White dwarf: Cooling, shrunken core remaining after a medium-sized
star ceases to burn.



While the star is in a puffed-up state, helium continues to accumu-
late at its core. Since the helium initially is not hot enough to undergo fu-
sion (the process by which two atoms combine, releasing a vast amount
of energy), it becomes denser and denser. Finally, pressure alone forces
the atoms to fuse, forming carbon and oxygen. At the same time, the core
shrinks and the star becomes bluer and smaller.

Using helium as a fuel, the star’s core continues to burn normally
for a while, although the star shines less brightly than it did in its ex-
panded state. At the same time, any remaining hydrogen in regions far-
ther out from the core fuse into helium. The core becomes so hot that it
may pulsate (vary in brightness). This stage does not last long, however,
since the helium burns quickly.

As the helium runs out, the star again puffs up—this time to about
500 times the size of the Sun, with about 5,000 times the brightness of
the Sun. Buried deep inside the star’s unstable atmosphere is a hot core
about the size of Earth, but with 60 percent of the Sun’s mass. As a fi-
nal act, the atmosphere dislodges from the core and floats off as a plan-
etary nebula (cloud). The glowing core, called a white dwarf, is left to
cool for eternity.

More massive stars exit the red giant stage with a bang, transformed
by a supernova (explosion) into a neutron star (dense, neutron-filled remains
of a star) or a black hole (a single point of infinite mass and gravity).

[See also Star; White dwarf]

‡�Redshift
In astronomy, when matter moves away from an observation point, its
light spectrum displays a redshift. A redshift is one type of Doppler ef-
fect. Named for Austrian physicist Christian Johann Doppler (1803–
1853), this principle states that if a light (or sound) source is moving away
from a given point, its wavelengths (distance between two peaks of a
wave) will be lengthened. Conversely, if an object emitting light or sound
is moving toward that point, its wavelengths will be shortened.

With light, longer wavelengths stretch to the red end of the color
spectrum while shorter wavelengths bunch up at the blue end. The short-
ening of wavelengths of an approaching object is called a blueshift.

The first astronomer to observe a space object’s Doppler shift was
American astronomer Vesto Melvin Slipher (1875–1969) in 1912. His
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subject was the Andromeda galaxy, which was then believed to be a neb-
ula, or a cloud of dust and gas (at that time it was not known there were
other galaxies beyond the Milky Way). Slipher discovered that the spec-
trum of Andromeda was shifted toward the blue end, meaning that it was
approaching Earth.

Two years later, Slipher analyzed the spectra of fourteen other spi-
ral nebula and found that only two were blueshifted, while twelve were
redshifted. The redshifts he observed for some spirals implied they were
moving at enormous speeds.

Hubble and the expanding universe
An extremely important finding relating to redshifts was made 

in 1929 by Edwin Hubble (1889–1953), the American astronomer who
first proved the existence of other galaxies. Together with his colleague
Milton Humason, Hubble photographed distant galaxies and discovered
that their spectra were all shifted toward the red wavelengths of light. 
Further study showed a relationship between the degree of redshift 
and that object’s distance from Earth. In other words, the greater an 
object’s redshift, the more distant it is and the faster it is moving away
from Earth.
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Words to Know

Blueshift: The Doppler shift observed when a celestial object is mov-
ing closer to Earth.

Doppler effect: The change in wavelength and frequency (number of
vibrations per second) of either light or sound as the source is moving
either towards or away from the observer.

Redshift: The Doppler shift observed when a celestial object is moving
farther away from Earth.

Spectrum: Range of individual wavelengths of radiation produced when
light is broken down into its component colors.

Speed of light: Speed at which light travels in a vacuum: approximately
186,000 miles (299,000 kilometers) per second.

Wavelength: The distance between two peaks in any wave.



The large degree of redshift in the spectra of these galaxies sug-
gested that they were moving away from Earth at a phenomenal rate. Hu-
mason found some galaxies moving at one-seventh the speed of light.

Hubble and Humason’s research on redshifts led to two important
conclusions: every galaxy is moving away from every other galaxy and,
therefore, the universe is expanding.

[See also Binary star; Doppler effect; Electromagnetic spectrum;
Galaxy; Star]
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‡�Reinforcement, positive
and negative

In psychology, reinforcement refers to the procedure of presenting or re-
moving a stimulus to maintain or increase the likelihood of a behavioral
response. (A stimulus is something that causes a response.) Reinforce-
ment is usually divided into two types: positive and negative.

If a stimulus is presented immediately after a behavior and that stim-
ulus increases the probability that the behavior will occur again, the stim-
ulus is called a positive reinforcer. Giving a child candy for cleaning his
or her room is an example of a positive reinforcer. The child will learn
to clean his or her room (behavior) more often in the future, believing he
or she will receive something positive—the candy (stimulus)—in return.

Like positive reinforcement, negative reinforcement increases the
likelihood that a behavior associated with it will be continued. However,
a negative reinforcer is an unpleasant stimulus that is removed after a be-
havioral response. Negative reinforcers can range from uncomfortable
physical sensations to actions causing severe physical distress. Taking as-
pirin for a headache is an example of negative reinforcement. If a per-
son’s headache (stimulus) goes away after taking aspirin (behavior), then
it is likely that the person will take aspirin for headaches in the future.

Reinforcers can also be further classified as primary and secondary.
Primary reinforcers are natural; they are not learned. They usually satisfy
basic biological needs, such as food, air, water, and shelter. Secondary
reinforcers are those that have come to be associated with primary rein-
forcers. Since money can be used to satisfy the basic needs of food, cloth-
ing, and shelter, it is known as a secondary reinforcer. Secondary rein-
forcers are also called conditioned reinforcers.

Classical conditioning
Reinforcement as a theoretical concept in psychology can be traced

back to Russian scientist Ivan P. Pavlov (1849–1936), who studied con-
ditioning and learning in animals in the early 1900s. Pavlov developed the
general procedures and terminology for studying what is now called clas-
sical conditioning. While studying the salivary functions of dogs, Pavlov
noticed that they began to salivate just before he began to feed them. He
concluded that salivating in anticipation of the food was a learned re-
sponse. To further prove this theory, Pavlov conducted an experiment. Just
before he gave a dog food, Pavlov rang a bell. After pairing the bell and
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food several times, Pavlov just rang the bell. He discovered that the sound
of the bell alone was enough to make the dogs salivate.

Pavlov labeled the food an unconditional stimulus because it reli-
ably (unconditionally) led to salivation. He called the salivation an un-
conditional response. The bell tone was a conditioned stimulus because
the dog did not salivate in response to the bell until he had been condi-
tioned to do so through repeated pairings with the food. The salivation in
response to the bell became a conditioned response.

Classical conditioning thus occurs when a person or animal forms
an association between two events. One event need not immediately fol-
low the other. What is important is that one event predicts or brings about
the other. An example of classical conditioning in humans can be seen in
a trip to the dentist’s office. On a person’s first visit, the sound of the drill
signifies nothing to that person until the dentist begins to use the drill.
The pain and discomfort of having a tooth drilled is then remembered by
that person on the subsequent visit. The sound of the drill is enough to
produce a feeling of anxiety, tensed muscles, and sweaty palms in that
person even before the dentist has begun to use the drill.

Operant conditioning
In classical conditioning, the learned responses are reflexes, such as

salivating or sweating. The stimuli (food or a dentist’s drill) bring about
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positive and
negative Words to Know

Classical conditioning: A type of conditioning or learning in which a
stimulus that brings about a behavioral response is paired with a neutral
stimulus until that neutral stimulus brings about the response by itself.

Operant conditioning: A type of conditioning or learning in which a
person or animal learns to perform or not perform a particular behavior
based on its positive or negative consequences.

Primary reinforcers: Stimuli such as food, water, and shelter that sat-
isfy basic needs.

Secondary reinforcers: Stimuli that have come to provide reinforce-
ment through their association with primary reinforcers.

Stimulus: Something that causes a behavioral response.



these responses automatically. In operant conditioning, the learned be-
havioral responses are voluntary. A person or animal learns to perform
or not perform a particular behavior based on its positive or negative con-
sequences.

American behavioral psychologist B. F. Skinner (1904–1990) con-
ducted experiments during the 1930s and 1940s to prove that human and
animal behavior is based not on independent motivation but on response
to reward and punishment. Skinner designed an enclosed, soundproof box
equipped with tools, levers, and other devices. In this box, which came
to be called the Skinner box, he taught rats to push buttons, pull strings,
and press levers to receive a food or water reward.

This type of procedure and the resultant conditioning have become
known as operant conditioning. The term “operant” refers to behaviors
that respond to, or operate on, the surrounding environment. From his ex-
periments, Skinner developed the theory that humans are controlled (stim-
ulated) solely by forces in their environment. Rewarded behavior (posi-
tive reinforcement) is encouraged, and unrewarded behavior (negative
reinforcement) is terminated.

[See also Behavior]

‡�Relativity, theory of
The theory of relativity is an approach for studying the nature of the uni-
verse. It was devised by German-born American physicist Albert Einstein
(1879–1955) in the first quarter of the twentieth century. The theory is
usually separated into two parts: the special theory and the general the-
ory. The outlines of the special theory were first published by Einstein in
1905 and dealt with physical systems in uniform velocity. (The term ve-
locity refers both to the speed with which an object is moving and to the
direction in which it is moving.) The theory applies, for example, to phys-
ical events that might take place in a railroad train traveling down a track
at a constant 50 miles (80 kilometers) per hour.

The general theory was announced by Einstein in 1915. It deals with
physical systems in accelerated motion—that is, in systems whose ve-
locity is constantly changing. The general theory could be used to de-
scribe events taking place in a railroad train that accelerates from a speed
of 50 miles (80 kilometers) per hour to 100 miles (140 kilometers) per
hour. Obviously, the general theory applies to a larger category of events
than does the special theory and, therefore, has many more applications.
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Classical physics
The term classical physics is used to describe a whole set of con-

cepts and beliefs about the natural world held by physicists prior to about
1900. According to classical physics, every effect could be traced to some
specific and identifiable cause. If an apple fell out of a tree, then that 
effect could be traced to some specific cause—in this case, gravitational
attraction.

Also, physicists believed that physical objects had constant pro-
perties that did not change unless they were altered or destroyed. For ex-
ample, suppose that you had a meter stick that was exactly 1.000 meter
long. You could trust that meter stick to find the correct length of a line
whether you made the measurement in your laboratory at the university
or in an airplane flying at 500 miles (800 kilometers) per hour above
Earth’s surface.

Relative motion
Even before 1900, though, a few physicists had begun to question

some of these assumptions. These physicists based their questions on some
very obvious points. Consider, for example, the following scenario: two
railroad train cars are traveling next to each other at the same speed. In
such a case, a person in one train could look into the windows of the sec-
ond train and observe the passengers in its cars. To the observer seated
in the first train, it appears as if the second train is at rest.

Suppose the second train begins to speed up or slow down. In that
case, it seems to be moving slowly away from the first train—forward or
backward—perhaps at the rate of a few miles (kilometers) per hour. In
reality, though, the train is traveling at a speed of 50, 60, 70 miles (kilo-
meters) per hour or faster.

Before the turn of the twentieth century, a few physicists began to
explore the significance of this strange experience of relative motion. In
1895, for example, Irish physicist George Francis FitzGerald (1851–1901)
analyzed the effects of relative motion mathematically and came to a star-
tling conclusion. The length of an object, FitzGerald announced, depended
on how fast it was traveling! That is, your trusty meter stick might truly
measure 1.000 meter (39.37 inches) when it is at rest. But find a way to
get it moving at speeds of a few thousand meters per second, and it will
begin to shrink. At some point, it may measure only 0.999 meter, or 0.900
meter, or even 0.500 meter.

Even then, the length of the stick would depend on the person do-
ing the measuring. The shrinkage taking place as the speed of the meter
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stick increases would be noticeable only to someone at rest compared to
the meter stick itself. A person traveling with the meter stick would no-
tice no change at all.

The special theory
The mathematics used by FitzGerald to reach this conclusion is 

beyond the scope of this book. In fact, the details of all theories of rela-
tivity are quite complex, and only some general conclusions can be de-
scribed here.

Einstein’s work on relativity is of primary importance because he
was the first physicist to work out in detail all of the implications of the
physical properties of moving systems. He began his analysis with only
two simple assumptions. First, he assumed that the speed of light is al-
ways the same. That is, suppose you could measure the speed of light in
your back yard, on a Boeing 747 flying over Detroit, in a rocket ship on
its way to the Moon, or on the outer edges of a black hole. No matter
where the measurement is made, Einstein said, the speed of light is al-
ways the same.

Einstein’s second assumption is that the laws of physics are always
the same everywhere. Should you someday be able to travel to Mars or
to that black hole, you will not have to learn a
whole new set of physical laws. They will be the
same as those we use here on Earth.

How did Einstein decide on just these two
assumptions and not other possible assumptions?
The answer is that he had a hunch—he made a
guess as to what he thought would be most basic
about anything we could study in the universe. A
part of his genius is that his hunches were appar-
ently correct: a whole new kind of physics, rela-
tivistic physics, has been built up on them. And the
new science seems to work very well, suggesting
that its basic assumptions are probably correct.

Conclusions from special relativity. Ein-
stein was a theoretical physicist; he did not spend
any time in laboratories trying out his ideas with
experiments. Instead, he tried to determine—us-
ing logic and mathematics alone—what the con-
sequences would be of his initial assumptions.
Eventually he was able to derive mathematical
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equations that described the physical properties of systems in motion.
Some of the conclusions he drew were the following:

1. The length of an object is a function of the speed at which it is
traveling. The faster the object travels, the shorter the object becomes.

2. The mass of an object is also a function of the speed at which it
is traveling. The faster the object travels, the heavier it becomes.

3. Time slows down as an object increases in speed.

Think for a moment about the logical consequences of just these
three points. First, none of the effects is of much practical importance un-
til an object is traveling close to the speed of light. If you tried to detect
changes in length, mass, or time in a moving train, you’d have no suc-
cess at all. It is not until one approaches speeds of about 167,000 miles
(270,000 kilometers) per second (about 90 percent the speed of light) that
such effects are noticeable.

But what effects they are! An object traveling at the speed of light
would have its length reduced to zero, its mass increased to infinity, and
the passage of time reduced to zero. Any clocks attached to the object
would stop.

Energy and mass
Einstein made one other remarkable discovery in working out the

meaning of relativity: he found that the two concepts we think of as 
energy and mass are really two manifestations of the same phenome-
non. This discovery marked a real revolution in thinking. Prior to Ein-
stein’s time, scientists thought of mass as being the “stuff” of which ob-
jects are made, and they thought of energy as the force that caused mat-
ter to move. No one would have imagined that the two had anything at
all in common.

What Einstein showed was that it was possible to take a piece of
matter and convert it all into energy. Or, by contrast, one could capture
a burst of energy and convert it into a piece of matter. He even devel-
oped a formula for showing how much mass is equivalent to how much
energy: E � mc2, where E is the amount of energy involved, m the amount
of mass, and c the velocity of light.

Other implications
The implications of the theory of relativity are unbelievably exten-

sive. Einstein went on to suggest other revolutionary ways of looking at
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the natural world. For example, scientists had always taken it for granted
that the natural world can be described in three dimensions—the three di-
mensions that we all live in: length, width, and height. All of physics and
most of mathematics had traditionally been built on that concept.

Einstein suggested that the world had to be viewed in terms of four
dimensions: the three dimensions with which we are familiar and time.
That is, if we want to study any object in complete detail, we have to be
able to state not only its length, its width, and its height, but also its place
on the world’s time line. That is, the object is traveling through time as
we study it; under many circumstances, changes in its place on the world
time line must be taken into consideration.

In addition, Einstein suggested an entirely new way of thinking about
space and time. He said that rather than imagining the universe as the in-
side of an enormous balloon, we should think about it as consisting of
curved surfaces over which light and other objects travel.

Tests of relativity
One of the most remarkable things about Einstein’s theories is 

the speed with which they were accepted by other physicists. As rev-
olutionary as his ideas were, physicists quickly saw the logic of Ein-
stein’s arguments. Some physicists and many nonscientists, however,
wanted to see experimental evidence in the real world that his ideas were
correct.

One proof for Einstein’s theory is his equation representing the re-
lationship of energy and mass, E � mc2. It is upon this principle that nu-
clear weapons and nuclear power plants operate.

But other pieces of experimental proof were eventually discovered
for Einstein’s theories. One of those was obtained in 1919. Einstein had
predicted that light will be bent out of a straight path if it passes near to
a very massive object. He said that the gravitational field of the object
would have an effect on light much as it does on other objects.

An opportunity to test that prediction occurred during a solar 
eclipse that occurred on May 29, 1919. Astronomers waited until the 
Sun was completely blocked out during the eclipse, then took a 
photograph of the stars behind the Sun. They found that the stars appeared
to be in a somewhat different position than had been expected. The 
reason for the apparent displacement of the stars’ position was that the
light they emitted was bent slightly as it passed the Sun on its way 
to Earth.
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Significance of relativity theory
Einstein’s theories have had some practical applications, as demon-

strated by the use of E � mc2 in solving problems of nuclear energy. 
But far more important has been its effect on the way that scientists, and
even some nonscientists, view the universe. His theories have changed
the way we understand gravity and the universe in general. In that 
respect, the theories of relativity produced a revolution in physics matched
only once or twice in all of previous human history.

[See also Black hole; Light; Nuclear fission; Physics; Pulsar;
Quasar; Space; Time]

‡�Reproduction
Reproduction is the process by which plants and animals produce 
offspring. Reproduction may be asexual or sexual. Asexual reproduction
occurs when a single cell divides to form two daughter cells that are 
genetically identical to the parent cell. Sexual reproduction involves 
the union of an egg (female sex cell) and sperm (male sex cell) to pro-

duce a cell that is genetically different than the
parent cells.

Asexual reproduction
Asexual reproduction usually occurs by 

mitosis, a process in which the chromosomes 
in a cell’s nucleus are duplicated before cell 
division. (Chromosomes are structures that 
organize genetic information in the nuclei of
cells. Genes are units of hereditary information
that control what traits are passed from one 
generation to another.) After the nucleus divides,
the cytoplasm of the cell splits, forming two 
new daughter cells having nuclei with the same
number and kind of chromosomes as the parent.
Asexual reproduction occurs rapidly and can 
produce many individuals in a short amount 
of time. For example, some bacteria that repro-
duce in this way double their numbers every 20
minutes.
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Bacteria, algae, most protozoa, yeast, dandelions, and flatworms all
reproduce asexually. Yeasts reproduce asexually by budding, a process in
which a small bulge, or bud, forms on the outer edge of a yeast cell and
eventually separates, developing into a new cell. Flatworms and starfish
can regrow an entire new organism from a piece of their body that is bro-
ken off, a process called fragmentation.

Sexual reproduction
In plants and animals, sexual reproduction is the fusion of a sperm

and egg, called gametes, from two different parents to form a fertilized
egg called a zygote. Gametes are produced in the male testes and female
ovaries by a process called meiosis. Meiosis is a type of cell division in
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Budding: A form of asexual reproduction in which a small part of the
parent’s body separates and develops into a new individual.

Chromosome: Structures that organize genetic information in the
nuclei of cells.

Cytoplasm: The semifluid substance of a cell containing organelles and
enclosed by the cell membrane.

Diploid: Having two sets of chromosomes.

Fragmentation: The regeneration of an entire individual from a broken
off piece of an organism.

Gamete: A male or female sex cell.

Gene: A section of a chromosome that carries instructions for the for-
mation, functioning, and transmission of specific traits from one gen-
eration to another.

Haploid: Having a single set of unpaired chromosomes.

Meiosis: Process of cell division by which a diploid cell produces four
haploid cells.

Mitosis: Process of cell division resulting in the formation of two
daughter cells genetically identical to the parent cell.

Zygote: A diploid cell formed by the union of two haploid gametes.



which the number of chromosomes in a diploid cell (a cell having two
sets of chromosomes in its nucleus) are reduced by half following two
successive cell divisions. The four daughter cells that are produced are
each haploid, having only half the number of chromosomes as the origi-
nal diploid cell.

In males, all four daughter cells produced by meiosis become sperm,
while in females, only one daughter cell develops into an egg. When an
egg and sperm fuse at fertilization, the normal number of chromosomes
are restored in the zygote. The shuffling of the parents’ genetic material
that occurs during meiosis allows for new gene combinations in offspring
that over time can improve a species’ chances of survival.

Alternation of generations. Plants go through two stages in their
life cycle, called alternation of generations. One is the diploid stage, in
which cells undergoing meiosis produce haploid reproductive cells called
spores. During the haploid stage, the spores develop into gametophytes (or
gamete-producing plants) that produce haploid gametes (eggs and sperm)
by mitosis. The gametes unite to produce a diploid zygote that grows into
a sporophyte (spore-producing plant), thus completing the cycle.

Hermaphroditism. Hermaphroditism is a form of sexual reproduction
in which an organism has both male and female organs. Thus, hermaph-
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rodites produce both male gametes (sperm) and female gametes (eggs).
In some animals, the male and female organs develop at different times.
Some hermaphrodites, such as the tapeworm, are capable of fertilizing
their own eggs with their own sperm. Most hermaphrodites, however, en-
gage in cross-fertilization, meaning that two organisms of the same species
inject sperm into the eggs of the other.

[See also Chromosome; Nucleic acid]

‡�Reproductive system
The reproductive system is a group of organized structures that make pos-
sible the creation, or reproduction, of new life for continuation of a species.
Human reproduction is sexual, meaning that both a male and a female con-
tribute genetic material in the creation of a new individual. During puberty,
usually occurring between the ages of nine and fourteen, the reproductive
systems of both sexes mature. The ovaries of a female release eggs (female
sex cells) and a male’s testes produce sperm (male sex cells). Reproduc-
tion occurs when a sperm unites with an egg, a process called fertilization.

The male reproductive system
The main tasks of the male reproductive system are to produce sperm

cells and to introduce sperm into the female reproductive tract. Sperm are
produced in the testes, the pair of male reproductive glands located in the
scrotum, a skin-covered sac that hangs from the groin. Within each testis
are hollow tubules called seminiferous tubules where sperm cells are pro-
duced. The testes also secrete the male hormone testosterone, which stim-
ulates development of the reproductive structures and secondary sexual
characteristics (such as deepened voice) at puberty.

After production, sperm cells move to a highly coiled tube called
the epididymis, where they mature and are stored. During ejaculation (the
ejection of sperm from the penis during orgasm), sperm travel from the
epididymis through a long tube called the vas deferens to the urethra. The
urethra is a single tube that extends from the bladder to the tip of the pe-
nis (and through which urine passes out of the body). Secretions from
three different glands mix with sperm before it is ejaculated, forming the
seminal fluid, or semen. Ejaculated semen may contain as many as 400
million sperm.

The penis is the male reproductive organ that delivers semen into
the female reproductive tract. It consists of a shaft, the glans (or head 
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region), and a foreskin. It is common practice in certain cultures and re-
ligions to have the foreskin removed, or circumcised. During sexual
arousal, blood vessels in the tissue of the penis fill with blood, causing it
to swell and reach a state of erection. The penis becomes longer, wider,
and firm, allowing entry into the female vagina.

The female reproductive system
The main tasks of the female reproductive system are to produce

ova, receive sperm from the penis, house and provide nutrients to the 
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Fertilization: The union of an egg and a sperm that initiates the devel-
opment of a new individual with genetic material from both parents.

Follicle: A sac in the ovary that contains a developing egg surrounded
by a group of cells.

Gene: A section of a chromosome that carries instructions for the for-
mation, functioning, and transmission of specific traits from one gen-
eration to another.

Hormone: A chemical produced in living cells that is carried by the
blood to organs and tissues in distant parts of the body, where it reg-
ulates cellular activity.

Menstruation: The monthly shedding of the uterine lining and blood
in a nonpregnant female.

Ovary: One of the paired female sex organs that produces eggs and sex
hormones.

Ovulation: The release of a mature egg from an ovary.

Ovum: A female sex cell.

Puberty: The period of development of the sexual structures and sec-
ondary sexual characteristics in humans and higher primates.

Semen: Fluid containing sperm, nutrients, and mucus that is ejacu-
lated from the penis during orgasm.

Sperm: A male sex cell.

Testis: One of a pair of male sex glands that produces sperm and sex
hormones.

Opposite Page: Illustration

of the female reproductive

system. The vagina (lower

center) is a ribbed muscular
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developing embryo (fetus), give birth, and produce milk to feed offspring.
Ova are produced in the ovaries, oval-shaped organs in the groin that also
produce sex hormones. At birth, a female’s ovaries contain hundreds of
thousands of undeveloped eggs, each surrounded by a group of cells to
form a follicle (sac). However, only about 360 to 480 follicles reach full
maturity.

During puberty, the action of hormones cause several follicles to de-
velop each month. Normally, just one follicle fully matures, rupturing and
releasing an ovum through the ovary wall in a process called ovulation.
The mature egg enters one of the paired fallopian tubes, where it may be
fertilized by a sperm and move on to the uterus to develop into a fetus.
The lining of the uterus, called the endometrium, prepares for pregnancy
each month by becoming thicker. The lining is shed during menstruation
if fertilization does not occur.

The uterus, or womb, is the organ in which a fetus develops and re-
ceives nutrients and oxygen. At its base lies the cervix, which widens dur-
ing birth to allow passage of the fetus. The vagina is a muscular tube ex-
tending from the uterus to the outside of the body. It is the receptacle for
sperm that is ejaculated during sexual intercourse and also forms part of
the birth canal. The external genital organs, or vulva, include the labia,
clitoris, and mons pubis. The labia are folds of skin on both sides of the
openings to the vagina and urethra. The clitoris, a small, sensitive organ
located in front of the labia, is comparable to the male penis. The mons
pubis is a pad of fatty tissue above the clitoris.

During pregnancy, the female hormones estrogen and progesterone
stimulate enlargement of the breasts and mammary glands. About two
days after birth, blood levels of these hormones drop, and the pituitary
gland releases the hormone prolactin, which stimulates the production of
milk. Milk flows through small openings in the nipple of each breast to
the nursing infant.

[See also Birth; Contraception; Hormone; Reproduction; Sexu-
ally transmitted diseases]

‡�Reptiles
A reptile is an organism in the kingdom Animalia and the class Reptilia.
(Kingdoms are the main divisions into which scientists classify all living
things on Earth; kingdoms are further subdivided into phylums [or divi-
sions], classes, and orders.) The reptiles include more than 6,000 species
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grouped into four orders: the turtles (Chelonia), the snakes and lizards
(Squamata), the crocodiles and alligators (Crocodilia), and the tuataras
(Sphenodonta), large lizardlike animals found only on islands off the coast
of New Zealand.

A number of other reptilian orders are now extinct. These include
some of the largest animals ever to occupy the planet. Examples include
the fishlike ichthyosaurs, the long-necked plesiosaurs, and the huge fly-
ing and gliding pterosaurs. The most famous of the extinct reptilian or-
ders were the dinosaurs, that included immense, ferocious predators such
as Tyrannosaurus rex and enormously large herbivores (plant-eaters) such
as Apatosaurus.

The first reptiles known in the fossil record lived about 340 million
years ago. The last representatives of the dinosaurs became extinct about
65 million years ago, after being the dominant large animals of Earth for
more than 250 million years.

Reptiles are extremely diverse in their form and function. They char-
acteristically have four legs, although some groups such as the snakes
have become legless. They usually have a tail and a body covered with
protective scales or plates. These scales are dry, not slimy as some peo-
ple believe, and have developed from the animal’s epidermis (skin).
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Reptiles are ectotherms (cold-blooded). This means they warm their
bodies by absorbing heat from their environment. Thus, a reptile’s body
temperature fluctuates with changes in the surrounding temperature. The
body temperature of snakes, for example, cools in cold weather and warms
up in hot weather. Not surprisingly, external temperature plays a major
role in determining the activities of reptiles: they are active when it’s
warm outside and slow down when its cold.

Reptiles reproduce by internal fertilization. Their eggs (sex cells)
have a series of membranes (layers) around the embryo (earliest life-form)
that allow the exchange of gases and waste. These eggs, known as am-
niotic eggs, were an important evolutionary adaptation for conserving
moisture and allowed the reptiles to adapt to living on land. Most reptiles
are oviparous, meaning they lay eggs in a warm place and the eggs are
kept warm until they hatch. Some species are ovoviviparous, meaning the
eggs are retained within the female throughout their development so that
live young reptiles are born.

Some species of reptiles are dangerous to humans and to animals,
including the predatory crocodiles and alligators. Some species of snakes
are venomous (poisonous) and may bite people or livestock when threat-
ened. Many species of reptiles are economically important and are hunted
as food, for their eggs, or for their skin, which can be manufactured 
into an attractive leather. Many species are kept as interesting pets or 
in zoos.

Unfortunately, some people have an unreasonable fear of reptiles
that has led to many of them being killed. Additionally many species are
endangered because their natural habitats have been taken over for agri-
culture, forestry, or residential development.

[See also Dinosaurs; Snakes]

‡�Respiration
The term respiration has two relatively distinct meanings in biology. First,
respiration is the process by which an organism takes oxygen into its body
and then releases carbon dioxide from its body. In this respect, respira-
tion can be regarded as roughly equivalent to “breathing.” In some cases,
this meaning of the term is extended to mean the transfer of the oxygen
from the lungs to the bloodstream and, eventually, into cells. On the other
hand, it may refer to the release of carbon dioxide from cells into the
bloodstream and, thence, to the lungs.
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Second, respiration also refers to the chemical reactions that take
place within cells by which food is “burned” and converted into carbon
dioxide and water. In this respect, respiration is the reverse of photosyn-
thesis, the chemical change that takes place in plants by which carbon
dioxide and water are converted into complex organic compounds. To
distinguish from the first meaning of respiration, this “burning” of foods
is also referred to as aerobic respiration.
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Aerobic respiration: Respiration that requires the presence of oxygen.

Anaerobic respiration: Respiration that does not require the presence
of oxygen.

ATP (adenosine triphosphate): High-energy molecule that cells use to
drive energy-requiring processes such as biosynthesis (the production
of chemical compounds), growth, and movement.

Capillaries: Very thin blood vessels that join veins to arteries.

Diffusion: Random movement of molecules that leads to a net move-
ment of molecules from a region of high concentration to a region of
low concentration.

Fermentation: A chemical reaction by which carbohydrates, such as
sugar, are converted into ethyl alcohol.

Gill: An organ used by some animals for breathing consisting of many
specialized tissues with infoldings. It allows the animal to absorb oxy-
gen dissolved in water and expel carbon dioxide to the water.

Glucose: also known as blood sugar, a simple sugar broken down in
cells to produce energy.

Glycolysis: A series of chemical reactions that takes place in cells by
which glucose is converted into pyruvate.

Hemoglobin: Blood protein that can bind with oxygen.

Lactic acid: Similar to lactate, a chemical compound formed in cells
from pyruvate in the absence of oxygen.

Pyruvate: The simpler compound glucose is broken down into during
the process of glycolysis.

Trachea: A tube used for breathing.



Respiration mechanisms
All animals have some mechanism for removing oxygen from the

air and transmitting it into their bloodstreams. The same mechanism is
used to expel carbon dioxide from the bloodstream into the surrounding
environment. In many cases, a special organ is used, such as lungs, tra-
chea, or gills. In the simplest of animals, oxygen and carbon dioxide are
exchanged directly between the organism’s bloodstream and the sur-
rounding environment. Following are some of the mechanisms that ani-
mals have evolved to solve this problem.

Direct diffusion. In direct diffusion, oxygen passes from the envi-
ronment through cells on the animal’s surface and then into individual
cells inside. Sponges, jellyfish, and terrestrial flatworms use this primi-
tive method of respiration. These animals do not have special respiratory
organs. Microbes, fungi, and plants all obtain the oxygen they use for cel-
lular respiration by direct diffusion through their surfaces.

Diffusion into blood. In diffusion into the blood, oxygen passes
through a moist layer of cells on the body surface. From there, it passes
through capillary walls and into the blood stream. Once oxygen is in the
blood, it moves throughout the body to different tissues and cells. This
method also does not rely upon special respiratory organs and is thus quite
primitive. However, it is somewhat more advanced than direct diffusion.
Annelids (segmented worms) and amphibians use this method of respi-
ration.

Tracheae. In tracheal respiration, air moves through openings in the
body surface called spiracles. It then passes into special breathing tubes
called tracheae (singular, trachea) that extend into the body. The tracheae
divide into many small branches that are in contact with muscles and or-
gans. In small insects, air moves into the tracheae simply by molecular
motion. In large insects, body movements assist tracheal air movement.
Insects and terrestrial arthropods (organisms with external skeletons) use
this method of respiration.

Gills. Fish and other aquatic animals use gills for respiration. Gills are
specialized tissues with many infoldings. Each gill is covered by a thin
layer of cells and filled with blood capillaries. These capillaries take up
oxygen dissolved in water and expel carbon dioxide dissolved in blood.

Lungs. Lungs are special organs in the body cavity composed of many
small chambers filled with blood capillaries. After air enters the lungs,
oxygen diffuses into the blood stream through the walls of these capil-
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laries. It then moves from the lung capillaries to the different muscles and
organs of the body. Humans and other mammals have lungs in which air
moves in and out through the same pathway. In contrast, birds have more
specialized lungs that use a mechanism called crosscurrent exchange.
Crosscurrent exchange allows air to flow in one direction only, making
for more efficient oxygen exchange.

Movement of gases through the body
In direct diffusion and tracheal systems, oxygen and carbon dioxide

move back and forth directly between cells and the surrounding environ-
ment. In other systems, some mechanism is needed to carry these gases
between cells and the outside environment. In animals with lungs or gills,
oxygen is absorbed by the bloodstream, converted into an unstable (eas-
ily broken down) chemical compound, and then carried to cells. When
the compound reaches a cell, it breaks down and releases the oxygen. The
oxygen then passes into the cell.

In the reverse process, carbon dioxide is released from a cell into
the bloodstream. There the carbon dioxide is used to form another un-
stable chemical compound, which is carried by the bloodstream back to
the gills or lungs. At the end of this journey, the compound breaks down
and releases the carbon dioxide to the surrounding environment.

Various animals use different substances to form these unstable com-
pounds. In humans, for example, the substance is a compound known as
hemoglobin. In the lungs, hemoglobin reacts with oxygen to form oxy-
hemoglobin. Oxyhemoglobin travels through the bloodstream to cells,
where it breaks down to form hemoglobin and oxygen. The oxygen then
passes into cells.

On the return trip, hemoglobin combines with carbon dioxide to form
carbaminohemoglobin. In this (and other) forms, carbon dioxide is re-
turned to the surrounding environment.

Animals other than humans use compounds other than hemoglobin
for the transport of oxygen and carbon dioxide. Certain kinds of annelids
(earthworms, various marine worms, and leeches), for example, contain
a green blood protein called chlorocruorin that functions in the same way
that hemoglobin does in humans.

Whatever substance is used, the compound it forms with oxygen and
carbon dioxide must be unstable, it must break down easily. This prop-
erty is essential if the oxygen and carbon dioxide are to be released eas-
ily at the end of their journeys into and out of cells, lungs, and gills.
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Cellular respiration. Cellular respiration is a process by which the
simple sugar glucose is oxidized (combined with oxygen) to form the en-
ergy-rich compound adenosine triphosphate (ATP). Glucose is produced in
cells by the breakdown of more complex carbohydrates, including starch,
cellulose, and complex sugars such as sucrose (cane or beet sugar) and fruc-
tose (fruit sugar). ATP is the compound used by cells to carry out most of
their ordinary functions, such as production of new cell parts and chemicals,
movement of compounds through cells and the body as a whole, and growth.

The overall chemical change that occurs in cellular respiration can
be represented by a fairly simple chemical equation:

6C6H12O6 � 6 O2 * 6 CO2 � 6 H2O � 36 ATP

That equation says that six molecules of glucose (C6H12O6) react with six
molecules of oxygen (O2) to form six molecules of carbon dioxide (CO2),
six molecules of water (H2O) and 36 molecules of ATP.

Cellular respiration is, however, a great deal more complicated that
this equation would suggest. In fact, nearly two dozen separate chemical
reactions are involved in the overall conversion of glucose to carbon diox-
ide, water, and ATP. Those two dozens reactions can be grouped together
into three major cycles: glycolysis, the citric acid (or Krebs) cycle, and
the electron transport chain.

In glycolysis, glucose is broken down into a simpler compound
known as pyruvate. Pyruvate, in turn, is converted in the citric acid cy-
cle to a variety of energy-rich compounds, such as ATP and NADH
(nicotinamide adenine dinucleotide). Finally, all of these energy-rich com-
pounds are converted in the electron transport chain to ATP.

Anaerobic respiration. As the equation above indicates, cellular res-
piration usually requires the presence of oxygen and is, therefore, often
known as aerobic (or “using oxygen”) respiration. Another form of res-
piration is possible, one that does not make use of oxygen. That form of
respiration is known as anaerobic (or “without oxygen”) respiration.

Anaerobic respiration begins, as does aerobic respiration, with gly-
colysis. In the next step, however, pyruvate is not passed onto the citric
acid cycle. Instead, it undergoes one of two other chemical reactions. In
the first of these reactions, the pyruvate is converted to ethyl alcohol in
a process known as fermentation. Fermentation is a well-known chemi-
cal reaction by which grapes, barley, rice, and other grains are used to
make wine, beer, and other alcoholic beverages.

The second anaerobic reaction occurs when cells are unable to ob-
tain oxygen by methods they normally use. For example, a person who
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exercises vigorously may not be able to inhale oxygen fast enough to meet
the needs of his or her cells. (Glucose is used up faster than oxygen is
supplied to the cells.) In that case, cells switch over to anaerobic respi-
ration. They convert glucose to pyruvate and then to another chemical
known as lactate or lactic acid (two forms of the same compound). As
lactic acid begins to build up in cells, it causes an irritation similar to
placing vinegar (acetic acid) in an open wound.

Most cells are able to switch from aerobic to anaerobic respiration
when necessary. But they are generally not able to continue producing
energy by this process for very long.

Scientists believe that the first organisms to appear on Earth’s sur-
face were anaerobic organisms. Those organisms arose when Earth’s at-
mosphere contained very little oxygen. They had to produce the energy
they needed, therefore, by mechanisms that did not require oxygen. As
the composition of Earth’s atmosphere changed to include more oxygen,
organisms evolved to adapt to that condition.

[See also Bacteria; Blood; Diffusion; Fermentation; Metabolism;
Oxygen family; Respiratory system; Yeast]

‡�Respiratory system
Respiration is the process by which living organisms take in oxygen and
release carbon dioxide. The human respiratory system, working in con-
junction with the circulatory system, supplies oxygen to the body’s cells,
removing carbon dioxide in the process. The exchange of these gases oc-
curs across cell membranes both in the lungs (external respiration) and in
the body tissues (internal respiration). Breathing, or pulmonary ventila-
tion, describes the process of inhaling and exhaling air. The human res-
piratory system consists of the respiratory tract and the lungs.

Respiratory tract
The respiratory tract cleans, warms, and moistens air during its trip

to the lungs. The tract can be divided into an upper and a lower part. The
upper part consists of the nose, nasal cavity, pharynx (throat), and larynx
(voice box). The lower part consists of the trachea (windpipe), bronchi,
and bronchial tree.

The nose has openings to the outside that allow air to enter. Hairs
inside the nose trap dirt and keep it out of the respiratory tract. The 
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external nose leads to a large cavity within the skull, the nasal cavity.
This cavity is lined with mucous membrane and fine hairs called 
cilia. Mucus moistens the incoming air and traps dust. The cilia move
pieces of the mucus with its trapped particles to the throat, where it is spit
out or swallowed. Stomach acids destroy bacteria in swallowed mucus.
Blood vessels in the nose and nasal cavity release heat and warm the 
entering air.

Air leaves the nasal cavity and enters the pharynx. From there it
passes into the larynx, which is supported by a framework of cartilage
(tough, white connective tissue). The larynx is covered by the epiglottis,
a flap of elastic cartilage that moves up and down like a trap door. The
epiglottis stays open during breathing, but closes during swallowing. This
valve mechanism keeps solid particles (food) and liquids out of the tra-
chea. If something other than air enters the trachea, it is expelled through
automatic coughing.

Air enters the trachea in the neck. Mucous membrane lines the tra-
chea and C-shaped cartilage rings reinforce its walls. Elastic fibers in the
trachea walls allow the airways to expand and contract during breathing,
while the cartilage rings prevent them from collapsing. The trachea di-
vides behind the sternum (breastbone) to form a left and right branch,
called bronchi (pronounced BRONG-key), each entering a lung.
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Alveoli: Tiny air-filled sacs in the lungs where the exchange of oxygen
and carbon dioxide occurs between the lungs and the bloodstream.

Bronchi: Two main branches of the trachea leading into the lungs.

Bronchial tree: Branching, air-conducting subdivisions of the bronchi
in the lungs.

Diaphragm: Dome-shaped sheet of muscle located below the lungs sep-
arating the thoracic and abdominal cavities that contracts and expands
to force air in and out of the lungs.

Epiglottis: Flap of elastic cartilage covering the larynx that allows air
to pass through the trachea while keeping solid particles and liquids out.

Pleura: Membranous sac that envelops each lung and lines the thoracic
cavity.



The lungs
The lungs are two cone-shaped organs located in the chest or thoracic

cavity. The heart separates them. The right lung is somewhat larger than
the left. A sac, called the pleura, surrounds and protects the lungs. One
layer of the pleura attaches to the wall of the thoracic cavity and the other
layer encloses the lungs. A fluid between the two membrane layers reduces
friction and allows smooth movement of the lungs during breathing.

The lungs are divided into lobes, each one of which receives its 
own bronchial branch. Inside the lungs, the bronchi subdivide repeatedly
into smaller airways. Eventually they form tiny branches called terminal
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bronchioles. Terminal bronchioles have a diameter of about 0.02 inch 
(0.5 millimeter). This branching network within the lungs is called the
bronchial tree.

The terminal bronchioles enter cup-shaped air sacs called alveoli
(pronounced al-VEE-o-leye). The average person has a total of about 700
million gas-filled alveoli in the lungs. These provide an enormous sur-
face area for gas exchange. A network of capillaries (tiny blood vessels)
surrounds each alveoli. As blood passes through these vessels and air fills
the alveoli, the exchange of gases takes place: oxygen passes from the
alveoli into the capillaries while carbon dioxide passes from the capillar-
ies into the alveoli.

This process—external respiration—causes the blood to leave the
lungs laden with oxygen and cleared of carbon dioxide. When this blood
reaches the cells of the body, internal respiration takes place. The oxy-
gen diffuses or passes into the tissue fluid, and then into the cells. At the
same time, carbon dioxide in the cells diffuses into the tissue fluid and
then into the capillaries. The carbon dioxide-filled blood then returns to
the lungs for another cycle.

Breathing
Breathing exchanges gases between the outside air and the alveoli

of the lungs. Lung expansion is brought about by two important muscles,
the diaphragm (pronounced DIE-a-fram) and the intercostal muscles. The
diaphragm is a dome-shaped sheet of muscle located below the lungs that
separates the thoracic and abdominal cavities. The intercostal muscles are
located between the ribs.

Nerves from the brain send impulses to the diaphragm and inter-
costal muscles, stimulating them to contract or relax. When the diaphragm
contracts, it moves down. The dome is flattened, and the size of the chest
cavity is increased. When the intercostal muscles contract, the ribs move
up and outward, which also increases the size of the chest cavity. By con-
tracting, the diaphragm and intercostal muscles reduce the pressure inside
the lungs relative to the pressure of the outside air. As a consequence, air
rushes into the lungs during inhalation. During exhalation, the reverse oc-
curs. The diaphragm relaxes and its dome curves up into the chest cav-
ity, while the intercostal muscles relax and bring the ribs down and in-
ward. The diminished size of the chest cavity increases the pressure in
the lungs, thereby forcing air out.

A healthy adult breathes in and out about 12 times per minute, but
this rate changes with exercise and other factors. Total lung capacity is
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about 12.5 pints (6 liters). Under normal circumstances, humans inhale
and exhale about one pint (475 milliliters) of air in each cycle. Only about
three-quarters of this air reaches the alveoli. The rest of the air remains
in the respiratory tract. Regardless of the volume of air breathed in and
out, the lungs always retain about 2.5 pints (1200 milliliters) of air. This
residual air keeps the alveoli and bronchioles partially filled at all times.

Respiratory disorders
The respiratory system is open to airborne microorganisms and out-

side pollution. Some respiratory disorders are relatively mild and, unfor-
tunately, very familiar. Excess mucus, coughing, and sneezing are all
symptoms of the common cold, which is an inflammation of the mucous
membrane lining the nose and nasal cavity. Viruses, bacteria, and aller-
gens are among the causes of the common cold.

Since the respiratory lining is continuous, nasal cavity infections of-
ten spread. Laryngitis, an inflammation of the vocal cords, results in
hoarseness and loss of voice. Viruses, irritating chemicals in the air, and
overuse of the voice are causes of laryngitis.

Pneumonia, inflammation of the alveoli, is most commonly caused
by bacteria and viruses. During a bout of pneumonia, the inflamed alve-
oli fill up with fluid and dead bacteria (pus). Breathing becomes difficult.
Patients come down with fever, chills, and pain, coughing up phlegm and
sometimes blood.

Sufferers of bronchitis, an inflammation of the bronchi, also cough
up thick phlegm. There are two types of bronchitis, acute and chronic.
Acute bronchitis can be a complication of a cold or flu. Bacteria, smok-
ing, and air pollution can also cause acute bronchitis. This type of bron-
chitis clears up in a short time. Chronic bronchitis is a long-term illness
that is mainly caused by air pollution and tobacco smoke. There is a per-
sistent cough and congestion of the airways.

In emphysema, also caused by smoking, the walls of the alveoli dis-
integrate and the alveoli blend together. They form large air pockets from
which air cannot escape. This cuts down the surface area for gas exchange.
It becomes difficult for the patient to exhale. The extra work of exhaling
over several years can cause the chest to enlarge and become barrel-
shaped. The body is unable to repair the damage to the lungs, and the dis-
ease can lead to respiratory failure.

Asthma is a disorder of the nervous system. While the cause for the
condition is unknown, it is known that allergies can trigger an asthma 
attack. Nerve messages cause extreme muscle spasms in the lungs that
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either narrow or close the bronchioles. A tightness is felt in the chest and
breathing becomes difficult. Asthma attacks come and go in irregular pat-
terns, and they vary in degree of severity.

Lung cancer is the leading cause of cancer death in men. It is the
second leading cause of cancer death (after breast cancer) in women. Cig-
arette smoking is the main cause of lung cancer. Air pollution, radioac-
tive minerals, and asbestos also cause lung cancer. The symptoms of the
disease include a chronic cough from bronchitis, coughing up blood, short-
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ness of breath, and chest pain. Lung cancer can spread in the lung area.
Unchecked, it can spread to other parts of the body.

[See also Blood]

‡�Rh factor
Rh factor is a protein called an antigen that is found on the red blood cells
of most people. (An antigen is any substance that the body considers “for-
eign” and thus stimulates the body to produce antibodies against it.) Rh
factor, like the blood types A, B, and O, is inherited from one’s parents.
A simple blood test can determine blood type, including the presence of
the Rh factor. About 85 percent of white Americans and 95 percent of
African Americans have the Rh factor and are known as Rh-positive.
Those without the Rh factor are Rh-negative.

Rh factor in pregnancy
Rh factor plays a critical role in some pregnancies. If a woman who

is Rh-negative becomes pregnant by a man who is Rh- positive, the fe-
tus may inherit the Rh factor from its father and be Rh-positive. If the
blood of the fetus becomes mixed with the mother’s Rh-negative blood,
a disease called erythroblastosis fetalis can occur in future pregnancies,
resulting in destruction of the fetus’s red blood cells, brain damage, and
even death.

The mixing of blood does not normally occur but may take place
before or during birth if a tear in the placenta (the organ through which
nutrients pass from the mother to the fetus) allows some fetal blood to
enter the mother’s circulatory system. If this happens, the fetus’s red blood
cells bearing the Rh factor stimulate the mother’s white blood cells to
produce antibodies against the foreign antigen. The mother’s blood is now
sensitized to the Rh factor.

Once a mother’s blood is sensitized, the antibodies her body pro-
duces in response to the Rh antigen can cross the placenta and attach to
the red blood cells of any Rh-positive fetus that she carries. This results
in the rupture of the fetus’s red blood cells, causing anemia (a condition
marked by weakness and fatigue due to a reduced number of red blood
cells). Severe anemia can lead to heart failure and death. The breakdown
of red blood cells also causes the overproduction of a reddish-yellow sub-
stance called bilirubin. An infant with high levels of bilirubin will develop
jaundice (have a yellowish appearance) and may suffer brain damage.
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Prevention of erythroblastosis fetalis
Erythroblastosis fetalis can be prevented by administering a prepara-

tion of anti-Rh factor antibodies to an Rh-negative mother whose blood
has not yet produced antibodies to the Rh antigen. The preparation, known
as Rh immune globulin, rids the mother’s blood of fetal red blood cells be-
fore she can become sensitized to them. Rh immune globulin is given when-
ever there is a possibility of fetal blood mixing with maternal blood, such
as following childbirth, an abortion, a miscarriage, or prenatal testing.

Treatment for erythroblastosis fetalis
Treatment for erythroblastosis fetalis depends to what extent the fe-

tus is affected by the action of its mother’s anti-Rh-factor antibodies. A
fetus whose red blood cells are being severely destroyed can be treated
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with transfusions (replacement) of Rh-negative blood while it is still in
the uterus. If the fetus shows signs of illness close to its anticipated birth,
the physician may elect to deliver the baby early. The baby’s blood is
then replaced with Rh-negative blood following birth.

A pregnant woman who is already sensitized to the Rh antigen can
have her doctor carefully monitor the level of antibodies in her blood
throughout her pregnancy. If the levels rise, the fetus will need special
attention. Unfortunately, once a woman is sensitized, she will always pro-
duce antibodies when exposed to the Rh antigen.

[See also Antibody and antigen; Blood]

‡�River
A river is a natural stream of freshwater that is larger than a brook or creek.
Rivers are normally the main channels or largest tributaries of drainage
systems. Typical rivers begin with a flow from headwater areas made up
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Words to Know

Antibody: A protein produced by certain cells of the body as an
immune (disease-fighting) response to a specific foreign antigen.

Antigen: Any substance that the body considers foreign and that stim-
ulates the body to produce antibodies against it.

Bilirubin: Reddish-yellow substance produced by the breakdown of red
blood cells.

Erythroblastosis fetalis: A disease of fetuses and newborns caused by
the mixing of fetal Rh-positive blood with maternal Rh-negative blood
and resulting in rupture of fetal red blood cells.

Placenta: The organ formed during pregnancy in mammals through
which substances are exchanged between mother and fetus.

Protein: Large molecules that are essential to the structure and func-
tioning of all living cells.

Sensitization: The initial exposure to a specific antigen that causes
an immune reaction in the body.



of small tributaries, such as springs. They then travel in meandering paths
at various speeds. Finally, they discharge or flow out into desert basins,
into major lakes, or most likely, into oceans.

Sixteen of Earth’s largest rivers account for close to one-half of the
planet’s river flow. The world’s longest river is the Nile River in Africa,
which runs 4,187 miles (6,739 kilometers) from its source in Burundi to
the Mediterranean Sea. However, the world’s largest river is the Amazon
River in South America. It runs about 3,900 miles (6,275 kilometers) from
its source in the Andes Mountains in Peru to the southern Atlantic Ocean.
Discharging an average of 7,000,000 cubic feet (198,000 cubic meters)
of water each second, the Amazon River alone accounts for 20 percent
of the water discharged each year by Earth’s rivers.

Formation of rivers
Every river has a point of origin. Because gravity plays a key role

in the direction that rivers take, rivers almost always follow a downhill
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Words to Know

Brook: A significant, continuously flowing body of water formed by
the convergence of a number of rills.

Catchment area: Also known as a drainage basin, the entire land area
drained by a river.

Episodic rivers: Rarely occurring rivers formed from runoff channels in
very dry regions.

Perennial rivers: Rivers that have a constant stream-flow throughout
the year, usually located in more humid climates where rainfall
exceeds evaporation rates.

Periodic rivers: Rivers that run dry on occasion, usually located in
arid climates where evaporation is greater than precipitation.

Rill: A small brook that forms from surface runoff.

Runnels: Eroded shallow channels created when rills pass over fine soil.

Tributary: A stream or other body of water that flows into a larger one.

Watershed: A ridge of high land that separates the catchment area of
one river system from that of another; also used synonymously with
catchment area.



slope. Thus, the point of origin for rivers tends to be the highest point in
the watercourse. Some rivers start from springs, especially in humid cli-
mates. Springs occur as groundwater rises to Earth’s surface and flows
away. Other rivers originate from lakes, marshes, or runoff from melting
glaciers located high in the mountains. Often, rivers having their begin-
nings in huge glaciers are quite large by the time they emerge from open-
ings in the ice.

Precipitation, such as rainwater or snow, on highlands is the source
of the water for most rivers. When a heavy rain falls on ground that is
steeply sloped or is already saturated with water, water runoff trickles
down Earth’s surface rather than being absorbed. Initially, the water runs
in an evenly distributed, paper-thin sheet, called surface runoff. After it
travels a short distance, the water begins to run in small parallel rivulets
called rills. At the same time, the water becomes turbulent. As these rills
pass over fine soil or silt, they begin to dig shallow channels, called run-
nels. This is the first stage of erosion.
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These parallel rills do not last very long, perhaps only a few yards.
Fairly soon, the rills unite with one another until enough of them merge
to form a stream. After a number of rills converge, the resulting stream
is a significant, continuously flowing body of water, called a brook. As
a brook flows along and groundwater supplies add to the amount of wa-
ter the brook carries, it soon becomes a river.

River systems
Rivers can have different origins and, as they travel, often merge

with other bodies of water. Thus, the complete river system consists of
not only the river itself but also all of its converging tributaries. As rivers
make the trip from their source to their eventual destination, the larger
ones tend to meet and merge with other rivers. Resembling the trunk and
branches of a tree, the water flowing in the main stream often meets the
water from its tributaries at sharp angles, combining to form the river sys-
tem. As long as there are no major areas of seepage and the evaporation
level remains normal, the volume of water carried by a river increases
from its source to its mouth with every tributary.

Along its path, a single river obtains water from surface runoff from
different sections of land. The area from which a particular river obtains
its water is defined as its catchment area (sometimes called a drainage
basin). The high ground or divide separating different catchment areas is
called a watershed. At every point along the line of a watershed, there is
a downward slope going into the middle of the catchment area (water-
shed is also often used as a synonym for catchment area).

Climactic influences
Climate conditions and rainfall patterns have a great effect on rivers,

dividing them into three general types. The first are the perennial or per-
manent rivers. Normally, these rivers are located in more humid climates
where rainfall exceeds evaporation rates. Although these rivers may ex-
perience seasonal fluctuations in their water levels, they have constant
stream-flow throughout the year. With few exceptions, stream-flow in
these rivers increases downstream, and these rivers empty into larger bod-
ies of water such as oceans. In fact, 68 percent of rivers drain into oceans.
All of the world’s major rivers are perennial rivers.

The second type are the periodic rivers. These rivers are character-
ized by an intermittent (not continuous) stream-flow. Usually appearing
in arid climates where evaporation is greater than precipitation, these
rivers are dry on occasion. Typically, these rivers have a decrease in
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stream-flow as they travel. Often, they do not reach the sea, but instead
run into an inland drainage basin.

The third type are the episodic rivers. These rivers are actually the
runoff channels of very dry regions. Where there is only a slight amount
of rainfall, it often evaporates quickly. Thus, this type of stream-flow oc-
curs rarely.

Human control of rivers
For centuries, rivers have been very important to human society.

Rivers have provided vital transportation links between oceans and inland
areas, and have also provided water for drinking, washing, and irrigation.
The need to prevent natural flooding and the desire to utilize the rich soil
of flood plains for farming have made river management a key part of
civil engineering.

While the techniques of river management are fairly well under-
stood, true river management is not commonly put into practice because
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of the expense and the size of the projects. In fact, none of the major
rivers in the world is controlled or even managed in a way that modern
engineering and biological techniques would allow. So far, only medium-
sized streams have been successfully managed.

[See also Dams; Hydrologic cycle; Lake; Water]

‡�Robotics
Robotics is the science of designing and building machines (robots) that
are directed by computers to perform tasks traditionally carried out by hu-
mans. The word robot comes from a play written in 1920 by the Czech
author Karel Capek. Capek’s R.U.R. (for Rossum’s Universal Robots) is
the story of an inventor who creates humanlike machines designed to take
over many forms of human work.

Historical background
The origin of robotics can be traced back to early Egypt, where

priests used steam-activated mechanisms to open temple doors. This ac-
tion helped convince their followers of their “mystical” powers. Ancient
Greeks, Chinese, and Ethiopians also experimented with steam-powered
devices.

In the late 1700s, Swiss brothers Pierre and Henri Jacquet-Droz cre-
ated Jacquemarts, spring-powered mannequins that could play musical
instruments, draw pictures, write, and strike the hours on clock bells.

In 1892, Seward Babbitt invented the motorized crane that could
reach into a furnace, grasp a hot ingot of steel, and place it where directed.
Although none of these devises were true robots as we known them to-
day, they represent the first steps of automation and robotics technology.

Robots at work: The present day
Robots have come to play a widespread and crucial role in many in-

dustrial operations today. The work that robots do can be classified into
three major categories: the assembly and finishing of products; the move-
ment of materials and objects; and the performance of work in environ-
mentally difficult or hazardous situations.

Assembly and finishing of products. The most common single
application of robots is in welding. About one-quarter of all robots used
by industry have this function. Welding robots can have a variety of ap-
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pearances, but they tend to consist of one large arm that can rotate in var-
ious directions. At the end of the arm is a welding gun that actually forms
the weld between two pieces of metal.

Closely related types of work now done by robots include cutting,
grinding, polishing, drilling, sanding, painting, spraying, and otherwise treat-
ing the surface of a product. As with welding, activities of this kind are
usually performed by one-armed robots that hang from the ceiling, project
outward from a platform, or reach into a product from some other angle.

Another example in which robots have replaced humans in indus-
trial operations is on the assembly line. In many industrial plants today,
the assembly line of humans has been replaced by an assembly line of ro-
bots that does the same job, but more safely and more efficiently.

Movement of materials. Many industrial operations involve the lift-
ing and moving of large, heavy objects over and over again. One way to
perform these operations is with heavy machinery operated by human
workers. But another method that is more efficient and safer is to substi-
tute robots for the human-operated machinery.

An experimental type of heavy-duty robot is an exoskeleton—a
metallic contraption that surrounds a human worker. The human can step
inside the exoskeleton, placing his or her arms and legs into the corre-
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sponding limbs of the exoskeleton. By operating the exoskeleton’s con-
trols, the human can magnify his or her strength many times, picking up
and handling objects that would otherwise be much too heavy to lift.

Hazardous or remote-duty robots. Robots are commonly used in
places where humans can go only at risk to their own health or where
they cannot go at all. Industries where nuclear materials are used often
make use of robots so that human workers are not exposed to the dan-
gerous effects of radiation.

Robots have also been useful in space research. In 1976, the space
probes Viking 1 and Viking 2 landed on the planet Mars. These two probes
were some of the most complex and sophisticated robots ever built. Their
job was to analyze the planet’s surface. They did so by using a long arm
to dig into the ground and take out samples of Martian soil. The soil sam-
ples were then transported to one of three chemical laboratories within
the robot, where the soil underwent automated chemical analysis. The re-
sults of these analyses were then transmitted to receiving stations on Earth.

How more complex robots work
Sophisticated robots are able to imitate some of the actions of hu-

mans because of three key components. First, they are able to respond to
changes in the world around them by using visual or tactile (touch) sen-
sors to obtain information. Second, they have a set of instructions (a pro-
gram) implanted in their computer-brain giving them a core base of knowl-
edge. Third, they are able to combine information from their senses with
that in their computer-brain to make decisions and perform actions.

Robots of the future?
In early 2001, scientists at a U.S. government national security lab-

oratory provided a glimpse of the possible future of robots when they
showed off what is perhaps the world’s smallest robot. The diminutive
robot weighs less than 1 ounce (28 grams) and is 0.25 cubic inch (4 cu-
bic centimeters) in size. It can stop and almost sit on a dime. It sports
track wheels similar to those on a tank and has an 8K ROM processor.
The robot can be equipped with a camera, microphone, and a chemical
micro-sensor, and in the future it may carry a miniature video camera and
infrared or radio wireless two-way communications equipment. Scientist
hope the robot (and others like it) may someday be used to perform a host
of arduous tasks like disabling land mines or searching for lost humans.
It could even be used in intelligence gathering.

[See also Artificial intelligence; Automation]
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‡�Rockets and missiles
The term rocket is used in two different ways: (1) it is used to describe
a jet engine that does not depend on air for its operation but instead car-
ries its own fuel and oxidizing agent, and (2) it is used to describe any
vehicle that is powered by a rocket engine.

For example, a fireworks device is a kind of rocket engine. It con-
tains the fuel and oxidizing agent needed to put it into the air as well as
the chemicals needed to give the colored display typical of fireworks. A
rocket fired to the Moon illustrates both meanings of the term. The vehi-
cle itself carries a rocket engine as well as living quarters for humans,
equipment for experiments, instruments needed for communication, and
other units. The rocket in this case is both the engine that propels the ve-
hicle and the vehicle itself.

A missile is an unmanned vehicle propelled through space, usually
carrying some type of explosive device intended to do harm to an enemy.
A missile, like a rocket, usually carries its own means of propulsion. It
may also carry its own guidance system or, alternatively, it may be guided
by a ground-based command center.

Rockets have two primary functions. First, they are used to carry
out research on Earth’s atmosphere, other parts of the solar system, and
outer space. Rockets designed to carry instruments no farther than the up-
per levels of the atmosphere are known as sounding rockets. Those de-
signed to lift spacecraft into orbit or into outer space are known as boost-
ers or as carrier vehicles.

The second function of rockets is use as components of missiles. A
large fraction of the research and development on modern rocketry sys-
tems has been carried out by or supervised by the military services.

How rockets work
The operation of a rocket is based on Newton’s third law of motion.

According to that law, every action is accompanied by an equal and op-
posite reaction. An interesting illustration of this law is the method by
which a squid propels itself through the water. The body of the squid con-
tains a sac that holds a dark, watery fluid. When the squid finds it nec-
essary to move, it contracts the sac and expels some of the fluid from an
opening in the back of its body. In this example, the expulsion of the wa-
tery fluid in a backward direction can be thought of as an action. The
equal and opposite reaction that occurs to balance that action is the move-
ment of the squid’s body in a forward direction.
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A rocket is propelled in a forward direction when, like the squid, a
fluid is expelled from the back of its body. In the most common type of
rocket, the expelled fluid is a mass of hot gases produced by a chemical
reaction inside the body of the rocket. In other types of rockets, the ex-
pelled fluid may be a stream of charged particles, or plasma, produced by
an electrical, nuclear, or solar process.

Liquid-fuel rockets
Chemical rockets are of two primary types: those that use liquid 

fuels and those that use solid fuels. The most familiar type of liquid rocket
is one in which liquid oxygen is used to oxidize liquid hydrogen. In this
reaction, water vapor at very high temperatures (about 2700°C, or
4,900°F) is produced. The water vapor is expelled from the rear of the
rocket, pushing the rocket itself forward.

The liquid oxygen/hydrogen rocket requires an external source of en-
ergy, such as an electric spark, to initiate the chemical reaction. Some com-
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Ballistic missile: A missile that travels at a velocity less than that
needed to place it in orbit and that, therefore, follows a trajectory (a
curved path) back to Earth’s surface.

Binder: A material used to hold the fuel and oxidizer together in a
solid-fuel rocket.

Booster rocket: A rocket designed to lift a spacecraft into orbit or
into outer space.

Carrier vehicle: Another name for a booster rocket.

Grain: The fuel in a solid propellant.

Liquid-fuel rocket: A rocket in which both fuel and oxidizer are in
the liquid state.

Plasma: A mass of very hot charged particles.

Solid-fuel rocket: A rocket in which both fuel and oxidizer are in the
solid state.

Sounding rockets: Rockets designed to travel no farther than the
upper levels of Earth’s atmosphere.



binations of fuel and oxidizer, however, ignite as soon as they are brought
into contact. An example is the liquid combination of nitrogen tetroxide
and monomethylhydrazine. These two compounds react with each other
spontaneously to produce a temperature of about 2,900°C (5,200°F).

A third type of liquid rocket uses only a single compound. That com-
pound decomposes, producing gases that propel the rocket. An example
is hydrogen peroxide. When hydrogen peroxide decomposes, it produces
oxygen and water vapor at temperatures of about 745°C (1,370°F) that
are ejected from the back of the rocket.
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Advantages and disadvantages of liquid rockets. Liquid-fuel
rockets have a number of advantages. First, they can be turned on and off
rather simply (at least in concept) by opening and closing the valves that
feed the two components to each other. Also, they tend to provide more
power than do solid rockets. Finally, when problems develop in a liquid-
fuel rocket, they tend to be less serious than those in a solid-fuel rocket.

However, liquid-fuel rockets also have a number of serious disad-
vantages. One is that the liquid components often require very special
care. Also, liquid fuels must be added to a rocket just before its actual ig-
nition since the components cannot be stored in the rocket body for long
periods of time. Finally, the mechanical demands needed for the proper
operation of a liquid-fuel system can be very complex and, therefore, sub-
ject to a number of possible failures.

Solid-fuel rockets
In a solid-fuel rocket, the fuel and oxidizer exist in the solid, rather

than the liquid, state. The combination of fuel and oxidizer, along with a
binder to hold them together, is called the grain. The grain usually has a
claylike texture. When ignition occurs, the oxidizer reacts with the fuel
to produce hot gases that propel the rocket in the same way as with liq-
uid rockets.

Many combinations of materials have been used for the grain in a
solid-fuel rocket. One common mixture consists of powdered aluminum
metal as the fuel and ammonium perchlorate or ammonium nitrate as the
oxidizer. The flame produced by the reaction between these two substances
has a temperature of at least 3,000°C (5,400°F). Nitroglycerine in com-
bination with easily oxidizable organic compounds is also widely used.
Such combinations have flame temperatures of about 2,250°C (4,100°F).

Advantages and disadvantages of solid fuel rockets. Like 
liquid-fuel rockets, solid-fuel rockets have both advantages and disad-
vantages. A solid-fuel rocket can be fueled a long time in advance of a
launch without much danger of the fuel’s deteriorating or damaging the
rocket body. The construction of the rocket body needed to accommodate
the solid fuel is also much simpler than that needed for a liquid-fuel rocket.
Finally, the fuels themselves in a solid-fuel rocket tend to be safer and
easier to work with than those in a liquid-fuel rocket.

Still, solid-fuel rockets have their own drawbacks. Once the fuel in
a solid-fuel rocket begins to burn, there is no way to slow it down or turn
it off. That means that some of the most serious accidents that can occur
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with a rocket are those that involve solid-fuel combustion that gets out of
control.

Nonchemical rockets
Rockets that operate with solid and liquid chemicals are the only

kinds currently in use. Because both kinds of rockets have their own 
disadvantages, engineers have long explored the possibility of develop-
ing other rocket types. As early as 1944, for example, engineers were 
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exploring the possibility of using nuclear reactors to power rockets. A nu-
clear-powered rocket would carry a small nuclear reactor, the heat from
which would be used to vaporize hydrogen gas. The hydrogen gas ex-
pelled from the rear of the rocket would provide its propulsive force. Cal-
culations indicate that a nuclear rocket of this type would have a lifting
force more than twice that of a traditional chemical rocket.

Other types of so-called low-thrust rockets have also been suggested.
In some cases, the proposed propulsive force comes from atoms and mol-
ecules that have been ionized within the rocket body and then accelerated
by being placed within a magnetic or electrical field. In other cases, a gas
such as hydrogen is first turned into a plasma and then ionized and ac-
celerated. As attractive as some of these ideas sound in theory, they have
thus far found relatively few practical applications in the construction of
rocket engines.

Missiles
The modern age of missile science can probably be said to have be-

gun towards the end of World War II (1939–45). During this period, Ger-
man rocket scientists developed the ability to produce vehicles that could
deliver warheads to targets hundreds or thousands of miles from their launch
point. For a period of time, it appeared that the German V-2 rocket-missile
might very well turn the tide of the war and bring victory to Germany.

The cold war that followed the end of World War II provided a pow-
erful incentive for the United States, the former Soviet Union, and a few
other nations to spend huge amounts of money on the development of
newer and more sophisticated missile systems. Missiles have the great ad-
vantage of being able to deliver a large destructive force at a great dis-
tance from the launch site. The enemy can be damaged or destroyed with
essentially no damage to the party launching the missile.

As the cold war developed, however, it became obvious that the 
missile-development campaign was a never-ending battle. Each new de-
velopment by one side was soon made obsolete by improvements in anti-
missile defense mechanisms made by the other side. As a result, there is
now a staggering variety of missile types with many different functions
and capabilities.

Missile classification
Missiles can be classified in a number of different ways. Some are

said to be unguided because, once they are launched, there is no further
control over their flight. The German V-2 rockets were unguided mis-
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siles. Such missiles can be directed in the general vicinity of a target at
the launch site, but once they are set off there is no further way that their
path can be adjusted or corrected.

The vast majority of missiles, however, are guided missiles. This
term refers to the fact that the missile’s path can be monitored and changed
either by instruments within the missile itself or by a guidance station.

Missiles can also be classified as aerodynamic or ballistic missiles.
An aerodynamic missile is one equipped with wings, fins, or other struc-
tures that allow it to maneuver as it travels to its target. Aerodynamic mis-
siles are also known as cruise missiles. Ballistic missiles are missiles that
follow a free-fall path once they have reached a given altitude. In essence,
a ballistic missile is fired into the air the way a baseball player makes a
throw from the outfield, and the missile (the ball) travels along a path de-
termined by its own velocity and Earth’s gravitational attraction.

Finally, missiles can be classified according to the place from which
they are launched and the location of their final target. V-2 rockets were
surface-to-surface missiles since they were launched from a station on the
ground in Germany and were designed to strike targets on the ground in
Great Britain.

An air-to-air missile is one fired from the air (usually from an air-
craft) with the objective of destroying another aircraft. One of the best
known air-to-air missiles is the U.S. Sidewinder missile, first put into op-
eration in 1956. The first Sidewinders were 2.84 meters (9.31 feet) long
and 12.7 centimeters (5.00 inches) in diameter, with a weight of 75 kilo-
grams (165 pounds) and a range of 1.1 kilometers (0.68 miles).

A surface-to-air missile is one fired from a ground station with the
goal of destroying aircraft. The first surface-to-air missile used by the
U.S. military was the Nike Ajax, a rocket with a weight of 1,042 kilo-
grams (2,295 pounds), a length of 10.6 meters (34.8 feet), a diameter of
30.5 centimeters (12.0 inches), and a range of 48 kilometers (30 miles).

Some other types of missiles of importance to the military are anti-
ship and anti-submarine missiles, both of which can be launched from
ground stations, from aircraft, or from other ships. Military leaders were
at one time also very enthusiastic about another type of missile, the anti-
ballistic missile (ABM). The ABM program was conceived of as a large
number of solid rockets that could be aimed at incoming missiles. U.S.
engineers developed two forms of the ABM: the Spartan, designed for
long-distance defensive uses, and the Spring, designed for short-range in-
terception. The Soviet Union, in the meanwhile, placed its reliance on an
ABM given the code name of Galosh. The ABM program came to a halt
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in the mid-1970s when the high cost of implementing a truly effective
defensive system became apparent.

Structure of the missile
Any missile consists essentially of four parts: a body, known as the

airframe (described above); the propulsive system; the weapon; and the
guidance system. The propulsive systems used in missiles are the same
as those described for rockets. That is, they consist of one or more liquid
rockets, one or more solid rockets, or some combination of these.

In theory, missiles can carry almost any kind of high-explosive,
chemical, biological, or nuclear weapon. Anti-tank missiles, as an exam-
ple, carry very high-powered explosives that allow them to penetrate a
60-centimeter (24-inch) thick piece of metal. Nuclear weapons have, how-
ever, become especially popular for use in missiles. One reason, of course,
is the destructiveness of such weapons. But another reason is that anti-
missile jamming programs are often good enough to make it difficult for
even the most sophisticated guided missile to reach its target without in-
terference. Nuclear weapons cause destruction over such a wide area, how-
ever, that so-called defensive jamming is less important than it is with
more conventional explosive warheads.

At one time, the methods used to guide a missile to its target were
relatively simple. One of the most primitive of these systems was the use
of a conducting wire trailed behind the missile and attached to a ground
monitoring station. The person controlling the missile’s flight could make
adjustments in its path simply by sending electrical signals along the trail-
ing wire. This system could be used, of course, only at a distance equal
to the length of wire that could be carried by the missile, a distance of
about 300 meters (1,000 feet).

The next step up from the trailing wire guidance system is one in
which a signal is sent by radio from the guidance center to the missile.
Although this system is effective at much longer ranges than the trailing
wire system, it is also much more susceptible to interference (jamming)
by enemy observers. Much of the essence of the missile battles that took
place on paper during the cold war concerned finding new and more se-
cure ways to send messages to a missile—and new and more sophisti-
cated ways to interrupt and jam those signals.

Some missile systems carry their own guidance systems within their
bodies. One approach is for the missile to send out radio waves aimed at
its target and then to monitor and analyze the waves that are reflected
back to it from the target. With this system, the missile can constantly
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make adjustments that keep it on its path to the target. As with ground-
directed controls, however, a system such as this one is also subject to
jamming by enemy signals.

Another guidance system makes use of a TV camera mounted in the
nose of the missile. The camera is pre-programmed to lock in on the mis-
sile’s target. Electronic and computer systems on board the missile can
then keep the rocket on its correct path.

‡�Rocks
Rocks are composed of minerals, which are natural inorganic (nonliving)
substances with specific chemical compositions and structures. A rock
may consist of many crystals of one mineral or combinations of many
minerals. Hundreds of different kinds of minerals make up hundreds of
different kinds of rocks. Geologists, scientists who study Earth and rocks,
divide rocks into three main groups: igneous rocks, sedimentary rocks,
and metamorphic rocks. These distinctions are made on the basis of the
types of minerals in the rock, the shapes of individual mineral grains, and
the overall texture of the rock. All of these properties indicate the envi-
ronment, pressure, and temperature in which the rock formed.
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Igneous rock
The first rocks on Earth were igneous rocks. Igneous rocks are

formed by the cooling and hardening of molten material called magma.
The word igneous comes from the Latin word ignis, meaning “fire.” There
are two types of igneous rocks: intrusive and extrusive. Intrusive igneous
rocks form within Earth’s crust: the molten material rises, filling any avail-
able crevices in the crust, and eventually hardens. These rocks are not
visible until Earth above them has eroded away. A good example of in-
trusive igneous rock is granite. Extrusive igneous rocks form when the
magma pours out onto Earth’s surface or erupts at Earth’s surface from
a volcano. Once on the surface (where it is called lava), it begins to cool
and the minerals in the rock crystallize or grow together so that the indi-
vidual crystals lock together. Extrusive rocks are also called volcanic
rocks. Basalt, formed from hardened lava, is the most common extrusive
rock. Obsidian, a black, glassy rock, is also an extrusive rock.

Essentially, Earth’s continents are slabs of granite sitting on top of
molten rock. The crustal plates of Earth are continually shifting, being
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Igneous rock: Rock formed from the cooling and hardening of magma.

Lava: Molten rock that occurs at the surface of Earth, usually through
volcanic eruptions.

Magma: Molten rock found below the surface of Earth.

Metamorphic rock: Rock formed by transformation of preexisting rock
through changes in temperature and pressure.

Mineral: A naturally occurring, inorganic substance with a definite
chemical composition and structure.

Rock cycle: Processes through which rocks change from one type to
another, typically through melting, metamorphism, uplift, weathering,
burial, or other processes.

Sedimentary rock: Rock formed from compressed and solidified layers
of organic or inorganic matter.

Weathering: Natural process that breaks down rocks and minerals at
Earth’s surface into simpler materials (sediment) by physical (mechani-
cal) or chemical means.



torn open by faults and altered by earthquakes and volcanoes. New ig-
neous material is continually added to the crust, while old crust falls back
into Earth, sometimes deep enough to be remelted. Igneous rocks are the
source of many important minerals, metals, and building materials.

Sedimentary rock
Sedimentary rocks are those produced by the accumulation of sed-

iments. These may be fine rock particles or fragments, skeletons of mi-
croscopic organisms, or minerals leached from rocks. Rock fragments and
leached minerals are created through weathering, a natural process that
breaks down rocks and minerals at Earth’s surface into simpler materials
by physical (mechanical) or chemical means.

Wind, water, ice, gravity, temperature changes, or a combination of
these are all physical actions that break down preexisting rocks. Chemi-
cal weathering represents a second stage of rock disintegration in which
small pieces of rock produced by physical weathering are then further
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broken apart by chemical processes. Acid reactions are a common form
of chemical weathering, and the most common such reactions occur when
carbon dioxide and sulfur dioxide in the air react with water to form weak
carbonic and sulfuric acid. Both of these acids have the ability to attack
many kinds of rocks, changing them into other forms. For example, when
carbonic acid reacts with limestone, it produces calcium bicarbonate.

The sediments created by weathering and the decay of organisms
are then transported and deposited by wind, water, or ice. Over long pe-
riods of time, layer upon layer of sediments are deposited on top of each
other and their own weight causes them to compress and harden into sed-
imentary rock. The horizontal layers of sedimentary rock are called strata.
Common sedimentary rocks include shale, sandstone, and limestone.

Sedimentary rocks are the only rocks in which fossils can be pre-
served. The elevated temperatures and pressures needed to form both ig-
neous and metamorphic rocks destroy fossils and organic remnants. The
presence of fossils and the types of fossil organisms in a rock provide
clues about the environment and age of sedimentary rocks. For example,
fish fossils in sedimentary rock indicate that the sediments that make up
the rock were deposited in a lake, river, or marine environment. By es-
tablishing the environment of the fossils in a rock, scientists learn more
about the conditions under which the rock formed.
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Metamorphic rock
Metamorphic rock is rock that has changed from one type of rock

into another. The word metamorphic comes from Greek and means “of
changing form.” Metamorphic rock is produced from igneous, sedimen-
tary, or even other metamorphic rocks. Most of Earth’s crust is made up
of metamorphic rock. Igneous and sedimentary rocks become metamor-
phic rock as a result of intense heat from magma and pressure from bur-
ial within Earth. Although the rock undergoes extreme heat and a great
deal of pressure, it does not melt. If the rock melted, it would become ig-
neous and not metamorphic rock. Instead, the heat and pressure combine
to change the mineral makeup of the rock. Essentially, metamorphic rocks
are made of the same minerals as the original rock, but the various min-
erals have been rearranged to make a new rock.

There are two basic types of metamorphic rock: regional and ther-
mal. Regional metamorphic rock, found mainly in mountainous regions,
is formed by pressure. Different amounts of pressure produce different
types of rock. The greater the pressure, the more drastic the change (also,
the deeper the rock the higher the temperature, which adds to the poten-
tial for diverse changes). For example, a pile of mud can turn into shale
(a fine-grained sedimentary rock) with relatively low pressure, about 3
miles (5 kilometers) down into Earth. With more pressure and some heat,
shale can transform into slate and mica. Carried even deeper, slate trans-
forms into schist (pronounced shist) and then gneiss (pronounced nice).

Thermal metamorphic rock, also called contact metamorphic rock,
is formed by considerable pressure and, more important, intense heat.
When molten rock pushes up into Earth’s crust, the incredible pressure
behind it forces the molten rock into any empty space. The accompany-
ing intense heat causes the surrounding rock to completely recrystallize,
forming a new rock. An example of this type of thermal metamorphic
rock is marble, which is actually limestone whose calcite has recrystal-
lized. Sandstone made mostly of quartz fragments recrystallizes into
quartzite. Thermal metamorphic rocks are not as common or plentiful as
regional metamorphic rocks.

The rock cycle
The rock cycle depicts how the three main rock types can change

from one type to another. All rocks exposed at Earth’s surface undergo
weathering, forming sediments that can be deposited to form sedimentary
rocks. As sedimentary rocks are buried beneath more sediment, they are
subjected to increases in both pressure and temperature, which can result
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in metamorphism and the formation of metamorphic rock. If the temper-
ature of metamorphism is extremely high, the rock might melt completely
and later recrystallize as an igneous rock. Rocks can move through the
rock cycle along other paths, but uplift or burial, weathering, and changes
in temperature and pressure are the primary causes of changes in rocks
from one type to another.

[See also Coal; Minerals]
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‡�Satellite
In astronomy, the word satellite refers to any single object that is orbit-
ing another larger, more massive object under the influence of their 
mutual gravitational force.

A natural satellite is any celestial body orbiting a planet or star 
of larger size. The Moon is the natural satellite of Earth. The other solar
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system planets that have natural satellites (moons) are Mars (2), Jupiter
(28), Saturn (18 known, additional 12 reported), Uranus (21), Neptune
(8), and Pluto (1).

Artificial satellites are human-made devices that orbit Earth and
other celestial bodies. These devices follow the same gravitational laws
that govern the orbits of natural satellites. After being launched from
Earth, artificial satellites are placed high enough to escape the denser parts
of the atmosphere, which would slow down the orbit of the satellite and
cause it to plummet to the ground. At the proper height, usually above
200 miles (320 kilometers), artificial satellites stay in orbit around Earth
indefinitely. Those placed at this altitude take 90 minutes to circle Earth.
The higher the altitude, the slower the satellite’s orbit. At a height of
22,300 miles (36,000 kilometers), a satellite takes exactly 24 hours to cir-
cle Earth.

Artificial satellites orbiting Earth have been used to measure every-
thing from the planet’s weather to missile launches to the movements of
ships. Communications satellites revolve about Earth in orbits 25,000
miles (40,225 kilometers) above the surface.

Artificial satellites have also been placed in orbit about the Moon,
Mars, and Venus to provide detailed maps of their surfaces and to mea-
sure properties of their surrounding atmosphere.

[See also Gravity and gravitation; Orbit; Solar system; Space
probe]

‡�Saturn
Saturn, the sixth planet from the Sun, is named for the Roman god of
agriculture, who was based on the Greek god Cronus. The second largest
planet in the solar system, it measures almost 75,000 miles (120,600 kilo-
meters) in diameter at its equator. Despite its large size, Saturn is the least
dense of all the planets. It is almost 30 percent less dense than water;
placed in a large-enough body of water, Saturn would float.

Saturn completes one rotation on its axis very quickly, roughly 10.5
Earth hours. As a result of this spinning, the planet has been flattened at
its poles. The measurement around its equator is 10 percent greater than
the measurement around the planet from pole to pole. In contrast to the
length of its day, Saturn has a very long year. Lying an average distance
of 887 million miles (1.4 billion kilometers) from the Sun, Saturn takes
29.5 Earth years to complete one revolution.
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Saturn consists primarily of gas. Its hazy yellow clouds are made of
crystallized ammonia, swept into bands by fierce, easterly winds that have
been clocked at up to a speed of 1,100 miles (1,770 kilometers) per hour
at its equator. Winds near the poles, however, are much tamer. Covering
Saturn’s surface is a sea of liquid hydrogen and helium that gradually be-
comes a metallic form of hydrogen. This sea conducts strong electric cur-
rents that, in turn, generate the planet’s powerful magnetic field. Saturn’s
core, which is several times the size of Earth, is made of rock and ice.
The planet’s atmosphere is composed of about 97 percent hydrogen, 3
percent helium, and trace amounts of methane and ammonia. Scientists
estimate the surface temperature to be about �270°F (�168°C).

About every 30 years, following Saturn’s summer, a massive storm
takes place on the planet. Known as the Great White Spot, it is visible
for nearly a month, shining like a spotlight on the planet’s face. The 
spot then begins to break up and stretch around the planet as a thick 
white strip. The storm is thought to be a result of the warming of the 
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atmosphere, which causes ammonia to bubble up, solidify, and then be
whipped around by the planet’s monstrous winds.

Saturn’s rings
Saturn’s most outstanding characteristic are its rings. The three other

largest planets (Jupiter, Uranus, and Neptune) also have rings, but Sat-
urn’s are by far the most spectacular. For centuries, astronomers thought
the rings were moons. In 1658, Dutch astronomer Christiaan Huygens
first identified the structures around Saturn as a single ring. In later years,
equipped with stronger and stronger telescopes, astronomers increased the
number of rings they believed surrounded the planet.

In 1980 and 1981, the Voyager 1 and Voyager 2 space probes sent
back the first detailed photos of Saturn and its spectacular rings. The
probes revealed a system of over 1,000 ringlets encircling the planet at a
distance of 50,000 miles (80,450 kilometers) from its surface.
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The rings, which are estimated to be one mile (1.6 kilometers) thick,
are divided into three main parts: the bright A and B rings and the dim-
mer C ring. The A and B rings are divided by a gap called the Cassini
Division, named for it discoverer, seventeenth-century French astronomer
Giovanni Domenico Cassini. The A ring itself contains a gap, called the
Encke Division after German astronomer Johann Encke, who discovered
it in 1837. The Encke Division contains no matter, but the Voyager mis-
sions found that the Cassini Division contains at least 100 tiny ringlets,
each composed of countless particles. Voyager confirmed the existence
of puzzling radial lines in the rings called “spokes,” which were first re-
ported by amateur astronomers. Their nature remains a mystery, but may
have something to do with Saturn’s magnetic field. Saturn’s outermost
ring, the F ring, is a complex structure made up of several smaller rings
along which “knots” are visible. Scientists speculate that the knots may
be clumps of ring material, or mini moons.

While scientists do not know the full composition of the rings, they
do know that the rings contain dust and a large quantity of water. The
water is frozen in various forms, such as snowflakes, snowballs, hail-
stones, and icebergs. The forms range in size from about 3 inches (7.6
centimeters) to 30 feet (9 meters) in diameter. Scientists are also not sure
how the rings were formed. One theory states that they were once larger
moons that were smashed to tiny pieces by comets or meteorites. Another
theory holds that the rings are pre-moon matter, cosmic fragments that
never quite formed a moon.

Saturn’s moons
Saturn has 18 known moons that have received officially sanctioned

names from the International Astronomical Union. In late 2000, as-
tronomers detected up to twelve possible new moons orbiting the planet,
some at a distance between 6.2 and 12.4 million miles (10 and 20 mil-
lion kilometers). These have all been given provisional designations, but
scientists believe only six out of the twelve may turn out to be real moons.
All the known moons are composed of about 30 to 40 percent rock and
60 to 70 percent ice. All but two have nearly circular orbits and travel
around Saturn in the same plane.

Christiaan Huygens discovered Saturn’s first moon Titan, in 1655.
It is the only moon in the solar system with a substantial atmosphere,
which is composed mainly of nitrogen. Voyager 1 revealed that Titan 
may have seas of liquid methane bordered by organic tarlike matter. Ti-
tan’s thick blanket of orange clouds, however, prevent a direct view of
the surface.

1 7 1 1U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Saturn



Cassini mission to Saturn
The Cassini orbiter, which was launched in October 1997, will de-

liver much more information about Saturn and its moons. With a budget
of $3.4 billion, it is the last of the National Aeronautics and Space Ad-
ministration’s (NASA) big-budget, big-mission planetary probes.Cassini,
which weighs nearly 13,000 pounds (5,900 kilograms), carries 18 scien-
tific instruments that will take a variety of measurements of Saturn’s at-
mosphere, its moons, and the dust, rock, and ice that comprise its rings.
After traveling some 2.2 billion miles (1 billion kilometers), the orbiter
is scheduled to arrive at Saturn in mid-2004. It carries with it a probe,
called Huygens, that was built by the European Space Agency. The probe
will drop onto the surface of Titan for a detailed look at the moon’s sur-
face. If it survives the impact of its landing, Huygens will transmit data
from the surface back to Cassini for up to 30 minutes. After releasing the
probe, Cassini will orbit Saturn at least 30 times over a four-year period,
gathering information and sending back more than 300,000 color images
taken with an onboard camera.

[See also Solar system]

‡�Savant
Savant is a name used to describe a person who has extraordinary skills
in a very specialized area, but who is nonetheless intellectually disabled.
It properly describes a rare phenomenon or syndrome in which a person
with a severe mental handicap displays genius-like ability in a narrow
field or area.

Shocking contrasts
The award-winning movie Rain Man brought attention to a mental

condition in which a person, who is barely able to care for himself and
who has trouble doing even the simplest tasks, can also be a prodigy in
one specialized area. What distinguishes these rare individuals is that
though mentally handicapped overall, they possess the ability to do one
thing brilliantly, a talent that would be considered spectacular and extra-
ordinary even if it were found in a person of normal abilities. It is a true
puzzle to see a person who may be unable to interact normally with other
people or who might never change his or her clothes or take a shower un-
less told, display phenomenal calculating, artistic, or musical ability.
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First named
The term “idiot savant” was first coined in 1887 by British physi-

cian John Langdon Haydon Down (1828–1896), after whom the genetic
disorder Down syndrome was named. At that time, doctors actually used
the word “idiot” to describe someone whose IQ was below a certain level.
Down linked this term to the French word “savant,” meaning “learned
one,” and put together a term that captured the essence of this bizarre and
seemingly contradictory syndrome.

One of the earliest accounts of this phenomenon was given by Amer-
ican physician Benjamin Rush (1746–1813), who is considered to be the
father of American psychiatry. In 1789, Rush described the phenomenal
calculating capability of a severely retarded man named Thomas Fuller who,
Rush said, “could comprehend scarcely anything, either theoretical or prac-
tical, more complex than counting.” One example he gave of Fuller’s unique
ability was his answer to the question, How many seconds a person had
lived who was seventy years, seventeen days, and twelve hours old? Fuller
thought for only 90 seconds, then gave the correct answer of 22,210,500,800
seconds, even correcting for the seventeen leap years involved.

Modern name
Today, the term “autistic savant” has mostly replaced the harsh-

sounding “idiot savant,” although others sometimes prefer the more
generic “savant syndrome.” A person who is autistic (pronounced awe-
TIS-tik) or suffers from the neurological condition called autism (pro-
nounced AWE-tizm) is extremely withdrawn, self-preoccupied, and
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Words to Know

Autism: A disorder in development characterized by an inability to
relate socially to other people and a severe withdrawal from external
reality.

Genius: Extraordinary mental ability or creative power.

Intelligence: The ability to solve problems and cope successfully with
one’s surroundings.

Testosterone: A male sex hormone that stimulates sperm production
and is responsible for male sex characteristics.



barely interacts with others. Autistic individuals usually seem very strange
to most people, as they sometimes have coordination problems and often
display unusual, inappropriate, or exaggerated mannerisms and reactions.
Their language, if expressed, may be bizarre, and altogether they usually
cannot get by on their own. Autism is chronic, meaning that it does not
go away, and it is incapacitating, meaning that even as adults, autistic
people usually need constant supervision and support. When a person who
is severely disabled in so many ways is able to do one thing at an extra-
ordinary or even a prodigious level, it is both shocking and amazing.

Characteristics
Some of the things that a person with this syndrome can do will truly

amaze us. The most common form of autistic savant are the mathematical
calculators, some of whom display incredible calendar memory or who can
calculate square roots and prime numbers in their heads with no hesitation.
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Some musical individuals have both perfect pitch and an endless memory
for music. This means they can hear a complicated piece and immediately
play it back perfectly from memory. Others are gifted artists. Despite these
differences, there are certain characteristics that most share. First, this is a
very rare condition, since by no means are all or even some autistic peo-
ple so gifted. One author suggests that there may be no more than twenty-
five or thirty “prodigious savants” living at present. A few artistic or mu-
sical savants are somewhat famous since they perform or exhibit their work.

Further, their special skills are always in an extremely deep but nar-
row range of abilities. For example, some of these great mathematical cal-
culators do not possess even simple arithmetic skills. Another savant who
had never received any musical instruction whatsoever could play anything
she heard on a piano, yet still had the mental age of someone less than
three years old. Also, in almost every case, there were very rigid limits as
to what these people could actually do with the talent they had. So although
one might be able to recite all manner of detail or facts about something,
he or she would not be able to apply that information in any other way
than the narrow method they were used to. Obviously, most of these im-
pressive feats are tied in some way to memory, and almost all of these in-
dividuals have a phenomenal memory for detail. Finally, such persons are
most often male, with the male-to-female ratio being roughly six-to-one.

Lack of theory
Medical science still does not have a single theory that is able to ex-

plain all the types of idiot savants. We do know that this condition can
be both congenital (pronounced kon-JEN-ih-tul) meaning it exists at birth,
or it can be caused or acquired through a certain type of brain injury or
disease. One theory says that it is caused when the right side of the brain
has to compensate for an injury of some sort to the left side. The skills
associated with the brain’s right hemisphere have more to do with con-
crete learning and artistic expression than the left side, whose skills are
more abstract, logical, and symbolic. It is the right-side skills that the
autistic savant possesses in great measure, while simultaneously possess-
ing few or none of the left-side skills. Some speculate that this left-brain
damage and right-brain compensation may occur while the individual is
still a developing fetus. Others say that the high percentage of males sug-
gests that the male hormone called testosterone (pronounced tess-TAHS-
tur-own) is somehow involved during fetal development. However, all at-
tempts to explain this phenomenon are still educated guesses, and most
would readily admit that so far, science is completely baffled in trying to
understand this amazing phenomenon.
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‡�Schizophrenia
Schizophrenia (pronounced skiht-zo-FREH-nee-uh) is a severe mental
condition that interferes with normal thought processes, causing delusions,
hallucinations, and mental disorganization. As the most common of the
extremely serious mental disorders known as psychosis (pronounced sy-
KO-sis), it affects men and women equally, is found all over the world,
and is usually a long-term illness with no definite cure.

Its victims
Schizophrenia is described by the National Institute of Mental Health

(NIMH) as a “chronic, severe, and disabling brain disease.” NIMH esti-
mates that approximately 1 percent of the American population at some
point suffers from schizophrenia, meaning that more than two million
Americans are considered to be schizophrenic in any given year. Others
estimate that as many as half the patients in U.S. mental hospitals are
schizophrenics. Although it occurs in women as often as in men, it seems
to appear earlier in men, usually in their late teens or early twenties. Very
young people, however, can sometimes be affected.

To be schizophrenic is to suffer from a profound disruption of cog-
nition, meaning that the schizophrenic individual has a major problem
with knowing and thinking. Some describe this condition as a thought
disorder, and once we understand the sometimes terrifying symptoms that
schizophrenics experience in their minds, we can better see why their per-
ception of reality is often a distorted one. The mental disturbances they
experience also affect their emotions, their actions, and even their lan-
guage. People with schizophrenia often do not see or experience things
the way most people do, and their world is often one of delusions and
hallucinations. It is not unusual for them to hear “voices” or see things
that are not really there. A common delusion or false personal belief of
schizophrenics is that someone or something is controlling their thoughts
or plotting against them. Hallucinations are false sensory experiences; a
person experiencing hallucinations thinks he or she is seeing, hearing, or
even touching something that in reality is not there or does not exist.

Delusions and hallucinations
Once we understand what schizophrenics are experiencing mentally,

we should not be surprised when their behavior becomes strange or even
bizarre. Often they are fearful and withdrawn, but other times their ac-
tions and speech can be frightening or at least very confusing to others.
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Other recognizable symptoms of schizophrenia are socially inappropriate
behavior, dulled emotional responses, isolation and withdrawal that sug-
gest a loss of any social interests, an inability to concentrate or “think
straight,” and a loss of a sense of self as a unique and separate individ-
ual. Since schizophrenics experience hallucinations and delusions of all
sorts, they are often very frightened, anxious, and confused people. At
times they may act totally detached and remote, sitting rigid for hours.
Other times they may be highly agitated, moving constantly. They are un-
derstandably difficult to be with and are just as difficult to treat.

Historical evidence
Although some argue that schizophrenia is a modern disease, most

agree that there is sufficient historical evidence to suggest that it is as old
as humans. Stories of “mad” people whose behavior was beyond the lim-
its or control of others and whose behavior was bizzare and unexplain-
able are found throughout the ancient history of all cultures. Ancient Baby-
lonian documents are said to contain such evidence, and nearly 2,500 years
ago, Greek historian Herodotus (480–425 B.C.) described the mad king of
Sparta. In the second century A.D., Roman writer Celsus described three
types of insanity, one of which sounds very much like schizophrenia. Many
believe that schizophrenia was clearly described during the Middle Ages
(period in European history from about A.D. 500 to 1500), and by the six-
teenth century there are published accounts of clearly schizophrenic cases
called “mania” or “melancolia.” Some writers claim that the first printed
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Delusions: Incorrect beliefs about reality that are clearly false.

Hallucinations: Images, sounds, or odors that are seen, heard, or
smelled by a person, but do not exist in reality.

Neurosis: Any emotional or mental disorder that affects only part of
the personality, such as anxiety or mild depression, as a result of stress.

Neurotransmitter: A chemical that transmits electrical impulses (infor-
mation) between nerve cells or nerve and muscle cells.

Psychosis: A major psychiatric disorder characterized by the inability
to tell what is real from what is not real.



description of schizophrenia was given by British physician Thomas Willis
(1621–1675) when he described a certain type of “dementia.”

Most agree, however, that the first modern description of symptoms
now recognized as schizophrenia was given by German psychiatrist Emil
Kraepelin (1856–1926) in 1896. Kraepelin’s main contribution was his
classification of mental illnesses, and it was Kraepelin who pointed out
the difference between what is recognized today as manic-depressive psy-
chosis and schizophrenia, which he called “dementia praecox” (pro-
nounced deh-MEHN-shia PREE-cocks).

It was another German psychiatrist, however, who actually first sug-
gested the term schizophrenia for the disease. In 1908, Eugen Bleuler
(1857–1939) used the word schizophrenia in a paper he had written that
was based on a study of 647 patients. Bleuler, who was a colleague of
Austrian psychoanalyst Sigmund Freud (1856–1939), came up with the
name to describe what he said was some sort of split in the proper func-
tioning of the brain. He used the word split because he said that a schiz-
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ophrenic’s ideas are often isolated or separate from his feelings. Bleuler’s
new name for this condition was therefore derived from the Greek words
for “split” and “mind” and soon replaced the older term dementia prae-
cox. It should be noted, however, that schizophrenia is neither a condi-
tion exhibiting a “split personality” nor one of “multiple personalities.”
Rather, these rare conditions are considered to be a type of neurosis (pro-
nounced nur-OH-sis) that is a less severe emotional disorder.

Types of schizophrenia
The main difference between schizophrenia and any other type of

neurosis is that a neurosis is an emotional disorder, whereas schizophre-
nia is considered a form of organic brain disease, meaning that there is a
physical (and not an emotional) reason why something is wrong. Until
recently, science could only describe or categorize the different types of
schizophrenia, and the categories offered by Kraepelin are still used. Para-
noid schizophrenics typically suffer from delusions of persecution; the
hebephrenic (pronounced hee-beh-FREN-ik) type has very disorganized
thinking, difficulty in communicating, and shows inappropriate emotional
responses (like laughing at a funeral); the catatonic schizophrenic suffers
from uncontrollable bodily movements. In reality, many schizophrenics
often display symptoms from each type.

Causes
Although there are a number of competing theories as to the causes

of schizophrenia, no one explanation has yet been proven. Unfortunately,
this means that there is no known single cause of schizophrenia. That does
not mean, however, that science is completely baffled and helpless in try-
ing to understand this brain disease. Some of the early, more psychoan-
alytical explanations suggested that people who lacked affection during
infancy and early childhood became schizophrenic, but these psycholog-
ical theories could not be proven.

Science then naturally moved to seek more physical explanations,
and with twenty-first century advances in biomedical research and ad-
vanced imaging technologies, most theories now have a basis in biology.
That is, they seek to find the primary cause or causes of schizophrenia in
the body itself, specifically in the brain. For example, it has long been
known that schizophrenia runs in families, and that individuals with a
close relative who suffered from the disease have a greater chance of 
developing it than people who have no relatives with the illness. This 
suggests that there are some genetic factors involved, and that perhaps a
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genetic predisposition (a tendency toward something) makes some more
susceptible than others. In fact, research on the human genome, which is
the complete collection of genes found in a single set of human chromo-
somes, suggests that the defect may be found somewhere on chromosomes
13 and 6, although this has not yet been proven conclusively.

Despite this possible genetic link, scientists know for many reasons
that genes cannot be the sole cause of schizophrenia. A good proof of this
is a set of identical twins, only one of whom suffers from schizophrenia.
More likely, schizophrenia does not have a single cause, but instead is
determined by a combination of biological factors. Another major avenue
of investigation is in the chemistry of the brain. This new research fo-
cuses on the brain’s neurotransmitters (pronounced ner-o-trans-MIH-terz),
which are substances that allow the neurons or nerve cells to communi-
cate with one another. Investigators are therefore concentrating on the
neurotransmitters called dopamine (pronounced DOPE-uh-meen) and glu-
tamate (pronounced GLUE-tuh-mait) to find if too much or too little is
important to schizophrenia.

Other scientists are using new brain-imaging techniques to examine
the brains of living schizophrenics to try to find abnormalities in struc-
ture or function. They now know, for example, that schizophrenics have
enlarged ventricles, which are fluid-filled cavities inside the brain. An-
other brain-related theory is that schizophrenia is caused by some sort of
developmental disorder that happened when the fetus was still growing
inside the mother’s womb. Some suggest that this damage may stay hid-
den or dormant until puberty, when the brain’s normal changes somehow
activate them. Finally, another theory is that the disease is caused by a
slow-acting virus.

Treatment
Since schizophrenia has no one known cause, the best medicine can

do is to treat the symptoms. Before the 1950s, electroconvulsive treat-
ment or shock therapy was the only known method of treatment. Since
that time, various drugs have been used to try to minimize the symptoms
of schizophrenia. Reserpine was the first drug to work, and it was based
on a plant used in folk medicine to treat insomnia and insanity. Later, the
new drug named Thorazine was developed. Both it and Reserpine were
found to work by blocking the neurotransmitter dopamine. In the 1990s,
a new group of antipsychotic drugs were produced that were very effec-
tive in keeping delusions and hallucinations under control, but they also
left their patients emotionally empty and even reduced their normal mo-
tivation.
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Today, doctors are able to give new antipsychotic drugs in more cal-
ibrated or finely-tuned dosages so that they work to minimize the terrors,
but do not put the person in a complete “emotional straitjacket.” With their
“demons” under better control, schizophrenics are able to deal with the
everyday world in a more rational way. The key to every schizophrenic’s
health is to keep strictly to his or her treatment plan. However, although
these new drugs are far better than the old ones, they still pose a long-term
risk that the patient may develop serious side-effects involving the muscles.

Despite all the treatment, research, and gains in understanding, the
fact remains that today’s treatment for schizophrenia has limits. Very of-
ten, no matter how symptom-free the patient is, he or she may still have
problems being “normal” in ways that matter—like caring for themselves,
communicating with others, being motivated, and most important of all,
establishing and keeping relationships with other people. It has been
shown, however, that for patients whose symptoms are under control, the
help and understanding they receive from their family, friends, and even
self-help and support groups goes a long way toward making them bet-
ter able to manage their condition. Continued understanding is needed as
much as continued research.

[See also Psychiatry; Psychosis; Tranquilizer]

‡�Scientific method
The term scientific method refers in general to the procedures that scien-
tists follow in obtaining true statements about the natural world. As it
happens, scientists actually use all manner of procedures to obtain the in-
formation they want. Some of those procedures are not very objective,
not very formal, and not very systematic. Still, the “ground rules” by
which science tends to operate are distinctive and very different from
those by which “true statements” are produced in philosophy, the arts,
history, ethics, and other fields of human endeavor.

“The scientific method”
Many science textbooks begin with an exposition of a system of

thought that, at least in the ideal, describes the way scientists work. The
system is actually a cyclical process, one in which it is impossible to say
where the whole process begins.

Certainly one element in the process is the recognition of a problem
or the desire to know something specific about the natural world. For ex-
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ample, one might wonder whether an airplane flies better with narrow
wings or broad wings. In most cases, a scientist poses a question such as
this in terms of a hypothesis. A hypothesis is an idea phrased in the form
of a statement that can be tested by observation and/or experimentation.
In this example, the hypothesis might be: “Airplanes with broad wings
fly better than airplanes with narrow wings.”

The next step in the procedure is to devise ways of testing that hy-
pothesis. In some cases, one can simply go out into the real world and
collect observations that will confirm or deny the hypothesis. In most
cases, however, a scientist will design one or more experiments to test
the hypothesis. An experiment is really nothing more than a set of pro-
cedures designed to test a given hypothesis. Experiments are generally
more productive than observations in the natural world because they deal
with only one specific aspect of the whole world. Confusing factors can
be intentionally omitted in order to concentrate on the one factor in which
the scientist is interested.

In the case of airplane wings, one approach would be to design a
series of airplanes, each with wings somewhat broader than the others.
Each plane could be flown, and the efficiency of its flight noted.

The results of observations and/or experiments permit scientists to
draw conclusions about the hypothesis. In our example, a scientist might
discover that airplanes with broad wings fly better or not as well as air-
planes with narrow wings. Or the results of experimentation may indicate
that flying efficiency seems unconnected to wing width.

1 7 2 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Scientific method

Words to Know

Experiment: A controlled observation.

Fact: A statement that is widely accepted as being true by scientists.

Hypothesis: An idea phrased in the form of a statement that can be
tested by observation and/or experiment.

Scientific law: A statement that brings together and shows the rela-
tionship of many scientific facts.

Scientific theory: A statement that brings together and shows the
relationship of many scientific laws; also, but less commonly, another
term for hypothesis.



Imagine that a scientist, however, discovers that every broad-winged
airplane flies better than every narrow-winged plane tested. Can it then
be said that the original hypothesis has been confirmed?

Probably not. One critical aspect of science is that no hypothesis is
regarded as true until it has been tested and re-tested many times. If two
dozen scientists all perform the same experiment and get the same result,
then confidence in the truth of that result grows. After a long period of
testing, a hypothesis may begin to take on the form of a fact. A fact is a
statement that is widely accepted as being true by scientists.

Interestingly enough, it is never possible in science to prove a state-
ment true for all time. The best one can hope for is that a fact is not proved
wrong. That is, maybe the one-hundred-first time a fact/hypothesis is
tested, it is found to be incorrect. That single instance does not necessar-
ily prove the fact/hypothesis wrong, but it does raise questions. If addi-
tional “false” results are obtained, the hypothesis is likely to be rejected
as “not true.”

The cycle of the scientific method is completed when a new fact has
been learned. In most cases, that new fact will suggest new questions,
new hypotheses in the minds of scientists. For example, if broad-winged
airplanes do fly more efficiently than narrow-wing airplanes, then what
is the effect of making the wings fatter or thinner? As soon as that ques-
tion (or one like it) occurs to someone, the cycle of hypothesizing, test-
ing, and concluding begins all over again.

Laws and theories
Obviously, untold numbers of facts exist in science. The process of

learning a new science is, to a large extent, learning the facts that make
up that science.

But individual facts in and of themselves are not very useful in sci-
ence. Their greater importance lies in the variety of ways in which they
can be combined to make more general statements about nature. For ex-
ample, it might be possible to make a factual statement about the boiling
point of ethyl alcohol, a second factual statement about the boiling point
of propyl alcohol, a third factual statement about the boiling point of butyl
alcohol, and so on. But what is of greater interest to scientists is some
general statement about the boiling points of all alcohols in general. Gen-
eral statements that bring together many, many related facts are known
as scientific laws.

Scientific laws, like individual facts, often suggest new questions,
new hypotheses, new experiments, and, eventually, new facts. These facts
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tend to make scientists more confident about the truth of a law or, in some
cases, raise questions as to the law’s correctness.

One more step of generalization exists in science: scientific theo-
ries. A great deal of confusion centers on the word “theory” in science.
Most people use the word theory to suggest a guess about something: “I
have a theory as to who stole that money.” Scientists sometimes use the
word in the same sense.

But theory can mean something quite different in science. A scien-
tific theory is a system of generalization even larger and more compre-
hensive than a scientific law. Just as a law is a collection of facts, so a
scientific theory is a collection of scientific laws.

This definition explains the misunderstanding that some nonscientists
have about the use of the word theory. Some people may believe that the
theory of evolution is only a guess, as the term is used in everyday life. But
the word theory is not used in that sense here. The theory of evolution refers
to a massive system that brings together many, many laws that describe the
way organisms change over time. Biologists are not guessing that these laws
are true; they are supremely confident that they are, in fact, true.

What science can and cannot do
The scientific method has been a powerful tool for learning a great

deal about the physical world, but it is not a system for answering all
questions. The only questions science can attack are those that can be an-
swered by using the five human senses in one way or another. For ex-
ample, suppose that someone hypothesizes that the reason earthquakes
occur is that tiny invisible demons living under Earth’s surface cause those
events. That hypothesis is, by definition, untestable by scientific meth-
ods. If the demons are invisible, there is no way for scientists to observe
them. One might look for indirect evidence of the demons’ existence, but
the problem is probably beyond scientific investigation.

It is for this reason that topics such as love, hope, courage, ambi-
tion, patriotism, and other emotions and feelings are probably beyond the
scope of scientific research. That statement does not mean these topics
are not worth studying—just that the scientific method is not likely to
produce useful results.

Another question that the scientific method cannot solve is “why?”
That statement may startle readers because most people think that ex-
plaining why things happen is at the core of scientific research.

But saying why something happens suggests that we know what is
in the mind of someone or something that makes events occur as they do.
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A long time ago, scientists decided that such questions could not be part
of the scientific enterprise. We can describe how the Sun rises, how ob-
jects fall, how baseballs travel through the air, and so on. But science will
never be able to explain why these things occur as they do.

‡�Seasons
Seasons on Earth are characterized by differences in temperature and the
length of daylight. The four distinct seasons—spring, summer, autumn
(or fall), and winter—are found only in the temperate zones. These zones
extend from 23.5 degrees North (and South) latitude to 66.5 degrees North
(and South) latitude. The equatorial regions or torrid zones have no no-
ticeable seasonal changes, only a wet season and a dry season. Polar re-
gions experience only a light season and a dark season.

Spring comes from an Old English word meaning “to rise.” Sum-
mer originated as a Sanskrit word meaning “half year” or “season.” Au-
tumn comes originally from a Etruscan word for “maturing.” Winter
comes from an Old English word meaning “wet” or “water.”

In the Northern Hemisphere, astronomers assign an arbitrary start-
ing date for each season. Spring begins around March 21, summer around
June 22, autumn around September 23, and winter around December 22.
In the Southern Hemisphere, the seasons are reversed with spring begin-
ning in September, summer in December, fall in March, and winter in
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northern hemisphere;
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June. Seasons in the Southern Hemisphere are generally milder because
of the larger amounts of ocean surface in that hemisphere. Since oceans
heat up and cool down much slower than landmasses, they exert a mod-
erating force on temperatures.

Reason for the seasons
Earth makes one complete revolution about the Sun each year.

Changes in the seasons are caused not by the varying distance between
Earth and the Sun, but by the tilt of Earth on its axis during that revolu-
tion. (Earth’s axis of rotation is tilted 23.5 degrees to the plane of its or-
bit.) As Earth orbits the Sun, there are times of the year when the North
Pole is alternately tilted toward the Sun (during Northern Hemispheric sum-
mer) or tilted away from the Sun (during Northern Hemispheric winter).
At other times the axis is generally parallel to the incoming Sun’s rays.

During summer, two effects contribute to produce warmer weather.
First, the Sun’s rays fall more directly on Earth’s surface, producing a
stronger heating effect. Second, daylight hours outnumber nighttime hours.
The Sun’s rays warm Earth during daylight hours and Earth cools at night
by reradiating heat back into space. Since there are longer periods of 
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Words to Know

Autumnal equinox: Date in the fall of the year when Earth experi-
ences 12 hours of daylight and 12 hours of darkness, usually around
September 23.

Summer solstice: Date on which the Sun is highest in the sky at noon
in the Northern Hemisphere, usually around June 22.

Temperate zones: Two regions on Earth bounded by 23.5 degrees lati-
tude and the 66.5 degrees latitude.

Torrid zone: Zone on Earth bounded by 23.5 degrees north and south
latitude.

Vernal equinox: Date in the spring of the year when Earth experiences
12 hours of daylight and 12 hours of darkness, usually around March 21.

Winter solstice: Date on which the Sun’s noontime height is at its
lowest in the Northern Hemisphere, usually on December 22.



daylight and shorter periods of darkness during the summer, Earth re-
ceives more solar heat then it releases back into space. Thus, areas ex-
periencing summer stay warmer.

The equinox
When the axis of Earth is perfectly parallel to the incoming rays of

the Sun in spring—around March 21—the Sun rises in a direction that is
due east everywhere on Earth and stands directly over the equator at noon.
As a result, daylight hours equal nighttime hours everywhere on Earth.
This effect gives rise to the name given to this date, the vernal equinox.
Vernal comes from the Latin word for “spring,” while equinox is formed
from the Latin word for “equal night.” The corresponding date in the fall
when 12 hours of daylight and 12 hours of darkness occur everywhere on
Earth—around September 23—is known as the autumnal equinox.

The solstice
After the vernal equinox, the Sun continues to move in a northward

direction and rise a little farther north of east each day until around June
22. On this day, the Sun has reached its extreme northward position and
seems to stand still in its noon height above the horizon. For this reason,
the date is known as the summer solstice, from the Latin words meaning
“sun stands still.” The summer solstice, the longest day and shortest night
of the year in the Northern Hemisphere, marks the beginning of summer
in the Northern Hemisphere. Afterward, the Sun begins to move south-
ward. It crosses the celestial equator (the autumnal equinox) and contin-
ues to move southward, rising a little farther south of east each day until
it reaches its most extreme southward position around December 22—the
winter solstice (the shortest day and longest night in the Northern Hemi-
sphere). Afterward, the Sun begins its northward movement back to the
vernal equinox.

Celebrating the seasons
Early societies celebrated the changes in the seasons on some of

these cardinal dates. The vernal equinox was a day of celebration for the
early Celtic tribes in ancient England, France, and Ireland. Other north-
ern European tribes also marked the return of warmer weather on this
date. Even the winter solstice was a time to celebrate, as it marked the
lengthening days that would lead to spring. The ancient Romans cele-
brated the Feast of Saturnalia on the winter solstice. And even though
there are no historical records to support the choice of a late December
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date for the birth of Jesus of Nazareth, Christians in the fourth century
A.D. chose to celebrate Jesus’ birth on the winter solstice. In the Julian
calendar system in use at that time, this date fell on December 25.

[See also Calendar; Global climate]

‡�Seed
A seed is a part of a flowering plant involved in reproduction. It consists
of three major parts: the embryo, endosperm, and testa. The embryo is
produced when male and female elements are combined during repro-
duction. It will eventually grow into a new plant. The endosperm is a col-
lection of stored food the young plant will use as it begins to germinate,
or grow. The testa is a tough outer layer that protects the embryo and en-
dosperm from damage by outside factors.

Two kinds of seed plants exist. Gymnosperms are plants that pro-
duce naked seeds. The most common type of gymnosperms are conifers,
cone-bearing trees and shrubs such as firs, hemlocks, junipers, larches,
pines, and spruce. Angiosperms are plants whose seeds are enclosed in a
protective structure called the fruit. Angiosperms are also known as flow-
ering plants because they produce flowers in which seeds are produced
and in which they develop.

Seed production
Seeds are produced when pollen is released from the male (stamen)

part of a plant. That pollen comes into contact with the ovules of the fe-
male (pistil) parts of a plant. Some kinds of plants contain both male and
female organs on the same plant. In that case, self-fertilization can occur
when pollen from one part of the plant fertilizes ovules on another part
of the same plant.

In most plants, fertilization occurs between two different plants, one
of which contains only male flowers and the other only female flowers.
This process requires some kind of mechanism by which pollen can be
carried between plants. In some cases, movement of air (wind) can bring
about this kind of fertilization. Insects and birds can also produce the same
result. For example, a bee may visit a male plant in search of nectar. In
that search, the bee may rub off pollen onto its body. When the bee then
visits a female plant, it may release that pollen onto the ovules of the sec-
ond plant, making fertilization possible.
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The endosperm within a seed is used when the embryo begins to de-
velop. Seeds vary widely in terms of the relative amounts of embryo and
endosperm they may contain. For example, members of the orchid fam-
ily have tiny, dustlike seeds that consist of little more than core embry-
onic tissues, with very little in the way of energy reserves. In contrast,
the gigantic seeds of some coconuts can weigh more than 60 pounds (25
kilograms), most of which is nutritional reserve surrounded by fibrous,
protective husk.

Seed dispersal
A seed exists in a dormant (sleeping) state. It begins to germinate,

or grow, only when it is deposited in a favorable environment, such as
moist, warm ground. The long process by which a seed changes from a
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Words to Know

Angiosperm: A plant whose seeds are enclosed in a protective struc-
ture called the fruit.

Dispersal: Any process by which seeds are spread outward from their
parent plant.

Dormancy: A state of inactivity in an organism.

Embryo: The young form of an organism.

Endosperm: A collection of stored food used by a young plant during
germination.

Germination: The beginning of growth of a seed.

Gymnosperm: A plant that produces naked seeds.

Pistil: The female reproductive organ in a plant.

Pollination: The transfer of pollen from the male organ of a plant to
the female organ.

Self-fertilization: The process in which pollen from one part of a
plant fertilizes ovules on another part of the same plant.

Stamen: The male reproductive organ in a plant.

Testa: A tough outer layer that protects the embryo and endosperm of
a seed from damage.



tiny embryo into a fully grown plant requires time and favorable condi-
tions. In most cases, young plants have a better chance to survive and
grow if they are deposited at some distance from the parent plant. In those
cases, they will not have to compete for sunlight, water, and nutrients
with their own parents.

There are, however, some important exceptions to this general rule.
For example, the adults of annual species of plants die at the end of their
breeding season. In those cases the parent plants do not compete with
their seeds. Nevertheless, even annual plants tend to disperse their seeds
widely.

Methods of dispersal. Plants have evolved a variety of mechanisms
to disperse their seeds effectively. In some plant species, seeds are very
buoyant, so they can be dispersed over great distances by the winds. Some
well-known examples of this kind of plant are the fluffy seeds of the 
dandelion and fireweed. The seeds of maple trees are also dispersed by
the wind. These seeds have a one-sided wing that causes them to swirl 
propeller-like after they are released from a parent tree. This structure al-
lows maple seeds to be carried by even light breezes some distance from
their parent before they hit the ground.

Some plants have developed an interesting method of dispersal,
known as tumbleweeding. These plants grow into a roughly spherical
shape. After the seeds are ripe, the mature plant detaches from the ground
surface and is then blown about by the wind, shedding its seeds widely
as it tumbles along.

The seeds of many other species of plants are dispersed by animals.
Some seeds have structures that allow them to attach to the fur or feath-
ers of passing animals, who then carry the seeds some distance away from
the parent plant before they are deposited to the ground. One example of
this mechanism is burdock, whose spherical fruits have numerous hairs
with tiny hooked tips that stick to fur. This fruit also sticks to human
clothing, and was the botanical model that inspired the invention of 
VelcroTM, a sticky, synthetic fastening material.

Another mechanism by which seeds are dispersed by animals in-
volves their encasement in a fleshy, edible fruit. Such fruits are often
brightly colored, have pleasant odors, and are nutritious and attractive to
herbivorous (plant-eating) animals. These animals eat the fruit, seeds and
all. After the fruit passes through the animal’s digestive system, the seeds
are dispersed at some distance from the parent plant.

The seeds of many plants with this sort of animal-dispersal strategy
actually require passage through the gut of an animal before they will 
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germinate. Some familiar examples of species that develop animal-dis-
persed fruits include the cherries, tomatoes, and watermelon.

Seed germination
After seeds have been dispersed into the environment, they may re-

main in a dormant state for some time, until appropriate cues are sensed
for germination. Such clues include sufficient water, oxygen, and an ap-
propriate temperature. Interestingly enough, the seeds of many species
will not germinate even under favorable conditions. For example, seeds
produced and dispersed just before the beginning of a cold season might
actually experience the right conditions for germination for a short period
of time. However, they would probably not survive if they germinated at
once. A period of dormancy enables the seeds to wait out the cold sea-
son, and to begin growth when conditions are more favorable for the ma-
ture plant, in the springtime. It allows seeds a better chance of surviving
unfavorable conditions and developing successfully into plants.

Germination begins with an increase of metabolic activity within the
seed (that is, organic compounds are broken down to produce energy).
The first visible sign of germination in angiosperms is generally an en-
largement of the seed. That enlargement is caused by an intake of water
from the environment. The seed’s covering may wrinkle and crack at this
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time. Soon afterward, the embryonic root emerges from the seed and be-
gins to grow down into the soil. At about this time the shoot also emerges
and grows upward out of the soil.

Uses of seeds
Seeds are used by humans for a number of purposes. The most im-

portant of those uses are as foods. Some seeds are eaten directly, while
other are used to manufacture flour, starch, oil, alcohol, or some other ed-
ible products. Some examples of such seeds include those of wheat, rice,
maize, sorghum, barley, peanut, soybean, lentil, common pea, common
bean, coconut, walnut, pecan, and sunflower.

Many other seeds are eaten with their fruits, although it is generally
the encasing fruit walls that are the sought-after source of nutrition. A
few examples of edible fruits include those of the pumpkin or squash, bell
pepper, apple, sweet cherry, strawberry, raspberry, and sweet orange.

[See also Plant; Reproduction]

‡�Set theory
A set is a collection of things. A set can consist of real or literal numbers
(such as 1, 2, 3, 4 or a, b, c, d) or of objects (such as baseballs or books).
Set theory is the field of mathematics that deals with the properties of sets
that are independent of the things that make up the set. For example, a
mathematician might be interested in knowing about sets S and T with-
out caring at all whether the two sets are made of baseballs, books, let-
ters, or numbers.

The things that do to make up a set are called members or elements.
In the above examples, 1, 2, 3, and 4 are members or elements of one set,
and a, b, c, and d are elements of a second set.

Sets can be made of anything at all. The only characteristic they must
have in common is classification together in a set. For example, the col-
lection of all the junk at a rummage sale is a perfectly good set. These items
may have little in common, except that someone has gathered them up and
put them in a rummage sale. That act is enough to make the items a set.

Properties of sets
Set theory is based on a few basic definitions and fairly obvious

properties of sets. The statements below summarize the most fundamen-
tal of these definitions and properties.
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Definition of a set. A set is usually defined by naming it with an
upper case Roman letter (such as S) followed by the elements of the set.
For example, the items in a rummage sale might be indicated as S � {bas-
ketball, horseshoe, scooter, bow tie, hockey puck}, in which the braces

({}) enclose the members of the set.

Equality of sets. Two sets are said to be
equal if every element in each set is also an el-
ement of the second set. In other words, two sets
are equal if, and only if, they both contain the
same elements.

Subsets. One set (call it T) is said to be 
a subset of a second set (call it S) if every 
element in T is also contained in S AND if 
some elements in S are not included in T. This
condition is illustrated in Figure 1. The portion
of S that is not included in T is known as the
complement of T. It consists of all of the 
elements contained in S but not contained in 
T. Figure 2 illustrates the idea of a complement
of a set.
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Complement: That part of a set S that is not contained in a particular
subset T.

Difference: That part of a set S that is not in a set T.

Element: Any member of a set.

Intersection: A set comprised of all the elements common to two or
more sets.

Set: A collection of objects, physical or abstract.

Subset: A set T in which every member of T is also a member of some
other set S.

Union: The set that contains all the elements found in either of both
of two sets.

T is a subset of S

S

T

Figure 1.

The complement of T

S

T

Figure 2.



Union of sets. The union of two sets is defined as the collection of
elements that belong to (1) either of the two sets or (2) both of the two
sets. In other words, the union of the two sets corresponds to the sum of
all their elements. Figure 3 shows the union of
two sets, S and T.

Intersection of sets. The intersection of
two sets is defined as the collection of elements
that belong to both of the two sets. In Figure 4,
for example, the more heavily shaded area
shows the elements that are contained in both S
and T. The lighter shaded areas represent ele-
ments that belong to S, but not to T, or to T, but
not to S.

Difference of two sets. The difference 
between two sets is defined as the collection 
of elements that belong in one set but not in 
the other. The more darkly shaded portion of
Figure 5 shows the difference S-T. Notice that
it contains all of the elements of S with the 
exception of the small portion that also belongs
to T.

‡�Sexually transmitted
diseases

Long known as venereal disease, after Venus, the Roman goddess of love,
sexually transmitted diseases (STDs) are among the most common in-
fectious diseases in the world. (An infectious disease is one caused by a
parasite that attacks a host and begins to multiply, interfering with the
normal life functions of the host.) There are more than 20 known STDs,
ranging from life-threatening to painful and unsightly.

While acquired immunodeficiency syndrome (AIDS) is the most
widely publicized STD, others are more common. Chlamydia, gonorrhea,
and genital warts are nearing epidemic rates in the United States. Other
common STDs include genital herpes, trichomoniasis, and chancroid (pro-
nounced KAN-kroyd). STDs are most prevalent among teenagers and young
adults under the age of 25 and affect individuals of all backgrounds and so-
cioeconomic levels. Some STDs are caused by bacteria and usually can be
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treated and cured. Others are caused by viruses and can typically be treated
but not cured. Untreated STDs pose an enormous public health problem.

Bacterial STDs
STDs caused by bacteria include syphilis, gonorrhea, chlamydia, and

chancroid. Syphilis is usually spread through sexual contact and begins
with painless lesions (sores) called chancres (pronounced KAN-kerz) that
may appear inside or outside the body. The disease occurs in four stages
and eventually affects the entire body. It is curable with the antibiotic
penicillin but if left untreated can result in blindness, insanity, or death.

Gonorrhea is a common infectious disease that often has no initial
symptoms. It affects the urinary tract and reproductive organs in males
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Antibiotic: Drugs used to fight infections.

Bacteria: Single-celled microorganisms that live in soil, water, plants,
and animals, and some of which are agents of disease.

Cervix: In females, the opening where the vagina meets the uterus.

Chancre: A sore that occurs in the first stage of syphilis at the place
where the infection entered the body.

Epidemic: A rapidly spreading outbreak of a contagious disease.

Genitals: Organs of the reproductive system.

Infectious disease: A condition that results when a parasitic organism
attacks a host and begins to multiply, interfering with the normal life
functions of the host.

Urethra: The canal that carries urine from the bladder and serves as a
genital duct.

Uterus: A pear-shaped, hollow muscular organ in which a fetus devel-
ops during pregnancy.

Vagina: In females, the muscular tube extending from the uterus to
the outside of the body.

Virus: An infectious agent that can only reproduce in the cells of a
living host.

Vulva: The external parts of the female genital organs.



and females and, if left untreated, can cause sterility and blindness.
Chlamydia infection is the most common sexually transmitted disease in
the United States. Symptoms of chlamydia are similar to those of gonor-
rhea, and the disease can result in sterility in both males and females if
left untreated. Chancroid is a bacterial disease that is more common in
males and is characterized by painful ulcers and inflamed lymph nodes
in the groin. Syphilis, gonorrhea, chlamydia, and chancroid can all be suc-
cessfully treated with antibiotics.

Viral STDs
Viral STDs include AIDS, genital herpes, and genital warts. AIDS

is caused by the human immunodeficiency virus (HIV), which attacks 
the immune system, making the body susceptible to infections and rare
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cancers. HIV is transmitted through the exchange of bodily fluids, such
as semen, vaginal fluids, or blood. AIDS is a fatal disease in which a per-
son usually dies from an infection that the body’s damaged immune sys-
tem cannot fight off.

Genital herpes is a widespread, recurrent viral infection caused by
one of two types of herpes simplex virus. Herpes simplex virus type 1 most
frequently causes cold sores of the lips or mouth. Herpes simplex virus
type 2 causes painful blisters in the genital area (reproductive organs). Af-
ter an initial painful infection that lasts about three weeks, recurring out-
breaks of about ten days’ duration may occur a few times a year.

Genital warts are caused by the human papillomavirus, of which
there are more than 60 strains. After becoming infected with the virus
through sexual contact, genital warts usually develop within two months.
They may appear on the vulva, cervix, or vaginal wall of females and in
the urethra or foreskin of the penis in males. The warts can be removed
in various ways, but the virus remains in the body. Genital warts are as-
sociated with cancer of the cervix in females.

STDs caused by viruses cannot be cured. Currently, experimental
AIDS and herpes vaccines are being tested with the hope that they will
provide immunity against these diseases.
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Other STDs
Other STDs include trichomoniasis, an infection caused by a para-

sitic protozoan that produces inflammation of the vagina and a bad-
smelling, foamy discharge in females. It can also infect the urinary tract
of both males and females. Treatment consists of administration of a drug
that kills the protozoa.

Prevention
The only sure way to prevent contracting an STD is through sexual

abstinence. Other methods that can aid in prevention and spread of STDs
include the use of condoms, knowledge of the physical signs and symp-
toms of disease, and having regular check-ups.

[See also AIDS (acquired immunodeficiency syndrome); Bacte-
ria; Virus]

‡�Skeletal system
Inside every person is a skeleton, a sturdy framework of 206 bones. The
skeleton protects the body’s organs, supports the body, and provides at-
tachment points for muscles to enable body movement. Bones also pro-
duce blood cells and act as a storage site for minerals such as calcium
and phosphorus.

All humans are born with over 300 bones. But some bones, such as
those in the skull and lower spine, fuse (join together) during growth,
thereby reducing the number. The skeletal system is made up of living
material, with networks of blood vessels running throughout. Living ma-
ture bone is about 60 percent calcium compounds and about 40 percent
collagen (a fibrous protein). Hence, bone is strong, hard, and slightly elas-
tic. Although mature bones consist largely of calcium, most bones in the
human skeleton began as cartilage. Cartilage is a type of connective tis-
sue that contains collagen and elastin fibers.

Individual bones meet at areas called joints and are held in place by
connective tissue. Cartilage lines the surface of many joints and helps re-
duce friction between bones. The connective tissues linking the skeleton
together at the joints are ligaments and tendons. Both are made up of col-
lagen, but serve different functions. Ligaments link bones together and
help prevent dislocated joints. Tendons link bone to muscle.
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Because the bones making up the human skeleton are inside the
body, the skeleton is called an endoskeleton. Some animals, such as the
crab, have an external skeleton called an exoskeleton.

Structure
The human skeletal system is divided into two main groups: the ax-

ial skeleton and the appendicular skeleton. The axial skeleton includes
bones associated with the body’s main axis, the
spine. This includes the spine, the skull, and the
rib cage. The appendicular skeleton is attached to
the axial skeleton and consists of the bones asso-
ciated with the body’s appendages—the arms and
legs. This includes the bones of the pectoral gir-
dle (shoulder area), the pelvic girdle (hip area), and
the arms and legs.

Axial skeleton. There are 28 bones in the skull.
In adults, the bones of the cranium (part of the skull
that encloses the brain) are flat and interlocking at
their joints. In infants, cartilage fills the spaces be-
tween the cranial bones. Known as soft spots or
fontanelles, these spaces allow the skull bones to
move slightly during birth. This makes birth eas-
ier and helps prevent skull fractures. Eventually,
the fontanelles are replaced by bone. In addition
to protecting the brain, skull bones also support
and protect the organs responsible for sight, hear-
ing, smell, and taste.

The skull rests atop the spine, which encases
and protects the spinal cord. The spine, also called
the spinal column or backbone, consists of 33
stacked vertebrae, the lower ones fused. The spinal
column helps to support the weight of the body
and protects the spinal cord. Disks of cartilage lie
between the bony vertebrae of the back and pro-
vide cushioning, like shock absorbers. The verte-
brae of the spine are capable of only limited move-
ment, such as bending and some twisting.

Twelve pair of ribs (a total of 24) extend for-
ward from the vertebrae of the upper back. Most
of the ribs (the first seven pair) attach in the front
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of the body via cartilage to the long, flat breastbone, or sternum. These
ribs are called true ribs. The next three pair of ribs, called false ribs, do
not attach to the sternum. They are connected by cartilage to the ribs above
them. The lower two pair of ribs that do not attach in the front are called
floating ribs. Ribs give shape to the chest and support and protect the
body’s major organs, such as the heart and lungs. The rib cage also pro-
vides attachment points for connective tissue, to help hold organs in place.

Appendicular skeleton. The appendicular skeleton joins with the ax-
ial skeleton at the shoulders and hips. Forming a loose attachment with the
sternum is the pectoral girdle, or shoulder. Two bones, the clavicle (collar
bone) and scapula (shoulder blade) form one shoulder. The major advan-
tage to the loose attachment of the pectoral girdle is that it allows for a
wide range of shoulder motions and greater overall freedom of movement.

Unlike the pectoral girdle, the pelvic girdle, or hips, is strong and
dense. Each hip, left and right, consists of three fused bones—the ilium,
ischium, and pubic. The pelvic girdle is bowl-shaped, with an opening at
the bottom. In a pregnant woman, this bony opening is a passageway
through which her baby must pass during birth. The pelvic girdle of
women is generally wider than that of men, which helps to ease birth.
The pelvic girdle protects the lower abdominal organs, such as the in-
testines, and helps supports the weight of the body above it.

The arms and legs, appendages of the body, are very similar in form.
The upper arm bone, the humerus, is the long bone between the elbow
and the shoulder. It connects the arm to the pectoral girdle. In the leg, the
thigh bone, or femur, is the long bone between the knee and hip that con-
nects the leg to the pelvic girdle. The humerus and femur are sturdy bones,
especially the femur, which is the longest bone in the body.

At the elbow the humerus attaches to a set of parallel bones—the
ulna and radius—the bones of the forearm. These bones attach to the eight
small carpal bones of the wrist. The hand is made up of 19 bones.

Similarly, in the leg, the femur attaches to a set of bones of the lower
leg, the fibula and tibia. The tibia, or shin bone, is larger than the fibula
and forms the joint behind the patella (kneecap) with the femur. At the
ankle joint, the fibula and tibia connect to the seven tarsal bones forming
the ankle and heel. These, in turn, are connected to the 19 bones that make
up the foot.

Bone structure
Bones may be classified according to their various traits, such as

shape and texture. Four types are recognized based on shape. These are
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long bones, short bones, flat bones, and irregular bones. The smooth, hard
outer layer of bones is called compact bone. Inside the compact bone is
cancellous bone, sometimes called the bone marrow. Cancellous bone ap-
pears open and spongy, but is actually very strong, like compact bone.
Together, these two types of bone produce a light, but strong, skeleton.

Bones and medicine
Even though bones are very strong, they may be broken. Fortunately,

most fractures will fully heal with proper care. In children, bones often
heal without a trace.

Bones are affected by poor diet and are also subject to a number of
diseases and disorders. Some examples include scurvy, rickets, osteo-
porosis, and arthritis. Scurvy results from the lack of vitamin C. In in-
fants, scurvy causes poor bone development. It also causes membranes
surrounding the bone to bleed. Rickets is a children’s disease resulting
from a deficiency of vitamin D. This vitamin enables the body to absorb
calcium and phosphorus. Without it, bones become soft and weak and ac-
tually bend, or bow out, under the body’s weight.

The elderly, especially women who had several children in a row,
sometimes suffer from osteoporosis. This condition develops when a
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body’s calcium level is low and calcium from bones is dissolved into the
blood to maintain a proper balance. Weak, brittle bones dotted with pits
and pores are the result.

Another condition commonly afflicting the elderly is arthritis, an of-
ten painful inflammation of the joints. Arthritis is not, however, restricted
to the elderly, as even young people may suffer from this condition. Arthri-
tis basically involves the inflammation and deterioration of cartilage and
bone at the joint surface.

[See also Orthopedics]

‡�Slash-and-burn agriculture
Slash-and-burn agriculture refers to the process of cutting down a forest,
burning the trees, and then using the cleared land to grow crops. This
agricultural approach—used mainly in tropical countries—is the leading
cause of tropical deforestation.

Usually, some type of slash-and-burn system is used when vast ar-
eas of tropical rain forest are converted into large-scale, industrial farms.
However, slash-and-burn is more often used by individual, poor farmers
who migrate to the forest frontier in search of land on which to grow food.
Poor farmers operate on a smaller scale, but since there are many such
people, huge areas are ultimately affected. Slash-and-burn is an often per-
manent conversion of the tropical rain forest into farmland, leading to se-
vere environmental problems.

Failures of slash-and-burn agriculture
Although many species of trees and other plants grow in mature

tropical rain forests, the soil of many forested sites is actually quite 
infertile. This poor fertility is a direct result of the climate in which trop-
ical rain forests exist. The warm, wet tropical climate is a perfect breed-
ing ground for bacteria and other microorganisms, which decompose 
or break down much of the organic matter in tropical soils. Heavy trop-
ical rains leach (dissolve) much of the remaining organic matter or soil
nutrients.

The plant species that are native to the tropical-forest ecosystem are
well adapted to this soil infertility. (An ecosystem is an ecological com-
munity, including the plants, animals, and microorganisms, considered to-
gether with their environment.) They are able to absorb and conserve the
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small concentrations of nutrients in the soil. As a result, most of the or-
ganic nutrients in tropical rain forests are contained in the living vegeta-
tion, particularly in trees. After these trees are felled and burned, the nu-
trients are found in the remaining ash. However, this is a short-term
phenomenon as the nutrients are quickly leached or washed away. The
overall effect of slash-and-burn agriculture is a rapid decline in the fer-
tility of the land.

Other environmental risks 
of tropical deforestation

Trees in tropical rain forests store huge quantities of carbon in their
tissues, helping reduce the amount present in the atmosphere. The loss of
tropical rain forests and the increased use of fossil fuels (such as oil and
gas) have led to increased concentrations of carbon dioxide in the at-
mosphere—what scientists call the greenhouse effect.

Old-growth tropical rain forests are the most highly developed and
diverse ecosystems on Earth. Tropical deforestation, mostly caused by
slash-and-burn agriculture, is the major cause of the great wave of plant
and animal extinctions that is presently plaguing Earth.

[See also Forests; Rain forest]
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‡�Sleep and sleep disorders
Sleep is a normal state of decreased consciousness and lowered metabo-
lism during which the body rests. As a natural, necessary, and daily ex-
perience for humans and most other vertebrates (animals that have a back-
bone or spinal column), sleep has four stages through which we cycle
several times a night. A sleep disorder is any condition that interferes with
our regular sleep cycle, ranging from insomnia (pronounced in-SAHM-
nee-a) to narcolepsy (pronounced NAHR-ko-lehp-see).

Necessity of sleep
Although sleep is something everyone experiences everyday—the

average person sleeps approximately one-third of his or her lifetime—sci-
ence still has a great deal to learn about this very common phenomenon.
We all recognize that sleep is a necessity and that although we can go
without it for a while, it eventually becomes as important to our health
and well-being as food, air, and water. We also know that when we sleep
well, we seem to wake refreshed and alert, and generally feel ready to
face the day. When we do not sleep well, however, we know that the
chances are greater that we will feel less sharp and probably more grumpy
than usual, and that everything may be a little more difficult to do. Peo-
ple who regularly experience a problem falling asleep or staying asleep
may be suffering from some form of sleep disorder. Serious sleep disor-
ders can wreck our personal lives, make us unproductive at work, and
overall, injure the quality of our lives.

Purpose of sleep
The real nature and purpose of sleep has long puzzled scientists. An-

cient humans believed that the soul left the body during sleep, and the
well-known prayer that includes the words, “if I should die before I wake,”
tells us something about the fear we may experience when we surrender
to unconsciousness every night. From a scientific standpoint, sleep was
not able to be studied seriously until the twentieth century when certain
instruments were invented that could actually measure brain activity. 
In 1929, the German psychiatrist Hans Berger (1873–1941) developed a
machine called an electroencephalograph (pronounced ee-lek-tro-
en-SEH-fuh-low-graf), which could pick up and record the signals pro-
duced by the brain’s electrical activity. By the mid-1930s, Berger was
producing a graphic picture or photograph of people’s brain waves, both
waking and asleep, that was called an EEG or electroencephalogram 
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(pronounced ee-lek-tro-en-SEH-fuh-low-gram). An EEG is made by 
placing electrode wires on a person’s scalp that receive the electrical 
activity produced by the brain’s neurons or nerve cells. Neurons in the
brain receive and transmit information and are able to communicate with
the rest of the body. When they are “firing” or activated, charged elec-
trical particles are produced. It is these charges that the EEG can sense
and record.

Stages of human sleep
Scientists who study the brain have discovered that certain types and

levels of brain activity have their own typical patterns or register their
own type of waves on an EEG. They also have come to recognize and
name the certain types of waves that relate to certain types of activity.
For example, when a person first closes his or her eyes after lying down,
“theta” waves, or waves that have a certain number of cycles per second,
are produced. As a person falls into deeper stages of sleep, the waves be-
come slower. Although they do not know exactly why this happens, sci-
entists do know that most vertebrates pass through two distinct types of
sleep, and that humans have four separate levels of sleep. In Stage I we
have just fallen asleep, usually after about fifteen minutes, and we have
entered a light, dozing sleep. Here we show irregular and fairly fast theta
waves. Stage II is the first true stage of sleep, and our EEG registers “spin-
dle waves” in bursts. Stage III marks the beginning of deep sleep, and
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Apnea: Cessation of breathing.

Circadian rhythm: The behavior of animals when influenced by the 24-
hour day/night cycle.

Delta sleep: Slow-wave, stage 4 sleep that normally occurs before the
onset of REM sleep.

Insomnia: Inability to go to sleep or stay asleep.

Narcolepsy: Condition characterized by brief attacks of deep sleep.

REM sleep: The period of sleep during which eyes move rapidly behind
closed eyelids and when dreams most commonly occur.



theta waves that are slowed-down appear. Stage IV is our deepest sleep
and has the slowest waves of all, sometimes called delta waves. This pro-
gression from stages one to four takes about one hour, and then the cy-
cle reverses itself, going backwards to Stage I. This entire cycle repeats
itself three or four times during the night.

REM sleep
At the end of the first cycle, each time a person reenters Stage I, he

or she begins an interesting sleep stage called Rapid Eye Movement or
REM sleep. It is during this stage that our dreaming occurs, and even
though this is a stage of light sleep, most people are difficult to awaken
when in REM sleep. Our bodies are also very active during REM, and
besides our eyes moving side to side, we usually toss and turn quite a bit.
of sleep a night. Most adults average around seven and a half hours of
sleep a night, although studies have shown that some people need as lit-
tle as five or six hours. Regardless, everyone needs their REM sleep. We
spend about three-fourths of a night in non-REM sleep and one-fourth
dreaming in REM sleep. Amazingly, the brain waves registered during
REM are almost the same as those when we are awake.

How much sleep?
Our sleep patterns change as we age, and infants sleep far longer

and deeper than adults. Newborns may sleep as much as seventeen hours
a day, while five-year-olds about twelve hours a night. Teenagers need
about nine and a half hours a night, although they seldom get that much.
For some reason, many people experience the best and most satisfying
sleep of their lives during the middle teen years. Some very old adults
need only five or six hours a night.

Insomnia
Although sleep is something that is common to us all, many peo-

ple—as many as 30 million Americans—suffer from some sort of sleep
disorder or problem. Insomnia or difficulty falling or staying asleep is the
most common disorder. While everyone will experience this at some time,
if you regularly have trouble getting to sleep or staying asleep and feel
next-day sleepiness and difficulty concentrating, you probably have in-
somnia. Some of the causes of insomnia are psychological factors like
stress. Your lifestyle itself may cause a different kind of stress if you 
regularly work or party very late or drink alcohol or beverages with 
caffeine. An unsettling environment can be a factor, as can physical 
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problems that cause pain. Certain medications can also cause sleeping
problems. A simple description of insomnia is that it happens when the
part of the brain used for thinking does not turn off.

Narcolepsy
Probably the most serious sleeping disorder is a chronic brain dis-

order called narcolepsy (pronounced nar-ka-LEP-see). It affects some
200,000 Americans and is recognized primarily by a sudden, almost un-
controllable need to sleep that can occur at any time. Narcoleptics may
also experience sudden muscle weakness, a feeling of being paralyzed,
and even especially frightening nightmares and hallucinations. It can be
brought on by being bored but also by being surprised, angry, or suddenly
upset. The poor narcoleptic always feels tired during the day. This diffi-
cult condition is a genetic disorder, meaning that it runs in families. It is
managed with stimulant-type drugs.
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Sleep apnea
Sleep apnea (pronounced AP-knee-ah) sounds like a funny condi-

tion when it is described, except it can be potentially very serious. Suf-
ferers from sleep apnea can develop high blood pressure and even risk
heart damage. This condition occurs most often in middle-aged men who
literally stop breathing while asleep. When this happens, they usually snort
or snore and gasp for breath, waking themselves up. This can happen as
often as two hundred times a night, obviously wrecking any chance of a
good night’s sleep and leading to daytime sleepiness, headaches, irri-
tability, and even learning and memory problems. Most cases are caused
by some sort of abnormality in the nose, throat, or other part of the air-
way. Some sufferers can wear a masklike device over their nose whose
regulated pressure prevents their throat from collapsing during sleep. Oth-
ers may need surgery.

Other sleep disorders
There are several other types of sleep disorders, some serious and

some simply bothersome. Some people have Restless Leg Syndrome
(RLS), in which they experience terribly uncomfortable sensations in their
legs and have to move, stretch, or rub their legs all the time. This natu-
rally disturbs their sleep. This condition is sometimes treated with drugs.
Others have Periodic Limb Movement (PLM), in which their legs (and
sometimes their arms) periodically twitch and jerk, sometimes for as long
as several hours. Like RLS, the cause is unknown.

Many people who work or are active during the night and try to
sleep during the day experience difficulty sleeping. This is called a dis-
ruption of one’s circadian (pronounced sir-KAY-dee-an) rhythm. This
means that the body’s internal clock is out of sync with the twenty-four-
hour day. The “jet lag” we feel after changing time zones is a temporary
example of such a disorder. Finally, many people at some time have ex-
perienced other minor disorders, such as sleepwalking, “night terrors,”
teeth grinding, and talking in one’s sleep.

Although scientists are still not sure exactly what the function 
of sleep is—whether the brain is “housekeeping” and reorganizing the 
information it took in during the day or simply conserving its energy—
they do know that it provides all-important rest to the mind and body, and
that rest is essential to good health. Therefore, sleep is not simply a “time
out” from business. It is a necessary time of restoration. This is demon-
strated by the ill effects experienced by those who suffer from a sleep 
disorder.
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‡�Smell
Smell, called olfaction, is the ability of an organism to sense and identify
a substance by detecting tiny amounts of the substance that evaporate and
produce an odor. Smell is the most important sense for most organisms.
Many species use their sense of smell to locate prey, navigate, recognize
and communicate with others of their species, and mark territory.

The sense of smell differs from most other senses (sight, hearing,
taste, and touch) in its directness. We actually smell microscopic bits 
of a substance that have evaporated and made their way to the olfactory
epithelium, a section of the mucous membrane in the roof of the nasal
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cavity of the nose. The olfactory epithelium contains millions of odor-
sensitive olfactory nerve cells that are connected to the olfactory nerves.
Hairlike fibers on the end of each olfactory cell react to an odor by stim-
ulating the olfactory cells to send a signal along the olfactory nerve to the
brain, which interprets the signal as a specific smell.

Human versus animal smell
There is no doubt that many animals have a sense of smell far supe-

rior to that of humans. Most vertebrates (animals with backbones) have
many more olfactory nerve cells than humans. This probably gives them
much more sensitivity to odors. Also, the structure in the brain that processes
odors (called the olfactory bulb) takes up a much larger part of the brain in
animals than in humans. Thus, animals have a greater ability to process and
analyze different odors. This is why humans use dogs to find lost persons,
hidden drugs, and explosives—although research on “artificial noses” that
can detect scent even more reliably than dogs continues.

Still, the human nose is capable of detecting over 10,000 different
odors, even some that occur in extremely minute amounts in the air. Many
researchers are considering whether smell does not play a greater role in
human behavior and biology than has been previously thought. For in-
stance, research has shown that human mothers can smell the difference
between clothes worn by their baby and those worn by another baby only
days after the child’s birth.

Scientists are only beginning to understand the role that smell plays
in animal—and human—behavior. For example, animals release chemi-
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Olfactory bulb: The primitive part of the brain that first processes
olfactory information.

Olfactory epithelium: The patch of mucous membrane at the top of
the nasal cavity that contains the olfactory nerve cells.

Olfactory nerve cell: A cell in the olfactory epithelium that detects
odors and transmits the information to the brain.

Pheromone: Scent molecules released by animals that affect the
behavior of organisms of the same species.



cals called pheromones to communicate danger, defend themselves
against predators, mark territory, and attract mates. Some researchers have
suggested that humans also may release pheromones that play a role in
sexual attraction and mating—although this hypothesis has not been
proven.

Current research
Olfactory nerve cells are the only nerve cells arising from the cen-

tral nervous system that can regenerate (be formed again). Some re-
searchers hope that studying regeneration in olfactory nerve cells or even
transplanting them elsewhere in the body can lead to treatments for spine
and brain damage that is currently irreversible.

‡�Snakes
Snakes are limbless reptiles with long, cylindrical bodies, scaly skin, lid-
less eyes, and a forked tongue. Most species are not poisonous, some are
mildly poisonous, and others produce a deadly poison. The term venom
is commonly used to describe the poison produced by a snake.

All snakes are carnivores (meat-eaters) and cold blooded, meaning
their body temperature is determined by the environment rather than be-
ing internally regulated. For this reason, snakes are found mainly in trop-
ical and temperate regions, and are absent in cold climate zones.

Types of snakes
The 2,700 species of snakes fall into four superfamilies: Boidae

(boas, anacondas, and pythons), Elapidae (cobras, coral snakes, mambas,
and kraits), Colubridae (king snakes, water snakes, garter snakes, black
snakes, and adders, to name only a few) and Viperidae (true vipers and
pit vipers).

Members of the Boidae family are among the most primitive of all
snakes. They are constrictors that kill their prey by squeezing it to death.
Some of the largest snakes are members of this family. Some anacondas,
for example, have been known to grow to more than 11 meters (37 feet)
in length.

Snakes in the Elapidae family have grooved or hollow fangs in the
front of the mouth. The bases of the fangs are connected to the venom
gland. Venom is injected when the victim is bitten. Members of this fam-
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ily range in size from the tiny elapids, which may be no more than a few
centimeters long, to the feared taipan, which may grow to nearly four me-
ters (12 feet) in length.

The Colubridae family is huge, with more than 1,400 species, and
includes the majority of living species. Most colubrids are harmless, but
a few are extremely dangerous. Examples are the rear-fanged snakes, such
as the African boomslang or the crown snake. These snakes do not re-
lease their poison through hollow fangs. Instead, they inject poison by
chewing their prey after it is in their mouth.

Members of the Viperidae family are among the most dangerous of
all snakes. They include in addition to the vipers themselves the rat-
tlesnake, fer-de-lance, and bushmaster. Most members of the family have
a wedge-shaped head that people have come to associate with poisonous
snakes.

Anatomy and physiology
Snakes have extremely poor sight and hearing. They detect their prey

primarily by means of vibrations, heat, and chemical signals they detect
with their other senses. For example, a snake’s flicking, forked tongue
acts as a chemical collector, drawing chemical “smells” into the mouth.
Those smells are then analyzed by two chemical sensors known as Ja-
cobson’s organs on the roof of its mouth. This mechanism also allows
male snakes to detect females in the reproductive state.

Another mechanism used by snakes to detect prey is a set of 
tiny pits or hollows that certain kinds of vipers have on the side or top of
their heads. These pits can detect the body heat of prey at considerable
distances.
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Carnivore: A flesh-eating animal.

Jacobson’s organs: Chemical sensors located on the roof of the mouth
of a snake used to detect chemical “smells.”

Molt: To shed an outer layer of skin at regular intervals.

Venom: A poison produced by a snake.



Contrary to popular belief, snakes are not slimy. The scales that cover
their bodies are dry but glistening, giving a sheen that offers an appearance
of wetness. Scales protect the snake’s body from friction and dehydration.
They also aid its movement by gripping the surface while powerful mus-
cles propel the body forward, usually with a horizontal waving motion. This
method of movement means that snakes cannot move backward.

Instead of eyelids, the eyes of snakes are covered and protected by
clear scales. Several times a year, snakes molt, shedding their skin in one
complete piece by rubbing against a rough surface.

Snakes’ teeth do not allow them to chew and break up the bodies
of their prey. Instead, they usually swallow their prey whole. Special lig-
aments in the snake’s hinged jaw permit its mouth to open to as much as
a 150-degree angle. Thus, the snake can swallow animals many times
larger than the size of its own head. The largest recorded feast was a 130-
pound (59-kilogram) antelope swallowed by an African rock python.

Snakes’ teeth face inward and prevent the prey from escaping. The
snake’s strong jaw and throat muscles work the food down the esopha-
gus and into the stomach, where digestion begins. Digestion time differs,
and is influenced by temperature. In one instance, a captive python at a
room temperature of 30°C (87°F) digested a rabbit in four days. At cooler
temperatures (18°C; 64°F), however, digestion took more than two weeks.
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The interval between meals also varies. Some snakes go weeks or
even months without food. In temperate climates, snakes may fast and hi-
bernate during the winter months. Pregnant females may hibernate and
fast seven months, while both sexes fast before shedding.

Hunting and defense
The coloring of a snake’s skin scales provides an excellent camou-

flage from predators and prey. Tree snakes can have a color as green as
any leaf in the forest; ground snakes are as brown or dusty grey as the
earth and rocks; and sea snakes are dark above and light beneath. Some
snakes are brightly colored with vivid patterns that warn potential preda-
tors to stay away. An example is the highly venomous coral snake, which
has orange, black, and white rings.

Snakes attack only when hungry or threatened. When frightened, they
tend to flee. If there is no time for flight, or if snakes are cornered or an-
tagonized, they strike. Venomous snakes have two fangs in the upper jaw
that penetrate the flesh of their prey. Poison glands then pump venom
through grooves inside the fangs into the prey. Some species of snake in-
ject their prey with toxin and wait until the animal is no longer capable of
struggling before eating it. Snake venom is purely a feeding aid, serving
both to subdue the prey and to aid in its digestion before it is swallowed.

Nonvenomous constrictors, such as boas, pythons, and anacondas,
first snatch their prey in their jaws. Then, with lightning speed, they coil
their bodies around the animal, squeezing its thorax to prevent breathing.
Amazingly, the prey’s bones remain unbroken during this process.

Snakes and humans
Snakes have fascinated and frightened humans for thousands of

years. Some cultures still worship snakes, seeing them as creators and
protectors. Other cultures fear snakes as devils and symbols of death.

In many ways, snakes serve a valuable function for human societies.
They prey on animals, such as rats and mice, that we often regard as pests.
Many people enjoy keeping snakes as pets also.

On the other hand, many people have a terrible fear of these rep-
tiles. They may believe that the only good snake is a dead snake. Unfor-
tunately, this attitude leads to the death of many harmless snakes. Yet, as
much as most humans fear snakes, snakes fear humans more. Certainly,
some snakes can kill a human in a matter of minutes, and no snake should
be handled unless positively identified as harmless. However, the esti-
mated risk of venomous snakebites to humans in the United States is 20
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times less than being struck by lightning. Overall, a well-educated, healthy
respect for snakes would benefit both humans and snakes.

[See also Reptiles]

‡�Soaps and detergents
A detergent is a cleaning agent. Detergents can be classified into one of
two general categories: natural soaps (or just soaps) and synthetic deter-
gents (or syndets). Both soaps and syndets have many similarities, par-
ticularly with regard to their molecular structures and the way they clean
objects.

The structure of soaps and detergents
Both soaps and syndets consist of very long molecules. A model of

such molecules is shown below:

CH3CH2CH2CH2CH2CH2CH2CH2CH2CH2CH2CH2CH2CH2CH2CHCOO–, Na�

The characteristic of all such molecules is that they have very different
ends. The left end of the above molecule is said to be hydrophobic, mean-
ing it “hates water.” That end of the molecule is attracted by fats and oils,
but not by water. The right end of the molecule above is said to be hy-
drophilic, meaning it “loves water.” That end of the molecule is attracted
by water but not by fats and oils.

Most of the dirt that collects on clothing, dishes, and our bodies is
surrounded by a thin layer of oil. Simply washing an object with water
is not a very effective way of getting the object clean because oil and wa-
ter do not mix with each other.

But suppose that a detergent, either a soap or a syndet, is added to
the wash water. In that case, detergent molecules line up with one end at-
tached to the oily dirt and the other end attached to water molecules. When
the object is scrubbed or agitated, the oil-covered dirt attached to deter-
gent molecules, which are also attached to water molecules, is removed
from clothing, dishes, or human skin. The dirt-detergent-water combina-
tion can then disappear down the drain.

Soaps
No one knows exactly when soap was discovered. It was apparently

used by the Phoenicians as early as the sixth century B.C. Modern meth-
ods of soapmaking were not perfected, however, until late in the eigh-
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teenth century. In 1790, French chemist Nicholas Leblanc (1742–1806)
invented a process for making caustic soda (sodium hydroxide) from com-
mon table salt (sodium chloride). His invention made it possible to man-
ufacture soap inexpensively from ordinary raw materials.

Soap is made by heating together fats or oils with water solutions
of sodium hydroxide (lye). Molecules of fats and oils are very long mol-
ecules, like the one shown above. They do not have the charged group at
the end of the molecule (•COO–, Na�) as shown in that structure, how-
ever. The charged group is obtained from the sodium hydroxide with
which the fat or oil is mixed.

Anyone can make his or her own soap simply by boiling a fat and
lye together in a metal pot. The soap produced, however, would normally
not be very pleasant to use. It would probably contain some left-over lye,
which is very harsh. Washing with lye soap gets things clean but can be
very damaging to human skin.

Today, soaps contain a number of ingredients to make them more
pleasant to use. These ingredients include perfumes and coloring agents.
Soaps may also be whipped into a lather when they are still liquid, to
make them float; pressed into very hard bars, to make them last longer;
or treated in other ways to give them special properties.

Synthetic detergents
Soap is one of the greatest chemical products ever invented by hu-

mans. It is highly effective in getting objects clean and in killing bacte-
ria. But soap also has its disadvantages. Perhaps the most important of
these disadvantages is its tendency to form precipitates in hard water.

Hard water gets its name because of the fact that it is hard to make
suds when trying to use soap in it. Perhaps you have seen the grayish
scum that forms in a bathtub or a wash basin after you’ve taken a bath
or washed some clothes in well water. The scum is a precipitate formed
when soap reacts with the chemicals that make water hard.

Washing with soap in hard water is a wasteful activity. The first
thing that happens when you add soap to hard water is that the soap re-
acts with chemicals to form scum. In a way, you are just throwing away
the first batch of soap you add because it can not be used to clean any-
thing. Once all the chemicals in hard water are used up, then any addi-
tional soap can be used for cleaning something.

Syndets do not have this problem. When a syndet is added to hard
water, no precipitate is formed. The syndet is ready to go to work im-
mediately to start cleaning something.
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The discovery of syndets in the 1940s had, therefore, a very dra-
matic effect on the soap market. In 1940, more than three billion pounds
of soap were manufactured in the United States. Five years later, that
number had risen to almost four billion pounds. In the same year, the first
syndets began to appear on the market. After 1945, the amount of soap
produced began to fall, while the amount of syndets began to increase.
By 1970, about one billion pounds of soap was produced in the United
States compared to nearly six billion pounds of syndets.

As with soaps, syndets are always a mixture of substances that in-
cludes more than the cleaning agent itself. These additives include bright-
eners, bleaching agents, fillers, “builders,” and perfumes and coloring
agents.

[See also Alkali metals]

‡�Soil
Soil, which covers most of the land surface of Earth, is a complex mix-
ture of weathered rock debris and partially decayed organic (plant and an-
imal) matter. Soil not only supports a huge number of organisms below
its surface—bacteria, fungi, worms, insects, and small mammals—but it
is essential to all life on the planet. Soil provides a medium in which
plants can grow, supporting their roots and providing them with water,
oxygen, and other nutrients for growth.

Soil now covers Earth in depths from a few inches to several feet.
Soils began to form billions of years ago as rain washed minerals out of
the molten rocks that were cooling on the planet’s surface. The rains
leached or dissolved potassium, calcium, and magnesium—minerals es-
sential for plant growth—from the rocks onto the surface. This loose min-
eral matter or parent material was then scattered over Earth by wind, wa-
ter, or glacial ice, creating the conditions in which very simple plants
could evolve. Plant life eventually spread and flourished.

As these early plants died, they left behind organic residues. Ani-
mals, bacteria, and fungi fed on this organic matter, breaking it down fur-
ther and enriching the parent material with nutrients and energy for more
complex plant growth. Over time, more and more organic matter mixed
with the parent material, a process that continues to this day.

Soil is generally composed of 50 percent solid material and 50 per-
cent space. About 90 percent of the solid portion of soil is composed of
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tiny bits of rock and minerals. These solid particles range in size from
fine clay to mid-range silt to relatively large, coarse sand. The remaining
10 percent is made up of organic matter—living plant roots and plant and
animal remains, residue, or waste products.

The proportion of solid material in soil determines the amount of
oxygen, water, and nutrients that will be available for plants. Since smaller
particles stick together when wet, soil with a lot of clay holds water well,
but drains poorly. Clay particles also pack together tightly, allowing for
little air space. As a result, plant roots suffer from a lack of oxygen. Sand
particles do not hold water or nutrients well. The best soil for plant growth
is one in which all three types of particles—clay, silt, and sand—are in
balance. Such a soil is called loam.
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Bedrock: Solid layer of rock lying beneath Earth’s surface.

Clay: Portion of soil comprising the smallest soil particles.

Horizons: Layers of soil that have built up over time and lie parallel
to the surface of Earth.

Humus: Fragrant, spongy, nutrient-rich material resulting from the
decomposition of organic matter.

Leaching: Downward movement through soil of chemical substances
dissolved in water.

Loam: Soil that contains a balance of fine clay, medium-sized silt, and
coarse sand particles.

Organic matter: Remains, residues, or waste products of any living
organism.

Parent material: Loose mineral matter scattered over Earth by wind,
water, or glacial ice or weathered in place from rocks.

Sand: Granular portion of soil composed of the largest soil particles.

Silt: Medium-sized soil particles.

Soil profile: Combined soil horizons or layers.

Topsoil: Uppermost layer of soil that contains high levels of organic
matter.



Soil horizons and profile
Once soil has developed, it is composed of horizontal layers with

differing physical or chemical characteristics and varying thickness and
color. These layers, called horizons, each represent a distinct soil that has
built up over a long time period. The layers together form the soil profile.
Soil scientists have created many different designations for different types
of soil horizons. The most basic soil layers are the A, B, and C horizons.

The A horizon, the top layer, includes topsoil. The A horizon gen-
erally contains organic matter mixed with soil particles of sand, silt, and
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clay. The amount of organic matter varies widely from region to region.
In mountainous areas, organic matter is likely to make up only a small
portion of the soil, from 1 to 6 percent. In low wet areas, organic matter
may account for as much as 90 percent of soil content. Because it con-
tains organic matter, the A horizon is generally darker in color than the
deeper layers. The surface of the A layer is sometimes covered with a
very thin layer of loose organic debris.

Below the A layer is the subsoil, the B horizon. This layer usually
contains high levels of clay, minerals, and other inorganic compounds as
water forced down by gravity through the A horizon carries these parti-
cles into the B horizon. This natural process is called leaching.

The A and B horizons lie atop the C horizon, which is found far
enough below the surface that it contains little organic matter. Fragmented
rocks and small stones make up most of the C horizon. Beneath this hori-
zon lies bedrock, the solid layer of rock that lies underneath all soil.

Life in the soil
Soils teem with life. In fact, more creatures live below the surface

of Earth than above. Among these soil dwellers are bacteria, fungi, and
algae, which exist in vast numbers (bacteria are the most abundant). Three-
hundredths of an ounce (one gram) of soil may contain from several hun-
dred million to a few billion microorganisms. These microscopic organ-
isms feed on plant and animal remains, breaking them down into humus,
the dark, crumbly organic component of soil present in the A horizon.
Humus cannot be broken down any further by microorganisms in the soil.
It is a very important aspect of soil quality. Humus holds water like a
sponge, serves as a reservoir for plant nutrients, and makes soil particles
clump together, helping to aerate the soil.

Ants abound in soils. They create mazes of tunnels and construct
mounds, mixing soils and bringing up subsurface soils in the process.
They also gather vegetation into their mounds, which become rich in or-
ganic matter as a result. By burrowing and recolonizing, ants can even-
tually rework and fertilize the soil covering an entire prairie.

Earthworms burrow through soils, mixing organic material with min-
erals as they go and aerating the soil. Some earthworms pull leaves from
the forest floor into their burrows (called middens), enriching the soil. Al-
most 4,000 worms can inhabit an acre of soil. Their burrowing can bring
7 to 18 tons of soil to the surface annually.

Larger animals inhabit soils, including moles, which tunnel just be-
low the surface eating earthworms, grubs, and plant roots. In doing so,
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they loosen the soil and make it more porous. Mice also burrow, as do
ground squirrels, marmots, and prairie dogs. All bring tons of subsoil ma-
terial to the surface. These animals all prefer dry areas, so the soils they
unearth are often sandy and gravelly.

Soil erosion
Erosion is any process that transports soil from one place to another.

At naturally occurring rates, land typically loses about 1 inch (2.5 cen-
timeters) of topsoil in 100 to 250 years. A tolerable rate of soil erosion
is considered to be 48 to 80 pounds of soil per acre (55 to 91 kilograms
per hectare) each year. Weathering processes that produce soil from rock
can replace soil at this rate. However, cultivation, construction, and other
human activities have increased the rate of soil erosion. Some parts of
North America are losing as much as 18 tons of soil per acre (40 metric
ton per hectare) per year.

The surface layer of soil (topsoil) provides most of the nutrients
needed by plants. Because most erosion occurs on the surface of the soil,
this vital layer is the most susceptible to being lost. The fertilizers and
pesticides in some eroded soils may also pollute rivers and lakes. Eroded
soil damages dams and culverts, fisheries, and reservoirs when it accu-
mulates in those structures as sediment.

[See also Erosion]

‡�Solar system
Our solar system consists of the Sun and all of its orbiting objects. These
objects include the planets with their rings and moons, asteroids, comets,
meteors and meteorites, and particles of dust and debris.

The Sun, which keeps these objects in orbit with its gravitational
field, alone accounts for about 99.8 percent of the mass of the solar sys-
tem. Jupiter, the largest planet, represents another 0.1 percent of the mass.
Everything else in the solar system together makes up the remaining 0.1
percent.

The average distance between the Sun and Pluto, the farthest planet,
is about 3.66 billion miles (5.89 billion kilometers). Incorporating the en-
tire space within the orbit of Pluto, the area encompassed by the solar
system is 41.85 billion square miles (108.4 billion square kilometers). Our
solar system seems quite insignificant, however, when considered in the
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context of the more than 100 billion stars in our galaxy, the Milky Way,
and the estimated 50 billion galaxies in the universe.

Planets
A planet is defined as a body that orbits a star (in our case the Sun)

and produces no light of its own, but reflects the light of its controlling
star. At present, scientists know of nine planets in the solar system. They
are grouped into three categories: the solid, terrestrial planets; the giant,
gaseous (also known as Jovian) planets; and Pluto.

The terrestrial planets, the first group closest to the Sun, consists 
of Mercury, Venus, Earth, and Mars. The atmospheres of these planets
contain (in varying amounts) nitrogen, carbon dioxide, oxygen, water, 
and argon.

The Jovian planets, father from the Sun, consist of Jupiter, Saturn,
Uranus, and Neptune. The light gases hydrogen and helium make up 
almost 100 percent of the thick atmospheres of these planets. Another 
difference between the giant planets and the terrestrial planets is the 
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Light-year: Distance light travels in one year in the vacuum of space,
roughly 5.9 trillion miles (9.5 trillion kilometers).

Nuclear fusion: Merging of two hydrogen nuclei into one helium
nucleus, releasing a tremendous amount of energy in the process.

Oort cloud: Region of space beyond the solar system that theoretically
contains about one trillion inactive comets.

Planetesimals: Ancient chunks of matter that originated with the for-
mation of the solar system but never came together to form a planet.

Protoplanet: Earliest form of a planet, plus its moons, formed by the
combination of planetesimals.

Solar wind: Electrically charged subatomic particles that flow out from
the Sun.

Supernova: Explosion of a massive star at the end of its lifetime,
causing it to shine more brightly than the rest of the stars in the
galaxy put together.



existence of ring systems. Although the rings around Saturn are the most
spectacular and the only ones visible from Earth, Jupiter, Uranus, and
Neptune do have rings.

On the basis of distance from the Sun, Pluto might be considered a
Jovian planet, but its size places it in the terrestrial group. The major com-
ponent of its thin atmosphere is probably methane, which exists in a frozen
state for much of the planet’s inclined orbit around the Sun.

Moons
A moon is any natural satellite (as opposed to a human-made satel-

lite) that orbits a planet. Seven of the planets in the solar system—Earth,
Mars, Jupiter, Saturn, Uranus, Neptune, and Pluto—have moons, which
total 61. Although moons do not orbit the Sun independently, they are
still considered members of the solar system.

Asteroids
Asteroids are relatively small chunks of rock that orbit the Sun. Ex-

cept for their small size, they are similar to planets. For this reason, they
are often referred to as minor planets. Scientists believe that asteroids are
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ancient pieces of matter that were created with the formation of the solar
system but never came together to form a planet. An estimated one mil-
lion asteroids may exist in the solar system. About 95 percent of all as-
teroids occupy a band of space between the orbits of Mars and Jupiter.
The largest of the asteroids, named Ceres, is 580 miles (940 kilometers)
in diameter, while the smallest one measured to date is only 33 feet (10
meters) in diameter.

Comets
Comets are made of dust and rocky material mixed with frozen

methane, ammonia, and water. A comet speeds around the Sun on an elon-
gated orbit. It consists of a nucleus, a head, and a gaseous tail. The tail
forms when some of the comet melts as it nears the Sun and the melted
material is swept back by the solar wind. Scientists believe comets orig-
inate on the edge of the solar system in an area called the Oort cloud.
This space is occupied by trillions of inactive comets, which remain there
until a passing gas cloud or star jolts one into orbit around the Sun.

The origin of the solar system
Over time, there have been various theories put forth as to the ori-

gin of the solar system. Most of these have since been disproved and dis-
carded. Today the theory scientists consider most likely to be correct is
a modified version of the nebular hypothesis first suggested in 1755 by
German philosopher Immanuel Kant and later advanced by French math-
ematician Pierre-Simon Laplace.

The modern solar nebula hypothesis states that the Sun and planets
formed 4.6 billion years ago from the solar nebula—a cloud of interstel-
lar gas and dust. Due to the mutual gravitational attraction of the mater-
ial in the nebula, and possibly triggered by shock waves from a nearby
supernova, the nebula eventually collapsed in on itself.

As the nebula contracted, it spun increasingly rapidly, leading to fre-
quent collisions between dust grains. These grains stuck together to form
pebbles, then boulders, and then planetesimals. Solid particles as well as
gas continued to stick to these planetesimals (in what’s known as the ac-
cretion theory), eventually forming protoplanets, or planets in their early
stages.

As the nebula continued to condense, the temperature at its core rose
to the point where nuclear fusion reactions began, forming the Sun. The
protoplanets spinning around the developing Sun formed the planets.
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Other solar systems?
Evidence has come to light suggesting that ours may not be the only

solar system in the galaxy. In late 1995 and early 1996, three new planets
were found, ranging in distance from 35 to 40 light-years from Earth. The
first planet, discovered by Swiss astronomers Michel Mayor and Didier
Queloz, orbits a star in the constellation Pegasus. The next two planets
were discovered by American astronomers Geoffrey Marcy and R. Paul
Butler. One is in the constellation Virgo and the other is in Ursa Major.
Other planetary discoveries soon followed, and by spring 2001, astronomers
had found evidence of 63 known planets outside our solar system.

Of perhaps greater importance to the study of solar systems was the
announcement in 1999 that astronomers had discovered the first plane-
tary system outside of our own. They detected three planets circling the
star Upsilon Andromedae, some forty-four light-years away. Two of the
three planets are at least twice as massive as Jupiter, and astronomers sus-
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pect they are huge spheres of gas without a solid surface. The innermost
planet lies extremely close to Upsilon Andromedae—about one-eighth the
distance at which Mercury circles the Sun.

The discovery of two more planetary systems in the universe was
announced by astronomers in early 2001. Each is different from the other
and from our solar system. In one, a star like our Sun is orbited by a mas-
sive planet and an even larger object seventeen times the size of Jupiter.
According to astronomers, this large object could be a dim, failed star or
an astronomical object that simply has not been seen before. In the sec-
ond system, a small star is orbited by two planets of more normal size.
Their orbits around the star, however, puzzle astronomers: the inner planet
orbits almost twice as fast as the outer planet. With these discoveries at
the beginning of the twenty-first century, astronomers may have to rede-
fine what a normal planetary system is in the universe.

[See also Asteroid; Comet; Cosmology; Earth; Extrasolar
planet; Mars; Jupiter; Mercury; Meteors and meteorites; Neptune;
Orbit; Pluto; Saturn; Sun; Uranus; Venus]

‡�Solution
A solution is a homogeneous mixture of two or more substances. The
term homogeneous means “the same throughout.” For example, suppose
that you make a solution of sugar in water. If you were to take a drop of
the sugar solution from anywhere in the solution, it would always have
the same composition.

Terminology
A number of specialized terms are used in talking about solutions.

The solvent in a solution is the substance that does the dissolving. The
solute is the substance that is dissolved. In the sugar solution described
above, the water is the solvent and the sugar is the solute.

Although that definition is neat, it does not always make a lot of
sense. For example, one can make a solution of two gases. In fact, the air
around us is a solution consisting of oxygen, nitrogen, argon, carbon diox-
ide, and other gases. In this case, it is difficult to say which gas “does the
dissolving” and which gas (or gases) “is dissolved.”

An alternative method of defining solvent and solute is to say that
the component of the solution present in the largest amount is the solvent
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while the components present in lesser amounts are solute. According to
that definition, nitrogen is the solvent in atmospheric air because it is pre-
sent in the largest amount. Oxygen, argon, carbon dioxide, and other gases,
then, are the solutes.

The term miscible is often used to describe how well two sub-
stances—generally, two liquids—mix with each other. For example, if
you try to mix oil with water, you will find that the two do not mix very
well at all. They are said to be immiscible—incapable of mixing. In con-
trast, ethyl alcohol and water are completely miscible because they mix
with each other in all proportions.

Solubility is a term similar to miscibility but more exact. The solubil-
ity of a substance is the amount of the substance that will dissolve in a given
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Words to Know

Concentration: The amount of a substance (solute) present in a given
volume of solvent or solution.

Homogeneous: The same throughout.

Miscibility: The extent to which some substance will mix with some
other substance.

Saturated: In referring to solutions, a solution that contains the max-
imum amount of solute for a given amount of solvent at a given tem-
perature.

Solubility: The tendency of a substance to dissolve in some other sub-
stance.

Solute: The substance that is “dissolved” or that exists in the least
amount in a solution.

Solvent: The substance that “does the dissolving” or that exists in the
largest amount in a solution.

Supersaturated: In referring to solutions, a solution that contains
more than the maximum amount of solvent that can normally be dis-
solved in a given amount of solvent at a given temperature.

Unsaturated: In referring to solutions, a solution that contains less
than the maximum amount of solvent that can be dissolved in a given
amount of solvent at a given temperature.



amount of solvent. For example, the solubility of sugar in water is approx-
imately 90 grams of sugar per 100 grams of water. That statement means
that one can dissolve up to 90 grams of sugar in 100 grams of water.

The solubility of a substance is dependent on the temperature. The
statement in the previous paragraph, for example, should have been that
90 grams of sugar will dissolve in 100 grams of water at some specific
temperature. That temperature happens to be 0°C.

Generally speaking, the solubility of substances increases with tem-
perature. The graph in Figure 1 illustrates this point. Notice that the sol-
ubility of sugar increases to a little over 100 grams per 100 grams of wa-
ter at 25°C and to 130 grams per 100 grams of water at 50°C.

An important exception to this rule concerns gases. All gases be-
come less soluble in water as the temperature increases.

Concentration of solutions
Solutions are mixtures whose composition can vary widely. One can

make a water solution of sodium chloride by dissolving 1 gram of sodium
chloride in 100 grams of water; 5 grams in 100 grams of water; 10 grams
in 100 grams of water; and so on. The amount of solute for any given
amount of solvent is defined as the concentration of the solution.
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One way of expressing the concentration of a solution is with the
terms dilute and concentrated. These terms are not very specific. For ex-
ample, a solution containing 1 gram of sodium chloride in 100 grams of
water and a second solution containing 2 grams of sodium chloride in 100
grams of water are both dilute. But the term is appropriate because, at
room temperature, nearly 40 grams of sodium chloride can be dissolved
in 100 grams of water. Thus, a solution containing 35 grams of sodium
chloride in 100 grams of water could be called a concentrated solution.

Solutions can also be classified as saturated, unsaturated, or super-
saturated. A saturated solution is one that holds all the solute it possibly
can at any given temperature. For example, the solubility of sodium chlo-
ride in water is 37 grams per 100 grams of water. If you make a solution
containing 37 grams of sodium chloride in 100 grams of water, the solu-
tion is said to be saturated; it can’t hold any more sodium chloride.

Any solution containing less than the maximum possible amount of
solute is said to be unsaturated. A solution with 5 grams of sodium chloride
(or 10 grams or 20 grams or 30 grams) in 100 grams of water is unsaturated.

Finally, supersaturated solutions are also possible. As bizarre as it
sounds, a supersaturated solution is one that holds more solute than is
possible at some given temperature. The way to make a supersaturated
solution is to make a saturated solution at some higher temperature and
then let the solution cool very carefully.

For example, one could make a saturated solution of sugar in water
at 50°C by adding 130 grams of sugar to 100 grams of water. That solu-
tion would be saturated. But then, one could allow the solution to cool
down very slowly. Under those circumstances, it might happen that all of
the sugar would remain in solution even at a temperature of 25°C. But at
that temperature, the solubility of sugar is normally a little over 100 grams
per 100 grams of water. Therefore, the cooled solution would be super-
saturated. Supersaturated solutions are normally very unstable. The slight-
est movement in the solution, such as simply shaking it, can cause the ex-
cess solute to settle out of the solution.

‡�Sonar
Sonar, an acronym for sound navigation and ranging, is a system that
uses sound waves to detect and locate objects underwater.

The idea of using sound to determine the depth of a lake or ocean
was first proposed in the early nineteenth century. Interest in this tech-
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nique, called underwater ranging, was renewed in 1912 when the luxury
sailing vessel Titanic collided with an iceberg and sank. Two years later,
during World War I (1914–18), a single German submarine sank three
British cruisers carrying more than 1,200 men. In response, the British
government funded a massive effort to create an underwater detection 
system.

The entire operation was conducted in complete secrecy, but the first
working model was not ready until after the war ended. The project op-
erated under the code name “asdic” (which stood for Allied Submarine
Detection Investigating Committee). The device kept that name until the
late 1950s, when the American term “sonar” was adopted.

How it works
The principle behind sonar is simple: a pulse of ultrasonic waves is

sent into the water where it bounces off a target and comes back to the
source (ultrasonic waves are pitched too high for humans to detect). The
distance and location can be calculated by measuring the time it takes for
the sound to return. By knowing the speed of sound in water, the distance
is computed by multiplying the speed by one-half of the time traveled
(for a one-way trip). This is active sonar ranging (echolocation).

Most moving objects underwater make some kind of noise. Marine
life, cavitation (small collapsing air pockets caused by propellers), hull
popping of submarines changing depth, and engine vibration are all forms
of underwater noise. In passive sonar ranging, no pulse signal is sent. In-
stead, the searcher listens for the characteristic sound of another boat or
submarine. By doing so, the searcher can identify the target without re-
vealing his own location. This method is most often used during wartime.
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Words to Know

Active sonar: Mode of echo location by sending a signal and detecting
the returning echo.

Passive sonar: Sensitive listening-only mode to detect the presence of
objects making noise.

Ultrasound: Acoustic vibrations with frequencies higher than the
human threshold of hearing.



However, since a submarine is usually completely submerged, it
must use active sonar at times, generally to navigate past obstacles. In do-
ing so, the submarine risks alerting others of its presence. In such cases,
the use of sonar has become a sophisticated military tactical exercise.

Sonar devices have become standard equipment for most commer-
cial and many recreational ships. Fishing boats use active sonar to locate
schools of fish. Other applications of sonar include searching for ship-
wrecks, probing harbors where visibility is poor, mapping the ocean floor,
and helping submerged vessels navigate under the Arctic Ocean ice sheets.

[See also Ultrasonics]

‡�South America
South America, the fourth largest continent on Earth, encompasses an area
of 6,880,706 square miles (17,821,028 square kilometers). This is almost
12 percent of the surface area of Earth. At its widest point, the continent
extends about 3,200 miles (5,150 kilometers). South America is divided
into 12 independent countries: Argentina, Bolivia, Brazil, Chile, Colom-
bia, Ecuador, Guyana, Paraguay, Peru, Suriname, Uruguay, and Vene-
zuela. French Guiana, an overseas department (territory) of France, also
occupies the continent.

The continent of South America can be divided into three main re-
gions with distinct environmental and geological qualities. These are the
eastern highlands and plateaus, the large Amazon River and its basin in
the central part of the continent, and the great Andes mountain range of
the western coast.

The highlands and plateaus
The eastern highlands and plateaus are the oldest geological region

of South America. They are believed to have bordered on the African con-
tinent at one time, before the motion of the plates that make up Earth’s
crust began separating the continents about 140 million years ago. The
eastern highlands and plateaus can be divided into three main sections.

The Guiana Highlands are in the northeast, in south Venezuela and
northeastern Brazil. They are about 1,200 miles (1,930 kilometers) long
and from 200 to 600 miles (320 to 965 kilometers) wide. Their highest
peak, Mount Roraima, reaches a height of 9,220 feet (2,810 meters). This
is a moist region with many rivers and waterfalls. It is in this range, in
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Venezuela, that the highest waterfall in the world is found. Called Angel
Falls, it cascades freely for 3,212 feet (980 meters).

The great Plateau of Brazil covers more than one-half of the area of
Brazil, and ranges in altitude between 1,000 and 5,000 feet (305 and 1524
meters). The highest mountain range of this highland region is called Serra
da Mantiqueira, and its highest peak, Pico das Agulhas Negreas, is 9,141
feet (2,786 meters) above sea level.

The Plateau of Patagonia is in the south, in Argentina. The domi-
nant mountain range of this highland area is Sierras de Cordoba. Its high-
est peak, Champaqui, reaches an altitude of 9,459 feet (2,883 meters).

The Amazon basin
The Amazon basin (the area drained by the Amazon River) is the

largest river basin in the world. It covers an area of about 2,500,000 square
miles (6,475,000 square kilometers), or almost 35 percent of the land area
of South America. The volume of water that flows from the basin into the
Atlantic is about 11 percent of all the water drained from the continents
of Earth. The greatest flow occurs in July, and the lowest in November.

The Amazon basin was once an enormous bay, before the Andes
Mountains were pushed up along the coast by the movement of the crust-
forming plates. As the mountain range grew, it held back the ocean and
eventually the bay became an inland sea. This sea was finally filled by
the erosion of the higher land surrounding it, and finally a huge plain,
crisscrossed by countless waterways, was created. Most of this region is
still at sea level and is covered by lush jungle and extensive wetlands.
This jungle region contains the largest rain forest in the world, which is
home to an uncounted number of plant and animal species found nowhere
else in the world.

While there are many rivers flowing through the basin, the most im-
portant and well-known of these is the Amazon River. It runs for about
3,900 miles (6,275 kilometers), from the Andes Mountains in northern
Peru to the Atlantic Ocean near Belem, Brazil. When it enters the ocean,
the Amazon discharges about 7,000,000 cubic feet (198,240 cubic me-
ters) of water per second. The width of the Amazon ranges from about 1
to 8 miles (1.6 to 13 kilometers). Although the Amazon is usually only
about 20 to 40 feet (6 to 12 meters) deep, there are narrow channels where
it can reach a depth of 300 feet (91 meters). Almost every year, the Ama-
zon floods, filling a flood plain up to 30 miles (48 kilometers) wide. The
fresh layer of river silt deposited by the flood makes the surrounding re-
gion extremely fertile.

1 7 7 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

South America



The Andes
The Andes Mountains constitute South America’s great mountain

range. They extend more than 5,000 miles (8,045 kilometers) up the west-
ern coast of the continent, passing through seven countries—Argentina,
Chile, Bolivia, Peru, Ecuador, Colombia, and Venezuela. The highest peak
of the Andes, called Mount Aconcagua, is on the western side of central
Argentina, and is 22,835 feet (6,960 meters) high. Lake Titicaca, the world’s
highest large freshwater lake, is located in the Andes on the border between
Peru and Bolivia at a height of 12,500 feet (3,800 meters) above sea level.
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The Andes were formed by the motion of crustal plates. Millions of
years ago, the South American plate (on which the continent sits) broke
away from the African plate. When the western edge of the South Amer-
ican plate met the eastern edge of the Nazca plate under the Pacific Ocean,
the Nazca plate subducted or slid under the South American plate. (Since
continental plates are less dense than oceanic plates, they ride over them.)
This motion caused the western edge of the South American plate to buckle,
fold, and be thrust upwards, forming the Andes Mountains. As the Nazca
plate continues to sink under the surface, its leading edge is melted by the
extreme temperatures and pressures inside Earth. Molten rock then rises to
the surface, lifting and deforming it. To this day, the Andes are still rising.

This geological instability makes earthquakes common all along the
western region of the continent. The Andes are dotted with volcanoes.
Some of the highest peaks in the mountain range, which rise above 20,000
feet (6,100 meters), are volcanic in origin. The Andes in Chile contain
the greatest concentration of volcanoes on the continent: over 2,000 ac-
tive and dormant volcanoes. The area is plagued by earthquakes.

The climate in the Andes varies greatly, depending on both altitude
and latitude, from hot regions to Alpine meadow regions to glacier re-
gions. The snowline is highest in southern Peru and northern Chili, where
it seldom descends below 19,000 feet (5,800 meters). In the far south of
the continent, in the region known as Tierra del Fuego, the snowline
reaches as low as 2,000 feet (600 meters) above sea level.

The Andes are a rich source of mineral deposits, particularly cop-
per, silver, tin, iron, and gold. The Andes in Colombia yield rich deposits
of coal, while in Venezuela they contain petroleum. The largest deposits
of emeralds in the world, outside of Russia, are found in the Colombian
Andes. The Andes are also a source of tungsten, antimony, nickel,
chromium, cobalt, and sulfur.

[See also Plate tectonics]

‡�Space
The term space has two general meanings. First, it refers to the three-
dimensional extension in which all things exist and move. We sometimes
speak about outer space as everything that exists outside our own solar
system. But the term space in astronomy and in everyday conversation
can also refer to everything that makes up the universe, including our own
solar system and Earth.
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Mathematicians also speak about space in an abstract sense and try
to determine properties that can be attributed to it. Although they most
commonly refer to three-dimensional space, no mathematical reason ex-
ists not to study two-dimensional, one-dimensional, four-dimensional, or
even n-dimensional (an unlimited number of dimensions) space.

Space-time continuum
One of the most important scientific discoveries of the twentieth cen-

tury had to do with the nature of space. Traditionally, both scientists and
nonscientists thought of space and time as being two different and gen-
erally unrelated phenomena. A person might describe where he or she is
in terms of three-dimensional space: at the corner of Lithia Way and East
Main Street in Ashland, for example. Or he or she might say what time
it is: 4:00 P.M. on April 14.

What the great German-born American physicist Albert Einstein
(1879–1955) showed was that space and time are really part of the same
way of describing the universe. Instead of talking about space or time,
one needed to talk about one’s place on the space-time continuum. That
is, we move about in four dimensions, the three physical dimensions with
which we are familiar and a fourth dimension—the dimension of time.

Einstein’s conception of space-time dramatically altered the way sci-
entists thought about many aspects of the physical world. For example,
it suggested a new way of defining gravity. Instead of being a force be-
tween two objects, Einstein said, gravity must be thought of in terms of
irregularities in the space-time continuum of the universe. As objects pass
through these irregularities, they exhibit behaviors that correspond almost
exactly to the effects that we once knew as gravitational attraction.

[See also Big bang theory; Cosmology; Relativity; Time]

‡�Spacecraft, manned
Since 1961, hundreds of men and women from more than a dozen coun-
tries have traveled in space. Until the 1980s, however, most of those peo-
ple came from the United States and the former Soviet Union. The Sovi-
ets were the first to launch an unmanned satellite, Sputnik 1, in 1957. This
event marked the beginning of the space race between the United States
and the Soviet Union, a campaign for superiority in space exploration.

The first living being to travel in space was a dog named Laika. She
was sent into space aboard the Soviets’ Sputnik 2 in 1957. Laika survived
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the launch and the first leg of the journey. A week after launch, however,
the air supply ran out and Laika suffocated. When the spacecraft reen-
tered Earth’s atmosphere in April 1958, it burned up (it had no heat
shields) and Laika’s body was incinerated.

Then on April 12, 1961, Soviet cosmonaut (astronaut) Yury Gagarin
rode aboard the Vostok 1, becoming the first human in space. In 108 min-
utes, he made a single orbit around Earth before reentering its atmosphere.
At about two miles (more than three kilometers) above the ground, he
parachuted to safety. Only recently did scientists from outside Russia learn
that this seemingly flawless mission almost ended in disaster. During its
final descent, the spacecraft had spun wildly out of control.

American-crewed space program
The Mercury program was the first phase of America’s effort to put

a human on the Moon by the end of the 1960s. On May 5, 1961, the first
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piloted Mercury flight, Freedom 7, was launched. It took astronaut Alan
Shepard on a 15-minute suborbital flight (only a partial—not complete—
orbit of Earth) that went 116 miles (187 kilometers) up and 303 miles
(488 kilometers) across the Atlantic Ocean at speeds up to 5,146 miles
(8,280 kilometers) per hour. The capsule than parachuted safely into the
Atlantic Ocean with Shepard inside.

Two months later, another U.S. suborbital flight was launched, this
one carrying Virgil “Gus” Grissom. Grissom’s flight was similar to Shep-
ard’s, except at splashdown his capsule took in water and sank. Grissom
was unharmed, but his capsule, the Liberty Bell 7, was not recovered.

On February 20, 1962, just over nine months after Gagarin’s flight,
astronaut John Glenn became the first American to orbit Earth. His space-
craft, Friendship 7, completed three orbits in less than five hours.

Lunar program. The Apollo program was created for the purpose of
landing American astronauts on the Moon. Engineers designed a craft
consisting of three parts: a command module, in which the astronauts
would travel; a service module, which contained supplies and equipment;
and a lunar module, which would detach to land on the Moon.

The Apollo program was not without mishap. During a ground 
test in 1967, a fire engulfed the cabin of the Apollo 1 spacecraft, killing
Gus Grissom, Ed White, and Roger Chaffee. This tragedy prompted 
a two-year delay in the launch of the first Apollo spacecraft. During 
this time, more than 1,500 modifications were made to the command 
module.

In December 1968, Apollo 8 became the first manned spacecraft to
orbit both Earth and the Moon. On July 16, 1969, Apollo 11 was launched
with astronauts Neil Armstrong, Edwin “Buzz” Aldrin, and Michael
Collins on board. Four days later Armstrong and Aldrin landed on the
Moon. When Armstrong set foot on lunar soil, he stated, “That’s one small
step for man, one giant leap for mankind.” The Apollo 11 flight to the
Moon is considered by many to be the greatest technological achievement
of the modern world. Over the next three years, five more Apollo mis-
sions landed twelve more Americans on the Moon.

Soviet-crewed space program
Although the United States won the race to the Moon, the Soviet

Union achieved other space race “firsts” during the 1960s. The Soviets
launched the first three-person spacecraft, Voskhod (“Sunrise”), in 
October 1964. In March 1965, Soviet cosmonaut Alexei Leonov took 
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the first space walk, spending ten minutes outside the Voskhod capsule
connected to the craft only by telephone and telemetry cables (wires used
to gather data).

The Soviet Union then began work on Soyuz (“Union”). The pro-
gram proved to be a disaster. In April 1967, Soyuz 1 crashed to Earth with
cosmonaut Vladimir Komarov on board. The tragedy halted the Soviet
space program for 18 months. By the time they reentered the space flight
quest, the Soviets had turned their attention to establishing the first or-
biting space station, Salyut (“Salute”).
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Space stations
On April 19, 1971, the Soviets launched Salyut 1, which was designed

for both civilian and military purposes. The station was powered by two
solar panels and divided into several different modules, three of which were
pressurized for human life support. The three-person crew of Soyuz 11 suc-
cessfully entered Salyut 1 on June 7, 1971. The cosmonauts’ three-week
stay set a new record for human endurance in space. But during their reen-
try into Earth’s atmosphere, a cabin seal released prematurely and the space-
craft lost air pressure. The three crew members had not been issued pres-
sure suits and suffocated instantly. As a result of this disaster, the Soviets
could not refuel the station. They were forced to allow it to fall out of its
orbit and burn up in reentry. Despite this major setback, the Soviets were
eventually able to launch other Salyut stations as the decade progressed.

The only comparable U.S. space station has been Skylab. Launched
on May 14, 1973, this two-story craft was 118 feet (36 meters) long and
21 feet (6.4 meters) in diameter and weighed nearly 100 tons (110 met-
ric tons). Although Skylab encountered problems immediately after
launch, a crew was able to repair the damage. In its six years of opera-
tion, Skylab housed three different crews for a total of 171 days. Studies
on board the space station greatly increased our knowledge of the Sun
and its effect on Earth’s environment. In 1979, Skylab fell back to Earth.

A more advanced Soviet space station, Mir (which means both
“Peace” and “World”), was launched in February 1986. Able to accom-
modate up to six crew members at a time, Mir was designed to afford greater
comfort and privacy to its inhabitants so they would be able to remain on
board for longer periods. Although plagued with technical problems in 1997,
Mir continued to host Russian cosmonauts and international space travel-
ers (a total of 104 people from 12 countries) who conducted some 23,000
experiments, including research into how humans, animals, and plants func-
tion in space. During its lengthy time in orbit, Mir attained a number of ac-
complishments: longest time in orbit for a space station (15 years), longest
time in space for a human (437.7 days), and heaviest artificial object ever
to orbit Earth. With a lone cosmonaut on board at the time, it even survived
the collapse of the Soviet Union in 1991. During Mir’s lifetime, the Soviet
Union and then Russia spent the equivalent of $4.2 billion to build and
maintain the station. By 2001, however, the 135-ton (122-metric ton) craft
had become too old to maintain properly, and Russia decided to let it fall
back to Earth. On March 23, 2001, after having completed 86,330 orbits
around the planet, Mir reentered the atmosphere and broke apart. Pieces of
the station that did not burn up in the atmosphere splashed harmlessly into
stormy waters 1,800 miles (2,896 kilometers) east of New Zealand.
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The valuable knowledge scientists gained from Mir will be applied
to the International Space Station (ISS), a permanent Earth-orbiting lab-
oratory that will allow humans to perform long-term research in outer
space. It draws upon the scientific and technological resources of sixteen
nations. Construction of the ISS began in November 1998 with the launch
of the Zarya control module from Russia. When completed in 2006, the
ISS will measure about 360 feet (110 meters) in length, 290 feet (88 me-
ters) in width, and 143 feet (44 meters) in height. It will have a mass of
nearly 1 million pounds (454,000 kilograms) and will have a pressurized
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living and working space of 46,000 cubic feet (1,300 cubic meters),
enough for up to seven astronauts and scientists.

Space shuttles
The U.S. space shuttle is a winged space plane designed to trans-

port humans into space and back. It is the first and only reusable space
vehicle. This 184-foot-long (56-meter-long) vessel acts like a spacecraft,
but looks like an airplane. In 1981, the first space shuttle to be launched
was Columbia. Challenger, Discovery, and Atlantis rounded out the ini-
tial shuttle fleet, which flew 24 consecutive missions.

The shuttle program ran smoothly until the Challenger tragedy of
January 28, 1986. That shuttle exploded 73 seconds after launch, due to
a faulty seal in its solid rocket booster. All seven crew members died as
a result. The fleet of shuttles was grounded for 32 months while more
than 400 changes in the shuttle’s construction were made.

The National Aeronautics and Space Administration (NASA) re-
sumed shuttle flights in 1988, having replaced Challenger with Endeavor.
Missions of the space shuttles have included the insertion into orbit of the
Galileo space probe in 1989 and the Hubble Space Telescope (HST) in
1990. A variety of communications, weather, military, and scientific satel-
lites have also been placed into orbit by crew members aboard space shut-
tles. The shuttles can be configured to carry many different types of equip-
ment, spacecraft, and scientific experiments. In addition to transporting
people, materials, equipment, and spacecraft to orbit, the shuttles allow
astronauts to service and repair satellites and observatories in space. In
fact, shuttles flew servicing missions to the HST in 1993, 1997, and 1999.

At the beginning of the twenty-first century, the mission of many shut-
tle flights was the continuing construction of the ISS. In December 1998,
the crew aboard Endeavor initiated the first assembly sequence of the ISS;
they also became the first crew to enter the space station. In October 2000,
when Discovery was launched on a mission to continue construction of the
ISS, the event marked the one-hundredth flight of a U.S. space shuttle.

[See also Space station, international]

‡�Space probe
A space probe is any unmanned spacecraft designed to carry out physi-
cal studies of the Moon, other planets, or outer space. Space probes take

1 7 8 3U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Space probe



pictures, measure atmospheric conditions, and collect soil samples then
bring or report the data back to Earth.

More than 30 space probes have been launched since the former So-
viet Union first fired Luna 1 toward the Moon in 1959. Probes have now
visited every planet in the solar system except for Pluto. Two have even
left the solar system and headed into the interstellar medium.

Moon probes
The earliest probes traveled to the Moon. The Soviets launched a

series of Luna probes that took the first pictures of the far side of the
Moon. In 1966, Luna 9 made the first successful landing on the Moon
and sent back television footage from the Moon’s surface.

The National Aeronautics and Space Administration (NASA) landed
Surveyor on the Moon four months after Luna 9. The Surveyor had 
more sophisticated landing capability and sent back more than 11,000 
pictures.

Planetary probes
In the meantime, NASA launched the first series of planetary probes,

called Mariner. Mariner 2 first reached Venus in 1962. Later Mariner
spacecraft flew by Mars in 1964 and 1969, providing detailed images of
that planet. In 1971, Mariner 9 became the first spacecraft to orbit Mars.
During its year in orbit, Mariner 9 transmitted footage of an intense Mar-
tian dust storm as well as images of 90 percent of the planet’s surface and
the two Martian moons.

The Soviets also put probes in orbit around Mars in 1971. Mars 2
and Mars 3 carried landing vehicles that successfully dropped to the
planet’s surface, but in each case radio contact was lost after about 20
seconds.

In 1976, the U.S. probes Viking 1 and Viking 2 had more direct en-
counters with Mars. Viking 1 made the first successful soft landing on
Mars on July 20, 1976. Soon after, Viking 2 landed on the opposite side
of the planet. The Viking probes reported on the Martian weather and
photographed almost the entire surface of the planet. Twenty years after
the Voyager probes were released, NASA launched the Mars Global Sur-
veyor and the Mars Pathfinder to revisit Mars. The Mars Global Surveyor
completed its mapping mission of Mars in early 2001 after having sent
back tens of thousands of images of the planet. Its main mission accom-
plished, NASA engineers hope to use Surveyor to relay commands to twin
rovers slated to land on the planet in early 2004. The Mars Pathfinder
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landed on the planet’s surface on July 4, 1997, and released the Sojourner
rover, which sent back to Earth images and analyses of the Martian ter-
rain, including chemical analyses of rocks and the soil.

Not all probe sent to Mars were as productive as the Mars Global
Surveyor and the Mars Pathfinder. In 1999, NASA lost two probes, the
Mars Climate Orbiter and the Mars Polar Lander. As its name implies
the Mars Climate Orbiter was to have explored the Martian atmosphere,
while the Mars Polar Lander was to have explored the planet’s landscape
in search of water. Neither was able to land successfully due to an error
in converting English and metric measurements (for the Mars Climate
Orbiter) and a software glitch (for the Mars Polar Lander).

From 1970 to 1983, the Soviets concentrated mostly on exploring
Venus. They sent out a series of Venera and Vega probes that landed on
Venus, analyzed its oil, took detailed photographs, studied the atmos-
phere, and mapped the planet using radar.

Mercury was visited by a probe in 1974 when Mariner 10 came
within 470 miles (756 kilometers) of the planet and photographed about
40 percent of its surface. The probe then went into orbit around the 
Sun and flew past Mercury twice more in the next year before running
out of fuel.
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Space probes to the outer planets
NASA sent Pioneer probes to explore the outer planets. Pioneer 10

reached Jupiter in 1973 and took the first close-up photos of the giant
planet. It then kept traveling, crossing the orbit of Pluto and leaving the
solar system in 1983. Pioneer 11 traveled to Saturn, where it collected
valuable information about the planet’s rings.

NASA next introduced the Voyager 1 and 2 probes, more sophisti-
cated versions of the Pioneers. Launched in 1977, they flew by Jupiter
two years later and took pictures of the planet’s swirling colors, volcanic
moons, and its previously undiscovered ring.

The Voyager space probes then headed for Saturn. In 1980 and 1981,
they sent back detailed photos of Saturn’s spectacular rings and its vast
collection of moons. Voyager 2 then traveled to Neptune, which it reached
in 1989, while Voyager 1 continued on a path to the edge of the solar sys-
tem and beyond.

After many delays, the U.S probe Galileo was launched from the
space shuttle Atlantis in 1989. It reached Jupiter in December 1995, and
dropped a barbecue-grill-sized mini-probe down to the planet’s surface.
That mini-probe spent 58 minutes taking extremely detailed pictures of
the gaseous planet before being incinerated near the surface. As of the
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beginning of 2001, Galileo was still sending valuable scientific informa-
tion about Jupiter and its moons back to Earth.

In February 1996, NASA launched NEAR (Near Earth Asteroid Ren-
dezvous) Shoemaker, an unmanned spacecraft that was to become the first
to orbit an asteroid. In April 2000, it began a circular orbit around the as-
teroid Eros. During its one-year mission around Eros, the spacecraft took
measurements to determine the mass, density, chemical composition, and
other geological characteristics of the asteroid. It also beamed some
160,000 images of Eros back to Earth. In February 2001, NEAR Shoe-
maker used the last of its fuel in a successful attempt to land on the sur-
face of the asteroid. Once on the surface, it continued to collect invaluable
data about the oddly shaped Eros before it was finally shut down by NASA.

Future space probe missions
NASA has plans underway for many more space probes. The Cassini

orbiter, which was launched in October 1997, will study Saturn and its
moon. It is scheduled to reach the planet in 2004. Cassini will drop a
mini-probe, called Huygens, onto the surface of Titan, Saturn’s largest
moon, for a detailed look. Cassini will then go into orbit around Saturn.

With a desire to return to Mars, NASA launched the Mars Odyssey
in April 2001. Once in orbit around the planet by the fall of that year, the
spacecraft will examine the composition of the planet’s surface and try
to detect water and shallow buried ice. In a mission planned by the Eu-
ropean Space Agency and the Italian space agency, NASA will launch
the Mars Express in mid-2003. It will search for subsurface water from
orbit and deliver a lander, Beagle 2, to the Martian surface. NASA will
also launch two powerful rovers to Mars in 2003, each to a different re-
gion of the planet to look for water. And in 2005, NASA plans to launch
the Mars Reconnaissance Orbiter, a powerful scientific orbiter that will
map the Martian surface with an high-definition camera.

NASA had hoped to explore Pluto sometime in the twenty-first cen-
tury by sending the Pluto-Kuiper Express. This probe was to have con-
sisted of two spacecraft, each taking about eight years to reach the far-
thest planet in our solar system. Originally scheduled to launch in 2004
and arrive at Pluto in 2012, the Pluto-Kuiper Express was put on hold by
NASA in the fall of 2000 because of high costs. It was then scraped in
the spring of 2001 after President George W. Bush unveiled his 2002 bud-
get, which provided no money for the project.

[See also Jupiter; Mars; Mercury; Moon; Neptune; Pluto; Satel-
lite; Saturn; Spacecraft, manned; Venus]
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‡�Space station,
international

The International Space Station (ISS) is a permanent Earth-orbiting labo-
ratory that will allow humans to perform long-term research in outer space.
Led by the United States, the ISS draws upon the scientific and techno-
logical resources of sixteen nations. When completed in 2006, it will be
the largest and most complex international scientific project in history.

Origins
The International Space Station had its beginnings in the cold war

rivalry (period of silent conflict and tension) that existed between the
United States and the then Soviet Union (also called the U.S.S.R.) from
the 1950s to the 1990s. Although the United States was the first to put a
man on the Moon (1969), the Soviet Union came to specialize in and
dominate the field of long-term human spaceflight. As early as 1971, they
successfully launched the world’s first orbiting space station (Salyut 1)
and continued nearly uninterrupted through the 1990s. Where the United
States has placed only one space station in orbit (Skylab in 1973) and sent
only three crews of three astronauts to live there (none longer than eighty-
four days), the Soviet Union gained valuable space station experience by
regularly shuttling crews to its three generations of stations. One crew
member remained in space for a 438-day tour.

Around the mid-1980s, the United States decided to compete against
and try to outdistance the Soviet Union in the space station field, since it felt
that a long-term manned presence in space was what its military would need
in the future. The United States invited other nations (except the Soviet
Union) to participate on what it called Space Station Freedom. When the it
collapsed and broke apart in 1991, the former Soviet Union (now called Rus-
sia) was eventually invited to join the effort. Since the Russian Space Agency
faced severe financial problems (as did all of Russia after the break-up), it
accepted help from the United States and eventually agreed to join and lend
its vast experience to the creation of a truly international station in space.

ISS goals
In 1993, the United States put forth a detailed long-range ISS plan

that included substantial Russian participation as well as the involvement
of fourteen other nations. Altogether sixteen countries—Belgium, Brazil,
Canada, Denmark, France, Germany, Italy, Japan, the Netherlands, Nor-
way, Russia, Spain, Sweden, Switzerland, the United Kingdom, and the
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United States—have banded together on a non-military effort so complex
and expensive that no one nation could ever consider doing it alone. The
program will involve more than 100,000 people in space agencies and
contracting companies around the world. It is expected to cost at least $40
billion and take nearly a decade to complete.

The ISS project has lofty goals. It is expected that having long-term,
uninterrupted access to outer space will allow investigators to acquire
large sets of data in weeks that would have taken years to obtain. The ISS
project also plans to conduct medical and industrial experiments that it
hopes will result in benefits to all humankind.

ISS systems and size
The ambitious ISS has been likened in difficulty to building a pyra-

mid in the zero gravity or weightlessness of outer space. When completely
assembled, the ISS will have a mass of nearly 1 million pounds (454,000
kilograms) and will be about 360 feet (110 meters) across by 290 feet (88
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meters) long, making it much wider than the length of a football field.
This large scale means that it can provide 46,000 cubic feet (1,300 cubic
meters) of pressurized living and working space for a crew of seven sci-
entists and engineers. This amount of usable space is greater than the vol-
ume of the passenger cabin and cargo hold of a huge Boeing 747-400 air-
craft. This massive structure will get its power from nearly an acre of
solar panels spread out on four photovoltaic (pronounced foe-toe-vole-
TAY-ik) modules. These solar arrays rotate to always face the Sun and
can convert sunlight into electricity that can be stored in batteries. The
station will have fifty-two computers controlling its many systems.

The main components of the ISS are the Service Module, which is
Russia’s first contribution, and then six scientific laboratories (one Amer-
ican, one European Space Agency, one Japanese, and three Russian labs).
The other major contributor is Canada, which is providing a 55-foot-long
(16.7-meter-long) robotic arm for assembly and other maintenance tasks.
The United States also has the responsibility for developing and ultimately
operating all the major elements and systems aboard the station. More
than forty space flights over five years will be required to deliver these
and many other space station components to the orbiting altitude of 250
miles (402 kilometers) above Earth.

Assembly in space
The Russians placed the first major piece of the puzzle—the control

module named Zarya—in orbit during November 1998. Following the
launch of the American module named Unity during December of that year
(which would serve as the connecting passageway between sections), the
Russians launched their service module named Zvezda in July 2000. This
not only provided life support systems to other elements but also served
as early living quarters for the first crew. After more flights to deliver sup-
plies and equipment, the American laboratory module named Destiny was
docked with the station during February 2001. This state-of-the-art facil-
ity will be the centerpiece of the station. The aluminum lab is 28 feet (8.5
meters) long and 14 feet (4.3 meters) wide and will allow astronauts to
work in a year-round shirtsleeve environment. Following the addition of
a pressurized laboratory built by the European Space Agency, the robotic
arm built by Canada, and a Japanese Experiment Module, the station will
have many of its most important working components assembled.

Uses of space research
Since the main goal of the ISS is to conduct long-term scientific re-

search in space, the crews naturally have a great deal of research to per-
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form. Some examples of the type of research conducted are protein crys-
tal studies. It is believed that since zero gravity allows more pure protein
crystals to be grown in space than on Earth, analysis of these crystals may
lead to the development of new drugs and a better understanding of the
fundamental building blocks of life. Growing living cells in zero gravity
is also a benefit since they are not distorted by gravity. Astronauts can
therefore grow tissue cultures aboard the station that can be used to test
new treatments for cancer without risking harm to patients.

Astronauts will also be testing themselves and learning more about
the effects of long-term exposure to reduced gravity on humans. Study-
ing how muscles weaken and what changes occur in the heart, arteries,
veins, and bones may not only lead to a better understanding of the body’s
systems, but might help us plan for future long-term human exploration
of the solar system.

Flames, fluids, and metals all act differently in zero gravity, and as-
tronauts will be conducting research in what is called Materials Science
to try to create better alloys. The nature of space itself will be studied by
examining what happens to the exterior of a spacecraft over time. Also
of great interest are the physics of forces that are difficult to study when
they are subject to the gravity of Earth. New products will regularly be
sought after, and there is hope that space may have real commercial po-
tential that might lead to the creation of industry in space.

Lastly, Earth itself will be watched and examined. Studying its
forests, oceans, and mountains from space may lead us to better under-
stand the large-scale, long-term changes that take place in our environ-
ment. We can also study how badly we are harming our planet with air
and water pollution and by the cutting and burning of forests. The ISS
will have four large windows designed just for looking at Earth.

The future in space
The assembly in space of such a huge station has begun a new era

of hands-on work in space. More spacewalks than ever before will have
to be conducted (about 850 hours will be required before the astronauts
are finished). Already, Earth orbit has literally become a day-to-day con-
struction site. Once completed, the ISS will be permanently crewed, and
the crews will rotate during crew-exchange flights. The outgoing crew
will “handover” the station to the incoming crew.

During the first few years, emergencies that require crew evacuation
will be handled by always having a Russian Soyuz return capsule onboard.
Eventually this will be replaced by an X-38 Crew Return Vehicle that will
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look more like an airplane (as the space shuttle does) and will function as
an all-purpose space pickup truck. Finally, despite the best of plans, there
is always the possibility that the space station may not be fully completed
due to any number of political, engineering, or financial reasons. Design-
ers therefore have taken this into account and have planned the project so
that it can still be fully used despite only limited completion.

[See also Spacecraft, manned]

‡�Spectroscopy
Spectroscopy is a science concerned with the analysis of the composition
of matter based on the kind of radiation emitted by that matter. For ex-
ample, suppose that a piece of iron is heated until it begins to glow. The
light given off by the iron is a characteristic property of iron. That is, the
light is different from light produced by any other metal such as copper,
tin, lead, uranium, or aluminum.

The spectroscope
In heated samples of iron, copper, tin, and other metals, the light

produced does not look very different from one metal to the next. The
differences that do exist in these cases can be detected only by using a
special instrument known as a spectroscope. The structure of one type of
spectroscope is shown in Figure 1.

Light produced from some source (such as a heated metal) is first
passed through a narrow slit. The slit causes the light to spread out, form-
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ing a set of diverging rays. Those rays are caused to fall on a lens (L1 in
the figure), which makes them parallel to each other. The parallel rays
then fall on a grating, a piece of glass or plastic into which hundreds or
thousands of very narrow parallel grooves are etched.

The grating acts like a glass prism, causing the light to break apart
into a whole range of colors. If the light coming from the source were
pure white light, the grating would break it up into a continuous spec-
trum, a rainbowlike array containing every color from violet to red.

Finally, the spectrum—the spread of colored light—can be viewed
through a small telescope (L2 and L3 in the figure). Or it can be recorded
on a piece of photographic film on a device known as a spectrograph for
later study. In many cases, the actual wavelengths present in a spectrum—
and the intensity of each one—can be recorded by means of an instru-
ment known as a spectrometer.

Emission and absorption spectra
A continuous spectrum is produced only when a great many differ-

ent elements and compounds are heated together all at the same time.
When a single element or a single compound is heated all by itself, a dif-
ferent kind of spectrum—a line spectrum—is produced. A line spectrum
consists of a number of lines located at various specific angles in the range
from blue to red. For example, hydrogen produces two lines in the blue
region of the spectrum, another line in the green region, and a fourth line
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Absorption spectrum: The spectrum formed when light passes through
a cool gas.

Diffraction grating: A device consisting of a surface into which are
etched very fine, closely spaced grooves that cause different wave-
lengths of light to reflect or refract (bend) by different amounts.

Emission spectrum: The colors of light emitted by a heated gas.

Spectrograph: An instrument for recording spectra.

Spectrometer: An instrument that records the wavelengths (or frequen-
cies) and intensities of radiation emitted or absorbed by a sample.



in the red region of the spectrum. In contrast, sodium produces only two
lines, both in the yellow region of the spectrum.

These lines are called emission spectra because they are produced
when an element gives off light. Every element has a distinctive emis-
sion spectrum, like those described for hydrogen and sodium. If a scien-
tist views the emission spectrum produced by some unknown material,
he or she can refer to a chart of emission spectra of the elements. The
spectrum from the unknown material can be compared to those in the
chart, allowing the scientist to identify the unknown.

One can also study absorption spectra. Imagine an experiment in
which a white light is shined through a gas. The light passing through the
gas is then studied by means of a spectrometer. In this case, the light that
is recorded consists of all of the white light that came from the original
source less any light absorbed by the gas through which it passed.

Again, the spectrum observed in this experiment is a line spectrum.
In this case, however, the lines observed are those that are not absorbed
by the gas between the light source and the observer.

Types of spectroscopy
As described above, all elements have distinctive line spectra. It hap-

pens that all compounds have distinctive spectra as well. If one were to
heat a sample of iron oxide instead of pure iron metal, the same experi-
ment as the one described above could be conducted. In this case, the line
spectrum produced would be that of the compound iron metal rather than
the element iron.

Light spectroscopy, the technique described so far, has its limita-
tions. When some elements and compounds are heated, they produce spec-
tra that lie outside the visible spectrum. In some cases, lines are produced
in the infrared, ultraviolet, or even X-ray region of the electromagnetic
spectrum. Special techniques and instruments have been developed to an-
alyze spectra produced in all of these ranges.

[See also Diffraction; Electromagnetic spectrum; Qualitative
analysis]

‡�Spectrum
The term spectrum has two different, but closely related, meanings. In
general, the term refers to a whole range of things. In everyday life, for
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example, a person might say that he or she is interested in the whole spec-
trum of news stories, meaning that he or she enjoys reading and hearing
about anything to do with the news.

In the field of science, one meaning for the word spectrum has to
do with the whole range of electromagnetic energies that exist. This range
is known as the electromagnetic spectrum. All forms of electromagnetic
energy travel through space in the form of waves that have distinctive
wavelengths and frequencies. The wavelength of a wave is the distance
between adjacent identical parts of the wave, as between two crests or
two troughs (pronounced trawfs). The frequency of a wave is the num-
ber of crests (or troughs) that pass a given point in space per second.

The electromagnetic spectrum consists of forms of energy such as
gamma rays, X rays, ultraviolet radiation, infrared radiation, visible light,
radio waves, microwaves, and radar. These forms of energy are similar
in their mode of transmission but different from each other in their wave-
length and frequency.

The term spectrum is also used in describing the whole range of vis-
ible light, ranging from red through orange, yellow, green, and blue to 
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Words to Know

Absorption spectrum: The spectrum formed when light passes through
a cool gas.

Continuous spectrum: A spectrum that consists of every possible
wavelength of light or energy.

Electromagnetic spectrum: The continuous distribution of all electro-
magnetic radiation with wavelengths ranging from approximately 10–15

to 106 meters, which includes gamma rays, X rays, ultraviolet, visible
light, infrared, microwaves, and radio waves.

Emission spectrum: The spectrum produced when atoms are excited
and give off energy.

Frequency: For a wave, the number of crests (or troughs) that pass a
stationary point per second.

Line spectrum: A spectrum that consists of a few discrete lines.

Wavelength: The distance between adjacent peaks (peaks located next
to each other) or troughs on a wave.



violet. If all colors are represented in the spectrum, it is called a contin-
uous spectrum. A rainbow is an example of a continuous spectrum.

When any one given element is heated, it also gives off a spectrum—
but one that is not continuous. Instead, it gives off a series of lines that re-
flect specific electron changes that occur within the atoms of that element.
Some elements have very simple line spectra consisting of only a handful
of lines. Other elements give off more complex line spectra with many lines.

Line spectra can take on one of two general forms: emission or ab-
sorption spectra. An emission spectrum is the line pattern formed when
an element is excited and gives off energy. An absorption spectrum is
formed when white light passes through a cool gas. The gas absorbs cer-
tain wavelengths of energy and allows others to pass through. The line
spectrum formed by the energy that passes through the gas is known as
an absorption spectrum.

[See also Electromagnetic spectrum; Light; Spectroscopy]

‡�Speech
Speech is defined as the ability to communicate thoughts, ideas, or other
information by means of sounds that have clear meaning to others.

Many animals make sounds that might seem to be a form of speech.
For example, one may sound an alarm that a predator is in the area. The
sound warns others of the same species that an enemy is in their territory.
Or an animal may make soothing sounds to let offspring know that a par-
ent is present. Most scientists regard these sounds as something other than
true speech.

Some animals can copy human speech to a certain extent also. Many
birds, for example, can repeat words that they have been taught. This form
of mimicry also does not qualify as true speech.

True speech consists of two essential elements. First, an organism
has to be able to develop and phrase thoughts to be expressed. Second,
the organism has to have the anatomical equipment with which to utter
clear words that convey those thoughts. Most scientists believe that hu-
mans are the only species capable of speech.

Speech has been a critical element in the evolution of the human
species. It is a means by which a people’s history can be handed down
from one generation to the next. It enables one person to convey knowl-
edge to a roomful of other people. It can be used to amuse, to rouse, to
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anger, to express sadness, to communicate needs that arise between two
or more humans.

The anatomy of speech
Spoken words are produced when air expelled from the lungs passes

through a series of structures within the chest and throat and passes out
through the mouth. The structures involved in that process are as follows:
air that leaves the lungs travels up the trachea (windpipe) into the larynx.
(The larynx is a longish tube that joins the trachea to the lower part of
the mouth.) Two sections of the larynx consist of two thick, muscular
folds of tissue known as the vocal cords. When a person is simply breath-
ing, the vocal cords are relaxed. Air passes through them easily without
producing a sound.

When a person wishes to say a word, muscles in the vocal cords
tighten up. Air that passes through the tightened vocal cords begins to vi-
brate, producing a sound. The nature of that sound depends on factors
such as how much air is pushed through the vocal cords and how tightly
the vocal cords are stretched.

The moving air—now a form of sound—passes upward and out of
the larynx. A flap at the top of the larynx, the epiglottis, opens and closes
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Words to Know

Anatomical structure: A part of the body.

Aphasia: The inability to express or understand speech or the written
word.

Broca’s area: The part of the brain that controls the anatomical struc-
tures that make speech possible.

Epiglottis: The flap at the top of the larynx that regulates air move-
ment and prevents food from entering the trachea.

Larynx: A tube that joins the trachea to the lower part of the mouth.

Palate: The roof of the mouth.

Trachea: The windpipe; a tube that joins the larynx to the lungs.

Vocal cords: Muscular folds of tissue located in the larynx involved in
the production of sounds.



to allow air to enter and leave the larynx. The epiglottis is closed when
a person is eating—preventing food from passing into the larynx and tra-
chea—but is open when a person breathes or speaks.

Once a sound leaves the vocal cords, it is altered by other structures
in the mouth, such as the tongue and lips. A person can form these struc-
tures into various shapes to make different sounds. Saying the letters 
“d,” “m,” and “p” exemplifies how your lips and tongues are involved in
this process.

Other parts of the mouth also contribute to the sound that is finally
produced. These parts include the soft palate (roof) at the back of the
mouth, the hard or bony palate in the front, and the teeth. The nose also
provides an alternate means of issuing sound and is part of the produc-
tion of speech. Movement of the entire lower jaw can alter the size of the
mouth cavern and influence the tone and volume of the speech.

The tongue is the most agile body part in forming sounds. It is a
powerful muscle that can take many shapes—flat, convex, curled—and
can move front and back to contact the palate, teeth, or gums. The front
of the tongue may move upward to contact the hard palate while the back
of the tongue is depressed. Essentially these movements open or obstruct
the passage of air through the mouth. During speech, the tongue moves
rapidly and changes shapes constantly to form partial or complete closure
of the vocal tract necessary to manufacture words.

The brain
Other animals have anatomical structures similar to those described

above. Yet, they do not speak. The reason that they lack speech is that
they lack the brain development needed to form ideas that can be ex-
pressed in words.

In humans, the part of the brain that controls the anatomical struc-
tures that make speech possible is known as Broca’s area. It is located in
the left hemisphere (half) of the brain for right-handed and most left-
handed people. Nerves from Broca’s area lead to the neck and face and
control movements of the tongue, lips, and jaws.

The portion of the brain in which language is recognized is situated in
the right hemisphere. This separation leads to an interesting phenomenon: a
person who loses the capacity for speech still may be able to understand
what is spoken to him or her and vice versa. The loss of the power of speech
or the ability to understand speech or the written word is called aphasia.

Three speech disorders result from damage to the speech center,
dysarthria, dysphonia, and aphasia. Dysarthria is an inability to speak
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clearly because of weakness in the muscles that form words. Dysphonia
is a hoarseness of the voice that can be caused by a brain tumor or any
number of other factors. And aphasia can be either the inability to ex-
press thoughts in speech or writing or the inability to read or to under-
stand speech.

[See also Brain]

‡�Sponges
Sponges are primitive multicellular animals that live in water. All adult
sponges are sessile (fixed to one spot), most being attached to hard sur-
faces such as rocks, corals, or shells. More than 4,500 living species are
known. Although some species occur in freshwater, the vast majority are
marine, living mainly in shallow tropical waters. Sponges have an amaz-
ing power of regeneration: they are capable of growing into a new indi-
vidual from even the tiniest fragment of the original body.

Sponges vary widely in shape and composition. Some are tall, ex-
tending far into the water. Others are low and spread out over a surface.
Some have branchlike forms while others appear like intricately formed
latticework. Many others are goblet shaped. Despite their differing ap-
pearances, all sponges have a definite skeleton that provides a framework
that supports the animal. In some species, this skeleton is made up of a
complex arrangement of spicules, which are spiny strengthening rods with
a crystalline appearance. The soft spongy material that makes up the skele-
ton of many species of sponges is known as spongin. The fibrous mesh-
work of this material makes it ideal for holding water.

Most sponges consist of an outer wall dotted with many pores or
openings of different sizes. These allow the free passage of water into the
central part of the body, the atrium or spongocoel (pronounced SPUN-
joe-seel). Although water enters the body through a large number of open-
ings, it always leaves through a single opening, the osculum, at the top
of the body.

Sponges rely on large volumes of water passing through their bod-
ies every day, since all sponges feed by filtering tiny plankton from the
water. This same water also provides the animals with a continuous sup-
ply of oxygen and removes all body wastes as it leaves the sponge.

Sponges reproduce either sexually or asexually. In sexual repro-
duction, a male sponge releases a large amount of sperm cells in a dense
cloud. As these cells are transported by the water currents, some enter 
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female sponges of the same species. They are then transported to special
egg chambers where fertilization may take place. Once developed, a free-
swimming larva emerges and is carried away by the currents until it finds
a suitable surface on which to attach.

In asexual reproduction, new offspring are produced through the
process known as branching or budding off. A parent sponge produces a
large number of tiny cells called gemmules, each of which is capable of
developing into a new sponge. A simple sponge, for example, sprouts hor-
izontal branches that spread out over nearby rocks and give rise to a large
colony of upright, vase-shaped sponges.

Humans have used sponges for bathing, drinking, and scrubbing
since ancient times. Most sponges of this sort originate in the Mediter-
ranean and Caribbean Seas and off the coast of Florida. Although syn-
thetic (human-made) sponges are now commonly sold, sponge fishing is
still a major industry in many countries.
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Photo Researchers, Inc.)



‡�Star
A star is a hot, roughly spherical ball of gas that shines as a result of nu-
clear fusion reactions in its core. Stars are one of the fundamental objects
in the universe. Stars—and indeed the entire universe—are made mostly
of hydrogen, the simplest and lightest element. By contrast, our bodies
are composed of many complex elements, such as carbon, nitrogen, cal-
cium, and iron. These elements are created in the cores of stars, and the
final act in the lives of many stars is a massive explosion that distributes
the elements it has created into the galaxy. Eventually these elements may
form another star, or a planet, or life on that planet.

Star birth
Stars are born in the interstellar medium, the region of space be-

tween stars. Drifting through this region are vast, dark clouds of gas and
dust. Certain celestial events, like the nearby explosion of a massive star
at the end of its life (supernova), cause these clouds to begin to contract.
After a supernova, a shock wave sweeps through the interstellar medium.
When it slams into the cloud, the gas and dust is violently compressed
by the shock. As the particles are squeezed together, their mutual gravi-
tational attraction grows and a blob of gas forms, giving off energy.

As the temperature in a contracting blob of gas becomes higher, the
gas exerts a pressure that counteracts the inward force of gravity. At this
point, perhaps millions of years after the shock wave slammed into the
dark cloud, the contraction stops. If the blob of gas has become hot enough
at its center to begin thermonuclear fusion of hydrogen into helium, it has
become a star. It will remain in this stable state for millions or billions
of years.

An interstellar cloud does not always have to be disturbed by a shock
wave to form stars, however. Sometimes a cloud may be hot and dense
enough to break up and contract spontaneously under its own gravity.
Large clouds can break up into numerous cloudlets this way, and this
process leads to the formation of star clusters—groups of stars close to
each other in space. Often, two stars will form very close to one another,
orbiting around a common center of gravity. This two-star system is called
a binary star. Both star clusters and binary stars are more common than
single stars.

Until recently, astronomers thought the collision of two stars form-
ing a new star occurred very rarely in the universe. By the beginning of
the twenty-first century, however, they had gathered enough observational
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information to know that such collisions are not uncommon within dense
clusters of stars. These new stars, called “blue stars,” contain more hy-
drogen than smaller stars, but burn hotter and burn out more quickly. They
result from the collision of two (or even three) small, old stars in globu-
lar clusters (a tight cluster of tens of thousands to one million very old
stars). Astronomers estimate that several hundred such collisions occur
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Binary star: Double-star system in which two stars orbit each other
around a central point of gravity.

Black hole: Remains of a massive star that has burned out its nuclear
fuel and collapsed under tremendous gravitational force into a single
point of infinite mass and gravity.

Core: The central region of a star, where thermonuclear fusion reac-
tions take place that produce the energy necessary for the star to sup-
port itself against its own gravity.

Interstellar medium: Space between the stars, consisting mainly of
empty space with a very small concentration of gas atoms and tiny
solid particles.

Nebula: Cloud of interstellar gas and dust.

Neutron star: Extremely dense, compact, neutron-filled remains of a
star following a supernova.

Nuclear fusion: Merging of two or more hydrogen nuclei into one
helium nucleus, accompanied by a tremendous release of energy.

Pulsar: Rapidly spinning, blinking neutron star.

Red giant: Stage in which an average-sized star spends the final 10
percent of its lifetime; its surface temperature drops and its diameter
expands to 10 to 1,000 times that of the Sun.

Star cluster: Groups of stars close to each other in space that appear
to have roughly similar characteristics and, therefore, a common origin.

Supernova: Explosion of a massive star at the end of is lifetime, caus-
ing it to shine more brightly than the rest of the stars in the galaxy
put together.

White dwarf: Cooling, shrunken core remaining after an average-sized
star ceases to burn.



every hour. With 100 billion galaxies in the observable universe and each
galaxy containing an average of 30 globular clusters, most of the colli-
sions occur far away from the Earth. Over the lifetime (about 10 billion
years) of our home galaxy, the Milky Way, astronomers believe there
have been at least 1 million collisions within its globular clusters, or about
1 every 10,000 years.

Internal structure of a star
Stars generate energy in their cores, their central and hottest part.

The Sun’s core has a temperature of about 27,000,000°F (15,000,000°C),
and this is hot enough for thermonuclear fusion reactions to take place.
Accompanying the transformation of hydrogen to helium is an enormous
release of energy, which streams out from the star’s core and supplies the
energy needed to heat the star’s gas. The Sun converts about 600 million
tons of hydrogen into helium every second, yet it is so massive that it has
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Artwork of the main stages
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tion of stars like our sun.

After it has used all its

hydrogen fuel, its helium

core becomes a white dwarf.

The more massive star on

the upper track becomes a

red supergiant before

exploding in a supernova

and leaving behind a black

hole or neutron star. (Repro-

duced by permission of Photo

Researchers, Inc.)



been maintaining this rate of fuel consumption for five billion years—and
will continue to do so for another five billion years.

In the majority of stars, the energy created at the core is carried close
to the surface by slow-moving gas currents. As these currents or cells
reach the surface atmosphere, they release this energy, which is radiated
into space as visible light and other forms of radiation of the electro-
magnetic spectrum. Once cooled, the currents fall back toward the core
where they become heated and rise once again. This organized churning
is called convection.
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Antares (Alpha Scorpionis)

is the bright star dominat-

ing this photograph. It is

the brightest star in the

constellation Scorpius. The

bright object to the right of

Antares is the M4 (NGC 6121)

globular star cluster. 

(Reproduced by permission of

Photo Researchers, Inc.)

8



A star’s mass (the total amount of matter in contains) directly in-
fluences its size, temperature, and luminosity, or rate of energy output
(brightness). The more massive a star is, the stronger its gravity. Mass
therefore determines how strong the gravitational force is at every point
within the star. This in turn dictates how fast the star has to consume its
fuel to keep its gas hot enough to maintain stability everywhere inside it.
This controls the temperature structure of the star and the methods by
which energy is transported from the core to the surface. It even controls
the star’s lifetime, since the rate of fuel consumption determines lifetime.

The smallest stars are about 0.08 times the mass of the Sun. If a ball
of gas is any smaller than that, its internal temperature will not be high
enough to ignite the necessary fusion reactions in its core. It would in-
stead be a brown dwarf, a small, dark, cool ball of dust and gas that never
quite becomes a star. The largest stars are about 50 times more massive
than the Sun. A star more massive than that would shine so intensely that
its radiation would start to overcome gravity; the star would shed mass
from its surface so quickly that it could never be stable.

Star deaths
All stars eventually exhaust their hydrogen fuel. At this point, the gas

pressure within the star goes down and the star begins to contract under its
own gravity. The fate awaiting a star at this point is determined by its mass.

An average-sized star like the Sun will spend the final 10 percent
of its life as a red giant. In this phase of a star’s evolution, the star’s sur-
face temperature drops to between 3,140 and 6,741°F (1,727 and 3,727°C)
and its diameter expands to 10 to 1,000 times that of the Sun. The star
takes on a reddish color, which is what gives it its name.

Buried deep inside the star is a hot, dense core, about the size of
Earth. Helium left burning at the core eventually ejects the star’s atmos-
phere, which floats off into space as a planetary nebula (a cloud of gas
and dust). The remaining glowing core is called a white dwarf. Like a dy-
ing ember in a campfire, it will gradually cool off and fade into black-
ness. Space is littered with such dead suns.

A star up to three times the mass of the Sun explodes in a super-
nova, shedding much of its mass. Any remaining matter of such a star
ends up as a densely packed neutron star or pulsar, a rapidly rotating neu-
tron star that emits varying radio waves at precise intervals.

A star more than three times the mass of the Sun will also explode
in a supernova. Its remaining mass becomes so concentrated that it shrinks
to an indefinitely small size and its gravity becomes completely over-
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powering. This single point in space where pressure and density are infi-
nite is called a black hole.

[See also Binary star; Black hole; Brown dwarf; Constellation;
Galaxy; Gamma-ray burst; Gravity and gravitation; Neutron star;
Nova; Nuclear fusion; Orbit; Red giant; Solar system; Starburst
galaxy; Star cluster; Stellar magnetic fields; Sun; Supernova; Vari-
able stars; White dwarf]

‡�Starburst galaxy
Starburst galaxies are galaxies that are in the process of creating massive
formations of stars. This type of galaxy emits large amounts of infrared
light created by the explosions that happen during the formation of stars.
Starburst galaxies were first identified by this incredible amount of infrared
light. Infrared light is the portion of the electromagnetic spectrum with
wavelengths slightly longer than optical light that takes the form of heat.

Development of starburst galaxies
Astronomers are still searching for why starburst galaxies form. Cur-

rently, the most widely accepted theory is a collision or a close encounter
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Chandra (M82) is 11 million

light-years from Earth.
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of The Corbis Corporation

[Bellevue].)



with another galaxy that starts a chain reaction. The impact of such a col-
lision produces shock waves throughout the galaxy that push on vast
clouds of interstellar dust and gas that are present. These shock waves in
turn cause the clouds to collapse and produce short-lived, massive stars.
The stars that form from this collision quickly use up their nuclear fuel
and explode in a supernova (an extremely bright new star). This explo-
sion produces yet more shock waves and consequently more star forma-
tions. The formation of a starburst galaxy ends when its giant clouds of
gas are used up or pushed too far away due to the explosions.

Starburst galaxies often emit three-quarters of their light in the form
of infrared light. During the formation of stars, the large clouds of gas
and dust that the stars form in heat up and the dust emits infrared light,
which is able to get through the clouds of gas. But because the light that
comes through is infrared, starburst galaxies are relatively unspectacular
when viewed through a regular telescope. However, an infrared telescope
(a telescope that allows the user to see the usually invisible infrared wave-
lengths) shows starburst galaxies standing out from all other galaxies be-
cause of their brightness from the continuing formation of stars.

Starburst galaxies most often appear irregularly shaped when com-
pared to regular galaxies. Most galaxies are spiral or elliptical in shape.
For instance, both the Milky Way galaxy (our galaxy that includes a few
hundred billion stars, the Sun, and our solar system) and the Andromeda
galaxy (the nearest galaxy similar in size to the Milky Way, located 
2.2 million light-years away) are spiral-shaped. Astronomers believe that
the irregular shape of starburst galaxies is due to their collision or near-
collision with other galaxies.
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Words to Know

Galaxy: A large collection of stars and clusters of stars containing
anywhere from a few million to a few trillion stars.

Infrared light: Portion of the electromagnetic spectrum with wave-
lengths slightly longer than optical light that takes the form of heat.

Milky Way: The galaxy in which our solar system is located.

Supernova: The explosion of a massive star at the end of its lifetime,
causing it to shine more brightly than the rest of the stars in the
galaxy put together.



Infrared Astronomical Satellite and 
the Hubble Space Telescope

Because the study of infrared radiation is limited from Earth’s sur-
face (water and carbon dioxide in Earth’s atmosphere block most of it),
astronomers had a limited knowledge of starburst galaxies. This changed
when an infrared telescope was mounted onto a satellite observatory that
was sent into space in 1983. Three countries—the United States, England,
and the Netherlands—combined their efforts to develop and launch the
Infrared Astronomical Satellite (IRAS). The IRAS was equipped with an
infrared telescope that observed, among other things, that thousands of
starburst galaxies exist in space. It also showed that starburst galaxies
consist of nearly one-third of the energy in the universe, suggesting that
starburst galaxies are the main source of new stars.

Another high-tech space observatory was launched in 1990. The
Hubble Space Telescope (HST) was sent into space and acted as an 
observatory for astronomers from dozens of countries. With its high-
resolution camera sending back sharp pictures to Earth, the HST showed
that violent star formations—typically thought to occur only in distant
galaxies—also occurred in the closest starburst galaxy (about 1,000 light-
years from Earth). The HST also confirmed the theory that stars are of-
ten born in dense clusters (close groupings) within starburst galaxies.

[See also Galaxy; Infrared astronomy; Star]

‡�Star cluster
Star clusters are groups of stars close to each other in space that appear
to have roughly similar characteristics and, therefore, a common origin.

Some of the over 100 billion stars in the Milky
Way, our home galaxy, are grouped together in
either tight or loose star clusters. More than 100
tight groupings, called globular clusters, sur-
round the galaxy’s spiral arms in a great halo.
Loose groupings, called open clusters or galac-
tic clusters, are far more numerous and are
found toward the center of the galaxy.

Globular clusters radiate with a continuous
glow. These nearly spherical (ball-shaped) star
systems contain anywhere from tens of thou-
sands to one million stars. They are most heav-
ily concentrated at the center of the cluster.
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Pleiades cluster is about 400

light-years from Earth and is
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While in reality there is a great distance between stars in these clusters,
an observer on Earth may find it impossible to pick out individual stars.

In contrast to globular clusters, which are 10 to 13 billion years old,
open clusters are quite young. These groups, formed just a few million to
a few billion years ago, contain hot young stars and some stars still in
formation. Open clusters have far fewer members than globular clusters
(usually just a few hundred) and have no particular shape.

Over 1,000 open clusters have been identified in our galaxy. How-
ever, many more may be undetected because of interstellar matter that
blocks our view of the Milky Way’s plane. One the most famous of the
open clusters is the Pleiades (pronounced PLEE-a-deez), or the Seven Sis-
ters. This grouping in the Taurus constellation consists of six or seven stars
visible to the naked eye, but many more when viewed through a telescope.

Superclusters
Superclusters are currently the largest structures known in the uni-

verse. As stars and clusters of stars group together into galaxies, galax-
ies collect into groups known as clusters of galaxies. On a larger scale,
superclusters are clusters of clusters of galaxies. As clusters of galaxies
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Words to Know

Cluster of galaxies: A group of galaxies that are bound together by
gravity.

Galaxy: A large collection of stars and clusters of stars containing
anywhere from a few million to a few trillion stars.

Globular cluster: A tight cluster of tens of thousands to one million
very old stars.

Light-year: The distance light travels in one year in the vacuum of
space—roughly 5.9 trillion miles (9.5 trillion kilometers).

Open cluster: A loose cluster of roughly a few hundred young stars.

Supercluster: A connected group of clusters of galaxies that may
extend for hundreds of millions of light-years.

Void: Region of space extending for hundreds of millions of light-years
that contains few if any galaxies.



group into superclusters they leave empty spaces called voids between
the superclusters. Superclusters and voids typically extend for hundreds
of millions of light-years.

Beyond the Milky Way
Star clusters are certainly not limited to the Milky Way galaxy. In

1924, U.S. astronomer Edwin Hubble identified globular clusters in what,
at the time, were believed to be nebula (clouds of dust particles and hy-
drogen gas) within the Milky Way. He discovered that the distance from
Earth to these globulars, and the nebula in which they were located, was
so great that these globulars had to be entirely separate galaxies. Thus, Hub-
ble proved that the Milky Way was not the only galaxy in the universe.

[See also Star]

‡�Statistics
Statistics is that branch of mathematics devoted to the collection, compi-
lation, display, and interpretation of numerical data. The term statistics
actually has two quite different meanings. In one case, it can refer to any
set of numbers that has been collected and then arranged in some format
that makes them easy to read and understand. In the second case, the term
refers to a variety of mathematical procedures used to determine what
those data may mean, if anything.

An example of the first kind of statistic is the data on female African
Americans in various age groups, shown in Table 1. The table summa-
rizes some interesting information but does not, in and of itself, seem to
have any particular meaning. An example of the second kind of statistic
is the data collected during the test of a new drug, shown in Table 2. This
table not only summarizes information collected in the experiment, but
also, presumably, can be used to determine the effectiveness of the drug.

Populations and samples
Two fundamental concepts used in statistical analysis are popula-

tion and sample. The term population refers to a complete set of individ-
uals, objects, or events that belong to some category. For example, all of
the players who are employed by major league baseball teams make up
the population of professional major league baseball players. The term
sample refers to some subset of a population that is representative of the
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total population. For example, one might go down the complete list of all
major league baseball players and select every tenth name on the list. That
subset of every tenth name would then make up a sample of all profes-
sional major league baseball players.

Samples are important in statistical studies because it is almost never
possible to collect data from all members in a population. For example,
suppose one would like to know how many professional baseball players
are Republicans and how many are Democrats. One way to answer that
question would be to ask that question of every professional baseball
player. However, it might be difficult to get in touch with every player
and to get every player to respond. The larger the population, the more
difficult it is to get data from every member of the population.
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Deviation: The difference between any one measurement and the mean
of the set of scores.

Histogram: A bar graph that shows the frequency distribution of a
variable by means of solid bars without any space between them.

Mean: A measure of central tendency found by adding all the numbers
in a set and dividing by the number of numbers.

Measure of central tendency: Average.

Measure of variability: A general term for any method of measuring
the spread of measurements around some measure of central tendency.

Median: The middle value in a set of measurements when those mea-
surements are arranged in sequence from least to greatest.

Mode: The value that occurs most frequently in any set of measurements.

Normal curve: A frequency distribution curve with a symmetrical, bell-
shaped appearance.

Population: A complete set of individuals, objects, or events that
belong to some category.

Range: The difference between the largest and smallest numbers in a
set of observations.

Sample: A subset of actual observations taken from any larger set of
possible observations.



Most statistical studies, therefore, select a sample of individuals from
a population to interview. One could use, for example the every-tenth-
name list mentioned above to collect data about the political parties to
which baseball players belong. That approach would be easier and less
expensive than contacting everyone in the population.

The problem with using samples, however, is to be certain that the
members of the sample are typical of the members of the population as
a whole. If someone decided to interview only those baseball players who
live in New York City, for example, the sample would not be a good one.
People who live in New York City may have very different political con-
cerns than people who live in the rest of the country.

One of the most important problems in any statistical study, then, is
to collect a fair sample from a population. That fair sample is called a
random sample because it is arranged in such a way that everyone in the
population has an equal chance of being selected. Statisticians have now
developed a number of techniques for selecting random samples for their
studies.

Displaying data
Once data have been collected on some particular subject, those data

must be displayed in some format that makes it easy for readers to see
and understand. Table 1 makes it very easy for anyone who wants to know
the number of female African Americans in any particular age group.

In general, the most common methods for displaying data are tables
and charts or graphs. One of the most common types of graphs used is
the display of data as a histogram. A histogram is a bar graph in which
each bar represents some particular variable, and the height of each bar
represents the number of cases of that variable. For example, one could
make a histogram of the information in Table 1 by drawing six bars, one
representing each of the six age groups shown in the table. The height of
each bar would correspond to the number of individuals in each age group.
The bar farthest to the left, representing the age group 0 to 19, would be
much higher than any other bar because there are more individuals in that
age group than in any other. The bar second from the right would be the
shortest because it represents the age group with the fewest numbers of
individuals.

Another way to represent data is called a frequency distribution
curve. Suppose that the data in Table 1 were arranged so that the number
of female African Americans for every age were represented. The table
would have to show the number of individuals 1 year of age, those 2 years
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of age, those 3 years of age, and so on to the oldest living female African
American. One could also make a histogram of these data. But a more ef-
ficient way would be to draw a line graph with each point on the graph
standing for the number of individuals of each age. Such a graph would
be called a frequency distribution curve because it shows the frequency
(number of cases) for each different category (age group, in this case).

Many phenomena produce distribution curves that have a very dis-
tinctive shape, high in the middle and sloping off to either side. These
distribution curves are sometimes called “bell curves” because their shape
resembles a bell. For example, suppose you record the average weight of
10,000 American 14-year-old boys. You would probably find that the ma-
jority of those boys had a weight of perhaps 130 pounds. A smaller num-
ber might have weights of 150 or 110 pounds, a still smaller number,
weights of 170 or 90 pounds, and very few boys with weights of 190 or
70 pounds. The graph you get for this measurement probably has a peak
at the center (around 130 pounds) with downward slopes on either side
of the center. This graph would reflect a normal distribution of weights.

Other phenomena do not exhibit normal distributions. At one time
in the United States, the grades received by students in high school fol-
lowed a normal distribution. The most common grade by far was a C,
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Age Number

0–19 5,382,025
20–29 2,982,305
30–39 2,587,550
40–49 1,567,735
50–59 1,335,235
60+ 1,606,335

Table 1. Number of Female African 
Americans in Various Age Groups

Table 2. Statistics
 Improved Not Improved Total

Experimental group   62 38 100
Control group   45 55 100
Total 107 93 200



with fewer Bs and Ds, and fewer still As and Fs. In fact, grade distribu-
tion has for many years been used as an example of normal distribution.

Today, however, that situation has changed. The majority of grades
received by students in high schools tend to be As and Bs, with fewer Cs,
Ds and Fs. A distribution that is lopsided on one side or the other of the
center of the graph is said to be a skewed distribution.

Measures of central tendency
Once a person has collected a mass of data, these data can be ma-

nipulated by a great variety of statistical techniques. Some of the most
familiar of these techniques fall under the category of measures of cen-
tral tendency. By measures of central tendency, we mean what the aver-
age of a set of data is. The problem is that the term average can have dif-
ferent meanings—mean, median, and mode among them.

In order to understand the differences of these three measures, con-
sider a classroom consisting of only six students. A study of the six stu-
dents shows that their family incomes are as follows: $20,000; $25,000;
$20,000; $30,000; $27,500; and $150,000. What is the average income
for the students in this classroom?

The measure of central tendency that most students learn in school
is the mean. The mean for any set of numbers is found by adding all the
numbers and dividing by the number of numbers. In this example, the
mean would be equal to $20,000 � $25,000 � $20,000 � $30,000 �
$27,500 � $150,000 � 6 � $45,417.

But how much useful information does this answer give about the
six students in the classroom? The mean that has been calculated ($45,417)
is greater than the household income of five of the six students. Another
way of calculating central tendency is known as the median. The median
value of a set of measurements is the middle value when the measure-
ments are arranged in order from least to greatest. When there are an even
number of measurements, the median is half way between the middle two
measurements. In the above example, the measurements can be rearranged
from least to greatest: $20,000; $20,000; $25,000; $27,500; $30,000;
$150,000. In this case, the middle two measurements are $25,000 and
$27,500, and half way between them is $26,250, the median in this case.
You can see that the median in this example gives a better view of the
household incomes for the classroom than does the mean.

A third measure of central tendency is the mode. The mode is the
value most frequently observed in a study. In the household income study,
the mode is $20,000 since it is the value found most often in the study.
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Each measure of central tendency has certain advantages and disadvan-
tages and is used, therefore, under certain special circumstances.

Measures of variability
Suppose that a teacher gave the same test four different times to two

different classes and obtained the following results: Class 1: 80 percent,
80 percent, 80 percent, 80 percent, 80 percent; Class 2: 60 percent, 70
percent, 80 percent, 90 percent, 100 percent. If you calculate the mean
for both sets of scores, you get the same answer: 80 percent. But the col-
lection of scores from which this mean was obtained was very different
in the two cases. The way that statisticians have of distinguishing cases
such as this is known as measuring the variability of the sample. As with
measures of central tendency, there are a number of ways of measuring
the variability of a sample.

Probably the simplest method for measuring variability is to find the
range of the sample, that is, the difference between the largest and small-
est observation. The range of measurements in Class 1 is 0, and the range
in class 2 is 40 percent. Simply knowing that fact gives a much better un-
derstanding of the data obtained from the two classes. In class 1, the mean
was 80 percent, and the range was 0, but in class 2, the mean was 80 per-
cent, and the range was 40 percent.

Other measures of variability are based on the difference between
any one measurement and the mean of the set of scores. This measure is
known as the deviation. As you can imagine, the greater the difference
among measurements, the greater the variability. In the case of Class 2
above, the deviation for the first measurement is 20 percent (80 percent
� 60 percent), and the deviation for the second measurement is 10 per-
cent (80 percent � 70 percent).

Probably the most common measures of variability used by statisti-
cians are called the variance and standard deviation. Variance is defined
as the mean of the squared deviations of a set of measurements. Calcu-
lating the variance is a somewhat complicated task. One has to find each
of the deviations in the set of measurements, square each one, add all the
squares, and divide by the number of measurements. In the example above,
the variance would be equal to [(20)2 � (10)2 � (0)2 � (10)2 � (20)2]
� 5 � 200.

For a number of reasons, the variance is used less often in statistics
than is the standard deviation. The standard deviation is the square root
of the variance, in this case, √200 � 14.1. The standard deviation is use-
ful because in any normal distribution, a large fraction of the measure-
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ments (about 68 percent) are located within one standard deviation of the
mean. Another 27 percent (for a total of 95 percent of all measurements)
lie within two standard deviations of the mean.

Other statistical tests
Many other kinds of statistical tests have been invented to find out

the meaning of data. Look at the data presented in Table 2. Those data
were collected in an experiment to see if a new kind of drug was effec-
tive in curing a disease. The people in the experimental group received
the drug, while those in the control group received a placebo, a pill that
looked like the drug but contained nothing more than starch. The table
shows the number of people who got better (“Improved”) and those who
didn’t (“Not Improved”) in each group. Was the drug effective in curing
the disease?

You might try to guess the answer to that question just by looking
at the table. But is the 62 number in the Experimental Group really sig-
nificantly greater than the 45 in the Control Group? Statisticians use the
term significant to indicate that some result has occurred more often than
might be expected purely on the basis of chance alone.

Statistical tests have been developed to answer this question math-
ematically. In this example, the test is based on the fact that each group
was made up of 100 people. Purely on the basis of chance alone, then,
one might expect 50 people in each group to get better and 50 not to get
better. If the data show results different from that distribution, the results
could have been caused by the new drug.

The mathematical problem, then, is to compare the 62 observed in
the first cell with the 50 expected, the 38 observed in the second cell with
the 50 expected, the 45 observed in the third cell with the 50 expected,
and the 55 observed in the fourth cell with the 50 expected.

At first glance, it would appear that the new medication was at least
partially successful since the number of those who took it and improved
(62) was greater than the number who took it and did not improve (38).
But a type of statistical test called a chi square test will give a more pre-
cise answer. The chi square test involves comparing the observed frequen-
cies in Table 2 with a set of expected frequencies that can be calculated
from the number of individuals taking the tests. The value of chi square
calculated can then be compared to values in a table to see how likely the
results were due to chance or to some real effect of the medication.

Another common technique used for analyzing numerical data is
called the correlation coefficient. The correlation coefficient shows how
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closely two variables are related to each other. For example, many med-
ical studies have attempted to determine the connection between smok-
ing and lung cancer. The question is whether heavy smokers are more
likely to develop lung cancer.

One way to do such studies is to measure the amount of smoking a
person has done in her or his lifetime and compare the rate of lung can-
cer among those individuals. A mathematical formula allows the researcher
to calculate the correlation coefficient between these two sets of data—
rate of smoking and risk for lung cancer. That coefficient can range be-
tween 1.0, meaning the two are perfectly correlated, and �1.0, meaning
the two have an inverse relationship (when one is high, the other is low).

The correlation test is a good example of the limitations of statisti-
cal analysis. Suppose that the correlation coefficient in the example above
turned out to be 1.0. That number would mean that people who smoke
the most are always the most likely to develop lung cancer. But what the
correlation coefficient does not say is what the cause and effect relation-
ship, if any, might be. It does not say that smoking causes cancer.

Chi square and correlation coefficient are only two of dozens of sta-
tistical tests now available for use by researchers. The specific kinds of
data collected and the kinds of information a researcher wants to obtain
from these data determine the specific test to be used.

‡�Steam engine
A steam engine is a machine that converts the heat energy of steam into
mechanical energy. A steam engine passes its steam into a cylinder, where
it then pushes a piston back and forth. It is with this piston movement that
the engine can do mechanical work. The steam engine was the major power
source of the Industrial Revolution in Europe in the eighteenth and nine-
teenth centuries. It dominated industry and transportation for 150 years.

History
The first steam-powered machine was built in 1698 by the English

military engineer Thomas Savery (c. 1650–1715). His invention, designed
to pump water out of coal mines, was known as the Miner’s Friend. The
machine, which had no moving parts, consisted of a simple boiler—a
steam chamber whose valves were located on the surface—and a pipe
leading to the water in the mine below. Water was heated in the boiler
chamber until its steam filled the chamber, forcing out any remaining 

1 8 1 7U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Steam engine



water or air. The valves were then closed and cold water was sprayed
over the chamber. This chilled and condensed the steam inside to form a
vacuum. When the valves were reopened, the vacuum sucked up the wa-
ter from the mine, and the process could then be repeated.

A few years later, an English engineer and partner of Savery named
Thomas Newcomen (1663–1729) improved the steam pump. He increased
efficiency by setting a moving piston inside a cylinder, a technique still
in use today. A cylinder—a long, thin, closed chamber separate from the
boiler—replaced the large, open boiler chamber. A piston—a sliding piece
that fits in the cylinder—was used to create motion instead of a vacuum.
Steam filled the cylinder from an open valve. When filled, the cylinder
was sprayed with water, causing the steam inside to condense into water
and create a partial vacuum. The pressure of the outside air then forced
the piston down, producing a power stroke. The piston was connected to
a beam, which was connected to a water pump at the bottom of the mine
by a pump-rod. Through these connections, the movement of the piston
caused the water pump to suck up the water.

Watt’s breakthrough
The most important improvement in steam engine design was

brought about by the Scottish engineer James Watt (1736–1819). He set
out to improve the performance of Newcomen’s engine and by 1769 had
arrived at the conclusion: if the steam were condensed separately from
the cylinder, the cylinder could always be kept hot. That year he intro-
duced the design of a steam engine that had a separate condenser and
sealed cylinders. Since this kept the heating and cooling processes sepa-
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Words to Know

Condenser: An instrument for cooling air or gases.

Cylinder: The chamber of an engine in which the piston moves.

Piston: A sliding piece that is moved by or moves against fluid pres-
sure within a cylindrical vessel or chamber.

Turbine: An engine that moves in a circular motion when force, such
as moving water, is applied to its series of baffles (thin plates or
screens) radiating from a central shaft.



rate, his machine could work constantly, without any long pause at each
cycle to reheat the cylinder. Watt’s refined steam engine design used one-
third less fuel than a comparable Newcomen engine.

Over the next fifteen years, Watt continued to improve his engine
and made three significant additions. He introduced the centrifugal gov-
ernor, a device that could control steam output and engine speed. He made
the engine double-acting by allowing steam to enter alternately on either
side of the piston. This allowed the engine to work rapidly and deliver
power on the downward as well as on the upward piston stroke. Most im-
portant, he attached a flywheel to the engine.

Flywheels allow the engine to run more smoothly by creating a more
constant load, and they convert the conventional back-and-forth power
stroke into a circular (rotary) motion that can be adapted more readily 
to power machinery. By 1790, Watt’s improved steam engine offered a
powerful, reliable power source that could be located almost anywhere.
It was used to pump bellows for blast furnaces, to power huge hammers
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for shaping and strengthening forged metals, and to turn machinery at tex-
tile mills. More than anything, it was Watt’s steam engine that speeded
up the Industrial Revolution both in England and the rest of the world.

High-pressure engines
The next advance in steam engine technology involved the realiza-

tion that steam itself, rather than the condensing of steam to create a vac-
uum, could power an engine. In 1804, American inventor Oliver Evans
(1755–1819) designed the first high-pressure, non-condensing engine. The
engine, which was stationary, operated at 30 revolutions per minute and
was used to power a marble-cutting saw. The high-pressure engines used
large cylindrical tanks of water heated from beneath to produce steam.

Steam was successfully adapted to power boats in 1802 and rail-
ways in 1829. Later, some of the first automobiles were powered by steam.
In the 1880s, the English engineer Charles A. Parsons (1854–1931) pro-
duced the first steam turbine. By 1900, the steam engine had evolved into
a highly sophisticated and powerful engine that propelled huge ships on
the oceans and ran turbogenerators that supplied electricity.

Once the dominant power source, steam engines eventually declined
in popularity as other power sources became available. Although there
were more than 60,000 steam cars made in the United States between
1897 and 1927, the steam engine eventually gave way to the internal-
combustion engine as a power source for vehicles.

[See also Diesel engine; Internal-combustion engine; Jet engine]

‡�Stellar magnetic fields
Stellar magnetic fields are an assortment of powerful forces that can be
observed at the surfaces of and surrounding stars like the Sun. As-
tronomers have yet to obtain a complete understanding of the magnetic
fields of stars, but they continue to observe their activity in the hopes of
understanding their effects on a star’s interior makeup, atmosphere, rota-
tion, and future evolution.

The mysterious magnetic field
A typical magnet—such as one commonly found on a refrigerator—

is called a dipolar magnet. Dipolar refers to the two areas of the magnet
from which it receives its power: opposing north and south poles. A star’s
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magnetic field works in basically the same way, but it is much more com-
plex. How stellar magnetic fields originate remains a mystery among as-
trophysicists. In space, there is no naturally occurring magnetic iron, yet
astronomers know that magnetism does exist in space.

The most studied stellar magnetic field
The Sun, the only star our solar system, has show that it has a mag-

netic field that reaches all over its surface. Astronomers know that this
magnetic field affects the rotation of the Sun and the movement of chem-
ical elements around its surface. It has concentrated areas of magnetism
called sunspots (dark areas on the Sun that produce magnetic storms).

While astronomers remain uncertain of exactly how the Sun’s mag-
netic fields work, the most widely accepted theory involves a stellar dy-
namo. A stellar dynamo can be thought of like a generator (an engine
usually fueled by gas that spins a magnet wrapped in coil, producing elec-
tricity). Astronomers theorize that in the case of the Sun, instead of pro-
ducing electricity, the stellar dynamo generates a magnetic field in two
ways, each involving powerful motions. The first involves the movement
of gases in the convection zone. (A convection zone is the upper layer of
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Convection zone: Outermost one-third of the Sun’s interior where heat
is transferred from the core toward the surface via slow-moving gas
currents.

Spectropolarimeter: A device that gathers information on the polar-
ization state of individual chemical reactions from a star; these reac-
tions are seen as lines in the star’s spectrum.

Sunspot: A region of the Sun where the temperature is lower than
that of the surrounding surface region and consequently appears
darker. The presence of a strong, concentrated magnetic field produces
the cooling effect.

Zeeman-Doppler imaging: The process of using a spectropolarimeter
to measure the Zeeman effect.

Zeeman effect: A change in the spectral lines—their shape and polar-
ization—caused by the magnetic field of the Sun.



a star.) In this zone, material close to the surface of a star rises as heat
moves outward from the lower layers of the surface. This process results
in hot gas rising from the surface, in a way that is similar to hot air ris-
ing on Earth. Upon the release of the heat of the gas at the Sun’s surface,
the gas drops down again as it replaced by the hotter gases below the sur-
face.

The second type of motion in a stellar dynamo is a result of the Sun
being made of gas (mainly hydrogen and helium). When the Sun rotates,
its speed is varied due to its gassy composition; this differs from planets,
whose solid composition produces a regular rotation. The irregular rota-
tion of the Sun is called differential rotation. It causes the equator (the
middle of the Sun) to spin faster than the poles (the top and bottom of
the Sun).

Astronomers believe that the combination of the two stellar dynamo
motions—involving convection zone gases and differential rotation—gen-
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erate the Sun’s magnetic field. Continued observations of the Sun and
other stars will help confirm this theory or bring forward other possibil-
ities about how stellar magnetic fields are generated.

Methods used to study stellar magnetic fields
Astronomers study stellar magnetic fields by using a method known

as the Zeeman effect. In this method, spectral lines are studied. Spectral
lines are lights of a single frequency (wavelength) that are emitted by an
atom when an electron changes its energy level. Chemical reactions in
stars produce lines of varying intensities along a spectrum, thereby al-
lowing scientists to recognize their chemical makeup. The Zeeman effect
is a change in the spectral lines—their shape and polarization (a process
that causes light waves to create a specific pattern)—caused by the mag-
netic field of the Sun.

Another method that astronomers use to study stellar magnetic fields
is called Zeeman-Doppler imaging (ZDI). ZDI is the process of using a
spectropolarimeter to measure the Zeeman effect of stars. A spectropo-
larimeter is a device that analyzes the polarization state of chemical reac-
tions from stars; these reactions are viewed as spectral lines. Using this
method, scientists can detect and map the surface magnetic field of active
stars that range in age from a few million to more than ten billion years old.

Importance of stellar magnetic fields
Astronomers are still uncertain of the origins of stellar magnetic

fields. But with continued observations, they believe they will learn more
about the large and small structures of magnetic fields that should help
them comprehend how and where those fields originate and how they af-
fect the interiors and atmospheres of stars. Understanding stellar magnetic
fields will help astronomers learn more not only about the physical
makeup of stars, but about their future evolution, as well.

[See also Star; Sun]

‡�Storm surge
A storm surge is a rise in water level caused by a combination of wind
and low atmospheric pressure. It is the most destructive force of a hurri-
cane (an intense cyclone that forms over warm tropical oceans; called a
typhoon when it occurs in the western Pacific Ocean and adjacent seas)
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Formation of a storm surge
When a hurricane is forming over open, warm ocean waters, the

wind pushing the water and the low atmospheric pressure in the eye of
the hurricane cause the level of the sea to rise, whipping the water into
gigantic waves. Because this is happening away from land, the water can
escape and move freely away from the building storm. But as the hurri-
cane moves towards land and the depth of the water becomes more shal-
low, the ever-increasing wall of water does not have a chance to flow
away. Instead it is built up around the eye of the hurricane and forms huge
waves. These mountainous waves pound against the land and anything in
its path—buildings, homes, piers, and people. Storm surges can be more
devastating depending upon the strength of the hurricane’s winds and the
shallowness of the off-shore waters.

Storm tide
A storm surge can also become much more destructive if it occurs

during high tide (an increase in water level due to the Moon’s gravita-
tional pull on Earth). This is called a storm tide. For example, if a normal
high tide for a particular area is three feet and a storm surge occurs at the
same time with fifteen-foot waves, a storm tide with eighteen-foot waves
is formed. This occurrence makes the storm surge even more devastating.

Storm surge destruction
Storm surges have long been recognized as the most destructive part

of a hurricane. Causing drownings and property destruction, this incredi-
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Words to Know

Atmospheric pressure: The pressure exerted by the atmosphere at
Earth’s surface due to the weight of the air.

Hurricane: A severe swirling tropical storm with heavy rains and winds
exceeding 74 miles (119 kilometers) per hour.

Tide: The periodic variation in the surface level of the oceans, seas,
and bays caused by the gravitation attraction of the Moon (and to a
lesser extent the Sun).



ble wall of water stops for nothing in its path. As it moves across the land,
it picks up and carries with it debris that it finds along the way, such as
cars, utility poles, and boats. A hurricane hit Galveston, Texas, in 1900
and killed 6,000. The storm surge from the “Great Galveston Hurricane”
formed waves that were twenty-five feet high. In 1970, the Bay of Ben-
gal in Bangladesh suffered through a hurricane that produced a storm surge
with thirty-foot-high waves that killed approximately 200,000 people.

Prevention of damage
After suffering through such incredible devastation, the city of

Galveston completed the building of a seawall four years later. A little
over three miles long and seventeen feet above average low tide mark,
the Galveston seawall would act as a line of defense by interfering in the
progress of the storm surge’s attack on the land and by catching some of
the destructive debris that it carries along its way. The city of Galveston
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also actually raised the level of the city after devoting ten years to the
project. The entire city—every church, home, and business—had 14 mil-
lion cubic yards (10.7 million cubic meters) of sand poured in underneath
it. The combination of building a seawall and raising the level of the city
helped increase the odds of Galveston successfully surviving a storm
surge. The investment in prevention paid off: On August 16, 1915, a hur-
ricane of almost the same force as the 1900 storm hit the city. While the
1915 hurricane was still tragic—about a dozen people lost their lives—
the number of deaths was far below the 6,000 in 1900.

[See also Cyclone and anticyclone]

‡�Stress
Stress is mental or physical tension brought about by internal or external
pressures. The feeling of stress may be mild or severe and it can last a
short time or over a longer period. Many events may cause stress. They
range from everyday occurrences such as taking a test or driving through
rush-hour traffic to more traumatic experiences such as the death of a
loved one or a serious illness.

Stress may be a factor in causing disease. Researchers believe that
stress disrupts the body’s homeostasis or balanced state, which leads to a
weakening of the body’s immune system. Chronic (frequently occurring)
stress can thus bring about serious illnesses.

People who experience severe traumas, such as soldiers during com-
bat, may develop a condition called post-traumatic stress disorder (PTSD).
This condition was called shell shock during World War I (1914–18) and
battle fatigue during World War II (1939–45). Sufferers of PTSD expe-
rience depression, nightmares, feelings of guilt for having survived, and
flashbacks to the traumatic events. They may be excessively sensitive to
noise and may even become violent.

Until the twenty-first century, scientists believed humans and ani-
mals reacted to stress in a common manner, by preparing to do battle or
to flee. This syndrome is known as “fight or flight.” In 2000, however, a
group of researchers issued a report asserting that females (both human
and animal) often show a different reaction to stress. Instead of aggres-
sion and escape, their reaction is one of nurturing and seeking the sup-
port of others. The researchers believe this response, called “tend and be-
friend,” is the result of either hormonal differences between the sexes or
learning and cultural conditioning experienced long ago in our evolu-
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tionary history. When human were first evolving, the “tend-and-befriend”
response would have reduced the risk to females and their offspring posed
by predators, natural disasters, and other threats.

Stress and illness
Some of the physical signs of stress are a dry mouth and throat; tight

muscles in the neck, shoulders, and back; chronic neck and back prob-
lems; headaches; indigestion; tremors; muscle tics; insomnia; and fatigue.
Emotional signs of stress include tension, anxiety, depression, and emo-
tional exhaustion.

During stress, heart rate quickens, blood pressure increases, and the
body releases the hormone adrenaline, which speeds up the body’s me-
tabolism. If the stress continues over a period of time and the body does
not return to its normal balanced state, the immune system begins to
weaken.

Medical researchers have determined that chronic stress causes the
accumulation of fat, starch, calcium, and other substances in the linings
of the blood vessels. This can lead to atherosclerosis, a condition in which
blood flow through the arteries is obstructed. This condition ultimately
results in heart disease. Other diseases associated with stress are adult di-
abetes, ulcers, high blood pressure, asthma, migraine headaches, cancer,
and the common cold. While both sexes can suffer greatly from stress,
men seem to experience more stress-related illnesses like hypertension
and alcohol and drug abuse.
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Words to Know

Adrenaline: Chemical released from the adrenal gland in response to
stress, exercise, or strong emotions.

Atherosclerosis: Disease of the arteries in which fatty material accu-
mulates on the inner walls of the arteries, obstructing the flow of
blood.

Homeostasis: State of being in balance.

Post-traumatic stress disorder (PTSD): Condition developed as a
response to traumatic events such as those experienced in combat.



Treatments for stress reduction
Some psychiatrists and therapists treat patients suffering from stress

with medications such as antianxiety or antidepressant drugs. Other ther-
apists help patients develop coping strategies to reduce or eliminate stress
from their lives. Some life-style changes are often recommended. These
include adopting a healthy diet, quitting smoking, increasing exercise ac-
tivity, developing relaxation techniques (such as deep breathing and med-
itation), and taking part in group discussions. Knowing the causes of stress
and being able to talk about them are considered important for reducing
or eliminating stress.
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‡�Subatomic particles
Subatomic particles are particles that are smaller than an atom. In 1940,
the number of subatomic particles known to science could be counted on
the fingers of one hand: protons, neutrons, electrons, neutrinos, and
positrons. The first three particles were known to be the building blocks
from which atoms are made: protons and neutrons in atomic nuclei and
electrons in orbit around those nuclei. Neutrinos and positrons were some-
what peculiar particles discovered outside Earth’s atmosphere and of un-
certain origin or significance.

That view of matter changed dramatically over the next two decades.
With the invention of particle accelerators (atom-smashers) and the dis-
covery of nuclear fission and fusion, the number of known subatomic par-
ticles increased. Scientists discovered a number of particles that exist at
energies higher than those normally observed in our everyday lives: sigma
particles, lambda particles, delta particles, epsilon particles, and other par-
ticles in positive, negative, and neutral forms. By the end of the 1950s,
so many subatomic particles had been discovered that some physicists re-
ferred to their list as a “particle zoo.”

The quark model
In 1964, American physicist Murray Gell-Mann (1929– ) and Swiss

physicist George Zweig (1937– ) independently suggested a way out of
the particle zoo. They suggested that the nearly 100 subatomic particles
that had been discovered so far were not really elementary (fundamental) 
particles. Instead, they suggested that only a relatively few elemen-
tary particles existed, and the other subatomic particles that had been 
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discovered were composed of various combinations of these truly ele-
mentary particles.

The truly elementary particles were given the names quarks and lep-
tons. Each group of particles, in turn, consists of six different types of
particles. The six quarks, for example, were given the rather fanciful
names of up, down, charm, strange, top (or truth), and bottom (or beauty).
These six quarks could be combined, according to Gell-Mann and Zweig,
to produce particles such as the proton (two up quarks and one down
quark) and the neutron (one up quark and two down quarks).
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Words to Know

Antiparticles: Subatomic particles similar to the proton, neutron,
electron, and other subatomic particles, but having one property (such
as electric charge) opposite them.

Atomic mass unit (amu): A unit of mass measurement for small 
particles.

Atomic number: The number of protons in the nucleus of an atom.

Elementary particle: A subatomic particle that cannot be broken down
into any simpler particle.

Energy levels: The regions in an atom in which electrons are most
likely to be found.

Gluon: The elementary particle thought to be responsible for carrying
the strong force (which binds together neutrons and protons in the
atomic nucleus).

Graviton: The elementary particle thought to be responsible for carry-
ing the gravitational force.

Isotopes: Forms of an element in which atoms have the same number
of protons but different numbers of neutrons.

Lepton: A type of elementary particle.

Photon: An elementary particle that carries electromagnetic force.

Quark: A type of elementary particle.

Spin: A fundamental property of all subatomic particles corresponding
to their rotation on their axes.



In addition to quarks and leptons, scientists hypothesized the exis-
tence of certain particles that “carry” various kinds of forces. One of those
particles was already well known, the photon. The photon is a strange
type of particle with no mass that apparently is responsible for the trans-
mission of electromagnetic energy from one place to another.

In the 1980s, three other force-carrying particles were also dis-
covered: the W�, W�, and Z0 bosons. These particles carry certain 
forces that can be observed during the radioactive decay of matter. (Radio-
active elements spontaneously emit energy in the form of particles or 
waves by disintegration of their atomic nuclei.) Scientists have hypothe-
sized the existence of two other force-carrying particles, one that carries
the strong force, the gluon (which binds together protons and neutrons in
the nucleus), and one that carries gravitational force, the graviton.

Five important subatomic particles
For most beginning science students, the five most important sub-

atomic particles are the proton, neutron, electron, neutrino, and positron.
Each of these particles can be described completely by its mass, electric
charge, and spin. Because the mass of subatomic particles is so small, it
is usually not measured in ounces or grams but in atomic mass units (la-
bel: amu) or electron volts (label: eV). An atomic mass unit is approxi-
mately equal to the mass of a proton or neutron. An electron volt is ac-
tually a unit of energy but can be used to measure mass because of the
relationship between mass and energy (E � mc2).

All subatomic particles (indeed, all particles) can have one of three
electric charges: positive, negative, or none (neutral). All subatomic par-
ticles also have a property known as spin, meaning that they rotate on
their axes in much the same way that planets such as Earth do. In gen-
eral, the spin of a subatomic particle can be clockwise or counterclock-
wise, although the details of particle spin can become quite complex.

Proton. The proton is a positively charged subatomic particle with an
atomic mass of about 1 amu. Protons are one of the fundamental con-
stituents of all atoms. Along with neutrons, they are found in a very con-
centrated region of space within atoms referred to as the nucleus.

The number of protons determines the chemical identity of an atom.
This property is so important that it is given a special name: the atomic
number. Each element in the periodic table has a unique number of pro-
tons in its nucleus and, hence, a unique atomic number.

Neutron. A neutron has a mass of about 1 amu and no electric charge.
It is found in the nuclei of atoms along with protons. The neutron is nor-
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mally a stable particle in that it can remain unchanged within the nucleus
for an infinite period of time. Under some circumstances, however, a neu-
tron can undergo spontaneous decay, breaking apart into a proton and an
electron. When not contained with an atomic nucleus, the half-life for this
change—the time required for half of any sample of neutrons to undergo
decay—is about 11 minutes.

The nuclei of all atoms with the exception of the hydrogen-1 iso-
tope contain neutrons. The nuclei of atoms of any one element may con-
tain different numbers of neutrons. For example, the element carbon is
made of at least three different kinds of atoms. The nuclei of all three
kinds of atoms contain six protons. But some nuclei contain six neutrons,
others contain seven neutrons, and still others contain eight neutrons.
These forms of an element that contain the same number of protons but
different numbers of neutrons are known as isotopes of the element.

Electron. Electrons are particles carrying a single unit of negative elec-
tricity with a mass of about 1/1800 amu, or 0.0055 amu. All atoms con-
tain one or more electrons located in the space outside the atomic nucleus.
Electrons are arranged in specific regions of the atom known as energy
levels. Each energy level in an atom may contain some maximum num-
ber of electrons, ranging from a minimum of two to a maximum of eight.

Electrons are leptons. Unlike protons and neutrons, they are not
thought to consist of any smaller particles but are regarded themselves as
elementary particles that cannot be broken down into anything simpler.

All electrical phenomena are caused by the existence or absence of
electrons or by their movement through a material.

Neutrino. Neutrinos are elusive subatomic particles that are created by
some of the most basic physical processes of the universe, like decay of
radioactive elements and fusion reactions that power the Sun. They were
originally hypothesized in 1930 by Swiss physicist Wolfgang Pauli
(1900–1958). Pauli was trying to find a way to explain the apparent loss
of energy that occurs during certain nuclear reactions.

Neutrinos (“little neutrons”) proved very difficult to actually find in 
nature, however. They have no electrical charge and possibly no mass. They
rarely interact with other matter. They can penetrate nearly any form of mat-
ter by sliding through the spaces between atoms. Because of these proper-
ties, neutrinos escaped detection for 25 years after Pauli’s prediction.

Then, in 1956, American physicists Frederick Reines and Clyde
Cowan succeeded in detecting neutrinos produced by the nuclear reactors
at the Savannah River Reactor. By 1962, the particle accelerator at
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Brookhaven National Laboratory was generating enough neutrinos to con-
duct an experiment on their properties. Later, physicists discovered a sec-
ond type of neutrino, the muon neutrino.

Traditionally, scientists have thought that neutrinos have zero mass
because no experiment has ever detected mass. If neutrinos do have a
mass, it must be less than about one hundred-millionth the mass of the
proton, the sensitivity limit of the experiments. Experiments conducted
during late 1994 at Los Alamos National Laboratory hinted at the possi-
bility that neutrinos do have a very small, but nonzero, mass. Then in
1998, Japanese researchers found evidence that neutrinos have at least a
small mass, but their experiments did not allow them to determine the ex-
act value for the mass.

In 2000, at the Fermi National Accelerator Laboratory near Chicago,
a team of 54 physicists from the United States, Japan, South Korea, and
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Greece detected a third type of neutrino, the tau neutrino, considered to
be the most elusive member of the neutrino family.

Positron. A positron is a subatomic particle identical in every way to
an electron except for its electric charge. It carries a single unit of posi-
tive electricity rather than a single unit of negative electricity.

The positron was hypothesized in the late 1900s by English physi-
cist Paul Dirac (1902–1984) and was first observed by American physi-
cist Carl Anderson (1905–1991) in a cosmic ray shower. The positron
was the first antiparticle discovered—the first particle that has properties
similar to protons, neutrons, and electrons, but with one property exactly
the opposite of them.

[See also Antiparticle; Atom; Electron]

‡�Submarine
A submarine is a ship capable of operating underwater. Because its great
advantage is its ability to stay hidden, the submarine has developed as a
tool of warfare.

In 1578, in his book Inventions or Devices, William Bourne de-
scribed a ship with two hulls (bodies), one made of wood, the other of
leather. According to Bourne, the ship could be submerged or raised by
taking in or expelling water from between the double hulls.

The first known submarine to be built was by Dutch inventor Cor-
nelius Drebbel. It consisted of greased leather over a wooden framework.
It was propelled either on or beneath the surface by eight oars sealed
through the sides with leather flaps. During a demonstration for English
king James I in 1620, Drebbel’s vessel was successfully piloted just un-
der the surface of the Thames River in London. However, it did not make
deep descents.

During the American Revolution (1776–81), American inventor
David Bushnell built a one-man submarine called the Turtle. It was 6 feet
(2 meters) tall and resembled a slightly squashed egg. It had two hand-
cranked screw propellers, a hand-operated control lever connected to the
rudder, foot-operated pumps to let water in or send it out (to submerge
or surface), and a control panel. The Turtle also had a large explosive at-
tached to it in the hopes the operator could maneuver under an enemy
ship, screw the explosive into the ship’s hull, and depart before the ex-
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plosive’s timing device discharged it. On its only test mission, the Turtle
failed to sink its target.

Robert Fulton
Perhaps the most successful early submarine was designed by Amer-

ican inventor Robert Fulton. He lived in an age of naval battles, but hated
war. Fulton hoped that a device that could make warships ineffective
would end war altogether. In 1801, he built a 21-foot (6-meter) vessel
with a two-bladed propeller, which he called Nautilus. After he was un-
able to interest both the French and English governments in his idea, Ful-
ton abandoned the submarine project, returned home, and went on to pro-
duce his famous steamboats in the United States.

After the American Civil War (1861–65), designers sought alterna-
tives to human-powered propulsion for submarines. Several systems
proved unsuitable; for instance, steam engines made the craft unbearably
hot and an electric battery could not be recharged at sea.

In the late 1890s, Irish-born American John Holland solved these
problems by adding a second power source, the gasoline engine, to the
batteries then in use. Because it needed oxygen, the gasoline engine could
not be used while a submarine was underwater. When the ship was above
water, its engine could provide propulsion and charge the batteries used
while the ship had been submerged. Holland’s vessels incorporated many
of the features found in modern submarines: a powerful engine, advanced
control and balancing systems, and a circular-shaped hull to withstand
pressure. The United States Navy accepted his submarine, the U.S.S. Hol-
land, in 1900.

Periscopes and diesel engines
Around this time, two other improvements were introduced. Inven-

tor Simon Lake created the first periscope specifically for submarines. A
periscope is a vertical telescope that provides a magnified view and a wide
angle of vision. In the 1890s, Rudolf Diesel invented an engine that was
fired by compression rather than an electric spark. The diesel engine was
more economical than the gasoline engine and its fumes were much less
toxic (poisonous) and volatile (explosive). This new engine became es-
sential to all submarines until nuclear power was introduced as a means
of propulsion in the 1950s.

In World War II (1939–45), submarines played a large role in Ger-
many’s repeated attacks on Allied (English, American, and French) ships.
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Meanwhile, American submarines crippled the Japanese by sinking nearly
1,400 merchant and naval ships. During this time, the snorkel was de-
veloped. It was a set of two fixed air pipes that projected from the sub’s
topside. One tube brought fresh air into the vessel, and the other vented
engine exhaust fumes. Now a sub could stay hidden below the surface
when running on its diesel engine and recharging its batteries.

Nuclear power
The greatest modern advance in submarine technology was the in-

troduction of nuclear power. With the encouragement of U.S. Navy cap-
tain Hyman Rickover, American inventors designed the U.S.S. Nautilus,
the first nuclear-powered submarine. Launched in 1955, the U.S.S. Nau-
tilus carried a reactor in which controlled nuclear fission provided the heat
that converted water into steam for turbines. With this new power source,
the submarine could remain underwater indefinitely and cruise at top
speed for any length of time required.

However, the traditional needlelike shape proved inefficient for such
a submarine. A new teardrop design was introduced in the United States.
Vessels with this improved shape easily drove through the water at speeds
of 35 to 40 knots (about 40 to 46 miles or 64 to 74 kilometers) per hour.
The U.S. Navy later adopted this shape for its submarines.

[See also Diesel engine; Nuclear power]
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‡�Succession
Succession is a process of ecological change in which a series of natural
communities are established and then replaced over time. Ecologists (sci-
entists who study the relationships of organisms with their living and non-
living environment) generally recognize two kinds of succession, primary
succession and secondary succession. Primary succession takes place on an
area that is originally completely empty of life. As an example, an area that
has been covered by a flow of lava has, for a time, no life at all on it. Over
a period of time, however, various kinds of organisms begin to grow in the
area. Over time, the variety of life-forms changes as succession continues.

Secondary succession is far more common. It occurs in an area where
life once existed but has then been destroyed. For example, imagine a for-
est that has been destroyed by a wildfire. Again, for a period of time, no
living organisms may exist in the area. Before long, however, certain types
of plants begin to reappear. And, as with primary succession, the nature
of the plant communities gradually change over time.

The stages in ecological succession
The changes that take place during any form of succession depend

on a variety of environmental factors, such as the amount of moisture,
temperature, and wind. One possible scenario for primary succession
might begin with the appearance of simple plants, such as lichens and
mosses. Such plants are able to spring up in tiny cracks in the rocks in
which water and dissolved minerals collect.

When these pioneer plants die, they decompose and begin to form
soil in which other, more complex plants can begin to grow. The second
stage of plants might consists of grasses, herbs, and small shrubs. A char-
acteristic of these plants is that they devote a great deal of energy pro-
ducing huge numbers of seeds. They may live only one year, and spend
the greatest part of their energy to ensuring that offspring will arise the
following year. Species of this kind are known as opportunist species.
Grasses are a common example of opportunist species.

Plants that make up the early stages of succession also die, decom-
pose, and contribute to the growing layer of soil. This process takes place
over hundreds or thousands of years, however. Eventually, the soil is able
to support more complex plants, such as larger shrubs and small trees in-
cluding aspen, black spruce, and jack pine. These plants gradually take
over from earlier communities since they are taller, have more leaves, and
can capture more sunlight that was originally captured by simpler plants.
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In the final stages of succession, taller trees begin to grow. They, in
turn, block out the sunlight needed by smaller trees and replace them. The
final stage of ecological succession is known as a climax community. A
climax community in the scenario outlined here might consist of birch,
white spruce, and balsam fir.

Secondary succession
The general trends that take place during secondary succession are

similar to those for primary succession. Imagine that a forest has been
cleared for agriculture and then abandoned at a later date. In this case, a
pioneer community consisting of lichens and mosses is not needed. Soil,
rich or not, is already available.

In such a case, the first plants to reappear might be annual (living
one year) weeds, such as crabgrass. At a somewhat later date, the weedy
community might be replaced by perennial (those that live year after year)
weeds, and then by shrubs, a pine forest, and finally a mature forest con-
sisting of oaks, maples, elms, and other large, long-living trees.

As succession goes forward, the nature of plant communities changes
significantly. Instead of sending out many seeds each year, as in a pio-
neer community, trees in more mature communities devote their energies
to sending out roots, branches, leaves, and other structures. Indeed, as
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Words to Know

Climax community: A relatively stable ecosystem characterized by
large, old trees that marks the last stage of ecological succession.

Ecosystem: An ecological community, including plants, animals, and
microorganisms, considered together with their environment.

Opportunist species: Plant species with short life-spans that devote
most of their energy to producing seeds.

Pioneer plants/communities: Plants or communities that are the first
to be established in an area previously empty of life.

Primary succession: Succession that takes place on an area that was
originally completely empty of life.

Secondary succession: Succession that occurs in an area where life
once existed but has then been destroyed.



they grow larger and create more shade, they actually prevent the germi-
nation (first life stages) and growth of their own seeds and seedlings.

Climax community
Ecologists refer to the final, highest stage of ecological develop-

ment in an area as the area’s climax community. That terms refers to a
relatively stable community that is environmentally balanced. Climax
communities are more a theoretical than a real concept. Certainly it is
possible to recognize in old-growth communities areas that change rela-
tively slowly compared to the earlier, more dynamic stages of succession.
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However, change in ecological communities is a universal phenomenon.
Thus, even the climax state cannot be regarded as static.

For example, even in old-growth communities succession on a small
scale is always occurring. That succession may involve the death of in-
dividual trees and the growth of new ones. As environmental conditions
change, even climax communities themselves continue to evolve.

‡�Sudden infant death
syndrome (SIDS)

Sudden infant death syndrome (SIDS) is the term used to describe the
sudden and unexplained death of an apparently healthy infant. This un-
predictable and unpreventable phenomenon is the leading cause of death
in babies less than one year old and strikes infants of all ethnic or eco-
nomic backgrounds. Several theories exist but none can fully explain it
or stop it from happening.

SIDS in history
The sudden death of a baby while sleeping, although tragic, is noth-

ing new. It has a history of at least 2,000 years and is even mentioned in
the Bible. In First Kings, the story is told of how King Solomon judged
who was the real mother of a surviving child. The child’s dead sibling
was thought to have “died in the night because she overlaid it.” “Over-
laying” or the accidental suffocation of an infant by an adult who rolled
on the baby while sleeping was for centuries thought to be the only rea-
sonable explanation for an apparently healthy infant going peacefully to
sleep and never waking up. In ancient Egypt, a mother who was judged
to be responsible for doing this was sentenced to hold the dead infant for
three days and nights. The first known medical textbook written during
the second century A.D. by Greek physician Soranus of Ephesus instructs
mothers and wet-nurses (female servants who were nursing or breast feed-
ing their own child and who also would nurse the baby of their mistress
or employer) never to sleep with infants in case they should accidentally
fall asleep on the baby and somehow suffocate it.

References to “overlaying” are known to exist throughout the cen-
turies, and it appears again and again in church records and doctors’
records. It is even found in records from the Plymouth colony in New
England where it was called “stifling.” The question of whether a baby
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had been killed deliberately by an adult was always in the background,
and often authorities would have to judge the fate of parents whose healthy
infant died suddenly and therefore suspiciously.

Nineteenth-century doctors naturally tried to explain scientifically
these sudden deaths of babies, and one of the first such explanations was
that the infant suffered from some sort of respiratory ailment. By the be-
ginning of the twentieth century, sleep apnea (pronounced AP-nee-uh), in
which a baby stops breathing for some reason but does not start up again,
was considered a cause. By the 1930s, the role of infection was being con-
sidered, and by the 1940s, most American mothers were no longer taking
their children to bed with them for fear of accidentally smothering them.

International attention
The first modern study of any and all of the factors that might be

involved in a case of sudden infant death was done in 1956. By the late
1950s, many thought that such death was caused by some sort of abnor-
mal function of the baby’s breathing reflex.
During the 1960s, many new theories were of-
fered, such as a hypersensitivity to milk, an ab-
normal heartbeat, or some form of hypoxia (pro-
nounced hi-POCKS-ee-uh), which is a lack of
oxygen. In 1963, the first international confer-
ence on sudden infant death was held in Seat-
tle, Washington, which produced not only more
theories but also increased awareness on the part
of the public. It was at the second international
conference that a definition was agreed upon
and the condition came to be named SIDS. The
definition also stressed that all possible known
causes must have been ruled out by an autopsy,
a death scene investigation, and a careful review
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Apnea: Cessation of breathing.

Hypoxia: A deficiency of oxygen reaching the tissues of the body.

Congenital anomalies
Pre-term/Low birthweight
Sudden Infant Death Syndrome (SIDS)
Respiratory Distress Syndrome
Problems related to complications of pregnancy
Complications of placenta, cord, and membrane
Accidents
Perinatal infections
Pneumonia/Influenza
Intrauterine hypoxia and birth asphyxia

TEN LEADING CAUSES OF
INFANT DEATH (U.S.)

Source: Monthly Vital Statistical Report, 46, no. 1
Supplement, 1996.

(Reproduced by permission of

Stanley Publishing.)



of the medical history. These guidelines are still followed today. During
1972, the issue of SIDS received even more attention as the United States
Congress held hearings on the subject and increased funding for research.

SIDS victims
Despite this history and attention, it is nonetheless still true that in

the U.S., more children die of SIDS in one year than die of cancer,
leukemia, heart disease, cystic fibrosis, and child abuse combined. SIDS
is, therefore, the leading killer of children between one week and one year
of age. What physicians know about SIDS is more of a description than a
real understanding. They know that it occurs to infants up to one year old,
but most often between the ages of two and four months. It occurs during
sleep and strikes without warning. It may occur a few minutes after a baby
is put down for the night or after sleeping all night. It has even happened
to a sleeping baby in a parent’s arms. It affects all types of children in all
types of families, and has no relation to ethnicity or income level. How-
ever, for some reason, African-American infants die of it twice as often as
white infants. Males babies are 50 percent more likely to die of SIDS than
females, but neither parents nor doctors can tell which babies will die.

Risk factors
Although no specific cause is yet known, researchers have put to-

gether a typical case of what does happen when SIDS strikes. They now
believe that certain babies are more at risk than others, and that babies
born with one or more conditions can make them especially vulnerable
to the normal stresses that all babies experience. Some of these risk fac-
tors are stress caused by infection, a birth defect, or a failure to develop.
Other factors that are believed to increase vulnerability are premature
birth, low birth weight, a sibling who died of SIDS, or babies who have
a twin. Other external factors that seem to matter include cigarette smok-
ing or drug use by the mother during pregnancy as well as other medical
complications she may have experienced while pregnant. Finally, statis-
tics show that babies who are breast-fed are less likely to die suddenly
than those who were bottle fed. The very number of these factors points
out how little modern science knows about this syndrome.

Search for a cause
As to what causes SIDS, two major theories best exemplify the hun-

dreds of theories already proposed. One of these says that SIDS happens
to normal, healthy babies who have something go wrong with them be-
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cause of the fact that they are developing so rapidly. This notion of SIDS
as a developmental phenomenon argues that because a baby’s brain is
growing so quickly during its first six months, there is the possibility that
it may send an abnormal or wrong message to a critical organ system.
For example, it might tell the throat to “close off” instead of “open up”
after a breath. The other major theory says that babies who die from SIDS
were basically not healthy infants, and that some condition predisposed
them to it. This idea says that the baby’s developmental experience in the
womb before it was born may have made it more at risk. Like the other
theory, this theory also focuses on the brain, but argues that it is signifi-
cant that many SIDS victims have subtle or minor brain abnormalities in
the part of the brain that affects sleep.

Over a long period of time, the number of SIDS deaths has tended
to remain roughly the same (about 4,000 a year), although starting in 1993
the rate of SIDS decreased some 30 percent. This is thought to be the re-
sult of a 1992 effort to educate parents to the fact that infants who sleep
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on the stomachs are more at risk than those who sleep on their backs. It
is now standard practice for doctors to tell new parents that normal ba-
bies should sleep face up during the first six months of life.

The death of any child is a terrible thing, but when it occurs with
such suddenness and with no forewarning, it can be devastating to the
survivors. Often, parents cannot rid themselves of guilt feelings that some-
how they were to blame or that they could have done something to pre-
vent it. Fortunately, there are many support groups available for both par-
ents and siblings of a SIDS victim, many of whom feel so bad they become
psychological victims themselves. With all the attention and research that
SIDS is attracting, the rate of the syndrome may be falling. However, be-
cause SIDS is still so unpredictable, researchers must continue their work
to seek a cause. Many believe that when SIDS is finally understood, it
will have more than one simple explanation.

‡�Sun
The Sun, the star at the center of our solar system, is an average-sized,
middle-aged star. It is a gas ball made mostly of hydrogen and helium,
with a small amount of carbon, nitrogen, oxygen, and trace amounts of
heavy metals. The Sun is roughly 865,000 miles (1,392,000 kilometers)
in diameter, about 109 times the diameter of Earth. The Sun, so large that
more than 1.3 million Earths could fit inside of it, accounts for about 99.8
percent of the mass of the solar system.

Because the Sun is a gas ball, the rate of its rotation about its axis
varies—it spins faster around its equator than around its poles. At its equa-
tor, it completes one rotation in about 25 Earth days. At its poles, one ro-
tation takes place about every 35 Earth days. The Sun’s surface gravity
is almost 28 times that of Earth. Its gravitational attraction holds all the
planets, comets, and other solar system bodies in their orbits.

The solar core
The Sun’s core is located about 312,000 miles (502,000 kilometers)

below the surface. With a diameter of 240,000 miles (386,160 kilome-
ters), the core accounts for only about 3 percent of the Sun’s volume. Yet
it is so dense that it contains about 60 percent of the Sun’s mass.

The temperature in this dense area is an incredible 27,000,000°F
(15,000,000°C). It is here that nuclear fusion, the Sun’s heat-producing
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process, takes place. Under tremendous pressure and heat, two hydrogen
nuclei are combined to form one helium nucleus, releasing a tremendous
amount of energy in the process. The amount of helium found in the Sun
indicates that the fusion of hydrogen to helium must have been going on
for about 4.5 billion years. Scientists estimate that the Sun has enough
hydrogen to continue producing energy for about 5 billion more years.

Enveloping the core is a region called the radiative zone, in which
heat is dispersed into the surrounding hot plasma (a substance made of
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Words to Know

Chromosphere: Glowing layer of gas that makes up the middle atmos-
pheric layer of the Sun.

Convection zone: Outermost one-third of the solar interior where heat
is transferred from the core toward the surface via slow-moving gas
currents.

Core: Central region of the Sun where thermonuclear fusion reactions
take place.

Corona: Outermost and hottest layer of the solar atmosphere.

Flare: Temporary bright spot that explodes on the Sun’s surface.

Granules: Earth-sized cells covering the Sun’s surface that transfer hot
gas from the Sun’s interior to its outer atmospheric layers.

Nuclear fusion: Nuclear reactions that fuse two or more smaller atoms
into a larger one, releasing huge amounts of energy in the process.

Photosphere: Innermost layer of solar atmosphere that constitutes the
Sun’s surface and where most of the visible light is emitted.

Plages: Bright hydrogen clouds on the surface of the Sun that are hot-
ter than their surrounding area.

Prominence: High-density cloud of gas projecting outward from the
Sun’s surface.

Radiative zone: Central two-thirds of the solar interior.

Solar wind: Electrically charged subatomic particles that flow out from
the Sun.

Sunspot: Cool area of magnetic disturbance that forms a dark blemish
on the surface of the Sun.



ions [electrically charged particles] and electrons). Above the radiative
zone is the convection zone, where heat is carried toward the surface by
slow-moving gas currents. The temperature at the surface of the Sun is
about 6,000°F (3,315°C).

The Sun’s atmosphere
The atmosphere of the Sun consists of three general layers: the pho-

tosphere, the chromosphere, and the corona. Since these layers are com-
posed of gases, no sharp boundaries mark the beginning of one layer and
the end of another.

Photosphere. The photosphere, the innermost layer of the Sun’s at-
mosphere, is a few hundred miles thick and has a temperature of about
10,800°F (6,000°C). When gas currents in the convection zone reach the
photosphere, they release the heat they carry, then cycle back toward the
center of the Sun to be reheated. The photosphere is covered with cells
in which this heat transfer occurs. These cells, called granules, are Earth-
sized chunks that constantly change size and shape.

Another feature of the photosphere is the presence of sunspots, dark
areas that may exceed Earth in size. A sunspot has two components: a
small, dark featureless core (the umbra) and a larger, lighter surrounding
region (the penumbra). Sunspots vary in size and tend to be clustered in
groups. They are magnetic storms caused by the transfer of heat stirring
up the weak magnetic field lying beneath them. They are dark because
they are 2,700°F (1,500°C) cooler than the surrounding area.

Chromosphere. Beyond the photosphere lies the chromosphere, an-
other region through which heat and light pass from the inner layers to
space. It is around 1,200 to 1,900 miles (1,930 to 3,060 kilometers) thick.
At its greatest distance from the Sun’s surface, the chromosphere has a
temperature of about 180,000°F (100,000°C). This atmospheric layer is
punctuated with plages and flares. Plages are bright patches that are hot-
ter than their surroundings. Solar flares are sudden, temporary outbursts
of light that extend from the outer edge of the chromosphere into the
corona, the next layer. They produce an incredible amount of energy in
only five to ten minutes. A flare can accelerate solar particles to nearly
the speed of light. The largest flares generate enough energy to supply
the United States’s needs for 100,000 years.

Corona. The chromosphere merges into the outermost part of the Sun’s
atmosphere, the corona. The weak light emitted by the corona (about one-
half the light of a full moon) is usually overpowered by the light of the
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photosphere and therefore is not detectable. During a solar eclipse, how-
ever, the Moon blocks the light of the photosphere and the corona can be
seen shining around it.

The corona is the thinnest part of the atmosphere. It consists of 
low-density gas and is peppered with prominences. Prominences are 
high-density clouds of gas projecting outward from the Sun’s surface into
the inner corona. They can be more than 100,000 miles (161,000 kilo-
meters) long and maintain their shape for several months before break-
ing down. The corona extends out into space for millions of miles. As its
distance from the Sun increases, so does its temperature, to an incredible
3,600,000°F (2,000,000°C). Astronomers believe that the corona’s energy
may emanate from spectacular pillars of fiery gas near the Sun’s surface,
at the bottoms of looping arches of magnetic fields (like those produced
by a bar magnet) that stretch for hundreds of thousands of miles above
the surface. Hot gases seem to explode upward along the magnetic fields
and heat the rest of the corona.
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At its farthest reaches, the corona becomes the solar wind, a stream
of charged particles (mainly free protons and electrons) that flows through-
out the solar system and beyond. When the solar wind reaches Earth, the
protons and electrons are flowing along at speeds up to 620 miles (1,000
kilometers) per second. Little of the solar wind reaches Earth’s atmos-
phere because the charged particles are deflected by the planet’s magnetic
field. The particles that do get through spiral down toward the north and
south magnetic poles where they collide with oxygen and nitrogen mole-
cules present in the upper atmosphere. As a result of this collision, the
molecules become ionized (electrically charged) and emit the shimmer-
ing, green or red curtains of light known as auroras (aurora borealis in the
Northern Hemisphere and aurora australis in the Southern Hemisphere).

Solar activity cycle
The solar activity cycle is the periodic variation in active features

such as sunspots, prominences, and flares in the Sun’s atmosphere and
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on its visible surface. Sunspot activity generally follows an 11-year cy-
cle from the time when the number of sunspots is at a maximum to the
next. During Solar Max or solar maximum, the Sun’s magnetic north and
south poles flip or reverse. Also accompanying the variations in sunspot
number are corresponding changes in prominences and flares. An increase
in all of these solar activities increases the solar wind and other matter
ejected by the Sun. This, in turn, increases the appearances of auroras in
Earth’s atmosphere and also causes radio communication interference.

In April 2001, at the peak of the Sun’s solar activity cycle, a solar
flare erupted from the surface of the Sun near a giant sunspot that was
14 times as large as Earth. According to scientists, the flare was more
powerful than any detected in the previous 25 years. Most of the blast
was directed away from Earth. Still, two days after the flare erupted, lu-
minous arcs, streamers, veils, rays, and curtains of light were seen in the
night sky above Earth. Fortunately, sensitive electrical and communica-
tions systems were spared.

The Sun’s end
About 5 billion years from now, the Sun will have used up all of its

hydrogen fuel and will swell into a red giant, taking on a reddish color
as its temperature begins to drop. Because the Sun will shed a great deal
of its mass, Earth may be lucky enough to escape being swallowed up in
its outer atmosphere, a 3,000°F (1,650°C) plasma. Even though Earth’s
orbit will be pushed slowly out into the solar system, the oceans will boil
off, the atmosphere will evaporate, and the crust may melt. Earth will be
a burnt ember. Eventually, the Sun’s atmosphere will float away, leaving
only a glowing core called a white dwarf that will cool for eternity.

[See also Nuclear fusion; Solar system; Star; Stellar magnetic
fields]

‡�Superconductor
A superconductor is a material that exhibits no resistance to the flow of
an electric current. Once a flow of electrons is started in such a material,
that flow continues essentially forever.

Superconductivity is an unheard-of property in materials at or near
room temperatures. All substances that conduct an electric current—cop-
per, silver, and aluminum are among the best conductors—exhibit at least
some resistance to the flow of electrons. This resistance is somewhat 
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similar to the friction that one observes in sliding a smooth wooden block
across a smooth wooden floor.

Resistance is, in most cases, an undesirable property for conductors.
When an electric current is passed through a wire, for example, some of
the energy represented by that current is wasted in overcoming the resis-
tance of the wire. Only a fraction, even if it is a large fraction, of the en-
ergy can actually be put to useful work.

Superconducting materials have the potential for revolutionizing
electrical devices. Since they do not resist the flow of an electric current,
all the energy represented by that flow can be used for practical purposes.

History
The story of the development of superconducting materials is an es-

pecially interesting one. Superconductivity was first discovered by Dutch
physicist Heike Kamerlingh Onnes (1853–1926) in 1911. While studying
the properties of materials near absolute zero (0 K, �273°C, or �459°F),
Kamerlingh Onnes found that some materials lose all resistance to the
flow of electric current at these temperatures.

Kamerlingh Onnes’s discovery was, for more than 70 years, a sub-
ject of purely theoretical interest. As useful as superconducting materials
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Words to Know

Absolute zero: The temperature at which all atomic and molecular
motion ceases. Absolute zero is about 0 K (Kelvin), �273°C, or �459°F.

Cryogenics: The production of very low temperatures and the study of
the properties of materials at those temperatures.

Electric current: A flow of electrons.

Electrical resistance: The property of a material that opposes the flow
of an electric current.

Electromagnetism: A form of magnetic energy produced by the flow of
an electric current through a metal core.

Particle accelerator: A device for accelerating subatomic particles to
very high speeds for the purpose of studying the properties of matter
at very high energies.



would be in the everyday world, no one was able to find a way to pro-
duce that effect at temperatures much above absolute zero.

Then, in 1986, a remarkable breakthrough was reported. Karl Alex
Müller (1927– ) and Georg Bednorz (1950– ), two physicists working at
the IBM Research Division in Zurich, Switzerland, found a material that
becomes superconducting at a temperature of 35 K (�238°C). Within an
amazingly short period of time, news of other high-temperature super-
conducting materials had been announced. In 1987, for example, a team
led by Chinese-American physicist Paul Ching-Wu Chu announced the
discovery of a material that becomes superconducting at a temperature of
92 K (�181°C). Shortly thereafter, materials with superconducting tem-
peratures as high as 150 K (�123°C) also were announced.

It may seem strange to call a temperature of 92 K a high tempera-
ture. The reason for that choice of terms is that the liquid most commonly
used for cryogenic (low temperature) research is liquid nitrogen, with a
boiling point of 77 K. The technology for making and storing liquid ni-
trogen is now well advanced. Many industrial operations can be conducted
quite easily at temperatures this low.

Thus, finding a material that becomes superconducting at tempera-
tures greater than 77 K means that such materials can be produced 
and used very easily. Chu’s breakthrough converted the subject of 
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superconductivity from one of theoretical interest to one that could be 
applied to practical electrical problems.

Applications
The applications for superconducting materials fall into two general

categories: electronics and magnets. All electronic devices will operate
more efficiently if they are made from superconducting materials rather
than from ordinary conducting materials. However, given the fact that
those materials have to be kept at the temperature of liquid nitrogen, those
applications have only a limited commercial application so far.

The situation is very different with magnets. The most powerful mag-
nets are electromagnets—magnets that owe their magnetic properties to the
flow of electric current through a metal core. The traditional way to make
a more powerful magnet is to make the metal core larger and larger. The
problem with this approach, however, is that the core needed to make very
powerful magnets is larger than can be used on a practical basis. Using su-
perconducting materials, however, the flow of electric current is more ef-
ficient, and a more powerful magnet can be made with a smaller metal core.

Perhaps the most famous application of superconducting magnets
was the Superconducting Super Collider (SSC). The SSC was a machine
designed to be used as a particle accelerator, or atom-smasher, an instru-
ment to be used for the study of subatomic particles (particles smaller than
an atom). The U.S. Congress approved the construction of the SSC in 1987
and funded the early stages of its construction. Seven years later, Con-
gress canceled the project because of its escalating costs. The only reason
the SSC was practical at all, however, was that the enormous magnets it
needed for its operation could be made from superconducting materials.

[See also Cryogenics; Electrical conductivity; Electric current;
Electromagnetism]

‡�Supernova
Ancient astronomers assigned the word nova, Latin for “new,” to any
bright star that suddenly appeared in the sky. They called an extremely
bright new star a supernova.

Modern astronomers now know that a supernova, one of the most
violent events in the universe, is the massive explosion of a star. Only
relatively large stars (those having 1.5 times the mass of our Sun or more)
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explode in supernovae at the end of their lives. Once a star has used up
all its nuclear fuel, it begins to collapse in on itself. During this process,
energy is released and the outer layers of the star are pushed out. These
layers are large and cool, and the star at this point is considered a red gi-
ant. The star continues to expand, however, and soon explodes outward
with great force. As a result of the explosion, the star sheds its outer at-
mospheric layers and shines more brightly than the rest of the stars in the
galaxy put together.

What happens next depends on the original mass of the star. Stars up
to three times the mass of the Sun end up as densely packed neutron stars
or pulsars (rapidly rotating stars that emit varying radio waves at precise
intervals). Stars more than three times the mass of the Sun collapse, in the-
ory, to form a black hole (an infinite abyss from which nothing can escape).

The formation of a supernova
Astronomers did not know what causes a star to explode in a 

super nova until the 1939, when Indian-born American astrophysicist 
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Words to Know

Black hole: Remains of a massive star that has burned out its nuclear
fuel and collapsed under tremendous gravitational force into a single
point of infinite mass and gravity.

Chandrasekhar’s limit: Theory that determines whether an exploding
supernova will become either a neutron star or a black hole depending
on its original mass.

Neutrino: High-energy subatomic particle with no electrical charge and
no mass, or such a small mass as to be undetectable.

Neutron star: Extremely dense, neutron-filled remains of a star follow-
ing a supernova.

Nuclear fusion: Merging of two hydrogen nuclei into one helium
nucleus, with a tremendous amount of energy released in the process.

Pulsar: Rapidly spinning, blinking neutron star.

Radio waves: Electromagnetic radiation, or energy emitted in the form
of waves or particles.



Subrahmanyan Chandrasekhar (1910–1995) pieced together the sequence
of events leading up to a supernova. He also calculated a figure for the
mass of a star (known as Chandrasekhar’s limit) that would determine if
it would end up as a neutron star or a black hole.

Various theories have been proposed to explain the reasons a star
explodes outward while collapsing inward. One theory is that the explo-
sion is caused by a final burst of uncontrolled nuclear fusion. A more 
recent theory is that the explosion is due to the ejection of a wave of 
high-energy subatomic particles called neutrinos (electrically neutral 
particles in the lepton family). The neutrino theory gained greater accep-
tance following the 1987 supernova in the Large Magellanic Cloud, our
galaxy’s closest companion. Just before the supernova came into view, a
surge of neutrinos was detected in laboratories around the world. This su-
pernova, called Supernova 1987A, was the first visible to the naked eye
since 1604.

[See also Star; White dwarf]
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‡�Surgery
Surgery is the treatment of disease or injury by cutting into the body to
repair or remove the injured or diseased body part. Surgery is usually per-
formed by surgeons in the operating room of a hospital or clinic.

Ancient surgeons
Surgery has been performed since ancient times. The earliest surgi-

cal operations were circumcision (removal of the foreskin of the penis)
and trepanation (cutting a hole in the skull for the release of pressure or
“demons”). Stone Age skulls bearing holes from trepanning have been
found around the world. The ancient Egyptians practiced surgery as early
as 2500 B.C. using sharp instruments made of copper. The ancient Hin-
dus of India excelled at surgery, performing tonsillectomies, plastic
surgery, and removal of bladder stones and cataracts (a clouding of the
lens of the eye). The Greeks and Romans used a variety of instruments,
including forceps, knives, probes, and scalpels, to operate on wounds and
amputate limbs.

During the Middle Ages (400–1450), medical knowledge slowed,
and those performing operations, called barber-surgeons, often possessed
little education or skill. Without knowledge of antisepsis (techniques to
prevent infection), surgery was extremely risky and often resulted in com-
plications or death of the patient.

After the Middle Ages, efforts were made to elevate the status of
surgery to a level of some prestige and professionalism. Instrumental in
this effort was the great French surgeon Ambroise Paré (1517–1590). Paré
introduced the use of ligature (material such as thread or wire) for the 
tying of blood vessels to prevent excessive bleeding during amputations.
His medical writings, which include information on anatomy and discus-
sion of new surgical techniques, greatly influenced his fellow barber-
surgeons and advanced the surgical profession.

Era of modern surgery
The era of modern surgery began in the nineteenth century with 

the introduction of anesthesia (techniques to lessen pain), antiseptic meth-
ods, and sterilization of instruments. The discovery of the X ray in 1895
gave surgeons an invaluable diagnostic tool. X rays are a form of radia-
tion that can penetrate solids and are used to generate images of bones
and other tissues. Diagnoses using X rays were followed by diagnoses 
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using ultrasound, computerized axial tomography (CAT) scanning, and
magnetic resonance imaging (MRI).

Surgery advances in the twentieth century include techniques for
performing blood transfusions, brain and heart operations (such as bypass
surgery and valve replacement), organ transplantation, microsurgery, and
laser surgery. Microsurgery allows surgeons to perform precise, delicate
operations on various body structures while viewing the surgical area
through a microscope. Lasers, high-intensity beams of light focused at
targeted tissues, are used to treat eye disorders, break up kidney stones
and tumors, and remove birthmarks, wrinkles, and spider veins.
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Words to Know

Anesthesia: Method of decreasing sensitivity to pain in a patient so
that a medical procedure may be performed.

Barber-surgeon: Name given to often unskilled and uneducated per-
sons who practiced surgery during the Middle Ages.

Computerized axial tomography (CAT scan): An X-ray technique in
which a three-dimensional image of a body part is put together by
computer using a series of X-ray pictures taken from different angles
along a straight line.

Endoscope: Instrument for examining internal body cavities or 
organs.

Laser: A device that sends out a high-intensity beam of light.

Ligature: Material such as thread used to tie a blood vessel or bind a
body part.

Magnetic resonance imaging (MRI): A technique for producing com-
puterized three-dimensional images of tissues inside the body using
radio waves.

Trepanation: The removal of a circular piece of bone, usually from the
skull.

Ultrasound: A diagnostic technique that uses sound waves to produce
an image.

X ray: A form of electromagnetic radiation that can penetrate solids
that are used to generate images of bones and other tissues.



Some types of surgery that previously required extensive cutting
through body tissue can now be accomplished using less invasive tech-
niques. Endoscopic surgery is a method of operating on internal body
structures, such as knee joints or reproductive organs, by passing an in-
strument called an endoscope through a body opening or tiny incision.
Tiny surgical instruments and a miniature video camera, allowing view-
ing of the area to be operated on, are attached to the endoscope.

Plastic surgery, including cosmetic surgery, has flourished in the
twentieth century. Plastic surgery is the reconstruction or repair of dam-
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aged tissue due to injury, birth defects, severe burns, or diseases such as
cancer. Cosmetic surgery is increasingly popular for both men and women
and includes facelifts, breast enlargement and reduction, nose reshaping,
and liposuction (removal of fat from tissues).

A dramatic advance in recent years is fetal surgery, in which pro-
cedures such as blood transfusions or correction of a life-threatening 
hernia (rupture) or urinary tract obstruction are performed on the unborn
fetus while the mother is under general anesthesia.

[See also Plastic surgery]
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‡�Symbolic logic
Symbolic logic is the branch of mathematics that makes use of symbols
to express logical ideas. This method makes it possible to manipulate ideas
mathematically in much the same way that numbers are manipulated.

Most people are already familiar with the use of letters and other
symbols to represent both numbers and concepts. For example, many 
solutions to algebraic problems begin with the statement, “Let x repre-
sent. . . .” That is, the letter x can be used to represent the number of boxes
of nails, the number of sheep in a flock, or the number of hours traveled
by a car. Similarly, the letter p is often used in geometry to represent a
point. P can then be used to describe line segments, intersections, and
other geometric concepts.

In symbolic logic, a letter such as p can be used to represent a com-
plete statement. It may, for example, represent the statement: “A triangle
has three sides.”

Mathematical operations in symbolic logic
Consider the two possible statements:

“I will be home tonight” and “I will be home tomorrow.”

Let p represent the first statement and q represent the second state-
ment. Then it is possible to investigate various combinations of these two
statements by mathematical means. The simplest mathematical possibil-
ities are to ask what happens when both statements are true (an AND op-
eration) or when only one statement is true (an OR operation).

One method for performing this kind of analysis is with a truth table.
A truth table is an organized way of considering all possible relationships
between two logical statements, in this case, between p and q. An exam-
ple of the truth table for the two statements given above is shown below.
Notice in the table that the symbol � is used to represent an AND oper-
ation and the symbol � to represent an OR operation:

p q  p�q  p�q

T T T T

T F F T

F T F T

F F F F

Notice what the table tells you. First, if “I will be home tonight” (p)
and “I will be home tomorrow” (q) are both true, then the statement 
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“I will be home tonight and I will be home tomorrow”—(p) and (q)—
also must be true. In contrast, look at line 3 of the chart. According to
this line, the statement “I will be home tonight” (p) is false, but the state-
ment “I will be home tomorrow” (q) is true. What does this tell you about
p�q and p�q?

First, p�q means that “I will be home tonight” (p), and “I will be
home tomorrow” (q). But line 3 says that the first of these statements (p)
is false. Therefore, the statement “I will be home tonight and I will be
home tomorrow” must be false. On the other hand, the condition p�q
means that “I will be home tonight or I will be home tomorrow.” But this
statement can be true since the second statement—“I will be home to-
morrow”—is true.

The mathematics of symbolic logic is far more complex than can be
shown in this book. Its most important applications have been in the field
of computer design. When an engineer lays out the electrical circuits that
make up a computer, or when a programmer writes a program for using
the computer, many kinds of AND and OR decisions (along with other
kinds of decisions) have to be made. Symbolic logic provides a precise
method for making those decisions.
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‡�Taste
Taste is one of the five senses through which all animals interpret 
the world around them. (The other senses are smell, touch, sight, and 
hearing.) Specifically, taste is the sense for determining the flavor of food
and other substances. It is one of the two chemical senses (the other 
being smell) and it is stimulated when taste buds on the tongue come in
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contact with certain chemicals. The sense of taste also is influenced by
the smell and texture of substances, hereditary factors, culture, and fa-
miliarity with specific taste sensations.

The biology of taste
Clusters of small organs called taste buds are located in the mouth,

mainly on the surface of the tongue. Taste buds (named so because un-
der the microscope they look similar to plant buds) lie in small projec-
tions called papillae and contain taste receptors that bind to food mole-
cules broken down by saliva. These receptors send messages along nerves
to the brain, which interprets the flavor as sweet, sour, salty, or bitter.

Taste buds for all four taste groups can be found throughout the
mouth, but specific kinds of buds are clustered together in certain areas.
Sweetness is detected by taste buds on the tip of the tongue. The buds for
sour tastes are on the sides of the tongue, and for salty toward the front.
Bitter taste buds on the back of the tongue can make people gag, a nat-
ural defense mechanism to help prevent poisoning.

New taste buds are produced every three to ten days to replace the
ones worn out by scalding or frozen foods. As people grow older, their
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taste buds are replaced at a slower rate, and more of a substance is needed
to experience its full flavor. Scientists have discovered that individual
tasting abilities and preferences for specific foods are partially hereditary.
Some people are genetically programmed to have more taste buds than
others and, as a result, taste more flavors in a particular food. Addition-
ally, culture and familiarity with foods greatly influence taste preferences.
Foods that are a tradition in certain cultures may be unappealing to those
who are unfamiliar with them. A taste for a particular food usually de-
velops as a person consumes it more frequently.

The smell, texture, and temperature of foods also affect taste. Peo-
ple often first experience the flavor of a food by its odor. When a per-
son’s sense of smell is decreased due to congestion from a cold or flu,
they frequently experience a reduced ability to taste. Some people will
not eat pears because of the fruit’s gritty texture, while others would not
think of drinking cold coffee.

Taste disorders
Taste disorders, in which either the sense of taste or smell is im-

paired, can be the result of allergies and viral or bacterial infections that
produce swollen mucus membranes (behind the nose). They also may be
due to a brain injury or disease that permanently damages the neural path-
way through which taste and smell is transmitted. In addition, exposure
to environmental toxins such as lead, mercury, and insecticides can dam-
age taste buds and sensory cells in the nose or brain.

The inability to taste or smell not only robs an individual of certain
sensory pleasures, it also can be dangerous. Without smell or taste, peo-
ple cannot determine whether food is spoiled, making them vulnerable to
food poisoning. Also, some psychiatrists believe that a lack of taste and
smell affects the quality of a person’s life and can lead to depression.

[See also Perception]

‡�Telegraph
A telegraph is any system that transmits encoded information by signal
across a distance. Although the word telegraph is usually associated with
sending messages by means of an electric current, it was used originally
to describe a visual system for sending coded messages.

Until the telephone became a workable system, the telegraph was
the standard means of communication between and within metropolitan
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areas in both Europe and the United States. Telephones did not make the
telegraph obsolete but rather complemented its use for many decades.

Today, telegrams and telexes still use telegraphy (the sending of
messages by telegraph) but are rapidly being replaced by facsimile (fax)
transmissions through telephone lines. Satellite transmission and high-
frequency radio bands are used for international telegraphy.

History
The earliest forms of sending messages over distances were proba-

bly both visual and auditory. Smoke signals by day and beacon fires by
night were used by the ancient people of China, Egypt, and Greece. Drum-
beats extended the range of the human voice and are known to have been
used to send messages, as have reed pipes and the ram’s horn.

In 1791, French engineer Claude Chappe (1763–1805) and his
brother Ignace (1760–1829) invented the semaphore. The semaphore is
an optical telegraph system that can be used to relay messages from hill-
top to hilltop. The Chappes built a series of two-arm towers between cities.
Each tower was equipped with telescopes pointing in either direction and
a cross at its top with extended arms that could assume seven easily seen
angular positions. Together, they could signal all the letters of the French
alphabet as well as some numbers. Their system was successful and soon
was duplicated elsewhere in Europe. It was Claude Chappe who coined
the word telegraph. He combined the Greek words tele meaning “distant”
and graphien meaning “to write,” to define it as “writing at a distance.”
The shortcomings of Chappe’s system, however, were its dependence on
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Battery: A device for converting chemical energy into electrical energy.

Code: A system in which some group of symbols is used to represent
words.

Electromagnet: A temporary magnet whose effect is caused by an elec-
tric current.

Semaphore: A signaling device that uses moving arms, human or
mechanical, whose position indicates letters or numbers.



good weather and its need for a large operating staff. Advances in elec-
tricity soon put this system out of business.

It was the invention of the battery—a source of electricity for a tele-
graph—by Italian physicist Alessandro Volta (1745–1827) in 1800 that
made Chappe’s system obsolete. The telegraph provided a means for send-
ing messages across wires at the speed of light. Several researchers in dif-
ferent countries attempted to exploit the communications aspects of this
discovery. The first successful device, however, was invented by two Eng-
lishmen, William Fothergill Cooke (1806–1879) and Charles Wheatstone
(1802–1875). Cooke and Wheatstone designed a telegraph system in 1837
that used five needles to point to letters of the alphabet and numbers that
were arranged on a panel. Their electric telegraph was immediately put
to use on the British railway system.

The modern telegraph
Although Cooke and Wheatstone built the first successful telegraph,

it was an American artist and inventor, Samuel F. B. Morse (1791–1872),
who devised a telegraphic method that eventually was adopted worldwide.
Morse made use of ideas and suggestions provided by other scientists and
inventors, including those of American physicist Joseph Henry (1797–1878)
and a young mechanic named Alfred Vail (1807–1859). His first public
demonstration was made at Vail’s shop in Morristown, New Jersey, in 1837.

The commercial success of Morse’s invention was assured in 1843
when the U.S. government appropriated funds to build a pole line from
Baltimore, Maryland, to Washington, D.C. On May 24, 1844, Morse sent
the first telegraphic message along that system: “What hath God
wrought?” The system became popular very quickly at least partly be-
cause skilled operators discovered that they could “read” a message by
simply listening to the sound of the telegraph’s clicking.

Operation of the telegraph
Morse’s telegraph consists essentially of a source of electricity (such

as a battery), an electromagnet, and an electric switch known as the key.
To send a message, the operator presses down on the key. As the key
comes into contact with a metal plate beneath it, an electric circuit is com-
pleted. Electricity flows out of the telegraph, into external electrical wires,
to waiting receivers in other parts of the world.

At the receiver’s end of the system, current flows from external wires
into the receiving telegraph system. The electrical current flows through
the electromagnet, creating a magnetic field. The magnetic field causes
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the receiver’s key to be attracted to the plate beneath it. As the key comes
into contact with the plate, it makes a click sound. The message received
consists, therefore, of a series of clicks.

The same clicks are produced when the sender transmits the mes-
sage. Each time the key is pushed down onto the plate beneath it, it makes
the same click. The sender can vary the sound of the click by holding the
key down for a shorter or a longer period of time. The same kind of short
and long clicks are then picked up at the receiver’s end.

The Morse code. In order to use the system just described, Morse
needed to have some kind of code in which short clicks (dots) and long
clicks (dashes) could be used to represent letters and numbers. The code
he developed is one of the most famous in the world. It consists of vari-
ous combinations of dots and dashes representing letters, numbers, and
symbols. For example, the combination � - represents the letter a; the com-
bination - � � � represents the letter b; and the combination - - - - - repre-
sents the number zero.

Historical importance
The invention of the telegraph could in some ways be seen as the

real beginning of our modern age. For the first time, it was possible for
messages to be transmitted throughout the world. Almost coincidental
with the telegraph’s birth was the emergence of a new kind of journal-
ism that depended on providing up-to-the-minute information. Reporting
events as they occurred began to take precedence over a newspaper’s tra-
ditional editorial role. In addition, corporations became larger and more
far-flung, and nations became necessarily more interdependent. With the
telegraph, information—in all its aspects and forms—began to assume the
critical role it plays today.

‡�Telephone
The word telephone comes from two Greek words, tele, meaning “dis-
tant,” and phone, meaning “sound.” Thus, a telephone is a device for car-
rying sounds over long distances. Many children are familiar with toy
telephones that can be made with two tin cans joined by a taunt string or
thin wire. When one person speaks into one can, sound vibrations are car-
ried along the string or wire from the speaker’s can to the listener’s can.
If the listener then places his or her ear next to the receiving can, the
sound vibrations are converted back to an audible signal.
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History
The first working telephone appears to have been invented by Ger-

man inventor Johann Philipp Reis (1834–1874) in 1863. Reis constructed
his telephone simply as a scientific toy, however, to demonstrate the na-
ture of sound. He never made any attempt to convert the instrument to
commercial use.

The first operational telephone was patented and produced in 
the United States in 1876 by American inventor Alexander Graham 
Bell (1847–1922). In a quirk of fate, American inventor Elisha Gray
(1835–1901) filed his patent for a telephone on February 14, 1876, 
only two hours after Bell had filed his own patent for an essentially 
identical device. That two-hour difference was sufficient for Bell to re-
ceive credit as being the inventor of the telephone, although Gray de-
serves equal credit.
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Operation of the telephone
A telephone consists of four basic parts: a source of electrical cur-

rent, such as a battery; conducting wires, usually made of copper; a trans-
mitter; and a receiver. The transmitter consists of the mouthpiece into
which a person speaks when placing a telephone call. The transmitter has
a thin metal disk called a diaphragm inside it. Behind the diaphragm is a
container that holds granules of carbon. When a person speaks into the
transmitter, the diaphragm begins to vibrate. This vibration forces carbon
granules into contact with each other, which varies the electrical resis-
tance. An electric current from the source flows through the granules and
into the external circuit.

The form of the current that flows out of the transmitter depends on
the kinds of sound spoken into the transmitter. A loud sound presses the
carbon granules together more tightly, causing the electrical resistance to
drop, and a stronger electric current is produced. A quiet sound produces
a weaker current. The tone of the speaker’s voice also is reflected in the
kind of sound waves produced and, therefore, on the kind of electric cur-
rent that is created. The electric current sent out across the telephone lines,
then, is a copy of the sounds made by the person’s voice.

At the receiving end of the telephone line, this process is repeated
in reverse order. Electric current flows into an electromagnet that pulls
on the diaphragm in the receiver. The strength and nature of the electric
current determines how strongly the diaphragm is pulled back and forth.
As the diaphragm is pulled by the electric current, it sets up vibrations
that can be detected as sound waves. Those sound waves are identical to
the ones originally sent out through the transmitter.

Wireless telephone systems
The system described above requires wires to carry electrical sig-

nals from one telephone to another. As telephone usage became popular
in the early part of the twentieth century, the air above urban areas be-
came clogged with mazes of telephone wire systems. Eventually, many
of these systems were brought together into large cables and buried un-
derground.

The 1970s saw the first widespread use of wireless telephone sys-
tems in the United States. A wireless telephone system is one in which
the electrical signals produced by a telephone transmitter are attached to
a radio signal, similar to the one used to transmit radio broadcasts. Those
radio signals can then be transmitted from one tower to another, without
the need for wires. Cordless, mobile, and cellular telephones perform all
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the same functions as conventional telephones but use radio waves in-
stead of wires.

The convenience and efficiency of wireless telephone communica-
tion is the reason behind the impressive growth of this service. In 1984,
there were approximately 90,000 cellular telephone subscribers in the
United States. By 1990, the number of subscribers had reached 4.4 mil-
lion. And by the beginning of the twenty-first century, that number had
ballooned to more than 13 million. The inevitable future expansion of cel-
lular telephone communication on a global scale will be based on em-
ploying low-altitude, low-weight satellites.

At present, voice communication and data communication exist 
separately. As technologies become more advanced, the best of both
worlds will be integrated into a multimedia telecommunications net-
work. Multimedia will enable people to combine any media they need 
to send, receive, or share information in the form of speech, music, mes-
sages, text, data, images, video, animation, or even varieties of virtual re-
ality. The emerging capabilities offered by a unified, intelligent telecom-
munications network will gradually transform the way people interact,
work, and learn.

[See also Cellular/digital technology]

‡�Telescope
The telescope is an instrument that gathers light or some other form of
electromagnetic radiation (from radio waves to gamma rays) emitted by
distant sources. The most common type is the optical telescope, which
uses a collection of lenses or mirrors to magnify the visible light emitted
by a distant object. There are two basic types of optical telescopes—the
refractor and the reflector. The one characteristic all telescopes have in
common is the ability to make distant objects appear to be closer.

The first optical telescope was constructed in 1608 by Dutch spec-
tacle-maker Hans Lippershey (1570–1619). He used his telescope to view
distant objects on the ground, not distant objects in space. The following
year, Italian physicist and astronomer Galileo Galilei (1564–1642) built
the first astronomical telescope. With this telescope and several follow-
ing versions, Galileo made the first telescopic observations of the sky and
discovered lunar mountains, four of Jupiter’s moons, sunspots, and the
starry nature of our Milky Way galaxy.
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Refractor telescopes
In a refractor telescope, light waves from a distant object enter the

top of the telescope through a lens called an objective lens. This lens is
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Black holes: Remains of a massive star that has burned out its nuclear
fuel and collapsed under tremendous gravitational force into a single
point of infinite mass and gravity.

Chromatic aberration: Blurred coloring of the edge of an image when
white light passes through a lens, caused by the bending of the differ-
ent wavelengths of the light at different angles.

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Gamma ray: Short-wavelength, high-energy radiation formed either by
the decay of radioactive elements or by nuclear reactions.

Interferometry: In astronomy, the precise combining of light or radio
waves collected by two or more instruments from one single celestial
object.

Radiation: Energy transmitted in the form of subatomic particles or
waves.

Radio wave: Longest form of electromagnetic radiation, measuring up
to 6 miles (9.6 kilometers) from peak to peak.

Reflector telescope: Telescope that directs light from an opening at one
end to a concave mirror at the far end, which reflects the light back to
a smaller mirror that directs it to an eyepiece on the side of the tube.

Refractor telescope: Telescope that directs light through a glass lens,
which bends the light waves and brings them to a focus at an eye-
piece that acts as a magnifying glass.

Ultraviolet radiation: Electromagnetic radiation of a wavelength just
shorter than the violet (shortest wavelength) end of the visible light
spectrum.

X ray: Electromagnetic radiation of a wavelength shorter than ultravio-
let radiation but longer than gamma rays that can penetrate solids and
produce an electrical charge in gases.



convex—thicker at the middle than the edges. As light waves pass through
it, they are bent (refracted) so that they converge (come together) at a sin-
gle point, known as the focus, behind the objective lens. The distance be-
tween the objective lens and the focus is called the focal length. A sec-
ond lens, the eyepiece, at the focus then magnifies the image for viewing.
This is the type of telescope Galileo developed and used.

As refractor telescopes came into wider use, observers realized the
instruments had a slight imperfection. Since, like a prism, a lens bends
the different wavelengths (colors) that make up light through different an-
gles, refractor telescopes produced a false color around any bright object.
This defect is called chromatic aberration. Early astronomers tried to cor-
rect this problem by increasing the focal length, but the new instruments
were very clumsy to use.

A solution to this problem came in 1729 when English scientist
Chester Moore Hall (1703–1771) devised the achromatic lens: two 
lenses, made of different kinds of glass and shape, set close together. As
light passes through the lenses, the false color brought about by the 
first lens is canceled out by the second lens. Hall went on to create the
achromatic telescope in 1733. The lens itself was further developed by
English optician John Dollard in 1758. His lens combined two or more 
lenses with varying chemical compositions to minimize the effects of 
aberration.

Reflector telescopes
In a reflector telescope, light waves from a distant object enter the

open top end and travel down the tube until they hit a mirror at the bot-
tom. This mirror is concave—thicker at the edges than in the middle. Be-
cause of this primary mirror’s shape, the light waves are reflected back
up the tube to a focus, where a small, flat secondary mirror reflects the
image to an eyepiece on the side of the telescope. English physicist and
mathematician Isaac Newton (1642–1727) developed the reflector tele-
scope in 1668. English astronomer William Herschel (1738–1822) used
an updated version when he discovered Uranus in 1781.

Even today, reflectors are perhaps the most prominent type of tele-
scope. They are relatively inexpensive to build and maintain, produce lit-
tle false color, and maintain a high resolution. The mirrors used in larger
reflectors, however, often cause distortion due to the weight on the in-
strument. Newer reflectors incorporate mirrors of varying shapes (hexag-
onal glass segments, for example) and of lighter, more durable materials
(such as PyrexTM).
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Limits to ground-based telescopes
Earth’s atmosphere provides an effective filter for many types of

cosmic radiation. This fact is crucial for the survival of humans and other
life-forms. However, since the atmosphere only allows visible light and
radio waves to pass through it, celestial objects that emit other types of
electromagnetic radiation cannot be viewed through telescopes on the
ground. Many observatories have been constructed at high altitudes where
the atmosphere is thinner—and where the glare of urban artificial light
interferes less with viewing—but this improves the situation only slightly.

Space-based telescopes
One way astronomers have sought to overcome the distortion caused

by the atmosphere and by city lights is by placing telescopes in space.
The first of these instruments, placed in orbit around Earth during the
1970s, were small telescopes that could detect X rays, gamma rays, and
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ultraviolet radiation. They discovered hundreds of previously unknown
entities, including one likely black hole.

While many other space telescopes have been placed in orbit, the
most well known is the Hubble Space Telescope (HST). Launched in April
1990 aboard the space shuttle Discovery, the HST has an 8 foot (2.4 me-
ter) primary mirror and five major instruments for examining various char-
acteristics of distant celestial bodies. Shortly after the HST began orbiting
Earth, scientists learned that the curve in its primary mirror was off by just
a fraction of a hair’s width. This flaw caused light to reflect away from
the center of the mirror. As a result, the HST produced blurry pictures.

In 1993, astronauts aboard the space shuttle Endeavor caught up
with the HST and installed a group of three coin-sized mirrors around the
primary mirror, which brought the light into proper focus. In 1997, an-
other space shuttle crew conducted general repairs to the HST. Then in
November 1999, the HST stopped working after its gyroscopes broke
down. Without the gyroscopes, the telescope could not hold steady while
focusing on stars, galaxies, and other cosmic targets. A month later, dur-
ing an eight-day mission, astronauts aboard the space shuttle Discovery
installed almost $70 million worth of new equipment on the HST, in-
cluding a computer 20 times faster than the telescope’s old one; new gyro-
scopes; batteries with voltage regulators to prevent overheating; a new
guidance unit, data recorder, and radio transmitter; and steel sunshades to
protect the telescope from solar damage.

Despite the need for repairs, the HST has proven to be the finest of
all telescopes ever produced. The thousands of images it has captured—
a comet hitting Jupiter, a nursery where stars are born, stars that belong
to no galaxy, galaxies that house quasars, galaxies violently colliding—
have amazed astronomers.

The future on the ground
Technological advances in the 1990s began to return astronomy to

the ground. New observatories have sprung up on every continent, in-
cluding Antarctica, housing telescopes that are able to capture celestial
images almost as clearly as the HST. These new ground-based telescopes
are far more advanced than previous ones. The cost of producing their
light-gathering mirrors has been reduced, so the mirrors and the telescopes
can be built even larger. Advances in photographic devices allow these
telescopes to capture images in minutes instead of hours or entire nights.

The twin domes at the Keck Observatory complex on Mauna Kea
in Hawaii house telescopes with mirrors roughly 32 feet (9.8 meters) in
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diameter. The Hobby-Eberly Telescope at the University of Texas Mc-
Donald Observatory near Fort Davis, Texas, was completed on Decem-
ber 12, 1996. Its mirror, made up of 91 hexagonal segments, measures 36
feet (11 meters) in diameter.

Perhaps the greatest advancement is the development of interfer-
ometry. Astronomical interferometry is the art of combining light or ra-
dio waves collected by two or more telescopes from a single celestial ob-
ject. The information is fed into a computer, which precisely matches up
the light-wave images gathered from the telescopes, peak for peak and
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trough for trough. After distortion is removed through mathematical analy-
sis, the resulting image is equal in sharpness to what a single telescope
of enormous size can produce.

Sometime early in the twenty-first century, the world’s largest tele-
scope will be completed. On the summit of Cerro Paranal, an 8,645-foot
(2,635-meter) mountain in the Atacama Desert in northern Chile (an area
considered to be the driest on Earth), stands the Paranal Observatory. The
observatory houses the Very Large Telescope, which will consist of four
telescopes, each containing a mirror almost 27 feet (8.2 meters) in diam-
eter. In the language of the Mapuche, indigenous people who live in the
area, the four unit telescopes are known as Antu (“Sun”), Kueyen
(“Moon”), Melipal (“Southern Cross”), and Yepun (“Venus”). The four
units were each operational as of the beginning of 2001, but had yet to
be combined as an interferometer. Through interferometry (the precise
combining of light or radio waves collected by two or more instruments
from one single celestial object), the teamed instruments will have a light-
gathering capacity greater than a single telescope with a mirror more than
52 feet (16 meters) in diameter.

[See also Gamma ray; Infrared astronomy; Interferometry; Ra-
dio astronomy; Ultraviolet astronomy; X-ray astronomy]

‡�Television
The term television refers to any system for transmitting visual images at
a distance. Research on such systems dates back to the 1880s, when Ger-
man scientist Paul Nipkow (1860–1940) invented a device known as the
Nipkow disk. This device was made of a metal or cardboard disk perfo-
rated with a series of square holes in a spiral pattern. As the disk was
spun, a light was shined through the holes and onto a target. By looking
through the holes, one could see the target revealed as a series of hori-
zontal lines.

Nipkow’s invention had no practical applications, but it established
a model on which later television systems were based. The modern tele-
vision system was invented in the 1920s at about the same time by two
inventors working independently: American Philo Farnsworth (1906–
1971) and Russian-born American Vladimir Zworykin (1889–1982). Of
the two, Zworykin experienced the greater success in patenting and mar-
keting his ideas.
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How television works
A television system consists primarily of two parts: picture trans-

mission and picture reception. A television camera used to photograph a
television program is similar in some ways to a still camera. Light bounces
off the subject being photographed and enters the lens at the front of the
television camera. The lens forms a clear image of the subject being pho-
tographed on a screen, which is located behind the lens.

Transmission. The surface of the screen contains millions of tiny par-
ticles of selenium or some other photosensitive (sensitive to light) 
material. These particles act like tiny photocells. That is, when struck by
light, they emit a small electrical pulse. An electron gun at the back 
of the television camera scans back and forth, up and down across the
screen at the front of the camera. As it scans, it detects electrical pulses
being given off by various parts of the screen. A bright region in the scene
being photographed will give off a lot of light. That light will be con-
verted by the selenium into a relatively large electrical pulse. The elec-
tron gun will detect that electrical pulse as being greater than other pulses
around it.

The electrical pulses detected by the electron gun are then ampli-
fied and sent to the broadcasting tower. In the broadcasting tower, the
electrical current from the television camera is converted into radio waves
and sent out through the air. The process is similar to the way in which
a radio program is transmitted except the frequency is different.
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Coaxial cable: A cable made of a conducting outer metal tube insu-
lated from an inner conducting core that is used to carry telegraph,
telephone, and television signals.

Electron gun: A device that gives off a stream of electrons.

Persistence: In terms of human vision, the tendency of an image to
remain on the retina of the eye for a fraction of a second after the
image has disappeared.

Photocell: A device that emits an electrical pulse when struck by light.

Photosensitive: Affected by light.



Television reception. At the receiving station, the above process is
repeated in reverse order. Radio signals are received, amplified, and then
fed into an electron gun in a television picture tube. The electron gun is
pointed at the back of a picture tube. It travels back and forth across the
picture tube tracing 525 lines on the tube 30 times every second. The back
of the tube is covered with a photosensitive material that gives off light
whenever it is struck by an electrical pulse. An intense beam from the
electron gun (corresponding to an intense beam originally seen by the
television camera) produces a strong burst of light. A weaker beam from
the electron gun produces a weaker burst of light.

What the electron gun in the picture tube is producing, then, is a se-
ries of individual dots, one at a time, spread out across the screen at a
very rapid pace. This mass of dots appears as a coherent picture to the
human eye because of a phenomenon known as persistence. The term per-
sistence refers to the fact that a visual image projected onto the retina of
the human eye tends to remain there for a fraction of a second. Thus, what
our eye sees as the electron gun scans the picture tube is a collection of
millions of individual spots of light that, taken together, makes up a com-
plete picture. That picture is identical to the one photographed originally
by the television camera.

Color television
Color television did not become commercially available until the

late 1950s, about 30 years after black-and-white television had been in-
vented. The principles of color television are largely the same as those of
black-and-white television. The most important difference is that three
different electron guns are required for both color television cameras and
color television picture tubes. The three different guns detect and project
one color each: red, green, and blue. As the three guns in a television
camera scan a scene simultaneously, they detect all possible combinations
of the three basic colors that produce all the hues in that scene. When 
the three guns in a television picture tube project the electrical counter-
part of that scene, they produce the same combination of hues in the orig-
inal scene.

Cable and satellite television
First known as CATV (community antenna television) or simple 

cable, cable television was developed to deliver a clear signal to rural
communities. At the time, a CATV system generally consisted of a sin-
gle large antenna mounted in a high, clear area to receive signals from
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distant television broadcasters. Cables were fed to the houses in the 
community and they usually delivered two or three channels. In the 
mid-1960s, new technology allowed for up to twelve channels to be car-
ried through a single cable. In order to fill these new channels, cable op-
erators began to bring in television signals from more distant sources.
This allowed viewers to watch stations from large cities and neighboring
states. With access to a wider variety of stations, the demand for cable
increased.

In the early 1970s, several small companies in California and on the
East Coast began offering pay-per-view broadcasting: first-run films and
major sporting events delivered by cable to a viewer’s home for a monthly
fee. The popularity of these programs caused demand to skyrocket. By
1975, the first nationwide pay-per-view cable station—Home Box Office
(HBO)—was in service.

What makes cable transmission practical is its use of coaxial cable.
This thick, layered cable allows transmission of a wide band of frequen-
cies and rejects interference from automobiles and electrical appliances.
As coaxial technology improved, the number of stations available to ca-
ble operators rose from twelve to more than fifty. Now, that number can
be increased to almost 150.

The antennas once used to deliver a signal to a cable system are long
since gone, replaced by microwave dishes often fed by communications
satellites. Once a signal is delivered to a cable company in this manner,
it is distributed over cable lines to customers. Broadcasts are often scram-
bled to prevent nonsubscribers from splicing into a cable line without pay-
ing for the service. Cable television’s clear image is unaffected by poor
weather conditions and most types of interference.

Beginning in the late 1970s, satellite television systems were intro-
duced. The television signals transmitted by a satellite are quite different
from the television or radio signals that are broadcast over the air. Satel-
lite television is transmitted by microwaves. Microwaves do not behave
like lower frequency radio waves that can bounce off obstructions, clouds,
and the ground. Microwaves are strictly line-of-sight. In order for a satel-
lite dish to receive a signal, there can be no obstruction between the trans-
mitting satellite and the receiving satellite dish. Because microwaves are
highly directional, the satellite dish and associated components must be
properly aligned.

Currently in the United States, there are two major types of satellite
television. The first is TVRO (TeleVision Receive Only). TVRO satellite
systems have a large dish—6 to 12 feet (1.8 to 3.6 meters) across—that
is movable. The movable dish enables a TVRO system to view programs
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on the many satellites that are positioned in orbit above Earth. The sec-
ond type of satellite television is DBS (Direct Broadcast Satellite). DBS
is broadcast by high-powered, high-frequency satellites, which make it
possible for the signals to be picked up on a small dish ranging from 18
to 36 inches (46 to 91 centimeters) across. One of the big advantages of
DBS systems is that the small dish does not have to move.

HDTV
Digital television refers to the transmission of pure digital television

signals, along with the reception and display of those signals on a digital
television set. The digital signals might be broadcast over the air or trans-
mitted through a cable or satellite system. A decoder receives the signal
and uses it, in digital form, to directly drive a digital television. A class
of digital television is called high-definition television or HDTV. HDTV
is high-resolution digital television (DTV) combined with dolby digital
surround sound. HDTV is the highest DTV resolution in the new set of
standards. Whereas traditional televisions have 525 lines of resolution,
HDTV has 720 or 1080 lines of resolution.

HDTV requires new production and transmission equipment at the
HDTV stations as well as new equipment for reception by the consumer.
Optical fibers have proven to be an ideal method of transmitting HDTV
signals. Because its transmission contains twice as much information as
those of conventional television, HDTV features much greater clarity and
definition in its picture. However, standard television technology cannot
transmit so much information at once. Using optical fibers, the HDTV
signal can be transmitted as a digital-light pulse, providing a near-
flawless image. HDTV reproduction is far superior to broadcast trans-
mission, just as music from a digital compact disc is superior to that broad-
cast over FM radio.

‡�Temperature
The concept of temperature has two related, but different, interpretations.
On a general level, temperature is associated with the sense of hot and
cold. If you put your finger in a pan of hot water, heat energy flows from
the water to your finger; you say that the water is at a higher temperature
than that of your finger. If you put your finger in a glass of ice water,
heat energy flows as heat away from your finger.
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The direction of heat energy flow is the basis of one definition of
temperature. Temperature is the property of objects—or more generally
of systems—that determines the direction of heat energy flow when the
objects are put in direct contact with each other. Energy flows as heat
from objects at a higher temperature to ones at a lower temperature. When
heat energy ceases to flow, the objects are at the same temperature and
are said to be in thermal equilibrium.

The second definition of temperature is more rigorous. It deals with
the factors that are responsible for an object’s being warm or hot on the
one hand or cool or cold on the other. This definition is based on the be-
havior of the particles (atoms, molecules, ions, etc.) of which matter is
made. On this level, temperature can be defined as the total kinetic en-
ergy of the particles of which a material is made.

Kinetic energy is the motion of particles. Particles that are rotating
rapidly on their axes, vibrating back and forth rapidly, or traveling rapidly
through space have a large amount of kinetic energy. Particles that are
moving slowly have relatively little kinetic energy.

From this perspective, a glass of warm water has a high temperature
because the molecules of the water are moving rapidly. The molecules of
water in a glass of cool water, by comparison, are moving more slowly.
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Absolute temperature scale: A temperature scale that has the lowest
possible temperature—at which all molecular motion ceases—set at zero.

Absolute zero: The lowest possible temperature at which all molecular
motion ceases. It is equal to �459°F (�273°C).

Kinetic energy: Energy of an object or system due to its motion.

Pyrometer: A device for obtaining temperature by measuring the
amount of radiation produced by an object.

Resistance thermometer: A device for obtaining temperature by mea-
suring the resistance of a substance to the flow of an electrical current.

Thermometer: A device for obtaining temperature by measuring a tem-
perature-dependent property (such as the height of a liquid in a
sealed tube) and relating this to temperature.



Temperature measurement: Thermometers
Thermometers are devices that register the temperature of a sub-

stance relative to some agreed upon standard. For example, a thermome-
ter that reads 32°F (0°C) is measuring a temperature equal to that of ice
in contact with pure water.

Thermometers use changes in certain physical or electrical properties
to detect temperature variations. The most common kind of thermometer
consists of a liquid—usually mercury or alcohol—sealed in a narrow tube.
When the thermometer is placed in contact with a substance, heat travels
into or out of the thermometer. If heat leaves the thermometer, the sealed-
in liquid is cooled and it contracts (takes up less space); the level of the
liquid in the thermometer falls. If heat enters the thermometer, the liquid
is warmed and it expands; the level of the liquid in the thermometer rises.

A resistance thermometer is based on the fact that all things resist
the flow of an electric current to some degree. Furthermore, such resis-
tance changes with temperature. In general, the higher the temperature of
a substance, the more it resists the flow of an electric current. This prin-
ciple can be used to measure the temperature of a substance by observ-
ing the extent to which it resists the flow of an electric current.

Another type of thermometer is known as a pyrometer. A pyrome-
ter is a device that detects visible and infrared radiation given off by an
object, then converts that information to a temperature reading.

Temperature measurement: Scales
In order to establish a scale against which temperatures can be mea-

sured, one first has to select two fixed points from which to begin. His-
torically, those two points have been the boiling point and freezing point
of water. The two points were chosen because water is the most abun-
dant compound on Earth, and finding its boiling and freezing points is
relatively easy.

One way of making a thermometer, then, is to begin with a narrow
tube that contains a liquid and is sealed at both ends. The tube is then im-
mersed in boiling water, and the highest point reached by the liquid is
marked in some appropriate way. Next, the tube is immersed in a mix-
ture of ice and water, and the lowest point reached by the liquid is marked
in a similar way. The distance between the lowest point and highest point
is then divided into equal sections. The numbers assigned to the lowest
and highest point on the thermometer—and the form of dividing the range
between them—is what distinguishes one system of measuring tempera-
ture from another.
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In the early 1700s, for example, German physicist Gabriel Daniel
Fahrenheit (1686–1736) decided to assign to the freezing point of water
a temperature value of 32 and to the boiling point of water a temperature
value of 212. He then divided the distance between these two points 
into 180 equal divisions, each equal to one degree of temperature. The
Fahrenheit (F) system of measuring temperature is still in use today in
the United States.

A somewhat more logical system of defining the temperatures on a
thermometer was suggested in 1742 by Swedish astronomer Anders Cel-
sius (1701–1744). Celsius suggested assigning the values of 0 and 100 to
the freezing point and boiling point of water and dividing the distance be-
tween these two into 100 equal parts. The Celsius system is now used
throughout the scientific community and in all countries of the world ex-
cept the United States and Burma.

Both Fahrenheit and Celsius temperature scales have one important
inherent drawback: in both cases, negative temperatures can exist. 
The freezing point of carbon dioxide (dry ice), for example, is �110°F
(�78.5°C). But recall the definition of temperature as a measure of the 
average kinetic energy of the particles that make up a substance. What
meaning can be assigned, then, to a negative temperature reading? There
is no such thing as negative energy in systems with which we are 
familiar.

To remedy this problem, a third temperature scale was invented in
1848 by English physicist William Thomson (1824–1907). Thomson set
the lowest point on the temperature scale as the lowest possible temper-
ature, absolute zero. Absolute zero is defined as the temperature at which
all motion of all particles would cease, a condition in which heat would
be absent and, hence, a substance had no temperature. Theoretical calcu-
lations suggested to Thomson that the Celsius temperature corresponding
to that condition was about �273°C (�459°F). Absolute zero, then, was
set at this temperature and assigned the value 0 K. The unit K in this mea-
surement stands for Kelvin, the unit of measure in the absolute tempera-
ture system. The term Kelvin comes from William Thomson’s official 
title, Lord Kelvin.

The relationship among the three temperature scales is as follows:

°C � 5/9(°F � 32)

°F � 9/5(°C) � 32

K � °C � 273

°C � K � 273
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‡�Thermal expansion
The term thermal expansion refers to the increase in size of an object as
that object is heated. With relatively few exceptions, all objects expand
when they are heated and contract when they are cooled. Perhaps the most
important exception to this rule is water. Water contracts as it cools from
its boiling point to about 39.2°F (4°C). At that point, it begins to expand
as it cools further to its freezing point. This unusual effect explains the
fact that ice is less dense than water.

General trends
Different materials expand or contract at different rates. In gen-

eral, gases expand more than liquids, and liquids expand more than 
solids.

When an object is heated or cooled, it expands or contracts in all 
dimensions. However, for practical reasons, scientists and engineers often
focus on two different kinds of expansion, or expansivity: linear expan-
sivity (expansion in one direction only) and volume expansivity (expan-
sion in all three dimensions). The amount by which any given material 
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Joints such as this one are

used in bridges to accom-

modate thermal expansion.
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JLM Visuals.)



expands in either way is known as its coefficient of linear (or volume) ex-
pansivity.

The choice of these two variables is a practical one. Scientists and en-
gineers often want to know the amount by which some pipe, bar, wire, or
other long object will expand. For example, how much longer will a line of
telephone wire be on a hot summer day when the temperature is 86°F (30°C)
compared to a cold winter day when the temperature is 14°F (�10°C)?
The fact is that the wire expands in all three directions, but it is only the
linear direction (the length) that is of interest in a real-life situation.

Only solids have a coefficient of linear expansion. They differ from
each other widely, with the coefficient of linear expansion of aluminum
having a value nearly 50 times as great as that of fused quartz.

Volume expansivity also has its practical applications. Suppose that
someone wants to know how much a balloon will expand as its temper-
ature increases. The answer to that question depends on the volume ex-
pansivity of the gas used. The volume expansivity of gases ranges from
a relatively low value for air to a relatively high value for carbon diox-
ide and sulfur dioxide.

Practical applications
A great many practical devices and systems depend on the thermal

expansion of materials. An example is the bimetallic strip. A bimetallic
strip consists of two metals of different thermal expansivities welded to
each other. When the strip is heated, one metal expands more rapidly than
the other. The strip bends in the direction of the metal with the lower ther-
mal expansivity.

Perhaps the most common use of the bimetallic strip is in a ther-
mostat. When a room becomes cold, the two metals in the strip contract,
one more than the other. At some point, the strip bends enough to come
into contact with a metal button that closes an electrical circuit, turning
on the furnace. As the room warms up, the bimetallic strip begins to bend
in the opposite direction. Eventually it pulls away from the contact but-
ton, the circuit is broken, and the furnace turns off.

The thermal expansion of objects in the real world often requires
the attention of scientists and engineers. For example, the joints used to
hold a bridge together have to be designed to provide space for expan-
sion and contraction of the bridge deck. And railroad tracks are built so
that they can slide toward and away from each other on hot and cold days,
making sure that they do not bend out of shape because of overheating.
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‡�Thermodynamics
Thermodynamics is the science that deals with work and heat—and the
transformation of one into the other. It is a macroscopic theory, dealing
with matter in bulk, disregarding the molecular nature of materials. The
corresponding microscopic theory, based on the fact that materials are
made up of a vast number of particles, is called statistical mechanics.

Historical background
The origins of thermodynamics can be traced to the late eighteenth

century. English-American physicist Benjamin Thomson, Count Rumford
(1753–1814), became intrigued by the physical changes accompanying the
boring of cannons. (Boring is the process of making a hole—in this case
the barrel of the cannon—with a twisting movement.) He found that the
work (or mechanical energy) involved in the boring process was converted
to heat as a result of friction, causing the temperature of the cannon to rise.

Some of the fundamental relationships involved in thermodynamics
were later developed by English physicist James Joule (1818–1889), who
showed that work can be converted to heat without limit. Other researchers
found, however, that the opposite is not true—that is, that there are lim-
iting factors that operate in the conversion of heat to work. The research
of French physicist Sadi Carnot (1796–1832), British physicist William
Thomson, Lord Kelvin (1824–1907), and German physicist Rudolf 
Clausius (1822–1888), among others, has led to an understanding of these
limitations.

The laws of thermodynamics
The most basic facts about thermodynamics can be summarized in

two general laws. The first law of thermodynamics is actually nothing
other than the law of conservation of energy: energy can neither be cre-
ated nor destroyed. It can be converted from one form to another, but the
total amount of energy in a system always remains constant.

For example, consider the simple example of heating a beaker of
water with a gas flame. One can measure the amount of heat energy given
off by the flame. One also can measure the increase in the heat energy of
the water in the beaker, the beaker itself, and any air surrounding the
beaker. Under ideal circumstances, the total amount of energy produced
by the flame is equal to the total amount of energy gained by the water,
the beaker, and the air.
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The first law of thermodynamics is sometimes stated in a somewhat
different form because of the kinds of systems to which it is applied. An-
other statement is that the internal energy of a system is equal to the
amount of work done on the system plus any heat added to the system.
In this definition, the term work is used to describe all forms of energy
other than heat.

The first law can be thought of as a quantitative law (involving mea-
surement of some quantity or amount): the amount of energy lost by one
system is equal to the amount of energy gained by a second system. The
second law, in contrast, can be thought of as a qualitative law (involving
quality or kind): the second law says that all natural processes occur in
such a way as to result in an increase in entropy.

To understand this law, it is first necessary to explain the concept of
entropy. Entropy means disorder. Consider the dissolving of a sugar cube
in water. The sugar cube itself represents a highly ordered state in which
every sugar particle is arranged in an exact position within the sugar crys-
tal. The entropy of a sugar cube is low because there is little disorder.

But consider what happens when the sugar cube is dissolved in wa-
ter. The cube breaks apart, and sugar molecules are dispersed completely
throughout the water. There is no longer any order among the sugar mol-
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Energy: The capacity for doing work.

Entropy: The amount of disorder in a system.

First law of thermodynamics: The internal energy of a system is
increased by the amount of work done on the system and the heat
flow to the system (Conservation of Energy).

Heat: A form of energy produced by the motion of molecules that
make up a substance.

Second law of thermodynamics: All natural processes proceed in a
direction that leads to an increase in entropy.

Submicroscopic level of phenomena: Phenomena that cannot be
observed directly by any of the five human senses, aided or unaided.

Work: Transfer of energy by a force acting to move matter.



ecules at all. The entropy of the system has increased because the sugar
molecules have become completely disorganized.

The second law of thermodynamics simply says that any time some
change takes place in nature, there will be more entropy—more disorga-
nization—than there was to begin with. As a practical example, consider
the process by which electricity is generated in most instances in the
United States today. Coal or oil is burned in a large furnace, heating wa-
ter and changing it to steam. The steam then is used to run turbines and
generators that manufacture electricity. The first law of thermodynamics
says that all of the energy stored in coal and oil must ultimately be con-
verted to some other form: electricity or heat, for example. But the sec-
ond law says that some of the energy from coal and oil will end up as
“waste” heat, heat that performs no useful function. It is energy that sim-
ply escapes into the surrounding environment and is distributed through-
out the universe.

The second law is sometimes described as the “death of the uni-
verse” law because it means that over very long periods of time, all forms
of energy will be evenly distributed throughout the universe. The waste
energy produced by countless numbers of natural processes will add up
over the millennia until that is the only form in which energy will remain
in our universe.

[See also Gases, properties of; Heat; Temperature]

‡�Thunderstorm
A storm is any disturbance in Earth’s atmosphere with strong winds ac-
companied by rain or snow and sometimes thunder and lightning. Storms
have a generally positive effect on the environment and on human soci-
eties because they are the source of most of the precipitation on which
the planet depends.

The most common violent change in the weather is the thunderstorm.
In the United States, thunderstorms usually occur in the late spring and
summer. Thunderstorms are rare in the parts of the country where the air
tends to be colder, such as the New England states, North Dakota, and
Montana. They also are rare by the Pacific Ocean, where summers are
dry. The southeastern states tend to have the most thunderstorms. Some
parts of Florida experience thunderstorms on a average of 100 days a year.
A thunderstorm may last up to two hours, but most thunderstorms peak
after about 15 to 30 minutes.
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How thunderstorms form
Thunderstorms develop by the same process that forms cumulus

clouds, the puffy clouds of summer skies. These clouds form when a hu-
mid air mass (air with an abundance of water vapor) near the surface rises
on currents of air called updrafts. As the air mass rises through the at-
mosphere it expands and cools. Eventually, the rising air cools to the point
where its water vapor condenses to form droplets of liquid water, releas-
ing heat in the process into the surrounding air. This latent heat, in turn,
causes the air mass to rise ever more quickly. The upward movement of
air in a storm cloud has been measured at more than 50 miles (80 kilo-
meters) per hour.

As the upward movement of air continues, more moisture condenses
out of the air mass and the suspended droplets form a large cloud. De-
pending on atmospheric conditions, a storm cloud of this type may rise
to a height of anywhere from 6 to 9 miles (10 to 15 kilometers). In the
clouds of colder climates, droplets may freeze to form ice crystals, which
grow as more and more water vapor condenses on them. The droplets or
ice crystals only grow as long as they can be supported by the updrafts.
When they grow too large they begin to fall out of the cloud as drizzle
or raindrops.

If the updrafts in the cloud are vigorous enough, much larger pre-
cipitation will be formed. In a severe storm, some of the ice crystals may
be dragged down by the downdrafts, then swept up again by updrafts. Ice
particles may be circulated several times through the storm cloud in this
manner, picking up water with each cycle. In a process called riming,
raindrop water freezes onto the ice particles, eventually producing large
hailstones. Hailstones continue to be recirculated through the cloud until
they grow large enough to fall out under their own weight. If located in
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Latent heat: The heat given off when water vapor condenses to form
liquid water.

Riming: The freezing on contact of raindrops as they collect on an ice
pellet growing to a hailstone.

Updraft: Any movement of air away from the ground.



the right part of the storm, hailstones can grow to impressive sizes. Hail
as large as 5.5 inches (14 centimeters) in diameter has been recorded.

Lightning and thunder
Another product of the vigorous up and down drafts in the storm

cloud is lightning. Lightning is a giant spark caused by a buildup of sta-
tic electrical charges. By processes that still are not fully understood, thun-
derstorm clouds build up a large concentration of positive electrical charges
near the top of the cloud and negative electrical charges near the middle.
Usually the cloud base has a smaller pocket of positive charge. These op-
posite charges result in huge voltage differences within the cloud and be-
tween the cloud base and the ground. The opposite charges are strongly
attracted to each other and when the air between them can no longer keep
them apart, a discharge takes place—a bolt of lightning. Depending upon
the location of the opposite charges, lightning can occur as cloud-to-ground
lightning, cloud-to-cloud lightning, or cloud-to-air lightning.

The temperature of a lightning bolt exceeds 40,000°F (22,000°C).
The surrounding air is superheated, causing it to expand and then con-
tract rapidly. This expansion and contraction produces the sound vibra-
tions heard as thunder.
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It is possible to calculate how far away a storm is by counting the
seconds between a lightning flash and a thunder clap. Since it takes thun-
der about 5 seconds to travel 1 mile (3 seconds to travel 1 kilometer),
simply divide the counted seconds by 5 to determine the miles (by 3 to
determine the kilometers). Normally, thunder cannot be heard more than
20 miles (32 kilometers) away.

[See also Air masses and fronts; Cyclone and anticyclone; Tor-
nado]

‡�Tides
Tides are distortions that occur in the shape of a celestial body. They are
caused by the gravitational force of one or more other celestial bodies on
that first body. In theory, any two bodies in the universe exert a gravita-
tional force on each other. The most important examples of tidal forces
on Earth are ocean tides, which result from the mutual attraction of the
Moon and the Sun.

Greek geographer Pytheas (c. 380 B.C.–c. 300 B.C.) was perhaps the
first careful observer of ocean tides. In about the third century B.C., he trav-
eled outside the Strait of Gibraltar and observed tidal action in the Atlantic
Ocean. Pytheas suggested that the pull of the Moon on Earth’s oceans
caused the tides. Although largely correct, his explanation was not widely
accepted by scientists until the eighteenth century, when English physicist
and mathematician Isaac Newton (1642–1727) first succeeded in mathe-
matically describing the tides and what cause them.

Theories of tidal action
Although the Sun is larger than the Moon, the Moon is closer to

Earth and, therefore, has a greater influence on Earth’s ocean tides. The
Moon’s gravity pulls on the ocean water on the near side of Earth. This
force causes the water, since it is able to flow, to form a slight bulge out-
ward, making the water in that area slightly deeper.

At the same time, on the opposing side of Earth, a second tidal bulge
occurs that is the same size as the first. This second bulge forms because
the force of the Moon’s gravity pulls the solid body of Earth away from
the water on Earth’s far side. The result is that two lunar tidal bulges ex-
ist on Earth at all times—one on the side of Earth facing the Moon and
another directly opposite to it. These bulges account for the phenomenon
known as high tide.
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The formation of these two high tide bulges causes a belt of low
water to form at 90-degree angles to the high tide bulges. This belt, which
completely encircles Earth, produces the phenomenon known as low tide.

In addition to the lunar bulges, the Sun forms its own tidal bulges.
However, due to the Sun’s much greater distance from Earth, its tidal ef-
fect is approximately one-half that of the Moon.

Every 14 days, the Moon and Sun are in line with each other (new
moon and full moon). Their gravitational forces combine to produce a
maximum pull on Earth. The tides produced in such cases are known as
spring tides. The spring high tide produces the highest high tide and the
spring low tide produces the lowest low tide.
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Words to Know

Diurnal: Occurring once every day.

Ebb tide: Period when the water level is falling; the period after high
tide and before low tide.

Flood tide: The period when the water level is rising; the period after
low tide and before high tide.

High tide: The event corresponding to the largest increase in water
level in an area that is acted upon by tidal forces.

Low tide: The event corresponding to the largest decrease in water
level in an area that is acted upon by tidal forces.

Neap tides: Period of minimum tidal range that occurs about every
two weeks when the Moon and Sun are at 90-degree angles to each
other (the first and third quarter moons).

Semidiurnal: Occurring twice every day.

Slack tide: Period during which the water level is neither rising nor
falling.

Spring tides: Period of maximum tidal range that occurs about every
two weeks when the Moon and Sun are in line with each other (at the
new and full moons).

Tidal current: Horizontal movements of water due to tidal action.

Tidal range: Vertical distance in sea level between high tide and low
tide during a single tidal cycle.



Seven days later, when the Moon and Sun are at right angles to each
other (first and third quarter Moon), the two forces act in opposition to
each other to produce a minimum pull on the oceans. The tides in this
case are known as neap tides. The neap high tide produces the lowest high
tide and the neap low tide produces the highest low tide.

The nature of tides
In most places, tides are semidiurnal, meaning there are two tidal

cycles each day (a tidal cycle is one high and one low tide). The high wa-
ter level reached during one of the high tide stages is usually greater than
the other high tide point, and the low water level reached during one of
the low tide stages is usually less than the other low tide point. This con-
sistent difference is called the diurnal inequality of the tides.

In a few locations, tides occur only once a day, with a single high
tide stage and a single low tide stage. These are known as diurnal tides.
In both diurnal and semidiurnal settings, a rising tide is called the flood
tide. A falling tide is called the ebb tide. The point when the water reaches
its highest point at high tide, or its lowest point at low tide, is called the
slack tide. At this point the water level is static, neither rising nor falling,
at least for a short time.

1 8 9 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Tides

High tide at Big Pine Key,

Florida. (Reproduced by per-

mission of JLM Visuals.)



As the Moon revolves around Earth, Earth also rotates on its axis.
Consequently, in order to return to the same position relative to the Moon
above, Earth must rotate on its axis for 24 hours and 50 minutes (a pe-
riod known as a lunar day). The additional 50 minutes allows Earth to
“catch up” to the Moon. As a result, on a coast with diurnal tides, each
day the high tide (or low tide) will occur 50 minutes later than the day
before. On a semidiurnal coast, each high tide (or low tide) will occur 12
hours and 25 minutes later than the previous high tide (or low tide).

The movement of ocean water as a result of tidal action is known
as a tidal current. In open water, tidal currents are relatively weak and
tend to change direction slowly and regularly throughout the day. Closer
to land, however, tidal currents tend to change direction rather quickly,
flowing toward land during high tide and away from land during low tide.
In many cases, this onshore and offshore tidal current flows up the mouth
of a river or some other narrow opening. When this occurs, the tidal cur-
rent may then reach speeds as great as 9 miles (15 kilometers) an hour
with crests as high as 10 feet (3 meters) or more.

Most tides rise and fall between 3 and 10 feet (1 and 3 meters). In
some locations, however, the tides may be much greater. These locations
are characterized by ocean bottoms that act as funnels through which
ocean waters rush upward towards or downward away from the shore at
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very rapid speeds. In the Bay of Fundy, between Nova Scotia and New
Brunswick, the difference between high and low tides (the tidal range)
may be as great as 46 feet (14 meters). In comparison, some large bod-
ies of water, such as the Mediterranean, Baltic, and Caribbean Seas, have
areas with tides of less than a foot (0.3 meter). All coastal locations (as
well as very large lakes) experience some variation in tidal range due to
the affects of neap versus spring tides.

[See also Celestial mechanics; Gravity and gravitation; Moon;
Ocean]

‡�Time
Time is a measurement to determine the duration of an event or to indi-
cate when an event occurred. For example, one could say that it took an
object 3.58 seconds to fall, indicating how long it took for that event to
occur. Or, one could say that English physicist Isaac Newton was born
on December 25, 1642, telling when the event of his birth took place.

A number of units are used to measure time, including seconds, min-
utes, hours, days, weeks, months, and years. In the SI system (Interna-
tional System of Units) of measurement used in science, the standard unit
of measurement is the second. The second can be subdivided (as can all
SI units) into milliseconds, microseconds, and so on.

Time measurement
Humans measure time by observing some natural phenomenon that

occurs very regularly. Until recently, those natural phenomena were all
astronomical events: the rising and setting of the Sun, the Moon, and stars.

We know, for example, that the Sun rises and sets every day. One
way to measure time is to call the time between two successive appear-
ances of the Sun a “day.” Then, an hour can be defined as 1/24 part of a
day; a minute as 1/60 of an hour; and a second as 1/60 of a minute.

Solar time, which is based on the motion of the Sun, is not the only
way of measuring time, however. One might keep track of the regular 
appearance of the full Moon. That event occurs once about every 29.5 
solar days. The time between appearances of new moons, then, could be
used to define a unit known as the month.

One also can use the position of the stars for measuring time. The
system is the same as that used for the Sun, since the Sun itself is a star.
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All other stars also rise and set on a regular basis. Time systems based
on the movement of one or more stars are known as sidereal time (pro-
nounced seye-DEER-ee-uhl).

Although any one of these systems is a satisfactory method for mea-
suring some unit of time, such as a day or a month, the systems may con-
flict with each other. It is not possible, for example, to fit 365 solar days
into 12 or 13 lunar months exactly. This problem creates the need for leap
years, leap centuries, and other adjustments developed to keep calendars
consistent with each other. Adjustments in time-keeping systems also are
necessary to correct for the fact that any natural motion—such as that of
the Sun or the Moon—changes very slowly over long periods of time.

Atomic clocks
The standard of time used throughout the world today is no longer

an astronomical event, but an atomic event. All atoms oscillate (vibrate
back and forth) in a highly regular pattern. In a sense, this vibration is
similar to the oscillation of a pendulum in a grandfather clock. The main
difference is that atoms oscillate much more rapidly than do the pendu-
lums in clocks.
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Atomic clock: A device for keeping time based on natural oscillations
within atoms.

Leap time: Any adjustment made in clocks and/or calendars in order
to keep them consistent with the natural event used for time measure-
ment.

Lunar time: Any system of time measurement based on the motion of
the Moon.

Sidereal time: Any system of time measurement based on the motion
of the stars.

Solar time: Any system of time measurement based on the motion of
the Sun.

Time reversal: The hypothesis that it may be possible to go backward
in time.



In 1967, the Thirteenth General Conference on Weights and Mea-
sures decided to define a new unit of time. The Conference announced
that one second would be defined as the time it takes for an atom of ce-
sium-133 to oscillate 9,192,631,770 times.

An atomic clock, like that made of cesium-133, is preferred to older
methods of measuring time based on astronomical events because it is
much more accurate. The best cesium clock would be in error by 1 sec-
ond no more often than once every 6,000 years.
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Time reversal
One of the intriguing questions about time is whether it can move

in two directions—forward and backward. At first thought, it would ap-
pear that time can only go forward. Science fiction stories have been writ-
ten about time machines, devices for allowing people to go back into his-
tory. But thus far, no such machine has actually been built.

Yet some scientists believe that going backward in time—time re-
versal—may actually be possible. For more than 40 years, experiments
have been conducted to see whether certain kinds of physical processes
can be made to go in reverse. If that result could be obtained, it would
provide some reason to believe that time reversal really is possible. At
this point, however, no experiment has produced that kind of result.

[See also Relativity, theory of]

‡�Topology
Topology is a branch of mathematics sometimes known as rubber-sheet
geometry. It deals with the properties of a geometric figure that do not
change when the shape is twisted, stretched, or squeezed. In topological
studies, the tearing, cutting, and combining of shapes is not allowed. The
geometric figure must stay intact while being studied. Topology has been
used to solve problems concerning the number of colors necessary to il-
lustrate maps, about distinguishing the characteristics of knots, and about
understanding the structure and behavior of DNA (deoxyribonucleic acid)
molecules, which are responsible for the transferring of physical charac-
teristics from parents to offspring.

Topological equivalency
The crucial problem in topology is deciding when two shapes are

equivalent. The term equivalent has a somewhat different meaning in
topology than in Euclidean geometry. In Euclidean geometry, one is con-
cerned with the measurement of distances and angles. It is, therefore, a
form of quantitative analysis. In contrast, topology is concerned with sim-
ilarities in shape and continuity between two figures. As a result, it is a
form of qualitative analysis.

For example, in Figure 1 on page 1898, each of the two shapes has
five points: a through e. The sequence of the points does not change from
shape 1 to shape 2, even though the distance between the points changes.

1 8 9 7U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Topology



Thus the two shapes in Figure 1 are topologically equivalent, even though
their measurements are different.

Similarly, in Figure 2, each of the closed shapes is curved, but shape
3 is more circular, and shape 4 is a flattened circle, or ellipse. However,
every point on shape 3 can be mapped or transposed onto shape 4. So the
two figures are topologically equivalent to each other.

Shapes 1 and 2 are both topologically equivalent to each other, as
are shapes 3 and 4. That is, if each were a rubber band, it could be stretched
or twisted into the same shape as the other without connecting or dis-
connecting any of its points. However, if either of the shapes in each pair
is torn or cut, or if any of the points in each pair join together, then the
shapes are not topologically equivalent. In Figure 3, neither of the shapes
is topologically equivalent to any of the shapes in Figures 1 or 2, nor are
shapes 5 and 6 equivalent to each other. The circles in shape 5 are fused,
and the triangle in shape 6 has a broken line hanging from its apex.
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Famous topologists
Topological ideas can be traced back to German mathematician 

Gottfried Wilhelm Leibniz (1646–1716). However, three of the most 
famous figures in the development of topology are later German mathe-
maticians: Augustus Ferdinand Möbius (1790–1868), Georg Friedrich
Bernhard Riemann (1826–1866), and Felix Klein (1849–1925).

Möbius is best known for his in-
vention of the Möbius strip. You can
make a Möbius strip very easily. Sim-
ply cut a long strip of paper, twist the
paper once, and connect the two ends
of the strip to each other. The figure that
results will look like the Möbius strip
shown in Figure 4. Notice that an ant
crawling along the Möbius strip will
never have to pass an edge to go to “the
other side.” In other words, there is no
“other side”; the Möbius strip has only
one side.

Riemann developed some of the most important topological ideas
about the stretching, bending, and twisting of surfaces. Unfortunately, he
died at the early age of 39, before getting the chance to develop some of
his ideas fully.

Klein is best known for the paradoxical figure illustrated in Figure
5, the Klein bottle. The Klein bottle is a one-sided object that has no edge.
It consists of a tapered tube whose neck is bent around to enter the side
of the bottle. The neck con-
tinues into the base of the
bottle where it flares out
and rounds off to form the
outer surface of the bottle.
Like the Möbius strip, any
two points on the bottle can
be joined by a continuous
line without crossing an
edge. This property gives
the impression that the in-
side and outside of the
Klein bottle are continuous.

[See also Geometry]
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‡�Tornado
A tornado is a rapidly spinning column of air formed in severe thunder-
storms. The rotating column, or vortex, forms inside the storm cloud (cu-
mulonimbus), then grows downward until it touches the ground. When a
tornado is visible but does not touch the ground, it is properly called a
funnel cloud. A tornado in contact with a body of water is called a water-
spout.

A tornado is capable of extreme damage because it packs very 
high wind speeds into a compact area. Tornadoes have been known to
shatter buildings, drive straws through solid wood, lift locomotives 
from their tracks, and pull the water out of small streams. The United
States experiences most of the world’s tornadoes, averaging about 
800 each year. Most of these tornadoes arise in the states of Texas, 
Oklahoma, and Kansas. On average, tornadoes are responsible for 80
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deaths, 1,500 injuries, and millions of dollars of damage annually in the
United States.

Tornado formation
Although tornadoes can occur at any time of the year, most form

during the months of March through June, when conditions are right for
the development of severe thunderstorms.

In a severe storm, rain that falls from a cloud causes downdrafts
(sinking air) in the rear of the cloud. Meanwhile, the advancing edge of
the storm has strong updrafts and humid air is pulled into the storm. As
this humid air rises and cools, its water vapor condenses to form more
water droplets, releasing heat in the process into the surrounding air. This
latent heat, in turn, causes the air mass to rise ever more quickly, strength-
ening the storm.

As updrafts in a severe thunderstorm cloud get stronger, more air is
pulled into the base of the cloud to replace the rising air. Some of this air
may be rotating slightly since the air around the base of a thunderstorm
always has a certain amount of vorticity or “spin.”

As the air converges into a smaller area it begins to rotate faster due
to a law of physics known as the conservation of angular momentum. This
effect can be seen when an ice skater begins slowly spinning with arms
outstretched. As the skater brings his or her arms inward, the skater’s rate
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Fujita Tornado Scale: A scale of six categories that rates tornado
wind speed based upon the observed destruction of the storm.

Funnel cloud: A fully developed tornado vortex before it has touched
the ground.

Latent heat: The heat released when water vapor condenses to form
liquid water.

Vortex: A rotating column of a fluid such as air or water.

Vorticity: The tendency of an air mass to rotate.

Waterspout: Tornado in contact with a body of water.



of rotation increases dramatically. In the same way, as air converges into
the strong updraft of an intense thunderstorm, its rate of spin increases.
Meteorologists still are unsure whether tornadoes form deep within clouds
and extend downward or form underneath the cloud and extend upward.
It is possible that both situations occur.

Tornado characteristics
Tornadoes move with the thunderstorm to which they are attached

at an average speed of 35 miles (56 kilometers) per hour. They have an
average path length of about 5 miles (8 kilometers). The diameter of a tor-
nado can vary from 300 feet to 1 mile (90 meters to 1.6 kilometers). Tor-
nadoes come in a variety of shapes and sizes, and often have an ominous
dark color due to the soil and other debris they pick up as they move along.

Tornado strength is classified by the Fujita Tornado Scale, or F-
scale. Developed by T. Theodore Fujita of the University of Chicago, the
scale measures the power and destructiveness of tornadoes. The six cat-
egories of the scale (F0 through F5) classify a tornado by the amount of
damage it causes—from light to incredible—and its wind speed—from
40 to more than 300 miles (64 to more than 482 kilometers) per hour. It
is estimated that 90 percent of all tornadoes have wind speeds below 115
miles (185 kilometers) per hour.
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Dust Devil

A dust devil is a relatively small, rapidly rotating wind that
stirs up dust, sand, leaves, and other material as it moves across the
ground. Dust devils also are known as whirlwinds or, especially in Aus-
tralia, willy-willys. In most cases, dust devils are no more than 10 feet
(3 meters) wide and less than 300 feet (100 meters) high.

Resembling mini-tornadoes, dust devils form most commonly
on hot dry days in arid regions such as a desert. They originate when
a layer of air lying just above the ground is heated and begins to rise
in an updraft. Winds blowing in the area cause this rising air mass to
rotate, either clockwise or counterclockwise. In some cases, wind
speeds can easily exceed 50 miles (80 miles) per hour. Some large and
powerful dust devils have been known to cause property damage. In
the vast majority of cases, however, dust devils are too small to pose
a threat to buildings or to human life.



Tornado history
The deadliest tornado in United States history was the Tri-State tor-

nado on March 18, 1925. Beginning in Missouri, the tornado stayed on
the ground for almost 220 miles (350 kilometers), moving into Illinois
and Indiana. In places, it left a trail of damage almost 1 mile (1.6 kilo-
meters) wide. The Tri-State tornado plowed through nine towns and de-
stroyed thousands of homes. When the storm was over, 695 people had
lost their lives and more than 2,000 were injured.

Another historic storm was the severe tornado outbreak of April 3-
4, 1974. This so-called “Super Outbreak” triggered 148 tornadoes over
13 states, devastating an area from Alabama to Michigan. More than 300
people were killed and more than 5,000 were injured. Property damage
was approximately $500 million.

On May 3, 1999, a storm started near the town of Lawton in south-
western Oklahoma. By the end of the day, it had grown into a violent
storm system with a reported 76 tornadoes. As the storm system tore across
central Oklahoma and into Kansas, more than 40 people were killed, over
500 were injured, and more than 1,500 buildings were destroyed. One of
the tornadoes in the system, classified as an F5, had a diameter of 1 mile
(1.6 kilometers) at times and stayed on the ground for more than 4 hours.

Tornado prediction and tracking
The precise tracking and prediction of tornadoes is not yet a reality.

Meteorologists can identify conditions that are likely to lead to severe
storms and can issue warnings when atmospheric conditions are right for
the development of tornadoes. They can use radar to track the path of
thunderstorms that might produce tornadoes. Yet it is still not possible to
detect a funnel cloud by radar and predict its path, touchdown point, and
other important details. Scientific research in this area continues.

[See also Atmospheric pressure; Cyclone and anticyclone; Thun-
derstorm]

‡�Touch
Touch is one of the five senses through which animals interpret the world
around them. (The other senses are smell, taste, sight, and hearing.) While
the organs of the other senses are located primarily in a single area (such
as sight in the eyes and taste in the tongue), the sensation of touch can
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be experienced anywhere on the body, from the top of the head to the tips
of the toes.

Without the sense of touch, animals would not be able to recognize
pain, which would greatly decrease their chances for survival. Research
also has shown that touch is an important factor in child development,
persuasion, healing, and reducing anxiety and tension.

How we feel the outside world
The sense of touch is based primarily in the outer layer of the skin

called the epidermis. Nerve receptors in the epidermis respond to outside
stimuli by sending impulses along nerves through the central nervous sys-
tem to the brain. The brain, in turn, interprets these impulses as heat, cold,
pain, or pressure.

Scientists have identified several types of touch receptors, or nerve
endings. One type is associated mainly with light pressure (such as wind)
and pain and occurs at the base of hairs throughout the body. Another is
found in the fingertips and areas especially sensitive to touch, such as the
tongue and the soles of the feet. A third type is found in deep tissues in
the joints, reproductive organs, and milk glands and is extremely sensi-
tive to pressure and rapid movement of the tissues. The skin also contains
specific receptors for sensing heat and cold as well as intense pain.

These receptors also are found in greater numbers on different parts
of the body. The back is the least sensitive to touch, while the lips, tongue,
and fingertips are most sensitive. Most receptors for cold are found on
the surface of the face while receptors for warmth usually lie deeper in
the skin and are fewer in number. A light breeze on the arm or head is
felt because there tend to be more sense receptors at the base of the hairs
than anywhere else.
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Epidermis: The outer layer of skin.

Nerve receptor: Nerve endings or specialized cells that are in close
contact with nerves.

Stimulus: Anything that causes a response.



Touch and health
Numerous studies of humans and other animals have shown that

touch greatly affects physical development and mental well being. Pre-
mature babies that receive regular messages gain weight more rapidly and
develop faster mentally than those who do not receive the same attention.
Touch also appears to be a factor in emotional stability. Difficult children
often have a history of abuse and neglect. Touch provides reassurance to
infants that they are loved and safe. In general, babies who are held and
touched tend to be more alert and aware of their surroundings.

Touch continues to have a psychological impact throughout peoples’
lives. Adults who are hospitalized or sick at home have less anxiety and
tension headaches when they are regularly touched or caressed by care-
takers or loved ones. Touch also has a healing power and has been shown
to have the capacity to reduce rapid heartbeats and restore irregular heart-
beats to normal rhythm.

Touch is a powerful persuasive force. Salespeople often use touch
to establish a bond that can result in better sales. People also are more
likely to respond positively to a request if it is accompanied by a slight
touch on the arm or hand.

[See also Perception]

‡�Tranquilizer
A tranquilizer is a drug that acts on the central nervous system and is used
to calm, decrease anxiety, or help a person to sleep. Often called depres-
sants because they suppress the central nervous system and slow the body
down, they are used to treat mental illness as well as common anxiety
and sleeplessness. Available only by prescription, they can cause depen-
dence and certain ones can easily be abused.

Major and minor tranquilizers
There are two types or classes of tranquilizers: major tranquilizers

and minor tranquilizers. The former are antipsychotic drugs and the lat-
ter are considered antianxiety drugs. Antipsychotic drugs are used to treat
patients with a severe mental illness, like schizophrenia (pronounced skit-
zo-FREH-nee-uh). Antianxiety drugs are given to patients with emotional
problems, like anxiety. Both types of tranquilizers were first introduced
in the 1950s. At the time, they revolutionized psychiatry for they seemed
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to offer physicians a way to manage psychoses (pronounced sy-KOH-
sees), which are severe forms of mental illness, and to make their patients
emotionally calm and quiet. They also seemed to offer an alternative to
people simply trying to cope or put up with the everyday anxieties, ten-
sion, and sleeplessness that many experience in their normal lives.

Major tranquilizers for psychoses
The major tranquilizers were first developed in the very early 1950s

when scientists discovered that the organic compound called phenoth-
iazine (pronounced fee-no-THY-uh-zeen) had a strong sedative effect,
meaning it calmed or relaxed the person taking it. In 1952, a pheno-
thiazine derivative called chlorpromazine (pronounced klor-PRO-muh-
zeen) was seen to make highly agitated patients quiet and calm without
making them unconscious. However, it also made them much less aware
mentally, as they seemed to have little or no interest in anything going
on around them. These calming effects led doctors to begin giving this
new drug (whose trade name was Thorazine) to severely disturbed, psy-
chotic patients, since for the first time, science had found a drug that
specifically targeted the central nervous system.

About the same time, another compound called reserpine became
useful as a major tranquilizer. It was found to reduce the delusions and
hallucinations of schizophrenics. However, it eventually was replaced by
another class of drugs since it had several physical side effects. Although
antipsychotic drugs or major tranquilizers have side effects—such as in-
creased heart rate, dry mouth, blurred vision, and constipation—they are
not addictive and patients seldom build up a tolerance for them. Since
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Words to Know

Anxiety: A feeling of uneasiness and distress about something in the
future.

Insomnia: Inability to go to sleep or stay asleep.

Psychosis: A major psychiatric disorder characterized by the inability
to tell what is real from what is not real.

Schizophrenia: A serious mental illness characterized by isolation from
others and thought and emotional disturbances.



they do not give the user any of the good feelings that stimulants do  (in-
stead they cause drowsiness), they do not lend themselves to recreational
use. They will not make a person feel “high.”

Minor tranquilizers for anxiety
Minor tranquilizers are quite different, however, and although these

antianxiety drugs are called “minor,” there is in fact nothing minor or mild
about these drugs. Nor is there anything minor about their effects or their
potential for abuse. This class of drugs is the most common type of drug
today. More prescriptions are written for these compounds than for any
other type of drugs. Minor tranquilizers include the well-known brand
names of Valium, Librium, Xanax, and Ativan. Unlike major tranquiliz-
ers, which are used by doctors to try and manage severe psychiatric ill-
nesses, minor tranquilizers are given fairly liberally by doctors to patients
who complain about anxiety, depression, and sleep disorders. Minor tran-
quilizers work by reducing tension without heavily sedating the patient. Al-
though they relax tense muscles, they produce less sleepiness during the
day than major tranquilizers, although at night they do help with sleep.

Though they should be taken in prescribed doses for short periods
of time, many people take these minor tranquilizers regularly, and they
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can cause dependence and tolerance. This means that the patient may 
experience unpleasant withdrawal symptoms if they suddenly stop tak-
ing them, and that they eventually need to take larger doses to maintain
a feeling of well-being. Minor tranquilizers are the most widely abused
drug in the United States and are regularly involved in suicide attempts
and accidental overdoses. Called “downers” on the street, they can give
a feeling of calm and relaxation (some say a “floating” sensation) that
can, however, turn into more serious and unpleasant side effects. Over-
use of downers can make people hostile and aggressive, and leave them
with blurred vision, memory loss, disorganized thinking, headaches, and
depression.

Not a cure
Whether major or minor tranquilizers, these two classes of drugs are

not a cure for any of the conditions they treat. They are given by doctors
to relieve symptoms that are associated with other problems. Neither 
type of drug should be taken with alcohol, as both are depressants and
can therefore compound or exaggerate the effect of the other. People who
take tranquilizers also should not drive a car or operate anything me-
chanical for several hours after taking the pills, since they interfere with
the control of a person’s movements. Although technically there are ma-
jor and minor tranquilizers, the word “tranquilizer” has commonly come
to refer only to the minor class of drugs that treat anxiety and insomnia—
probably because they are the most frequently prescribed type of drug in
the world.

[See also Psychosis; Schizophrenia]

‡�Transformer
A transformer is an electrical device used to change the voltage in an elec-
tric circuit. It usually consists of a soft iron core with a rectangular shape.
An incoming wire (the primary coil) is wrapped around one side of the
core, and an outgoing wire (the secondary coil) is wrapped around the
opposite side of the core. Each wire is wrapped around the core a differ-
ent number of times.

A transformer works on the principle of inductance. An alternating
electric current entering the transformer through the primary coil creates
a magnetic field within the iron core. The strength of the magnetic field
depends on the strength of the electric current.
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Once the magnetic field is established in the iron core, the reverse
effect occurs in the secondary coil at the opposite side of the core. 
The oscillating (vibrating) magnetic field within the core creates an elec-
tric current in the secondary coil. The strength of the electric current is
determined by the number of times the outgoing wire is wrapped around
the iron core.

A transformer can be used either to increase or decrease the voltage
in a circuit. A transformer of the former type is known as a step-up trans-
former; one of the latter type is known as a step-down transformer.
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Applications
Transformers are used widely in everyday situations. The transmis-

sion of electric current from its source (such as a hydroelectric dam) to
the consumer can be accomplished most efficiently at high voltages. The
high-tension wires one sees overhead in the open country carry electric
current at high voltage. But most household appliances operate at much
lower voltages. It is necessary, therefore, to install transformers near the
point where electric current enters a house or within appliances themselves.

‡�Transistor
A transistor is a solid-state electronic device used to control the flow of
an electric current. The term solid-state refers to devices that take ad-
vantage of special properties of solids. (It usually refers to devices made
of semiconducting materials.) Since they were invented in the 1940s, tran-
sistors have come to revolutionize modern communications. They are
found in an enormous variety of electrical devices, ranging from popular
consumer items such as home computer games, pocket calculators, and
portable stereos to the complex electronic systems used by business and
industry.

Until World War II (1939–45), most systems of communication used
vacuum tubes for the amplification and control of electrical current. How-
ever, vacuum tubes have a number of serious disadvantages. They are
bulky and fragile, they consume a lot of power, and they have a tendency
to overheat. The demands of radar in particular during the war encour-
aged scientists to look for another method of amplifying and controlling
electric current in communication devices.

Semiconductors
The discovery of the transistor was announced in 1948 by three sci-

entists from the Bell Telephone Laboratories: William Shockley (1910–
1989), John Bardeen (1908–1991), and Walter Brattain (1902–1987). The
key to this discovery is a class of materials known as semiconductors. Semi-
conductors are substances that conduct an electric current only very poorly.
They fall somewhere between true conductors (such as silver, aluminum,
and copper) and nonconductors (such as wool, cotton, paper, air, wood,
and most plastics). The two most commonly used semiconducting elements
are silicon and germanium. Some important semiconducting compounds
include cadmium selenide, cadmium telluride, and gallium arsenide.
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Semiconductors fall into one of two general categories: n-type semi-
conductors and p-type semiconductors. The former class consists of ma-
terials that have a slight excess of electrons, while those in the latter class
have a slight deficiency of electrons.

The conductivity of both n-type and p-type semiconductors can be
enhanced greatly by adding very small amounts of impurities. This process
is known as doping and involves the addition of roughly one atom of
dopant (such as boron or phosphorus) for each ten million atoms of the
base semiconductor (such as silicon or germanium).
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Words to Know

Amplification: Increasing the strength of some signal such as the
amount of electrical current passing through a transistor.

Base: The middle slice of a transistor.

Chip: The piece of semiconducting material on which integrated cir-
cuits are etched.

Collector: One of the outer slices of a transistor.

Dopant: An impurity added to a semiconducting material.

Doping: The act of adding impurities to change semiconductor proper-
ties.

Emitter: One of the outer slices of a transistor.

Integrated circuit (IC): An electronic device that contains thousands
or millions of microscopic-sized transistors etched on a single piece
(chip) of material.

N-type semiconductor: An element or compound that has a slight
excess of electrons.

P-type semiconductor: An element or compound that has a slight
deficiency of electrons.

Resistor: Component used to introduce resistance.

Semiconductor: A substance that conducts an electric current—but
only very poorly.

Solid-state: A term used for electronic devices that take advantage of
special properties of solids. It usually refers to devices made of semi-
conducting materials.



Operation of a transistor
A typical transistor looks like a sandwich with one type of semi-

conductor as the slices of bread and the second type of semiconductor as
the filling. For example, a thin slice of a p-type semiconductor might be
placed between two thicker slices of an n-type semiconductor. The mid-
dle slice of the transistor is known as the base, while the two outer slices
are called the collector and the emitter.

Suppose that this transistor is placed into an electric circuit, and cur-
rent is allowed to flow through it. The current flows into the transistor
through the collector, across the base, and out through the emitter.

The flow of this current can be controlled by attaching a second
source of electric current to the base itself. The amount of current that
flows through the transistor will be determined by this second source of
electric current. If a relatively small current is allowed to flow into the
base, the transistor does not permit a very large flow of current through
it. If a relatively large current is allowed to flow into the base, the tran-
sistor allows a much larger flow of current through it.

For example, suppose that a particular transistor typically permits a
flow of 0.01 milliamperes when the electrical flow into the base is at a
minimum. Then suppose that the flow into the base is increased by a small
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amount. That small increase will allow a much larger flow of electric cur-
rent—say up to 2.5 milliamperes—through it. The transistor has been
made to act, therefore, like an amplifier.

Many other kinds of transistors have been developed to perform
other electronic functions. One of the greatest breakthroughs in transistor
research was the invention in 1959 of the integrated circuit (IC). An in-
tegrated circuit is an electronic device that contains large numbers (usu-
ally thousands or millions) of microscopic-sized transistors etched on a
single piece (chip) of material.

‡�Transition elements
The transition elements are the elements that make up Groups 3 through
12 of the periodic table. These elements, all of which are metals, include
some of the best-known names on the periodic table—iron, gold, silver,
copper, mercury, zinc, nickel, chromium, and platinum among them. A
number of other transition elements are probably somewhat less familiar,
although they have vital industrial applications. These elements include
titanium, vanadium, manganese, zirconium, molybdenum, palladium, and
tungsten.

One member of the transition family deserves special mention. Tech-
netium (element #43) is one of only two “light” elements that does not
occur in nature. It was originally produced synthetically in 1937 among
the products of a cyclotron reaction. The discoverers of technetium were
Italian physicists Carlo Perrier and Emilio Segré (1905–1989).

The transition elements share many physical properties in common.
With the notable exception of mercury, the only liquid metal, they all have
relatively high melting and boiling points. They also have a shiny, lustrous,
metallic appearance that may range from silver to gold to white to gray.

In addition, the transition metals share some chemical properties.
For example, they tend to form complexes, compounds in which a group
of atoms cluster around a single metal atom. Ordinary copper sulfate, for
example, normally occurs in a configuration that includes four water mol-
ecules surrounding a single copper ion. Transition element complexes
have many medical and industrial applications.

Another common property of the transition elements is their ten-
dency to form colored compounds. Some of the most striking and beau-
tiful chemical compounds known are those that include transition metals.
Copper compounds tend to be blue or green; chromium compounds are
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yellow, orange, or green; nickel compounds are blue, green, or yellow;
and manganese compounds are purple, black, or green.

The discussion that follows focuses on only three of the transition
elements: iron, copper, and mercury. These three elements are among the
best known and most widely used of all chemical elements.
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Amalgam: An alloy that contains mercury.

Basic oxygen process (BOP): A method for making steel in which a
mixture of pig iron, scrap iron, and scrap steel is melted in a large steel
container and a blast of pure oxygen is blown through the container.

Bessemer convertor: A device for converting pig iron to steel in
which a blast of hot air is blown through molten pig iron.

Blast furnace: A structure in which a metallic ore (often, iron ore) is
reduced to the elemental state.

Cast iron: A term used to describe various forms of iron that also con-
tain anywhere from 0.5 to 4.2 percent carbon and 0.2 to 3.5 percent
silicon.

Complex: A chemical compound in which a single metal atom is sur-
rounded by two or more groups of atoms.

Ductile: Capable of being drawn or stretched into a thin wire.

Electrolytic cell: A system in which electrical energy is used to bring
about chemical changes.

Electrolytic copper: A very pure form of copper.

Malleable: Capable of being rolled or hammered into thin sheets.

Open hearth process: A method for making steel in which a blast of
hot air or oxygen is blown across the surface of a molten mixture of
pig iron, hematite, scrap iron, and limestone in a large brick container.

Patina: A corrosion-resistant film that often develops on copper surfaces.

Pig iron: A form of iron consisting of approximately 90 percent pure
iron and the remaining 10 percent of various impurities.

Slag: A by-product of the reactions by which iron is produced, consist-
ing primarily of calcium silicate.



Iron
Iron is the fourth most abundant element in Earth’s crust, following

oxygen, silicon, and aluminum. In addition, Earth’s core is believed to con-
sist largely of iron. The element rarely occurs in an uncombined form but
is usually found as a mineral such as hematite (iron[III] oxide), magnetite
(lodestone, a mixture of iron[II] and iron[III] oxides), limonite (hydrated
iron[III] oxide), pyrite (iron sulfide), and siderite (iron[II] carbonate).

Properties. Iron is a silver-white or gray metal with a melting point
of 2,795°F (1,535°C) and a boiling point of 4,982°F (2,750°C). Its chem-
ical symbol, Fe, is taken from the Latin name for iron, ferrum. It is both
malleable and ductile. Malleability is a property common to most metals,
meaning that a substance can be hammered into thin sheets. Many met-
als are also ductile, meaning that they can be drawn into a fine wire.

In a pure form, iron is relatively soft and slightly magnetic. When
hardened, it becomes much more magnetic. Iron is the most widely used
of all metals. Prior to its use, however, it must be treated in some way to
improve its properties, or it must be combined with one or more other el-
ements (in this case, another metal) to form an alloy. By far the most pop-
ular alloy of iron is steel.

One of the most common forms of iron is pig iron, produced by
smelting iron ore with coke (nearly pure carbon) and limestone in a blast
furnace. (Smelting is the process of obtaining a pure metal from its ore.)
Pig iron is approximately 90 percent pure iron and is used primarily in
the production of cast iron and steel.

Cast iron is a term used to describe various forms of iron that also
contain carbon and silicon ranging in concentrations from 0.5 to 4.2 per-
cent of the former and 0.2 to 3.5 percent of the latter. Cast iron has a vast
array of uses in products ranging from thin rings to massive turbine bod-
ies. Wrought iron contains small amounts of a number of other elements,
including carbon, silicon, phosphorus, sulfur, chromium, nickel, cobalt,
copper, and molybdenum. Wrought iron can be fabricated into a number
of forms and is widely used because of its resistance to corrosion.

How iron is obtained. Iron is one of the handful of elements that
was known to ancient civilizations. Originally it was prepared by heating
a naturally occurring ore of iron with charcoal in a very hot flame. The
charcoal was obtained by heating wood in the absence of air. There is
some evidence that this method of preparation was known as early as
3000 B.C. But the secret of ore smelting was carefully guarded within the
Hittite civilization of the Near East for almost 2,000 years.
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Then, when that civilization fell in about 1200 B.C., the process of
iron ore smelting spread throughout eastern and southern Europe. Iron-
smiths were soon making ornamental objects, simple tools, and weapons
from iron. So dramatic was the impact of this new technology on human
societies that the period following 1200 B.C. is generally known as the
Iron Age.

A major change in the technique for producing iron from its ores
occurred around 1709. As trees (and therefore the charcoal made from
them) grew increasingly scarce in Great Britain, English inventor Abra-
ham Darby (c. 1678–1717) discovered a method for making coke from
soft coal. Since coal was abundant in the British Isles, Darby’s technique
provided for a consistent and dependable method of converting iron ores
to the pure metal.

The modern production of iron involves heating iron ore with coke
and limestone in a blast furnace, where temperatures range from 400°F
(200°C) at the top of the furnace to 3,600°F (2,000°C) at the bottom.
Some blast furnaces are as tall as 15-story buildings and can produce
2,400 tons (2,180 metric tons) of iron per day.

Inside a blast furnace, a number of chemical reactions occur. One
of these involves the reaction of coke (nearly pure carbon) with oxygen
to form carbon monoxide. This carbon monoxide then reacts with iron
ore to form pure iron and carbon dioxide. Limestone is added to the re-
action mixture to remove impurities in the iron ore. The product of this
reaction, known as slag, consists primarily of calcium silicate. The iron
formed in a blast furnace exists in a molten form (called pig iron) that
can be drawn off at the bottom of the furnace. The slag also is molten but
less dense than the iron. It is drawn off from taps just above the outlet
from which the molten iron is removed.

Early efforts to use pig iron for commercial and industrial applica-
tions were not very successful. The material proved to be quite brittle,
and objects made from it tended to break easily. Cannons made of pig
iron, for example, were likely to blow apart when they fired a shell. By
1760, inventors had begun to find ways of toughening pig iron. These
methods involved remelting the pig iron and then burning off the carbon
that remained mixed with the product. The most successful early device
for accomplishing this step was the Bessemer converter, named after its
English inventor, Henry Bessemer (1813–1898). In the Bessemer con-
verter, a blast of hot air is blown through molten pig iron. The process
results in the formation of stronger forms of iron: cast and wrought iron.
More importantly, when additional elements such as manganese and
chromium are added to the converter, a new product—steel—is formed.
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Later inventions improved on the production of steel by the Besse-
mer converter. In the open hearth process, for example, a mix of molten
pig iron, hematite, scrap iron, and limestone is placed into a large brick
container. A blast of hot air or oxygen is then blown across the surface
of the molten mixture. Chemical reactions within the molten mixture re-
sult in the formation of either pure iron or, with the addition of alloying
metals such as manganese or chromium, a high grade of steel.

An even more recent variation on the Bessemer converter concept
is the basic oxygen process (BOP). In the BOP, a mixture of pig iron,
scrap iron, and scrap steel is melted in a large steel container and a blast
of pure oxygen is blown through the container. The introduction of al-
loying metals makes possible the production of various types of steel with
many different properties.

Uses of iron. Alloyed with other metals, iron is the most widely used
of all metallic elements. The way in which it is alloyed determines the
uses to which the final product is put. Steel, for example, is a general term
used to describe iron alloyed with carbon and, in some cases, with other
elements. The American Iron and Steel Institute recognizes 27 standard
types of steel. Three of these are designated as carbon steels that may
contain, in addition to carbon, small amounts of phosphorus and/or sul-
fur. Another 20 types of steel are made of iron alloyed with one or more
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of the following elements: chromium, manganese, molybdenum, nickel,
silicon, and vanadium. Finally, four types of stainless and heat-resisting
steels contain some combination of chromium, nickel, and manganese al-
loyed with iron.

Steel is widely used in many types of construction. It has at least
six times the strength of concrete, another traditional building material,
and about three times the strength of special forms of high-strength con-
crete. A combination of these two materials—called reinforced concrete—
is one of the strongest of all building materials available to architects. The
strength of steel has made possible some remarkable feats of construc-
tion, including very tall buildings (skyscrapers) and bridges with very
wide spans. It also has been used in the manufacture of automobile bod-
ies, ship hulls, and heavy machinery and machine parts.

Metallurgists (specialists in the science and technology of metals)
have invented special iron alloys to meet very specific needs. Alloys of
cobalt and iron (both magnetic materials themselves) can be used in the
manufacture of very powerful permanent magnets. Steels that contain the
element niobium (originally called columbium) have unusually great
strength and have been used, among other places, in the construction of
nuclear reactors. Tungsten steels also are very strong and have been used
in the production of high-speed metal cutting tools and drills. The alloy-
ing of aluminum with iron produces a material that can be used in AC
(alternating current) magnetic circuits since it can gain and lose magnet-
ism very quickly.

Metallic iron has other applications as well. Its natural magnetic
properties make it suitable for both permanent magnets and electromag-
nets. It also is used in the production of various types of dyes, including
blueprint paper and certain inks, and in the manufacture of abrasives.

Biochemical applications. Iron is essential to the survival of all ver-
tebrates. Hemoglobin, the molecule in blood that transports oxygen from
the lungs to an organism’s cells, contains a single iron atom buried deep
within its complex structure. When humans do not take in sufficient amounts
of iron in their daily diets, they may develop a disorder known as anemia.
Anemia is characterized by a loss of skin color, a weakness and tendency
to faint, palpitation of the heart, and a general sense of exhaustion.

Iron also is important to the good health of plants. It is found in 
a group of compounds known as porphyrins (pronounced POUR-fuh-
rinz) that play an important role in the growth and development of plant
cells. Plants that lack iron have a tendency to lose their color, become
weak, and die.
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Copper
Copper is one of only two metals with a distinctive color (the other

being gold). Copper is often described as having a reddish-brown hue. It
has a melting point of 1,985°F (1,085°C) and a boiling point 4,645°F
(2,563°C). Its chemical symbol, Cu, is derived from the Latin name for
the element, cuprum.

Copper is one of the elements that is essential to life in tiny amounts
(often referred to as trace elements), although larger amounts can be toxic.
About 0.0004 percent of the weight of the human body is copper. It can
be found in such foods as liver, shellfish, nuts, raisins, and dried beans.

Copper also is found in an essential biochemical compound known
as hemocyanin. Hemocyanin is chemically similar to the red hemoglobin
found in human blood, which has an iron atom in the center of its mole-
cule. By contrast, hemocyanin contains an atom of copper rather than iron
in its core. Lobsters and other large crustaceans have blue blood whose
color is caused by the presence of hemocyanin.

History of copper. Copper was one of the first metals known to hu-
mans. One reason for this fact is that copper occurs not only as ores (com-
pounds that must be converted to metal) but occasionally as native cop-
per, a pure form of the element found in the ground. In prehistoric times
an early human could actually find a chunk of pure copper in the earth
and hammer it into a tool with a rock.

Native copper was mined and used in the Tigris-Euphrates valley
(modern Iraq) as long as 7,000 years ago. Copper ores have been mined
for at least 5,000 years because it is fairly easy to get the copper out of
the ore. For example, if an ore of copper oxide is heated in a wood fire,
the carbon in the charcoal reacts with oxygen in the oxide and converts
it to pure copper metal.

Making pure copper. Extremely pure copper (greater than 99.95 per-
cent purity) is generally called electrolytic copper because it is made 
by the process known as electrolysis. Electrolysis is a reaction by which
electrical energy is used to bring about some kind of chemical change.
The high purity is needed because most copper is used to make electri-
cal equipment. Small amounts of impurities present in copper can seri-
ously reduce its ability to conduct electricity. Even 0.05 percent of ar-
senic as an impurity, for example, will reduce copper’s conductivity by
15 percent. Electric wires must be made of very pure copper, especially
if the electricity is to be carried for many miles through high-voltage trans-
mission lines.
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Uses of copper. By far the most important use of copper is in elec-
trical wiring. It is an excellent conductor of electricity (second only to sil-
ver), it can be made extremely pure, it corrodes very slowly, and it can
be formed easily into thin wires.

Copper is also an important ingredient of many useful alloys. (An
alloy is a mixture of one metal with another to improve on the original
metal’s properties.) Brass is an alloy of copper and zinc. If the brass con-
tains mostly copper, it is a golden yellow color; if it contains mostly zinc,
it is pale yellow or silvery. Brass is one of the most useful of all alloys.
It can be cast or machined into everything from candlesticks to cheap,
gold-imitating jewelry (but this type of jewelry often turns human skin
green—the copper reacts with salts and acids in the skin to form green
copper chloride and other compounds).

Several other copper alloys include: bronze, which is mainly cop-
per plus tin; German silver and sterling silver, which consist of silver plus
copper; and silver tooth fillings, which contain about 12 percent copper.

Probably the first alloy ever to be made and used by humans was
bronze. Archaeologists broadly divide human history into three periods.
The Bronze Age (c. 4000–3000 B.C.) is the second of these periods, oc-
curring after the Stone Age and before the Iron Age. During the Bronze
Age, both bronze and pure copper were used for making tools and weapons.
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Because it resists corrosion and conducts heat well, copper is widely
used in plumbing and heating applications. Copper pipes and tubing are
used to distribute hot and cold water through houses and other buildings.
Copper’s superior ability to conduct heat also makes it useful in the man-
ufacture of cooking utensils such as pots and pans. An even temperature
across the pan bottom is important for cooking so food doesn’t burn or
stick to hot spots. The insides of the pans must be coated with tin, how-
ever, to keep excessive amounts of copper from seeping into the food.

Copper corrodes only slowly in moist air—much more slowly than
iron rusts. First, it darkens in color because of the formation of a thin
layer of black copper oxide. Then, as the years go by, the copper oxide
is converted into a bluish-green patina (a surface appearance that comes
with age) of basic copper carbonate. The green color of the Statue of 
Liberty, for example, was formed in this way.

Mercury
Mercury, the only liquid metal, has a beautiful silvery color. Its

chemical symbol, Hg, comes from the Latin name of the element, hy-
drargyrum, for “liquid silver.” Mercury has a melting point of �38°F
(�70°C) and a boiling point of 673°F (352.5°C). Its presence in Earth’s
crust is relatively low compared to other elements, equal to about 0.08
parts per million. Mercury is not considered to be rare, however, because
it is found in large, highly concentrated deposits.

Nearly all mercury exists in the form of a red ore called cinnabar,
or mercury (II) sulfide. Sometimes shiny globules of mercury appear
among outcrops of cinnabar, which is probably the reason that mercury
was discovered so long ago. The metal is relatively easy to extract from
the ore. In fact, the modern technique for extracting mercury is nearly
identical in principle to the method used centuries ago. Cinnabar is heated
in the open air. Oxygen in the air reacts with sulfur in the cinnabar, pro-
ducing pure mercury metal. The mercury metal vaporizes and is allowed
to condense on a cool surface, from which it can be collected.

Mercury does not react readily with air, water, acids, alkalis, or most
other chemicals. It has a surface tension six times greater than that of wa-
ter. Surface tension refers to the tendency of a liquid to form a tough
“skin” on its surface. The high surface tension of mercury explains its
tendency not to “wet” surfaces with which it comes into contact.

No one knows exactly when mercury was discovered, but many 
ancient civilizations were familiar with this element. As long ago as 
Roman times, people had learned to extract mercury from ore and used
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it to purify gold and silver. Ore containing gold or silver would be crushed
and treated with mercury, which rejects impurities, to form a mercury al-
loy, called an amalgam. When the amalgam is heated, the mercury va-
porizes, leaving pure gold or silver behind.

Toxicity. Mercury and all of its compounds are extremely poisonous.
The element also has no known natural function in the human body. Clas-
sified as a heavy metal, mercury is difficult for the body to eliminate. This
means that even small amounts of the metal can act as a cumulative poi-
son, collecting over a long period of time until it reaches a dangerous level.

Humans can absorb mercury through any mucous membrane and
through the skin. Its vapor can be inhaled, and mercury can be ingested
in foods such as fish, eggs, meat, and grain. In the body, mercury affects
the nervous system, liver, and kidneys. Symptoms of mercury poisoning
include tremors, tunnel vision, loss of balance, slurred speech, and un-
predictable emotions. (Tunnel vision is a narrowing of the visual field so
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that peripheral vision—the outer part of the field of vision that encom-
passes the far right and far left sides—is completely eliminated.) The
phrase “mad as a hatter” owes it origin to symptoms of mercury poison-
ing that afflicted hatmakers in the 1800s, when a mercury compound was
used to prepare beaver fur and felt materials.

Until recently, scientists thought that inorganic mercury was rela-
tively harmless. As a result, industrial wastes containing mercury were
routinely discharged into large bodies of water. Then, in the 1950s, more
than 100 people in Japan were poisoned by fish containing mercury. Forty-
three people died, dozens more were horribly crippled, and babies born
after the outbreak developed irreversible damage. It was found that inor-
ganic mercury in industrial wastes had been converted to a much more
harmful organic form known as methyl mercury. As this substance works
its way up the food chain, its quantities accumulate to dangerous levels
in larger fish. Today, the dumping of mercury-containing wastes has been
largely banned, and many of its industrial uses have been halted.

Uses. Mercury is used widely in a variety of measuring instruments
and devices, such as thermometers, barometers, hydrometers, and pyrom-
eters. It also is used in electrical switches and relays, in mercury arc lamps,
and for the extraction of gold and silver from amalgams. A small amount
is still used in the preparation of amalgams for dental repairs.

The largest single use of mercury today, however, is in electrolytic
cells, in which sodium chloride is converted to metallic sodium and
gaseous chlorine. The mercury is used to form an amalgam with sodium
in the cells.

[See also Alloy]

‡�Transplant, surgical
A surgical transplant involves removing organs or tissues from one per-
son and replacing them with corresponding ones from another part of that
person’s body or from another person. The idea of surgical transplanta-
tion dates back several centuries, but it has become a practical medical
approach only in the last few decades of the twentieth century. The main
reason is that the body naturally rejects foreign tissue placed inside it.
Only since the mid-twentieth century have doctors begun to learn more
about the body’s immune system and how to suppress it’s natural rejec-
tion response.
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The history of transplants
The idea of transplanting animal or human parts dates back for many

centuries. In the sixteenth century, a transplantation technique was 
developed for replacing noses lost during battle or due to syphilis (an in-
fectious disease contracted through sexual contact). The technique in-
volved using skin from the upper inner arm and then grafting (trans-
planting) and shaping it onto the nose area.

During the nineteenth century, advances in surgery (like the devel-
opment of antiseptic surgery to prevent infection and anesthetics to the
lessen pain) increased the success rates of most surgical procedures. How-
ever, transplantation of organs failed as surgeons had no knowledge of
how to “reconnect” the organ to the new body. Transplant surgery did not
move ahead until doctors developed techniques for reconnecting blood
vessels in the early twentieth century.

Studies in rejection
The next major advance in transplantation did not occur for more

than 40 years. Although kidney transplants were attempted, the recipi-
ent’s body always rejected the organ. Researchers experimenting with
transplants began to suspect that the body’s rejection of the implanted or-
gan was an immune system response to foreign tissue. During World War

1 9 2 4 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Transplant,
surgical

Words to Know

Graft: Bone, skin, or other tissue that is taken from one place on the
body (or, in some cases, from another body) and then transplanted to
another place, where it begins to grow again.

Immune system: The body’s natural defense system that guards
against foreign invaders and that includes lymphocytes.

Immunosuppressant: Something used to reduce the immune system’s
ability to function, like certain drugs or radiation.

Lymphocytes: A type of white blood cell that is involved in the body’s
immune response.

Radiation therapy: Use of radioactive substances to kill cancer cells
in the human body.



II (1939–45), British biologist Peter Medawar (1915–1987) became in-
terested in skin graft problems while working with severely burned sol-
diers. He soon proved that the rejection was due to the immune system,
which attacked the foreign tissues or organs as foreign invaders, much
the same way it works to ward of viruses and other disease.

The first successful human kidney transplant took place at Loyola
University in Chicago, Illinois, in 1950. In the years following, however,
most transplants resulted in rejection (only those between identical twins
were successful). As a result, scientists began to focus on controlling the
immune system so it would accept the transplant.

Advances lead to successes
By the early 1960s, doctors discovered how to match donor and 

recipient tissue more closely. They also began to use a combination of
radiation (to destroy certain cells) and drugs to suppress the immune sys-
tem, in effect shutting it down to prevent rejection. These antirejection
drugs are called immunosuppressants. As a result of this therapy, the first
successful human pancreas transplant took place in 1966. The following
year, Thomas Starzl (1926– ) of the University of Colorado performed
the first successful liver transplant. (Because of its complicated blood 
supply, the liver remains difficult to transplant.)

In 1967, Christiaan Barnard (1922– ), a South African surgeon, re-
ceived worldwide notoriety for achieving the first successful heart trans-
plant. Barnard took the heart of a young woman and implanted it in Louis
Washansky, a 55-year-old grocer. Washansky survived only 18 days.
Barnard’s second patient, dentist Philip Blaiberg, lived for 17 months.

The next major advance came in 1972 with the discovery of cyclo-
sporine, an extremely effective immunosuppressant. This drug has proven
to be the most effective medicine used to combat the body’s own immune
system. It has increased survival rates for transplant patients, especially
in heart and liver operations.

Because transplantation of both lungs succeeds better than trans-
planting a single lung, and because most patients with lung disease also
have serious heart deterioration, heart-lung transplants are sometimes 
performed. The first successful operation of this type was carried out in
1981 at Stanford University Medical Center by Bruce Reitz (1944– ) and
Norman Shumway (1923– ).

In September 1998, in a landmark operation, a team of microsur-
geons from four countries spent fourteen hours delicately attaching the
forearm and hand from a dead Frenchman to Clint Hallam. The only other
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reported hand transplant before this took place in Ecuador in 1964, but it
had failed because potent immunosuppressant drugs had not yet been de-
veloped. The Hallam transplant, however, was doomed from the begin-
ning. Before the operation, Hallam had told doctors he had lost his hand
in an industrial accident. The truth was that it had been severed in an ac-
cident in a prison in his native New Zealand. After the operation, Hallam
agreed to adhere to a physical therapy program to train his new hand and
to a regimen of immunosuppressant drugs. But he did neither. Finally, in
February 2001, because Hallam’s body was rejecting the transplant, a doc-
tor who had helped attach the hand amputated it.

The lesson doctors learned from this transplant, though, were not
lost. Between the end of 1998 and the beginning of 2001, nine other peo-
ple received new hands in six countries. All were reported doing well.
Three of those patients even received right and left hands in double trans-
plants.

Current state of transplantation
Doctors have successfully transplanted hearts, kidneys, livers, lungs

and other tissues for many years, but problems still remain. Many grafts
do not survive permanently. Graft-versus-host rejection, in which lym-
phocytes in the transplanted tissue attack the foreign host tissue, is diffi-
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cult to control. (Lymphocytes are white blood cells, the body’s main in-
fection-fighting agents.) Cyclosporine is very expensive and has serious
side effects, including possible kidney damage, elevated blood pressure,
seizures, and other nervous system disorders.

Research on how to selectively control the immune system contin-
ues. Another problem facing the field of transplantation is the extreme
shortage of available donors. Although transplantation is now a relatively
common operation with thousands of surgical transplants performed in
medical centers throughout the world each year, many people who need
a transplant do not receive one. Nearly 20,000 people die in the United
States each year who would have been suitable organ donors. But only
about 3,000 of these organs are ever donated and harvested.

[See also Antibody and antigen; Immune system; Surgery]

‡�Tree
A tree is a woody perennial plant that has a single trunk arising from the
ground (typically without branches near the base) and that usually grows
to 20 feet (6 meters) or more in height. Branches and twigs grow from
the trunk of a tree to form its characteristic leafy crown. Trees are the
dominant plants in the world’s forests, providing critical habitats for the
other species that live there. Trees also provide many products that are
important to humans, such as fruits, nuts, timber, and medicine.

Trees may be classified into two major groups: deciduous and ever-
green (conifer). Deciduous trees shed their broad leaves at the end of the
growing season—typically each fall. Examples of deciduous trees are
maples, oaks, and elms. Evergreen or coniferous trees typically have 
needle-shaped leaves that remain for several years before being replaced.
Pines, firs, and spruces are examples of evergreens.

Structure of a tree trunk
Bark is the protective external covering of the stems (roots, trunk,

and branches) of trees. The waterproof outer layer is known as cork. Com-
posed of dead cells, cork can be as thick as several inches or more and
serves to protect the internal living tissues from insects, animals, fungi,
fire, and dehydration (the loss of water).

Underneath the cork is a layer of living tissue called the phloem
(pronounced FLOW-em). Phloem cells are elongated cells that transport
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plant nutrients, such as the carbohydrates made during photosynthesis,
from the leaves to all other parts of the plant.

When young, all trees have smooth bark. As trees mature, the outer
surface of their bark begins to change in appearance, varying greatly
among different species. For example, the bark of a mature American
beech is distinctively grey and smooth while the bark of a mature sugar
maple is rough and scaly, with deep fissures (long narrow cracks).

Beneath the layers of bark is the cambium layer, a living sheath or
covering of cells. On its outside face, the cambium produces phloem cells.
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On its inside face, it produces xylem (pronounced ZEYE-lem) cells. These
thick-walled cells carry water and mineral nutrients from the roots to the
farthest branches. The broad layer of xylem tissue is known as the sap-
wood.

Finally, the heartwood is in the center of the tree. As a tree ages and
increases in diameter, dead xylem cells are used to store waste products,
such as resin and other compounds. These waste-filled xylem cells form
the heartwood. Typically darker than the sapwood, the heartwood is very
stiff and serves to strengthen the tree.

Tree growth
The periodic formation of layers of xylem cells results in the diam-

eter growth of trees. New sapwood is created during each growing sea-
son, but within two to three years these cells become part of the heart-
wood.
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Bark: Protective external covering of the stems (roots, trunk, and
branches) of trees and other woody plants.

Cambium: Plant tissue that produces phloem and xylem cells.

Cork: Waterproof outer layer of bark composed of dead cells.

Growth ring: Layer of wood produced in a single growing season.

Heartwood: Dead central portion of wood in a tree.

Perennial: Any plant that lives, grows, flowers, and produces seeds for
three or more consecutive years.

Phloem: Plant tissue consisting of elongated cells that transport car-
bohydrates and other nutrients.

Photosynthesis: Process by which light energy is captured from the
Sun by pigment molecules in plants and algae and converted to food.

Sapwood: Newly formed, outer layer of wood between the heartwood
and bark that contains the living elements of the wood.

Xylem: Plant tissue consisting of thick-walled cells that transport
water and mineral nutrients.



In most trees growing in a climate with definite seasons, the cam-
bium produces wide, thin-walled cells in the spring, narrow thick-walled
cells in the summer, and few or no cells in the autumn and winter. This
seasonal cell production results in the formation of annual growth rings.
The bristle-cone pine is the world’s longest-lived tree species. One spec-
imen of this species has about 5,000 growth rings, indicating it is at least
5,000 years old.

Within a given growth ring, the large cells of springwood and the
small cells of summerwood are often readily seen with the naked eye.
Light, temperature, soil moisture, and other environmental factors affect
the growth of trees, and therefore the width of their growth rings.

Human use of trees
Humans use trees as a source of food, building materials, and pa-

per. Almond, coconut, cherry, prune, peach, pear, and many other tree
species are grown in orchards for their fruits and nuts. The wood of many
trees is a valuable construction material because it is relatively inexpen-
sive, easy to cut, and very strong relative to its weight. Many species of
pine and other conifers are important sources of softwoods, while decid-
uous trees are important sources of hardwoods.
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Chemicals in the bark of specific trees are used for medicinal or
commercial purposes. Quinine, found in the bark of the South American
cinchona tree, has been used for many years to treat malaria. More re-
cently, anticancer chemicals have been discovered in the bark of the Pa-
cific yew. Tannic acid, extracted from the bark of North American oak,
hemlock, and chestnut trees, is used in tanning (the process of turning an-
imal hides into leather).

The bark of certain trees is itself used to create products. The light,
spongy outer bark of the European cork oak is used for bottle stoppers
and in life rafts, insulation, and flooring. The bark of certain conifers,
such as Douglas-fir and redwood, is used as a mulch in landscaping.

[See also Forestry; Forests; Rain forest]

‡�Trigonometry
Trigonometry is a branch of mathematics concerned with the relation-
ship between angles and their sides and the calculations based on them.
First developed during the third century B.C. as a branch of geometry 
focusing on triangles, trigonometry was used extensively for astronomi-
cal measurements. The major trigonometric functions—including sine, 
cosine, and tangent—were first defined as ratios of sides in a right trian-
gle. Since trigonometric functions are a natural part of any triangle, they
can be used to determine the dimensions of any triangle given limited 
information.

In the eighteenth century, the definitions of trigonometric functions
were broadened by being defined as points on a unit circle. This devel-
opment allowed the construction of graphs of functions related to the an-
gles they represent, which were periodic. Today, using the periodic (reg-
ularly repeating) nature of trigonometric functions, mathematicians and
scientists have developed mathematical models to predict many natural
periodic phenomena.

Trigonometric functions
The principles of trigonometry were originally developed around the

relationship among the sides of a right triangle and its angles. The basic
idea was that the unknown length of a side or size of an angle could be
determined if the length or magnitude of some of the other sides or an-
gles were known. Recall that a triangle is a geometric figure made up of
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three sides and three angles, the sum of the angles equaling 180 degrees.
The three points of a triangle, known as its vertices, are usually denoted
by capital letters.

The longest side of a right triangle, which is directly across the right
angle, is known as the hypotenuse. The sides that form the right angle are
the legs of the triangle. For either acute angle (less than 90 degrees) in
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Adjacent side: The side of a right triangle that forms one side of the
angle in question.

Angle: A geometric figure created by two lines drawn from the same
point.

Cosine: A trigonometric function that relates the ratio of the adjacent
side of a right triangle to its hypotenuse.

Geometry: A branch of mathematics originally developed and used to
measure common features on Earth, such as lines, circles, angles, tri-
angles, squares, trapezoids, spheres, cones, and cylinders.

Hypotenuse: The longest side of a right triangle that is opposite the
right angle.

Opposite side: The side of a right triangle that is opposite the angle
in question.

Periodic function: A function that changes regularly over time.

Radian: A unit of angular measurement that relates the radius of a
circle to the amount of rotation of the angle. One complete revolution
is equal to 2� radians.

Right triangle: A triangle that contains a 90-degree or right angle.

Sine: A trigonometric function that represents the ratio of the oppo-
site side of a right triangle to its hypotenuse.

Tangent: A trigonometric function that represents the ratio of the
opposite side of right triangle to its adjacent side.

Trigonometric function: An angular function that can be described as
the ratio of the sides of a right triangle to each other.

Vertices: The point where two lines come together, such as the cor-
ners of a triangle.



the triangle, the leg that forms the angle with the hypotenuse is known as
the adjacent side. The side across from this angle is known as the oppo-
site side. Typically, the length of each side of the right triangle is denoted
by a lowercase letter.

Three basic functions—the sine (sin), cosine (cos), and tangent
(tan)—can be defined for any right triangle. Those functions are defined
as follows:

sin � � length of opposite side � length of hypotenuse, or a/c

cos � � length of adjacent side � length of hypotenuse, or b/c

tan � � length of opposite side � length of adjacent side, or a/b

Three other functions—the secant (sec), cosecant (csc), and cotan-
gent (cot)—can be derived from these three basic functions. Each is the
inverse of the basic function. Those inverse functions are as follows:

sec � � 1/sin � � c/a

csc � � 1/cos � � c/b

cot � � 1/tan � � b/a

Periodicity of trigonometric functions
One of the most useful characteristics of trigonometric functions 

is their periodicity. The term periodicity means that the function repeats
itself over and over again in a very regular fashion. For example, sup-
pose that you graph the function y � sin �. In order to solve this 
equation, one must express the size of the angle � in radians. A radian 
is a unit for measuring the size of the angle in which 1 radian equals
180/�. (The symbol � [pi] is the ratio of the circumference of a circle to
its diameter, and it is always the same, 3.141592�, no matter the size of
the circle.)

Applications
The use of trigonometry has expanded beyond merely solving prob-

lems dealing with right triangles. Some of the most important applica-
tions today deal with the periodic nature of trigonometric functions. For
example, the times of sunsets, sunrises, and comet appearances can all be
calculated by using trigonometric functions. Such functions also can be
used to describe seasonal temperature changes, the movement of waves
in the ocean, and even the quality of a musical sound.

[See also Function; Pythagorean theorem]
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‡�Tumor
A tumor is an abnormal growth of tissue. Also known as a neoplasm
(meaning “new formation”), a tumor can be either benign (not serious or
harmful) or malignant (cancerous or deadly). Either type may require ther-
apy to remove it or reduce its size.

It is not known what triggers a tumor’s abnormal growth. The body
normally creates cells only at a rate needed to replace those that die or to
aid an individual’s growth and development. The growth of a tumor, how-
ever, is unregulated by normal body control mechanisms.
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Benign tumors are generally
self-contained and localized
and have a well-defined
perimeter.

They grow slowly,
expanding outward
from a central mass.

They are dangerous when they
compress surrounding tissues.
A benign tumor near a blood
vessel could restrict the flow of
blood; in the abdomen it could
impair digestion; in the brain it
could cause paralysis.

Malignant tumors are
not self-contained, and
usually do not compress
surrounding tissues. Their
growth is an irregular
invasion of adjacent cells.

Although they may
grow slowly, they are
also capable of very
rapid growth.

They are not localized; in
a process called metastasis
they shed cells that travel
through the bloodstream
and infect tissues at other
locations. They can even
establish malignant growth
in a different type of tissue;
a breast cancer can spread
to bone tissue, for example.

A comparison of benign and

malignant tumor characteris-

tics. (Reproduced by permis-

sion of The Gale Group.)



Benign and malignant tumors
A benign tumor is a well-defined growth with smooth boundaries

that simply grows in diameter. This can be harmful if the tumor com-
presses the surrounding tissue against a hard surface in the body. A be-
nign brain tumor that compresses brain tissue against the skull or the bony
floor of the cranium can result in paralysis, loss of hearing or sight, dizzi-
ness, and other ailments. A tumor growing in the abdomen can compress
the intestine and interfere with digestion. It also can prevent the proper
functioning of the liver or pancreas. The benign tumor usually grows at
a relatively slow pace and may stop growing for a time when it reaches
a certain size.

A malignant tumor may grow quite rapidly and can be fatal. It 
usually has irregular boundaries and invades the surrounding tissue in-
stead of pressing it aside. Most important, this cancer also sheds cells that
travel through the bloodstream, starting new tumor growth at other loca-
tions in the body. This process is called metastasis (pronounced me-TAS-
ta-sis). The cancerous cells can establish a cancer in tissue that is differ-
ent from the original cancer. A breast cancer could spread to bone tissue
or to liver tissue.
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Benign: A slow-growing, self-contained tumor that is not seriously
harmful.

Biopsy: The surgical removal of a small part of a tumor, which is then
studied under a microscope to determine whether it is benign or
malignant.

Chemotherapy: Use of powerful chemicals to kill cancer cells in the
human body.

Malignant: A usually fast-growing, often fatal tumor that invades sur-
rounding tissue and sheds cells that spread throughout the body, cre-
ating new tumors.

Metastasis: Spreading of a cancerous growth by shedding cells that
grow in other locations.

Radiation therapy: Use of radioactive substances to kill cancer cells
in the human body.



Medical approaches
Benign tissue is distinctly different from cancer tissue. However, it

is difficult to determine whether a tumor is benign or malignant without
surgically removing a sample of it and studying the tissue under the mi-
croscope. This sampling is called a biopsy (pronounced BY-op-see).

A benign tumor can be removed surgically if it is in a location that
a surgeon can reach. A tumor growing in an unreachable area of the body
can be treated using radiation (by which the patient is administered ra-
dioactive substances that target a specific area and destroy cells there).
Another method is to insert thin probes into the tumor and freeze it with
liquid nitrogen. This operation is called cryosurgery (pronounced cry-o-
SUR-jer-ee).

A malignant tumor may be removed surgically. However, if the tu-
mor has been growing for some time and has begun to metastasize or
spread, the patient also may require treatment with powerful chemicals
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to kill any stray cells. This treatment is called chemotherapy (pronounced
key-moe-THER-a-pee).

[See also Cancer]

‡�Tunneling
Tunneling is a phenomenon in which a tiny particle penetrates an energy
barrier that it could not, according to the classical laws of science, pass
across. One way of describing this process, also known as the tunnel ef-
fect, is shown in Figure 1. Notice that the y-axis in this graph represents
energy, while the x-axis represents position. The graph shows that in or-
der for the particle to move from left to right, it must surmount an “en-
ergy barrier.” In other words, the particle must absorb enough energy to
climb over the barrier.

An everyday example of this phenomenon is rolling a ball over a
small hill. Suppose you stand on one side of the hill and want to roll the
ball to a friend on the other side of the hill. You can do so only if you
roll the ball hard enough for it to climb up your side of the hill. If you
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Figure 1. A particle before

and after tunneling. It

approaches from the left

with far less energy than 

it would need to pass over

the energy barrier. (Repro-

duced by permission of The

Gale Group.)



don’t push the ball with enough force, it goes only part way up the hill
and then rolls back down to you.

The tunnel effect would mean in this example that you might give
the ball only a slight nudge—not enough to get it over the hill. But after
the slight nudge, the ball would suddenly appear on the other side of the
hill, right in front of your friend. You might be tempted to say that the
ball had “tunneled through” the hill rather that going over it. In fact, that
analogy explains the way in which the tunneling phenomenon got its
name.

In fact, you would never observe an effect like this with a ball, a
friend, and a hill. Tunneling occurs only with particles the size of atoms
and smaller. The physical laws that describe very small particles such as
these are somewhat different from the laws we use to describe large-scale
everyday events and objects. The physical laws of very small particles
are included in the field of science known as quantum mechanics.

One of the interesting discoveries resulting from quantum mechan-
ics is that tunneling can occur with very tiny particles. The chance that
the particle can get from position A to position B in Figure 1 is not zero.
That probability may be very small (one chance out of one million, for
example), but it is something greater than zero.

The interesting point is that once the probability of tunneling is
greater than zero, than we know that it probably will occur from time to
time. When that happens, we observe physical phenomena that do not and
cannot be observed at the macroscopic level.
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Words to Know

Energy barrier: An obstacle somewhat similar to a physical wall, such
that any object must either possess an energy greater than that of the
barrier or be able to tunnel through the barrier in order to pass the
barrier.

Macroscopic: Not needing a microscope to be seen; readily observed
by any one of the human senses.

Quantum mechanics: A system of physical principles that arose in the
early twentieth century to improve upon those developed earlier by
Isaac Newton, specifically with respect to submicroscopic phenomena.



Applications
One of the first applications of tunneling was an atomic clock based

on the tunneling frequency of the nitrogen atom in an ammonia (NH3)
molecule. In this molecule, the nitrogen atom tunnels back and forth across
the energy barrier presented by the hydrogen atoms in a pattern that is re-
liable and easily measured. This characteristic made it ideal for use as
one of the earliest atomic clocks.

A current and rapidly growing application of tunneling is Scanning
Tunneling Microscopy (abbreviated STM). This technique can produce
high-resolution images that accurately map the surface of a material. Some
of the best STM pictures may actually show us what individual atoms
look like. As with many high-tech tools, the operation of a scanning tun-
neling microscope is fairly simple in principle, while its actual construc-
tion is quite challenging.

The working part of a tunneling microscope is an incredibly sharp
metal tip. This tip is electrically charged and held near the surface of an
object that is to be imaged. The energy barrier in this case is the gap be-
tween the tip and the sample. When the tip gets sufficiently close to the
sample surface, the energy barrier becomes thin enough that a noticeable
number of electrons begin to tunnel from the tip to the object. Classically,
the technique could never work because the electrons would not pass from
the tip to the sample until the two actually touched. The number of tun-
neling electrons, measured by highly sensitive equipment, can eventually
yield enough information to create a picture of the sample surface.

Another application of tunneling has resulted in the tunnel diode.
The tunnel diode is a small electronic switch that can process electronic
signals much faster than any ordinary physical switch. At peak perfor-
mance, it can switch on and then off again ten billion times in a single
second.

[See also Quantum mechanics]
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‡�Ultrasonics
The term ultrasonics applies to sound waves that vibrate at a frequency
higher than the frequency that can be heard by the human ear (or higher
than about 20,000 hertz).

Sound is transmitted from one place to another by means of waves.
The character of any wave can be described by identifying two related
properties: its wavelength (indicated by the Greek letter lambda, �) or its
frequency (f). The unit used to measure the frequency of any wave is the
hertz (abbreviation: Hz). One hertz is defined as the passage of a single
wave per second.

Ultrasonics, then, deals with sound waves that pass a given point at
least 20,000 times per second. Since ultrasonic waves vibrate very rapidly,
additional units also are used to indicate their frequency. The kilohertz
(kHz), for example, can be used to measure sound waves vibrating at the
rate of 1,000 (kilo means 1,000) times per second, and the unit megahertz
(MHZ) stands for a million vibrations per second. Some ultrasonic de-
vices have been constructed that produce waves with frequencies of more
than a billion hertz.

Production of ultrasonic waves
The general principle involved in generating ultrasonic waves is to

cause some dense material to vibrate very rapidly. The vibrations pro-
duced by this material than cause air surrounding the material to begin
vibrating with the same frequency. These vibrations then spread out in
the form of ultrasonic waves.
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In most applications, ultrasonic waves are generated by applying 
an electric current to a special kind of crystal known as a piezoelectric
crystal. The crystal converts electrical energy into mechanical energy,
which, in turn, causes the crystal to vibrate at a high frequency. In an-
other technique, a magnetic field is applied to a crystal, causing it to emit
ultrasonic waves.
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Words to Know

Hertz (Hz): The unit of frequency; a measure of the number of waves
that pass a given point per second of time.

Kilohertz (kHz): One thousand hertz.

Megahertz (MHZ): One thousand kilohertz, or one million hertz.

Piezoelectric: A material that becomes electrically charged when com-
pressed, generating an electric current.

Ultrasound: Another term for ultrasonic waves; sometimes reserved for
medical applications.

Wavelength: The distance between one part of a wave and the next
identical part of the wave.

An ultrasound image of a

fetus at 20 weeks. (Repro-

duced by permission of

Jackie Longe.)



Applications
There are numerous practical applications for ultrasonics. The first

widespread use was in underwater exploration. Ultrasonic waves proved
to be an excellent method for determining the depth of water. Ultrason-
ics also are used to map the shape of lake and ocean floors. Submarines
use ultrasonic waves to maintain secret contact with each other.

In industry, ultrasonic waves have been used in the testing of ma-
chinery and machine parts. Using a narrow beam of ultrasound, engineers
can look inside metal parts in much the same way that doctors use X rays
to examine the human body. With ultrasonic technology, flaws in ma-
chinery can be detected and repaired without having to take them apart.

Similar ultrasonic methods have been used to diagnose problems in
the human body. As an ultrasonic beam passes through the body, it en-
counters different types of tissue such as flesh, bone, and organs. Each
type of tissue causes the ultrasonic beam to reflect in a different way. By
studying these reflections, physicians can accurately map the interior of
the body. Unlike X rays, there is no risk of harmful overexposure with
ultrasonics. Therefore, they have become a useful alternative to X rays
for diagnosis and are often used on sensitive organs, such as kidneys, as
well as to monitor the progress of pregnancies.

Because they can vibrate the particles through which they pass, ul-
trasonic waves are often used to shake, or even destroy, certain materi-
als. An example of this procedure is ultrasonic emulsification. In this tech-
nique, two liquids that normally do not mix with each other (such as oil
and water) are made to vibrate until they are blended. This technique is
also used to remove air bubbles from molten metals before casting so that
the finished piece will be free of cavities. Doctors use ultrasound to break
up kidney stones and gallstones, thus avoiding invasive (cutting through
the skin with a knife) surgery.

Ultrasonic vibration also can be used to kill bacteria in milk and
other liquids. Some inventors are attempting to perfect an “ultrasonic laun-
dry,” using high-frequency vibrations to shake dirt and other particles out
of clothing.

‡�Ultraviolet astronomy
Matter in the universe emits radiation (energy in the form of subatomic
particles or waves) from all parts of the electromagnetic spectrum. The
electromagnetic spectrum is the range of wavelengths produced by the 
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interaction of electricity and magnetism. The electromagnetic spectrum
includes light waves, radio waves, infrared radiation, ultraviolet radiation,
X rays, and gamma rays.

Ultraviolet astronomy is the study of celestial matter that emits ul-
traviolet radiation. Ultraviolet waves are just shorter than the violet end
(shortest wavelength) of the visible light spectrum. This branch of as-
tronomy has provided additional information about stars (including the
Sun), galaxies, the solar system, the interstellar medium (the “empty”
space between celestial bodies), and quasars.

An ultraviolet telescope is similar to an optical telescope, except for
a special coating on the lens. Due to Earth’s ozone layer, which filters
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Words to Know

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Gamma rays: Short-wavelength, high-energy radiation formed either by
the decay of radioactive elements or by nuclear reactions.

Infrared radiation: Electromagnetic radiation of a wavelength shorter
than radio waves but longer than visible light that takes the form of
heat.

Quasars: Extremely bright, starlike sources of radio waves that are the
oldest known objects in the universe.

Radiation: Energy transmitted in the form of subatomic particles or
waves.

Radio waves: Longest form of electromagnetic radiation, measuring up
to 6 miles (9.7 kilometers) from peak to peak.

Ultraviolet radiation: Electromagnetic radiation of a wavelength just
shorter than the violet (shortest wavelength) end of the visible light
spectrum.

Wavelength: The distance between two troughs or two peaks in any
wave.

X rays: Electromagnetic radiation of a wavelength just shorter than
ultraviolet radiation but longer than gamma rays that can penetrate
solids and produce an electrical charge in gases.



out most ultraviolet rays, ultraviolet astronomy is impossible to conduct
on the ground. In order to function, an ultraviolet telescope must be placed
on a satellite orbiting beyond Earth’s atmosphere.

Information collected by 
ultraviolet telescopes

Beginning in the 1960s, a series of ultraviolet telescopes have been
launched on spacecraft. The first such instruments were the eight Orbit-
ing Solar Observatories placed into orbit between 1962 and 1975. These
satellites measured ultraviolet radiation from the Sun. The data collected
from these telescopes provided scientists with a much more complete pic-
ture of the solar corona, the outermost part of the Sun’s atmosphere.

The Orbiting Astronomical Observatories (OAO) were designed to
provide information on a variety of subjects, including thousands of stars,
a comet, a nova in the constellation Serpus, and some galaxies beyond
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the Milky Way. Between 1972 and 1980, OAO Copernicus collected 
information on many stars as well as the composition, temperature, and
structure of interstellar gas.

The most successful ultraviolet satellite to date was the International
Ultraviolet Explorer (IUE) launched in 1978. The IUE was a joint pro-
ject of the United States, Great Britain, and the European Space Agency.
With very sensitive equipment, the IUE studied planets, stars, galaxies,
nebulae, quasars, and comets. It recorded especially valuable information
from novae and supernovae. Although intended to function for only three
to five years, the IUE operated until September 30, 1996, making it the
longest-lived astronomical satellite.

The IUE was succeeded by the Extreme Utraviolet Explorer (EUEV),
which was launched on June 7, 1992. The EUEV was designed to extend
the spectral coverage of the IUE by being able to observe much shorter
wavelengths. A third ultraviolet satellite, the Far Ultraviolet Spectroscopic
Explorer (FUSE), was launched on June 24, 1999. This satellite also was
designed to look farther into the ultraviolet (meaning to shorter wave-
lengths) than the IUE. With FUSE, astronomers hope to study high-
energy processes in stars and galaxies in addition to exploring conditions
in the universe as they existed only shortly after the big bang (theory that
explains the beginning of the universe as a tremendous explosion from a
single point that occurred 12 to 15 billion years ago).

[See also Electromagnetic spectrum; Galaxy; International Ul-
tra violet Explorer; Telescope]

‡�Uniformitarianism
In geology, uniformitarianism is the belief that Earth’s physical structure
is the result of currently existing forces that have operated uniformly (in
the same way) since Earth formed roughly 4.5 billion years ago. Moun-
tains rise, valleys deepen, and sand grains collect now the same way they
uplifted, eroded, and deposited over these millions of years. The activi-
ties of the present are a key to those of the past.

Early theories of Earth’s formation were based on a literal reading
of the Biblical book of Genesis. In the mid-sixteenth century, Irish
Catholic bishop James Ussher (1581–1656) counted the ages of Biblical
characters and calculated Earth to be only 6,000 years old. Bound by tra-
dition (and even by law) to work within this short time frame, scientists
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of the time had to explain the placement and composition of rocks with
more acceptable theories like catastrophism—the belief that Earth changes
suddenly during cataclysmic earthquakes, floods, or eruptions.

In 1785, Scottish geologist James Hutton (1726–1797) electrified
the geologic community when he presented a theory on the formation of
Earth that contradicted the Bible-based one. The major elements contained
in his Theory of the Earth were later termed “uniformitarianism.” Hutton
maintained that:

1. The fossilized strata (horizontal layers of material) of Earth, orig-
inating from the bottom of the sea, were formed by natural processes dri-
ven by heat energy from Earth’s core.

2. The present continents’ shapes indicated that they had once be-
longed to a singular landmass. Hutton added that the current disintegra-
tion and erosion of surface rock would lead to the formation of future
continents.

3. These processes that shaped Earth were natural and operated very
slowly, and most of this activity predated humankind by much more than
a few days.

Eventually, the scientific community embraced uniformitarianism
because it explained a majority of geological mysteries and did not rely
on any kind of divine intervention to bring about change.

Modern uniformitarianism differs slightly from its original version.
It agrees that the laws of nature operate the same way today as they 
did millions of years ago, with one exception: the processes that shape
Earth operate the same as they always have, but the speed and intensity
of those processes may vary. Volcanoes erupt as they have all along 
(as shown in rocks), but there were times of greater volcanic activity than
today. Land erodes now as it did millions of year ago, but land eroded
faster when there were no plants to stop rocks and soil from washing into
the seas.

Uniformitarianism allows us to interpret the events of the past in
rocks; it allows us to write the history of Earth. In addition to allowing
the interpretation of the past, uniformitarianism allows for the prediction
of the future. Understanding how and when rivers flood, what causes
earthquakes and where they are likely to occur, or how and when a vol-
cano will erupt can limit damage from these events. Although short-term
prediction still eludes geologists, long-range forecasting of such disasters
can ultimately saves lives and property.

[See also Catastrophism]
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‡�Units and standards
A unit of measurement is some specific quantity that has been chosen as
the standard against which other measurements of the same kind are made.
For example, the meter is the unit of measurement for length in the met-
ric system. When an object is said to be 4 meters long, that means that
the object is four times as long as the unit standard (1 meter).

The term standard refers to the physical object on which the unit of
measurement is based. For example, for many years the standard used in
measuring length in the metric system was the distance between two
scratches on a platinum-iridium bar kept at the Bureau of Standards in
Sèvres, France. A standard serves as a norm against which other mea-
suring devices of the same kind are made. The meter stick in a school
classroom or home is thought to be exactly one meter long because it was
made from a permanent model kept at the manufacturing plant that was
originally copied from the standard meter in France.

All measurements consist of two parts: a scalar (numerical) quan-
tity and the unit designation. In the measurement 8.5 meters, the scalar
quantity is 8.5 and the unit designation is meters.

History
The need for units and standards developed at a point in human his-

tory when people needed to know how much of something they were buy-
ing, selling, or exchanging. A farmer might want to sell a bushel of wheat,
for example, for ten dollars, but he or she could do so only if the unit
“bushel” were known to potential buyers. Furthermore, the unit “bushel”
had to have the same meaning for everyone who used the term.

The measuring system that most Americans know best is the British
system, with units including the foot, yard, second, pound, and gallon.
The British system grew up informally and in a disorganized way over
many centuries. The first units of measurement probably came into use
shortly after the year 1215. These units were tied to easily obtained or
produced standards. The yard, for example, was defined as the distance
from King Henry II’s nose to the thumb of his outstretched hand. (Henry
II of England reigned from 1154 to 1189.)

The British system of measurement consists of a complex, irrational
(meaning, in this case, not sensibly organized) collection of units whose
only advantage is its familiarity. As an example of the problems it poses,
the British system has three different units known as the quart. These are
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the British quart, the U.S. dry quart, and the U.S. liquid quart. The exact
size of each of these “quarts” differs.

In addition, a number of different units are in use for specific pur-
poses. Among the units of volume in use in the British system (in addi-
tion to those mentioned above) are the bag, barrel (of which there are
three types—British and U.S. dry, U.S. liquid, and U.S. petroleum),
bushel, butt, cord, drachm, firkin, gill, hogshead, kilderkin, last, noggin,
peck, perch, pint, and quarter.

The metric system
In an effort to bring some rationality to systems of measurement,

the French National Assembly established a committee in 1790 to pro-
pose a new system of measurement with new units and new standards.
That system has come to be known as the metric system and is now the
only system of measurement used by all scientists and in every country
of the world except the United States and the Myanmar Republic. The
units of measurement chosen for the metric system were the gram (ab-
breviated g) for mass, the liter (L) for volume, the meter (m) for length,
and the second (s) for time.

A specific standard was chosen for each of these basic units. The
meter was originally defined as one ten-millionth the distance from the
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Words to Know

British system: A collection of measuring units that has developed
haphazardly over many centuries and is now used almost exclusively in
the United States and for certain specialized types of measurements.

Derived units: Units of measurements that can be obtained by multi-
plying or dividing various combinations of the nine basic SI units.

Metric system: A system of measurement developed in France in the
1790s.

Natural units: Units of measurement that are based on some obvious
natural standard, such as the mass of an electron.

SI system: An abbreviation for Le Système International d’Unités, a
system of weights and measures adopted in 1960 by the General Con-
ference on Weights and Measures.



North Pole to the equator along the prime meridian. As a definition, this
standard is perfectly acceptable, but it has one major disadvantage: a per-
son who wants to make a meter stick would have difficulty using that
standard to construct a meter stick of his or her own.

As a result, new and more suitable standards were selected over time.
One improvement was to construct the platinum-iridium bar standard men-
tioned above. Manufacturers of measuring devices could ask for copies
of the fundamental standard kept in France and then make their own copies
from those. As you can imagine, the more copies of copies that had to be
made, the less accurate the final measuring device would be.

The most recent standard adopted for the meter solves this problem.
In 1983, the International Conference on Weights and Measures defined
the meter as the distance that light travels in 1/299,792,458 second. The stan-
dard is useful because it depends on the most accurate physical mea-
surement known—the second—and because anyone in the world is able,
given the proper equipment, to determine the true length of a meter.

Le Système International d’Unités 
(the SI system)

In 1960, the metric system was modified somewhat with the adop-
tion of new units of measurement. The modification was given the name
of Le Système International d’Unités, or the International System of Units.
This system is more commonly known as the SI system.

Nine fundamental units make up the SI system. These are the meter
(abbreviated m) for length, the kilogram (kg) for mass, the second (s) for
time, the ampere (A) for electric current, the kelvin (K) for temperature, the
candela (cd) for light intensity, the mole (mol) for quantity of a substance,
the radian (rad) for plane angles, and the steradian (sr) for solid angles.

Derived units
Many physical phenomena are measured in units that are derived

from SI units. For example, frequency is measured in a unit known as the
hertz (Hz). The hertz is the number of vibrations made by a wave in a
second. It can be expressed in terms of the basic SI unit as s�1. Pressure
is another derived unit. Pressure is defined as the force per unit area. In
the SI system, the unit of pressure is the pascal (Pa) and can be expressed
as kilograms per meter per second squared, or kg/m/s2. Even units that
appear to have little or no relationship to the nine fundamental units can,
nonetheless, be expressed in these terms. The absorbed dose, for exam-
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ple, indicates that amount of radiation received by a person or object. In
the metric system, the unit for this measurement is the gray. One gray can
be defined in terms of the fundamental units as meters squared per sec-
ond squared, or m2/s2.

Many other commonly used units can also be expressed in terms of
the nine fundamental units. Some of the most familiar are the units for
area (square meter: m2), volume (cubic meter: m3), velocity (meters per
second: m/s), concentration (moles per cubic meter: mol/m3), density
(kilogram per cubic meter: kg/m3), luminance (candela per square meter:
cd/m2), and magnetic field strength (amperes per meter: A/m).

A set of prefixes is available that makes it possible to use the 
fundamental SI units to express larger or smaller amounts of the same
quantity. Among the most commonly used prefixes are milli- (m) for one-
thousandth; centi- (c) for one-hundredth; micro- (�) for one-millionth;
kilo- (k) for one thousand times; and mega- (M) for one million times.
Thus, any volume can be expressed by using some combination of the
fundamental unit (liter) and the appropriate prefix. One million liters, us-
ing this system, would be a megaliter (ML), and one millionth of a liter
would be a microliter (�L).

Natural units
One characteristic of all of the above units is that they have been se-

lected arbitrarily (by individual preference or convenience rather than by
law). The committee that established the metric system could, for exam-
ple, have defined the meter as one one-hundredth the distance between Paris
and Sèvres. It was completely free to choose any standard it wanted to.

Some measurements, however, suggest “natural” units. In the field
of electricity, for example, the charge carried by a single electron would
appear to be a natural unit of measurement. That quantity is known as the
elementary charge (e) and has the value of 1.6021892 	 10�19 coulomb.
Other natural units of measurement include the speed of light (c:
2.99792458 	 108 m/s), the Planck constant (
: 6.626176 	 10�34 joule
per hertz), the mass of an electron (me: 0.9109534 	 10�30 kg), and the
mass of a proton (mp: 1.6726485 	 10�27 kg). As you can see, each of
these natural units can be expressed in terms of SI units, but they often
are used as basic units in specialized fields of science.

Unit conversions between systems
For many years, an effort has been made to have the metric sys-

tem, including SI units, adopted worldwide. As early as 1866, the U.S.
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Congress legalized the use of the metric system. More than a hundred
years later, in 1976, Congress adopted the Metric Conversion Act, de-
claring it the policy of the nation to increase the use of the metric system
in the United States.

In fact, little progress has been made in that direction. Indeed, ele-
ments of the British system of measurement continue in use for special-
ized purposes throughout the world. All flight navigation, for example, is
expressed in terms of feet, not meters. As a consequence, it is still nec-
essary for an educated person to be able to convert from one system of
measurement to the other.

In 1959, English-speaking countries around the world met to adopt
standard conversion factors between British and metric systems. To con-
vert from the pound to the kilogram, for example, it is necessary to mul-
tiply the given quantity (in pounds) by the factor 0.45359237. A conver-
sion in the reverse direction, from kilograms to pounds, involves
multiplying the given quantity (in kilograms) by the factor 2.2046226.
Other relevant conversion factors are 1 inch equals 2.54 centimeters and
1 yard equals 0.9144 meter.

[See also Metric system]

‡�Uranus
Uranus, the seventh planet from the Sun, was probably struck by a large
object at some point in its history. The collision knocked the planet side-
ways, giving it a most unique orbit. Unlike the other planets, whose axes
are generally upright on their orbits, Uranus rotates on its side with its
axis in the plane of its orbit.

It takes the planet slightly more than 84 Earth years to complete one
revolution around the Sun and almost 18 Earth hours to complete one ro-
tation about its axis. Because Uranus’s poles—and not its equator—face
the Sun, each pole is in sunlight for 42 continuous Earth years.

Discovery of the planet
Uranus was discovered in 1781 by German astronomer William Her-

schel (1738–1822) during a survey of the stars and planets. At first, Her-
schel thought he had spotted a comet, but the object’s orbit was not as elon-
gated as a comet’s would normally be. It was more circular, like that of a
planet. Six months later, Herschel became convinced that this body was
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indeed a planet. The new planet was given two tentative names before as-
tronomers decided to call it Uranus, the mythological father of Saturn.

Uranus is about 1.78 billion miles (2.88 billion kilometers) from the
Sun, more than twice as far from the Sun as Saturn, its closest neighbor.
Thus, the discovery of Uranus doubled the known size of the solar system.

Uranus is 31,800 miles (51,165 kilometers) in diameter at its equa-
tor, making it the third largest planet in the solar system (after Jupiter and
Saturn). It is four times the size of Earth. Similar to Jupiter, Saturn, and
Neptune, Uranus consists mostly of gas. Its pale blue-green, cloudy at-
mosphere is made of 83 percent hydrogen, 15 percent helium, and small
amounts of methane and hydrocarbons. Uranus gets its color because the
atmospheric methane absorbs light at the red end of the visible spectrum
and reflects light at the blue end. Deep down into the planet, a slushy
mixture of ice, ammonia, and methane surrounds a rocky core.

Voyager 2 mission to Uranus
Most of what is known about Uranus was discovered during the

1986 Voyager 2 mission to the planet. The Voyager 2 space probe left
Earth in August 1977. It first visited Jupiter in July 1979, then Saturn in
August 1981.
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Voyager 2 collected information on Uranus during the first two
months of 1986. At its closest approach, on January 24, it came within
50,600 miles (81,415 kilometers) of the planet. Among its most impor-
tant findings were ten previously undiscovered moons (bringing the total
to fifteen) and two new rings (bringing the total to eleven). Voyager also
made the first accurate determination of Uranus’s rate of rotation and
found a large and unusual magnetic field. Finally, it discovered that de-
spite greatly varying exposure to sunlight, the planet is about the same
temperature all over: about �346°F (�210°C).

Uranus’s moons
Before Voyager 2’s visit, scientists believed Uranus had just five

moons: Titania, Oberon, Umbriel, Ariel, and Miranda. After a rash of dis-
coveries in the late 1990s, it is now known that Uranus has a complex
system of twenty-one natural satellites, each with distinctive features
(many of the moons are named for characters in plays by English drama-
tist William Shakespeare) The five previously discovered moons of
Uranus range in diameter from about 980 miles (1,580 kilometers) to
about 290 miles (470 kilometers). The largest of the newly discovered
moons is 99 miles (160 kilometers) in diameter, just larger than an as-
teroid. The smallest is a mere 12.5 miles (20 kilometers) wide. The moons
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fall into three distinct classes: the original five large ones; the eleven small,
very dark inner ones uncovered by Voyager 2; and the five newly dis-
covered much more distant ones.

Voyager 2 determined that the five largest moons are made mostly
of ice and rock. While some are heavily cratered and others have steep
cliffs and canyons, a few are much flatter. This discovery suggests vary-
ing amounts of geologic activity on each moon, such as lava flows and
the shifting of regions of lunar crust.

Uranus’s rings
The original nine rings of Uranus were discovered only nine years

before Voyager 2’s visit. It is now known that Uranus has eleven rings
plus ring fragments consisting of dust, rocky particles, and ice. The eleven
rings lie between 23,500 and 31,700 miles (38,000 and 51,000 kilome-
ters) from the planet’s center. The extremely dark rings range in size from
less than 1 mile to 60 miles (0.5 to 95 kilometers) wide.

[See also Solar system]
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‡�Vaccine
A vaccine is a substance made of weakened or killed disease germs de-
signed to make a body immune to (safe against) that particular infectious
disease. Effective vaccines change the immune system (the body’s nat-
ural defense system against disease and infection) so it acts as if it has
already developed a disease. The vaccine prepares the immune system
and its antibodies (disease-fighting chemicals) to react quickly and ef-
fectively when threatened by disease in the future. The development of
vaccines against diseases ranging from polio to smallpox is considered
among the great accomplishments of medical science.

Smallpox
The first effective vaccine was developed against smallpox, a fast-

spreading disease characterized by high fever and sores on the skin that
killed many of its victims and left others permanently disfigured. The dis-
ease was so common in ancient China that newborns were not named un-
til they survived the disease. The development of the vaccine (which was
injected with a needle) in the late 1700s followed centuries of innovative
efforts to fight smallpox.

English physician Edward Jenner (1749–1823) observed that peo-
ple who were in contact with cows did not develop smallpox. Instead,
they developed cowpox, an illness similar to smallpox but one that was
not a threat to human life.

In 1796, Jenner injected a healthy eight-year-old boy with cowpox.
The boy became moderately ill, but soon recovered. Jenner then injected
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the boy twice with the smallpox virus, and the boy did not get sick. Jen-
ner discovered that exposure to the cowpox virus spurred the boy’s im-
mune system. The cowpox antigen stimulated the production of antibod-
ies specific to that disease. (An antigen is a substance that stimulates the
production of an antibody when introduced into the body.) The antigen
conditioned the immune system to move faster and more efficiently
against smallpox in the future. Jenner called the procedure vaccination,
from the Latin word vaccinus, meaning “of cows.” In 1979, world health
authorities declared the eradication of smallpox, the only infectious dis-
ease to be completely eliminated.

Rabies and poliomyelitis
The next advancement in the study of vaccines came almost 100

years after Jenner’s discovery. In 1885, French microbiologist Louis Pas-
teur (1822–1895) saved the life of Joseph Meister, a nine-year-old who
had been attacked by a rabid dog, by using a series of experimental ra-
bies vaccinations. Rabies attacks the nervous system and can cause odd
behavior, paralysis, and death. Pasteur’s rabies vaccine, the first human
vaccine created in a laboratory, was made from a mild version of the live
virus. (Pasteur had weakened the virus by drying it over potash.)

While the viruses that cause poliomyelitis (more commonly known
as polio) appear to have been present for centuries, the disease emerged
with a vengeance in the early 1900s. Polio wastes away the skeletal mus-
cles and thus brings about paralysis and often permanent disability and
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Words to Know

Antibody: A molecule in the immune system that is created to destroy
foreign molecules in the body.

Antigen: A substance such as a bacterial cell that stimulates the pro-
duction of an antibody when introduced into the body.

Epidemic: Rapidly spreading outbreak of a contagious disease.

Immune system: The body’s natural defense system that guards
against foreign invaders and that includes lymphocytes and antibodies.

Infectious: A type of disease that is spread primarily through contact
with someone who already has the disease.



deformity. At the peak of the epidemic, in 1952, polio killed 3,000 Amer-
icans and 58,000 new cases of polio were reported. In 1955, American
microbiologist Jonas Salk (1914–1995) created a vaccine for polio. When
the vaccine was declared safe after massive testing with schoolchildren,
the vaccine and its creator were celebrated. The Salk vaccine contained
the killed versions of the three types of polio virus that had been identi-
fied in the 1940s.

In 1961, an oral polio vaccine developed by Russian-born Ameri-
can virologist Albert Sabin (1906–1993) was licensed in the United States.
The Sabin vaccine, which used weakened, live polio virus, quickly over-
took the Salk vaccine in popularity in the United States. Because it is
taken by mouth, the Sabin vaccine is more convenient and less expensive
to administer than the Salk vaccine. It is currently administered to all
healthy children. In the early 1990s, health organizations reported that po-
lio was close to extinction in the Western Hemisphere.

Contemporary vaccines
Effective vaccines have limited many life-threatening infectious dis-

eases. In the United States, children starting kindergarten are required to
be immunized against polio, diphtheria, tetanus, measles, and several other
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diseases. Other vaccinations are used only by people who are at risk for
a disease, who are exposed to a disease, or who are traveling to an area
where a disease is common. These include vaccinations for influenza, yel-
low fever, typhoid, cholera, and hepatitis A.

Internationally, the challenge of vaccinating large numbers of peo-
ple is immense. Although more than 80 percent of the world’s children
were immunized by 1990, no new vaccines have been introduced exten-
sively since then. More than 4 million people, mostly children, die need-
lessly every year from preventable diseases. Worldwide each year,
measles kills 1.1 million children, whooping cough kills 350,000, tetanus
kills 500,000, and yellow fever kills 30,000. Another 8 million people
each year die from diseases for which vaccines are still being developed.
While some researchers seek new vaccines, others continue to look for
ways to distribute existing vaccines to those in desperate need.

[See also AIDS (acquired immunodeficiency syndrome); Disease;
Poliomyelitis]

‡�Vacuum
The term vacuum has two different meanings. In its strictest sense, a vac-
uum is a region of space completely lacking any form of matter. The term
represents absolute emptiness. One problem with this definition is that it
describes an ideal condition that cannot exist in the real world. No one
has ever discovered a way to make a perfect vacuum of this kind.

For that reason, the term vacuum also is used to describe regions of
space from which the greatest possible amount of matter has been re-
moved. In most cases, a vacuum is a container from which all gases have
been removed as completely as possible.

Actually, the closest thing to a perfect vacuum is outer space. As-
tronomers believe that the space between stars consists in some cases of
no more than a single atom or molecule per cubic kilometer. No vacuum
produced on Earth comes even close to this condition.

The usual procedure for making a vacuum is with a vacuum pump.
The pump, which consists of a piston (a sliding valve) in a cylinder, is
attached to a closed container. With each stroke of the pump, some of the
gas in the container is removed. The longer the pump operates, the bet-
ter the vacuum produced in the container. To achieve the very best vac-
uums, however, special types of equipment are necessary.
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Vacuums have many applications in scientific research, industry,
and everyday life. Perhaps the most common example of the use of a vac-
uum is the household vacuum cleaner. The fan in a vacuum cleaner con-
tinually removes air from a canister, creating a partial vacuum. Atmos-
pheric pressure outside the vacuum cleaner pushes air into the canister,
taking along with it dust and dirt stirred up by the brush at the front of
the vacuum cleaner.

Another common application of vacuums is a thermos bottle. A
thermos bottle consists of two bottles, one nested inside the other. The
space between the two bottles consists of a vacuum. In the absence of air,
heat does not pass between the two bottles very easily. Hot liquids inside
the container retain their heat, and cold liquids stay cold because heat can-
not pass into them.

‡�Vacuum tube
A vacuum tube is a hollow glass cylinder from which as much air as pos-
sible has been removed. The cylinder also contains two metal electrodes:
the cathode, or negative electrode, and the anode, or positive electrode.
Current flows within a vacuum tube from the cathode, which has an ex-
cess of electrons, to the anode, which has a deficiency of electrons.

Vacuum tubes were a subject of great interest among both scientists
and inventors at the end of the nineteenth century. Among scientists, vac-
uum tubes were used to study the basic nature of matter. Among inven-
tors, vacuum tubes were used as a means of controlling the flow of elec-
tric current within an electrical system.

One of the first practical vacuum tubes was invented by English
electrical engineer John Ambrose Fleming (1849–1945). Fleming’s de-
vice permitted the flow of electric current in one direction (from cathode
to anode) but not in the other (from anode to cathode). It was, therefore,
one of the first devices that could be used to control the direction of flow
of electric current. Because it consisted of two parts, Fleming’s invention
is called a diode. Fleming himself referred to the device as a thermionic
valve because, like a water valve, it controlled the flow of electricity.

In 1906, American inventor Lee de Forest (1873–1961) discovered
a way to improve the efficiency with which vacuum tubes operate. He in-
stalled a third element in the diode: a metal screen between the anode and
cathode. This modification of the diode was given the name triode be-
cause it consists of three parts rather than two.
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Applications
For more than half a century, the vacuum tube had an enormous

number of applications in research and communications. They were used
in radio receivers as well as in early digital computers. Incorporated into
photo tubes, they were used in sound equipment, making it possible to
record and retrieve audio from motion picture film. In the form of cath-
ode-ray tubes, they were used to focus an electron beam, leading to the
invention of oscilloscopes (which measure changes in voltage over time),
televisions, and cameras. As microwave tubes, they were used in radar,
early space communication, and microwave ovens. When modified as
storage tubes, they could be used to store and retrieve data and, thus, were
essential in the advancement of computers.

Despite their many advantages, vacuum tubes had many drawbacks.
They are extremely fragile, have a limited life, are fairly large, and re-
quire a lot of power to operate. The successor to the vacuum tube, the
transistor, invented by Walter Brattain, John Bardeen, and William Shock-
ley in 1948, overcame these drawbacks. After 1960, small, lightweight,
low-voltage transistors became commercially available and replaced vac-
uum tubes in most applications. With the creation of microscopic vacuum
tubes (microtubes) in the 1990s, however, vacuum tubes are again being
used in electronic devices.

[See also Cathode-ray tube; Superconductor; Transistor]
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Words to Know

Anode: Also known as target electrode; the positively charged elec-
trode in an X-ray tube.

Cathode: The negatively charged electrode in an X-ray tube.

Cathode-ray tube (CRT): A form of vacuum tube in which a beam of
electrons is projected onto a screen covered with a fluorescent mater-
ial in order to produce a visible picture.

Electrode: A material that will conduct an electrical current, usually a
metal, used to carry electrons into or out of an electrochemical cell.

Transistor: A device capable of amplifying and switching electrical
signals.



‡�
Variable star

Variable stars are stars that vary in brightness over time. In most cases,
these changes occur very slowly over a period of months or even years.
In some cases, however, the changes take place in a matter of hours.

The category variable stars encompasses several different types of
stars that vary in brightness for entirely different reasons. Examples in-
clude red giants, eclipsing binaries, Cepheid variables, and RR Lyrae.

The most common variables, with the longest bright-dim cycles, are
red giants. Red giants are stars of average size (like the Sun) in the final
stages of life. During the last several million years of its multibillion-year
lifetime, a red giant will puff up and shrink many times. It becomes al-
ternately brighter and dimmer, generally spending about one year in each
phase until it completely runs out of fuel to burn.

The apparent variable behavior of a second group of stars, eclips-
ing binaries, is caused by a very different process. A binary star is a 
double star system in which two stars orbit each other around a central
point of gravity. An eclipsing binary occurs when the plane of a binary’s
orbit is nearly edgewise to our line of sight (that is, from a viewpoint 
on Earth). Each star is then eclipsed by the other as they complete their
orbits.

A special class of variables, discovered by American astronomer
Henrietta Swan Leavitt (1868–1921), consists of blinking yellow super-
giants called Cepheid (pronounced SEF-ee-id) variables. They are so
named because they were first found in the constellation Cepheus. The
pulsing of Cepheids seems to be caused by the expansion and contraction
of their surface layers. They become brighter (expansion) and dimmer
(contraction) on a regular cycle (lasting 3 to 50 days). For this reason, as-
tronomers use Cepheids as a way of measuring distances in space. If two
Cepheids have the same cycle of variation, then the brighter one is closer
to Earth.

Similar to Cepheids but older are a group of stars known as RR
Lyrae stars. They are so named because one of the first stars of this type
was discovered in the constellation Lyra. RR Lyrae are usually found in
densely packed groups called globular clusters. Because of their age, RR
Lyrae stars are relatively dim. They also have very short light variation
cycles, lasting usually less than one day.
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Two American astronomers have been instrumental in tracking vari-
able stars. Leavitt, in a search of the southern skies in the early 1900s,
discovered about 2,400 variable stars. In 1939, Helen Sawyer Hogg
(1905–1993) created the first complete listing of the known 1,116 vari-
able stars in the Milky Way galaxy. In 1955, she updated this catalogue,
adding 329 new variables, one-third of which she discovered herself.

[See also Binary star; Red giant; Star]

‡�Venus
Venus, the second planet from the Sun, is the closest planet to Earth. It is
visible in the sky either three hours after sunset or three hours before sun-
rise, depending on the season. This pattern prompted early astronomers to
refer to the planet as the “evening star” or the “morning star.” Venus is
named for the Roman goddess of love and beauty. Throughout history, the
planet has been thought of as one of the most beautiful objects in the sky.
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Words to Know

Cepheids: Pulsating yellow supergiant stars that can be used to mea-
sure distance in space.

Eclipsing binaries: Double star system in which the orbital plane is
nearly edgewise to a viewpoint on Earth, meaning that each star is
eclipsed (partially or totally hidden) by the other as they revolve
around a common point of gravity.

Globular clusters: Tight grouping of stars found near the edges of the
Milky Way.

Red giants: Stage in which an average-sized star (like the Sun) spends
the final 10 percent of its lifetime; its surface temperature drops and
its diameter expands to 10 to 1,000 times that of the Sun.

RR Lyrae: A class of giant pulsating stars that have light variation
periods of about a day.

Supergiant: Largest and brightest type of star, which has more than
fifteen times the mass of the Sun and shines over one million times
more brightly.



Venus and Earth have long been considered sister planets. The rea-
son for this comparison is that they are similar in size, mass, and age. The
diameter of Venus at its equator is about 7,500 miles (12,000 kilometers).
The planet revolves around the Sun at an average distance of 67 million
miles (107 million kilometers). It takes Venus about 225 Earth days to com-
plete one revolution. The planet spins extremely slowly on its axis, taking
about 243 Earth days to complete one rotation. Like Uranus and Pluto,
Venus spins on its axis in the opposite direction to which it orbits the Sun.

Space probes to Venus
Beginning in 1961, both the United States and the former Soviet

Union began sending space probes to explore Venus. The probes revealed
that Venus is an extremely hot, dry planet, with no signs of life. Its at-
mosphere is made primarily of carbon dioxide with some nitrogen and
trace amounts of water vapor, acids, and heavy metals. Its clouds are laced
with sulfur dioxide.

Venus provides a perfect example of the greenhouse effect. Heat
from the Sun penetrates the planet’s atmosphere and reaches the surface.
The heat is then prevented from escaping back into space by atmospheric
carbon dioxide (similar to heat in a greenhouse). The result is that Venus
has a surface temperature of 900°F (482°C), even hotter than that of Mer-
cury, the closet planet to the Sun.
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Under Venus’s atmosphere, the U.S. and Soviet space probes found
a rocky surface covered with volcanoes (some still active), volcanic fea-
tures (such as lava plains), channels (like dry riverbeds), mountains, and
medium- and large-sized craters.

Magellan. The U.S. probe Magellan mapped the entire Venusian sur-
face from 1990 to 1994. The Magellan radar data showed that Venus is
remarkably flat, and that some 80 percent of the planet’s surface is cov-
ered by smooth volcanic plains, the result of many lava outflows. Mag-
ellan also revealed the existence of two large continent-like features on
Venus. These features are known as Ishtar Terra (named after the Baby-
lonian goddess of love) and Aphrodite Terra (named after the Greek god-
dess of love). Ishtar Terra, which measures some 620 miles (1,000 kilo-
meters) by 930 miles (1,500 kilometers), lies in Venus’s northern
hemisphere. It has the form of a high plateau ringed with mountains. The
largest mountain in the region, Maxwell Montes, rises to a height of 7
miles (11 kilometers). Aphrodite Terra is situated just to the south of the
Venusian equator and is some 10,000 miles (16,000 kilometers) long by
1,200 miles (2,000 kilometers) wide. It is a region dominated by moun-
tainous highlands and several large volcanoes.

Astronomers analyzing Magellan’s data have concluded that about
500 to 800 million years ago, lava surfaced and covered the entire planet,
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giving it a fresh, new face. One indication of this event is the presence
of volcanic craters and other formations on the surface that lack the same
weathered appearance of that of older formations.

[See also Solar system]

‡�Vertebrates
Vertebrates are any animals that have a backbone or spinal column. These
animals are so named because nearly all adults have vertebrae, bone or
segments of cartilage forming the spinal column. The five main classes
of vertebrates are fish, amphibians, birds, reptiles, and mammals.

Vertebrates are the most complex of Earth’s animal life-forms. The
earliest vertebrates were marine, jawless, fishlike creatures with poorly
developed fins. First appearing on Earth more than 500 million years ago,
they probably fed on algae (single-celled or multicellular plants and plant-
like animals), small animals, and decaying organic matter. The evolution
of jaws, limbs, internal reproduction organs, and other anatomical changes
over millions of years allowed vertebrates to move from ocean habitats
to those on land.
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All vertebrates have an internal skeleton of bone and cartilage or
just cartilage alone. In addition to a bony spinal column, all have a bony
cranium surrounding the brain. Vertebrates have a heart with two to four
chambers, a liver, pancreas, kidneys, and a number of other internal or-
gans. Most have two pairs of appendages that have formed as either fins,
limbs, or wings.

[See also Amphibians; Birds; Fish; Invertebrates; Mammals;
Reptiles]

‡�Video recording
Video recording is the process by which visual images are recorded 
on some form of magnetic recording device such as tape or a video disc.
In magnetic recording, an unrecorded tape is wrapped around a rotating
drum that carries the tape through a series of steps before it leaves as a
recorded tape.

The actual recording of the tape occurs on a cylindrical device known
as the head. The head consists of a coil of wire wrapped around a core
made of ferrite (iron oxide). When a camera is focused on a scene, the
visual images it receives are converted to an electrical signal within the
camera. That electrical signal passes into the recording head.

When the electrical signal reaches the recording head, it passes
through the wire coil. When an electrical current passes through a metal
coil, it creates a magnetic field. The strength of the magnetic field (called
a flux) created depends on the strength of the electric current passing
through the coil of wire. The strength of the electric current, in turn, de-
pends on the intensity of the light received by the video camera. If the
camera sees a bright spot, it produces a strong electric current, and the
strong electric current produces a strong magnetic flux. When the cam-
era sees a dim spot, it produces a weak electric current, and that weak
electric current produces a weak magnetic flux.

The strength of the magnetic flux produced by the head is recorded
on the magnetic tape that passes over it. The magnetic tape consists of
millions of tiny pieces of iron oxide, like very tiny specks of flour. When
the tape passes through a magnetic field, the iron oxide particles line them-
selves up in the direction of the magnetic field. If the field is very strong,
all of the particles will line up in the same direction. If the field is very
weak, only a small fraction of the particles will be aligned in the same
direction. The brightness or dimness of the scene being photographed,

1 9 6 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Video recording



then, is eventually translated into many or few iron oxide particles being
lined up on the recording tape.

Video disk recording
Magnetic tape is satisfactory for recording visual images under most

circumstances. However, it does have certain disadvantages. One disad-
vantage is the time it takes to locate and play back any given portion of
the recorded image. An alternative to using tape for recording images is
a video disk.

A video disk is similar to a sound recording disk. It is a round, flat
object covered with a thin layer of iron oxide. An incoming electrical sig-
nal is fed into recording heads posed above the rotating disk. As the sig-
nal is recorded on the disk, the recording heads move outward in a series
of concentric circles away from the middle of the disk. Recording con-
tinues until the disk is filled.

[See also DVD technology; Magnetic recording/audiocassette]

‡�Virtual reality
Virtual reality is an artificial environment that is created and maintained
by a computer and that is at least partly shaped and determined by the
user. A virtual reality system allows the user to “leave” the real world
and step into a world whose sensory inputs (sights, sounds, smells, etc.)
are provided not by natural objects but by computer-created means. The
things that happen in that virtual world can then be manipulated to a large
extent by the user.

Components
In its most basic form, virtual reality systems consist of a computer

and software—known as the reality engine—and input and output sen-
sors. A sensor is a device that responds to some physical stimulus. A hu-
man eye, for example, is a sensor that responds to light rays.

In standard computer technology, input devices are the familiar key-
board, mouse, knobs, and joysticks; output devices include the printer and
video display. Virtual reality input/output devices include head- and ear-
mounted equipment for hearing and seeing and gloves for controlling the
virtual world. The fourth “component” is the user, who directs the cho-
sen environment and reacts to it.
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The reality engine. The reality engine employs both computer hard-
ware and software to create the virtual world. Reality engines are based
largely on the same components that make up a personal computer (PC),
although much more computing power is required for the reality engine
than is available in a standard PC.

One key to virtual reality is creating a world that appears real. The
images created by the computer and software are extremely complex com-
pared to the relatively simple line-based graphics associated with com-
puter games. Virtual reality images are made with tiny dotlike segments
of a picture known as pixels, or picture elements. Each pixel itself is made
up of hundreds of thousands of dots. The more pixels there are per inch,
the better or more realistic the image will be.

Creating realistic images that can be manipulated is known as real-
ization. These images can be either opaque, in which all the viewer sees
is the virtual world, or see-through, in which the virtual image is pro-
jected or superimposed onto the outer world.
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Words to Know

Cathode-ray tube (CRT): A form of vacuum tube in which a beam of
electrons is projected onto a screen covered with a fluorescent mater-
ial in order to produce a visible picture.

Ergonomics: The study of the way humans and objects interact with
each other.

Haptic: Relating to the sense of touch.

Light-emitting diode (LED): A device made of semiconducting materi-
als that emits light when an electric current is applied to it.

Liquid crystal display (LCD): A way of displaying visual information
by using liquid crystals that emit light when exposed to electric current.

Pixel: One of the small individual elements of which a visual image
consists.

Reality engine: The hardware and software used in virtual reality sys-
tems.

Virtual: Something that is representative or the essence of a thing but
not the actual thing.



Sound enriches the virtual world. The experience of soaring through
the air in a simulated cockpit is more realistic if the user hears the roar
of the engines. Sound also enhances participation in the virtual world by
providing the user with audio cues. For example, the user may be directed
to look for the virtual airplane flying overhead.

To incorporate the total experience, the reality engine also may use
haptic enhancement. Haptic experiences are those that involve the par-
ticipant’s senses of touch and pressure. Haptic cues, however, are com-
plex and expensive and have been used primarily for military and research
applications.

Headsets. Head-mounted display (HMD) units use a small screen or
screens (one for each eye) that are worn in a helmet or a pair glasses. Un-
like a movie, where the director controls what the viewer sees, the HMD
allows viewers to look at an image from various angles or change their
field of view by simply moving their heads.

HMD units usually employ cathode-ray tube (CRT) or liquid crys-
tal display (LCD) technology. CRTs incorporate optic systems that reflect
an image onto the viewer’s eye. Although more bulky and heavy than
LCD displays, CRT systems create images that have extremely high res-
olutions, making a scene seem that much more realistic. In addition, CRT
images can be semireflective, allowing the viewer to see the outside world
as well. Such units have practical applications since the user can operate
a machine or other device while viewing the virtual world.

Although LCD technology has lagged behind CRT in picture qual-
ity, LCD systems are slimmer, lighter, and less expensive, making them
better suited for home use. These units use liquid crystal monitors to dis-
play two slightly different images that the brain processes into a single
three-dimensional view. Initial efforts to market this technology to home
users failed because of poor LCD image quality. But rapid advances in
LCD technology have improved the images, and higher quality LCD-
based units have become available for home use.

Audio units. Sound effects in virtual reality rely on a prerecorded
sound set that is difficult to alter once the reality engine begins to gener-
ate audio. The audio portion of virtual reality is transmitted through small
speakers placed over each ear. Audio cues may include voices, singing,
the sound of bubbling water, thudlike noises of colliding objects—in short,
any sound that can be recorded.

Three-dimensional (or omnidirectional) sound further enhances the
virtual reality experience. Sounds that seem to come from above, below,
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or either side provide audio cues that mimic how sounds are heard in the
real world. Three-dimensional sound is achieved through the use of highly
complex filtering devices. This technology must take into account factors
like interaural time difference (which ear hears the sound first) and in-
teraural amplitude difference (which ear hears the sound louder). The most
complex human hearing dynamic is called head-related transfer functions
(HRTF). HRTF accounts for how the eardrum and inner ear process sound
waves, taking into consideration the various frequencies at which these
waves travel as well as how waves are absorbed and reflected by other
objects. HRTF audio processing enables the listener not only to locate a
sound source but also to focus in on a specific sound out of a multitude
of sounds, like distinguishing the call of a hot dog vendor out of a noisy
crowd at a baseball game.

Gloves. Gloves in virtual reality allow the user to interact with the vir-
tual world. For example, the user may pick up a virtual block, turn it over
in a virtual hand, and set it on a virtual table. Wired with thin fiber-
optic cables, some gloves use light-emitting diodes (LEDs) to detect the
amount of light passing through the cable in relation to the movement of
the hand or joint. The computer then analyzes the corresponding infor-
mation and projects this moving hand into the virtual reality. Magnetic
tracking systems also are used to determine where the hand is in space in
relation to the virtual scene.

Some gloves use haptic enhancement to provide a sense of touch
and feel. In haptic enhancement, the reality engine outputs the tactile ex-
perience, which may include force, heat, and texture. Tactile experiences
are created by remeasuring a pattern of forces, which is programmed into
the reality engine and then relayed back to the user when the appropriate
object is touched. Virtual reality gloves may use either air pressure (such
as strategically placed inflated air pockets in the glove) or vibrating trans-
ducers placed next to the skin (such as a voice coil from a stereo speaker
or alloys that change shape through the conduction of electrical currents)
to simulate tactile experience.

Tools under development. Many other virtual reality tools are in
the phases of research and development. Remote control robotic or ma-
nipulator haptic devices are being tested for industry and medicine. Spe-
cial wands with sensors, joysticks, and finger sensors such as picks and
rings will eventually be as common to virtual reality technology as mi-
crowaves are to cooking. The technology to control the virtual world
through voice commands also is rapidly advancing.

Perhaps the most impressive technology under development is the
whole body suit. These suits would function similarly to the gloves, 
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creating a virtual body that could take a stroll through a virtual world and
feel a virtual windstorm.

Applications
The potential for virtual reality as an entertainment medium is ap-

parent. Instead of manipulating computerized images of two boxers or a
car race, the virtual playground allows the user to experience the event.
Disney World’s Epcot Center houses a virtual reality system that propels
the user on a magic carpet ride like the one featured in the popular ani-
mated film Aladdin. Although most entertainment applications are pri-
marily visually based, virtual reality players of the future also may expe-
rience a variety of tactile events. For example, in a simulated boxing
match, virtual reality users would bob and weave, throw and land punches,
and—unless they were very adept—take a few punches themselves.

Virtual reality also has practical applications in the realms of busi-
ness, manufacturing, and medicine. The National Aeronautics and Space
Administration (NASA) has developed a virtual wind tunnel to test aero-
dynamics shape. Virtual reality holds promise for discovering the most
efficient manufacturing conditions by allowing planners to evaluate the
actual physical motions and strength needed to complete a job. The 
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McDonnell-Douglas Corporation is using virtual reality to explore the use
of different materials and tools in building the F-18 E/F aircraft.

The study of people in relation to their environments, also known
as ergonomics, also may be revolutionized by trials in cyberspace. Engi-
neers at the Volvo car company use virtual reality to test various designs
for the dashboard configuration from the perspective of the user. In med-
icine, virtual reality systems are being developed to help surgeons plan
and practice delicate surgical procedures. Philip Green, a researcher 
at SRI International, is developing a telemanipulator, a special remote-
controlled robot, to be used in surgery. Using instruments connected to a
computer, doctors will be able to perform an operation in cyberspace,
while the computer sends signals to direct the telemanipulator. Virtual re-
ality may even have applications in psychiatry. For example, someone
with acrophobia (a fear of heights) may be treated by practicing standing
atop virtual skyscrapers or soaring through the air like a bird.

[See also Cathode-ray tube]

‡�Virus
A virus is a small, infectious agent that is made up of a core of genetic
material surrounded by a shell of protein. The genetic material (which is
responsible for carrying forward hereditary traits from parent cells to off-
spring) may be either deoxyribonucleic acid (DNA) or ribonucleic acid
(RNA). Viruses are at the borderline between living and nonliving mat-
ter. When they infect a host cell, they are able to carry on many life func-
tions, such as metabolism and reproduction. But outside a host cell, they
are as inactive as a grain of sand.

Viruses cause disease by infecting a host cell and taking over its
biochemical functions. In order to produce new copies of itself, a virus
must use the host cell’s reproductive “machinery.” The newly made
viruses then leave the host cell, sometimes killing it in the process, and
proceed to infect other cells within the organism.

Viruses can infect plants, bacteria, and animals. The tobacco mosaic
virus, one of the most studied of all viruses, infects tobacco plants. Ani-
mal viruses cause a variety of diseases, including AIDS (acquired im-
muno deficiency syndrome), hepatitis, chicken pox, smallpox, polio,
measles, rabies, the common cold, and some forms of cancer.

Viruses that affect bacteria are called bacteriophages, or simply
phages (pronounced FAY-jez). Phages are of special importance because
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Words to Know

Adult T cell leukemia (ATL): A form of cancer caused by the retro-
virus HTLV.

AIDS (acquired immunodeficiency syndrome): A set of life-
threatening, opportunistic infections that strike people who are
infected with the retrovirus HIV.

Bacteriophage: A virus that infects bacteria.

Capsid: The outer protein coat of a virus.

DNA (deoxyribonucleic acid): Genetic material consisting of a pair of
nucleic acid molecules intertwined with each other.

Envelope: The outermost covering of some viruses.

Gene: Unit of heredity contained in the nucleus of cells that is com-
posed of DNA and that carries information for a specific trait.

Host cell: The specific cell that a virus targets and infects.

HIV (human immunodeficiency virus): The retrovirus that causes AIDS.

Human T cell leukemia virus (HTLV): The retrovirus that causes ATL.

Infectious: Relating to a disease that is spread primarily through con-
tact with someone who already has the disease.

Lysogenic cycle: A viral replication cycle in which the virus does not
destroy the host cell but coexists within it.

Lytic cycle: A viral replication cycle in which the virus destroys the
host cell.

Metabolism: The sum of all the physiological processes by which an
organism maintains life.

Orthomyxovirus: Group of viruses that causes influenza in humans and
animals.

Proteins: Complex chemical compounds that are essential to the struc-
ture and functioning of all living cells.

Retrovirus: A type of virus that contains a pair of single stranded RNA
molecules joined to each other.

Reverse transcriptase: An enzyme that makes it possible for a retro-
virus to produce DNA from RNA.

Ribonucleic acid (RNA): Genetic material consisting of a single strand
of nucleic acid.



they have been studied much more thoroughly than have viruses. In fact,
much of what we now know about viruses is based on the study of phages.
Although there are both structural and functional differences between the
two, they share many characteristics in common.

Structure of viruses
Although viral structure varies considerably among different types

of viruses, all viruses share some common characteristics. All viruses con-
tain either RNA or DNA surrounded by a protective protein shell called
a capsid. The genetic material in a virus may take one of four forms: a
double strand of DNA, a single strand of DNA, a double strand of RNA,
or a single strand of RNA. The size of the genetic material of viruses is
often quite small. Compared to the 100,000 genes that exist within hu-
man DNA, viral genes number from 10 to about 200 genes.

Viruses exist in one of three forms, as shown in Figure 1. They 
are named on the basis of their general shape as rodlike, icosahedral (hav-
ing 20 sides), or spherical. Some viruses also have an outer covering
known as an envelope that surrounds the capsid. The outer surface of
some kinds of viral particles contain threadlike “spikes” that are often
used in helping a virus invade a host cell (for example, the spherical virus
in Figure 1).

Viral infection
A virus remains totally inactive until it attaches itself to and infects

a host cell. Once that happens, the virus may follow one of two paths.
First, the virus may insert its genetic material (it is always DNA in this
case) into the DNA of the host cell. The combined host-viral DNA is then

1 9 7 6 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Virus

Rod-like virus Icosahedral virus Spherical virus

RNA

Capsid Capsid
DNA

Spike Membranous
envelope

RNA

Capsid

Spikes

Figure 1. The three forms 

of viruses. Viruses are

shaped either like rods 

or spheres or have twenty

sides (are icosahedral).

(Reproduced by permission of

The Gale Group.)



carried along in the host cell as it lives and reproduces, generation after
generation. Viruses that follow this pathway are said to be temperate 
or lysogenic viruses. At some point in the host cell’s life, the viral DNA
may be extracted (taken out) from the host DNA and follow the second
pathway.

The second pathway available to viruses is called the lytic cycle. In
the lytic cycle, the virus first attaches itself to the surface of the host cell.
It then makes a hole in the cell membrane and injects its genetic mater-
ial (DNA or RNA). The viral capsid is left behind outside the cell.

The next step depends on the nature of the viral genetic material,
whether that material is single stranded or double stranded DNA or RNA.
The end result of any one of the processes is that many additional copies
of the viral capsid and the viral genetic material are made. These capsids
and genetic material are then assembled into new viral particles. The sin-
gle collection of genetic material originally injected into the host cell has
been used to make dozens or hundreds of new viral particles.

When these particles have been assembled, they burst through the
cell membrane. In the act, the host cell is destroyed. The new viral par-
ticles are then free to find other host cells and to repeat the process.

Retroviruses
Retroviruses make up an unusual group of viruses. Their genetic ma-

terial consists of two single strands of RNA linked to each other. Retro-
viruses also contain an essential enzyme known as reverse transcriptase.

The unusual character of retroviruses is that they have evolved a
method for manufacturing protein beginning with RNA. In nearly all liv-
ing organisms, the pattern by which protein is manufactured is as follows:
DNA in the cell’s nucleus carries directions for the production of new
protein. The coded message in DNA molecules is copied into RNA mol-
ecules. These RNA molecules then direct the manufacture of new pro-
tein. In retroviruses, that process is reversed: viral RNA is used to make
new viral DNA. The viral DNA is then incorporated into host cell DNA,
where it is used to direct the manufacture of new viral protein.

The first retrovirus discovered was the Rous sarcoma virus (RSV)
that infects chickens. It was named after its discoverer, the American
pathologist Peyton Rous (1879–1970). Other animal retroviruses are the
simian immunodeficiency virus (SIV), which attacks monkeys, and the
feline leukemia virus (FELV), which causes feline leukemia in cats. The
first human retrovirus was discovered in 1980 by a research team headed
by American virologist Robert Gallo (1937– ). Called human T cell
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leukemia virus (HTLV), this virus causes a form of leukemia (cancer of
the blood) called adult T cell leukemia. In 1983–84, another human retro-
virus was discovered. This virus, the human immunodeficiency virus
(HIV), is responsible for AIDS.

The common cold and influenza
Two of the most common viral diseases known to humans are the

common cold and influenza. The common cold, also called acute coryza
or upper respiratory infection, is caused by any one of some 200 differ-
ent viruses, including rhinoviruses, adenoviruses, influenza viruses, para-
influenza viruses, syncytial viruses, echoviruses, and coxsackie viruses.
Each virus has its own characteristics, including its favored method of
transmission and its own gestation (developmental) period. All have been
implicated as the agent that causes the runny nose, cough, sore throat, and
sneezing that advertise the presence of the common cold. According to
experts, more than a half billion colds strike Americans every year, an
average of two infections for each man, woman, and child in the United
States. In spite of intense efforts on the part of researchers, there are no
cures, no preventative treatments, and very few treatments for the com-
mon cure.

Viruses that cause the common cold can be transmitted from one
person to another by sneezing on the person, shaking hands, or handling
an object previously touched by the infected person. Oddly, direct con-
tact with an infected person, as in kissing, is not an efficient way for the
virus to spread. In only about 10 percent of contacts between an infected
and uninfected person does the latter get the virus.

Contrary to general opinion, walking around in a cold rain will not
necessarily cause a cold. Viruses like warm, moist surroundings, so they
thrive indoors in the winter. However, being outdoors in cold weather can
dehydrate the mucous membranes in the nose and make them more sus-
ceptible to infection by a rhinovirus. The viruses that cause colds mutate
with regularity. Each time a virus is passed from one person to the next,
it may change slightly, so it may not be the virus the first person had.

The common cold differs in several ways from influenza, commonly
known as the flu. Cold symptoms develop gradually and are relatively
mild. The flu has a sudden onset and has more serious symptoms that
usually put the sufferer to bed. The flu lasts about twice as long as the
cold. Also, influenza can be fatal, especially to elderly persons. Finally,
the number of influenza viruses is more limited than the number of cold
viruses, and vaccines are available against certain types of flu.
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Influenza. Influenza is a highly contagious illness caused by a group
of viruses called the orthomyxoviruses. Infection with these viruses leads
to an illness usually characterized by fever, muscle aches, fatigue (tired-
ness), and upper respiratory obstruction and inflammation. Children and
young adults usually recover from influenza within 3 to 7 days with no
complications. However, influenza can be a very serious disease among
older adults, especially those over 65 with preexisting conditions such as
heart disease or lung illnesses. Most hospitalizations and deaths from in-
fluenza occur in this age group. Although an influenza vaccine is avail-
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able, it does not offer complete protection against the disease. The vac-
cine has been shown only to limit the complications that may occur due
to influenza.

Three types of orthomyxoviruses cause illness in humans and ani-
mals: types A, B, and C. Type A causes epidemic influenza, in which
large numbers of people become infected during a short period of time.
Flu epidemics caused by Type A orthomyxoviruses include the world-
wide outbreaks of 1918, 1957, 1968, and 1977. Type A viruses infect both
humans and animals and usually originate in Asia, where a large popu-
lation of ducks and swine incubate the virus and pass it to humans. (In-
cubate means to provide a suitable environment for growth, in this case
within the animals’ bodies.) Asia also has a very large human population
that provides a fertile ground for viral replication.

Type B influenza viruses are not as common as type A viruses. Type
B viruses cause outbreaks of influenza about every two to four years.
Type C viruses are the least common type of influenza virus and cause
irregular and milder infections.

An important characteristic of all three kinds of influenza viruses is
that they frequently mutate. Because they contain only a small amount of
genetic material, flu viruses mutate frequently. The result of this frequent
mutation is that each flu virus is different, and people who have become
immune to one flu virus are not immune to other flu viruses. The ability
to mutate frequently, therefore, allows these viruses to cause frequent out-
breaks.

The most common complication of influenza is pneumonia, a dis-
ease of the lungs. Pneumonia may be viral or bacterial. The viral form of
pneumonia that occurs with influenza can be very severe. This form of
pneumonia has a high mortality rate. Bacterial pneumonia may develop
when bacteria accumulate in the lungs. This type of pneumonia occurs
five to ten days after onset of the flu. Because it is bacterial in origin, it
can be treated with antibiotics.

Flu is treated with rest and fluids. Maintaining a high fluid intake is
important, because fluids increase the flow of respiratory secretions, which
may prevent pneumonia. A new antiviral medication is prescribed for peo-
ple who have initial symptoms of the flu and who are at high risk for
complications. This medication does not prevent the illness, but reduces
its duration and severity.

A flu vaccine is available that is formulated each year against the
current type and strain of flu virus. The vaccine would be most effective
in reducing attack rates if it were effective in preventing influenza in
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schoolchildren. However, in vaccine trials, the vaccine has not been shown
to be effective in flu prevention in this age group. In certain populations,
particularly the elderly, the vaccine is effective in preventing serious com-
plications of influenza and thus lowers mortality.

[See also AIDS (acquired immunodeficiency syndrome); Cancer;
Disease; Immune system; Nucleic acid; Poliomyelitis; Vaccine]

‡�Vitamin
Vitamins are complex organic compounds that occur naturally in plants
and animals. People and other animals need these compounds in order to
maintain life functions and prevent diseases. About 15 different vitamins
are necessary for the nutritional needs of humans. Only minute amounts
are required to achieve their purpose, yet without them life cannot be main-
tained. Some vitamins, including vitamins A, D, E, and K, are fat soluble
and are found in the fatty parts of food and body tissue. As such they can
be stored in the body. Others, the most notable of which are vitamin C and
all the B-complex vitamins, are water soluble. These vitamins are found
in the watery parts of food and body tissue and cannot be stored by the
body. They are excreted in urine and must be consumed on a daily basis.

History
Vitamins were not discovered until early in the twentieth century.

Yet it was common knowledge long before that time that substances in
certain foods were necessary for good health. Information about which
foods were necessary developed by trial and error—with no understand-
ing of why they promoted health. Scurvy, for example, had long been a
dreaded disease of sailors. They often spent months at sea and, due to
limited ways of preserving food without refrigeration, their diet consisted
of dried foods and salted meats. In 1746, English naval captain and sur-
geon James Lind (1716–1794) observed that 80 out of his 350 seamen
came down with scurvy during a 10-week cruise. He demonstrated that
this disease could be prevented by eating fresh fruits and vegetables dur-
ing these long periods at sea. Because they lasted a long time, limes be-
came the fruit of choice. In 1795, lemon juice was officially ordered as
part of the seaman’s diet. The vitamin C found in both limes and lemons
prevented scurvy in sailors.

In 1897, Dutch physician Christian Eijkman (1858–1930) found that
something in the hulls of rice (thiamine, a B vitamin) not present in the
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polished grains prevented the disease beriberi (a disease that affects the
nerves, the digestive system, and the heart). Soon after, British biochemist
Frederick G. Hopkins (1861–1947) fed a synthetic diet of fats, carbohy-
drates, proteins, and minerals (but no vitamins) to experimental rats. The
rats showed poor growth and became ill, leading Hopkins to conclude that
there were some “accessory food factors” necessary in the diet. Eijkman
and Hopkins shared the 1929 Nobel Prize in physiology and medicine for
their important work on vitamins.

Finally, in 1912, Polish American biochemist Casimir Funk (1884–
1967) published a paper on vitamin-deficiency diseases. He coined the
word vitamine from the Latin vita, for “life,” and amine, because he
thought that all of these substances belonged to a group of chemicals
known as amines. The e was later dropped when it was found that not all
vitamins contained an amine group. Funk identified four vitamins (B1 or
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Words to Know

Antioxidant: A substance that can counteract the effects of oxidation.

Beriberi: A disease caused by a deficiency of thiamine and character-
ized by nerve and gastrointestinal disorders.

Carbohydrate: A compound consisting of carbon, hydrogen, and oxy-
gen found in plants and used as a food by humans and other animals.

Deficiency diseases: Diseases caused by inadequate amounts in the
diet of some substance necessary for good health and the prevention
of disease.

Fat-soluble vitamins: Vitamins such as A, D, E, and K that are soluble
in the fatty parts of plants and animals.

Pellagra: A disease caused by a deficiency of niacin and characterized
by severe skin problems and diarrhea.

Proteins: Large molecules that are essential to the structure and func-
tioning of all living cells.

Scurvy: A disease caused by a deficiency of vitamin C, which causes a
weakening of connective tissue in bone and muscle.

Water-soluble vitamins: Vitamins such as C and the B-complex vita-
mins that are soluble in the watery parts of plant and animal tissues.



thiamine, B2, C, and D) as substances necessary for good health and the
prevention of disease.

Since that time additional vitamins have been isolated from foods,
and their relationship to specific diseases have been identified. All of these
accessory food factors have been successfully synthesized in the labora-
tory. There is no difference in the chemical nature of the natural vitamins
and those that are made synthetically, even though advertisements some-
times try to promote natural sources (such as vitamin C from rose hips)
as having special properties not present in the synthesized form.

Nature of vitamins
Vitamins belong to a group of organic compounds required in the

diets of humans and other animals in order to maintain good health: nor-
mal growth, sustenance, reproduction, and disease prevention. In spite of
their importance to life, they are necessary in only very small quantities.
The total amount of vitamins required for one day weigh about one-fifth
of a gram. Vitamins have no caloric value and are not a source of energy.

Vitamins cannot be synthesized by the cells of an animal but are vi-
tal for normal cell function. Certain plants manufacture these substances,
and they are passed on when the plants are eaten as food. Not all vita-
mins are required in the diets of all animals. For example, vitamin C is
necessary for humans, monkeys, and guinea pigs but not for animals able
to produce it in their cells from other chemical substances. Nevertheless,
all higher animals require vitamin C, and its function within organisms is
always the same.

Vitamins were originally classified into two broad categories ac-
cording to their solubilities in water or in fat. As more vitamins were dis-
covered, they were named after letters of the alphabet. Some substances
once thought to be vitamins were later removed from the category when
it was found that they were unnecessary or that they could be produced
by an animal. Four of the better known vitamins, A, D, E, and K, are fat
soluble. Other vitamins such as vitamin C and the B-complex vitamins
are water soluble.

This difference in solubility is extremely important to the way the
vitamins function within an organism and in the way they are consumed.
Fat-soluble vitamins lodge in the fatty tissues of the body and can be
stored there. It is, therefore, not necessary to include them in the diet every
day. Because these vitamins can be stored, it also is possible (when con-
sumed in excess) for them to build up to dangerous levels in the tissues
and cause poisoning.
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The Food and Drug Administration publishes a set of nutritional rec-
ommendations called the U.S. Recommended Dietary Allowances (US-
RDA) patterned on the needs of the average adult. These recommenda-
tions are based on the best information available but are less than perfect;
most of the research upon which they are determined is done on experi-
mental animals. Because the amounts of vitamins required are so small,
precise work is very difficult.

A person who eats a balanced diet with plenty of fresh fruits and
vegetables should receive adequate amounts of all the vitamins. Many vi-
tamins, however, are very sensitive to heat, pressure cooking, cold, and
other aspects of food preparation and storage and can be inactivated or
destroyed.

A controversy about vitamins exists among experts regarding the
dose needed to fight off some common diseases. According to these ex-
perts, the USRDA are really minimum requirements, and higher doses will
keep a person healthier. Thus, many people worldwide take vitamin sup-
plements as insurance that they are getting all they need. Overdosage on
vitamins, especially the fat-soluble ones, can cause serious side effects,
however, and in some cases they even interfere with the proper function
of other nutrients.

Vitamin A
Vitamin A is present in animal tissue, mainly in liver, fish oil, egg

yolks, butter, and cheese. Plants do not contain vitamin A, but they do
contain beta carotene, which is converted to vitamin A in the intestine
and then absorbed by the body. Beta carotene occurs most commonly in
dark green leafy vegetables and in yellowish fruits and vegetables such
as carrots, sweet potatoes, cantaloupe, corn, and peaches. The bodies of
healthy adults who have an adequate diet can store several years’ supply
of this vitamin. But young children, who have not had time to build up
such a large reserve, suffer from deprivation more quickly if they do not
consume enough of the vitamin.

Vitamin A is necessary for proper growth of bones and teeth, for
the maintenance and functioning of skin and mucous membranes, and for
the ability to see in dim light. There is some evidence that it can help pre-
vent cataracts and cardiovascular disease and, when taken at the onset of
a cold, can ward it off and fight its symptoms. One of the first signs of a
deficiency of this vitamin is night blindness, in which the rods of the eye
(necessary for night vision) fail to function normally. Extreme cases of
vitamin A deficiency can lead to total blindness. Other symptoms include
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dry and scaly skin, problems with the mucous linings of the digestive tract
and urinary system, and abnormal growth of teeth and bones.

Vitamin A is stored in the fatty tissues of the body and is toxic in
high doses. As early as 1596, Arctic explorers experienced vitamin A poi-
soning. In this region of extreme conditions, the polar bear was a major
source of their food supply, and a quarter pound of polar bear liver con-
tains about 450 times the recommended daily dose of vitamin A. Exces-
sive amounts of vitamin A cause chronic liver disease, peeling of the skin
of the entire body, bone thickening, and painful joints. However, it is
nearly impossible to ingest beta carotene in toxic amounts since the body
will not convert excess amounts to toxic levels of vitamin A.

Vitamin D
Vitamin D is often called the sunshine vitamin. It is produced when

compounds that occur naturally in animal bodies are exposed to sunlight.
Thus, it is difficult to suffer a vitamin D deficiency if one gets enough
sunshine. One form of vitamin D is often added to milk as an additive.
Storage and food preparation do not seem to affect this vitamin.

Vitamin D lets the body utilize calcium and phosphorus in bone and
tooth formation. Deficiency of this vitamin causes a bone disease called
rickets. This disease is characterized by bone deformities (such as
bowlegs, pigeon breast, and knobby bone growths on the ribs where they
join the breastbone) and tooth abnormalities. In adults, bones become soft
and porous as calcium is lost.

Excessive amounts of vitamin D cause nausea, diarrhea, weight loss,
and pain in the bones and joints. Damage to the kidneys and blood ves-
sels can occur as calcium deposits build up in these tissues.

Vitamin E
Vitamin E is present in green leafy vegetables, wheat germ and other

plant oils, egg yolks, and meat. The main function of this vitamin is to
act as an antioxidant, particularly for fats. (When oxidized, fats form a
very reactive substance called peroxide, which is often very damaging to
cells. Vitamin E is more reactive than the fatty acid molecule and, there-
fore, takes its place in the oxidizing process.) Because cell membranes
are partially composed of fat molecules, vitamin E is vitally important in
maintaining the nervous, circulatory, and reproductive systems and in pro-
tecting the kidneys, lungs, and liver.

All of the symptoms of vitamin E deficiency are believed to be due
to the loss of the antioxidant protection it offers to cells. This protective
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effect also keeps vitamin A from oxidizing to an inactive form. And when
vitamin E is lacking, vitamin A deficiency also frequently occurs. How-
ever, because vitamin E is so prevalent in foods, it is very difficult to suf-
fer from a deficiency of this vitamin unless no fats are consumed in the
diet. When it does occur, the symptoms include cramping in the legs, mus-
cular dystrophy, and fibrocystic breast disease.

According to some current theories, many of the effects of aging are
caused by the oxidation of fat molecules in cells. If this is true, then con-
suming extra vitamin E might counteract these effects because of its an-
tioxidant properties.

Vitamin K
Vitamin K is found in many plants (especially green leafy ones like

spinach), in liver, and in the bacteria of the intestine. Nearly all higher
animals must obtain the vitamin K they need from these sources. Although
the exact method by which vitamin K works in the body is not under-
stood, it is known that vitamin K is vital to the formation of prothrom-
bin—one of the chemicals necessary for blood clotting—found in the liver.

When vitamin K deficiency develops, it is rarely due to an incom-
plete diet. Instead, it results from liver damage and the blood’s inability
to process the vitamin. The deficiency is characterized by the inability of
the blood to clot, and it manifests in unusual bleeding or large bruises un-
der the skin or in the muscles. Newborn infants sometimes suffer from
brain hemorrhage due to a deficiency of vitamin K.

Vitamin B
What was once thought to be vitamin B was later found to be only

one of many B vitamins. Today, more than a dozen B vitamins are known,
and they are frequently referred to as vitamin B-complex. Thiamine was
the first of these vitamins to be identified. All of the B vitamins are wa-
ter soluble.

Each of the B vitamins acts by combining with another molecule to
form an organic compound known as a coenzyme. A coenzyme then works
with an enzyme to perform vital activities within the cell. The function
of enzymes within a cell vary, but all are somehow related to the release
of energy. The most common members of this group of vitamins include
vitamin B1 (thiamine), vitamin B2 (riboflavin), vitamin B6 (pyridoxine),
vitamin B12 (cobalamin), biotin, folate (also folacin or folic acid), niacin,
and pantothenic acid.
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Vitamin B1 is present in whole grains, nuts, legumes, pork, and liver.
It helps the body release energy from carbohydrates. More than 4,000
years ago, the Chinese described a disease we know today as beriberi,
which is caused by a deficiency of thiamine. The disease affects the ner-
vous and gastrointestinal system and causes nausea, fatigue, and mental
confusion. Thiamine is found in the husks or bran of rice and grains. Once
the grain is milled and the husks removed, rice is no longer a source of
this vitamin. Manufacturers today produce enriched rice and flour by
adding thiamine back into the milled products.

Vitamin B2 helps the body release energy from fats, proteins, and
carbohydrates. It can be obtained from whole grains, organ meats, and
green leafy vegetables. Lack of this vitamin causes severe skin problems.
Vitamin B6 is important in the building of body tissue as well as in pro-
tein metabolism and the synthesis of hemoglobin. A deficiency can cause
depression, nausea, and vomiting. Vitamin B12 is necessary for the proper
functioning of the nervous system and in the formation of red blood cells.
It can be obtained from meat, fish, and dairy products. Anemia, ner-
vousness, fatigue, and even brain degeneration can result from vitamin
B12 deficiency.

Niacin is required to release energy from glucose. It is present in
whole grains (but not corn), meat, fish, and dairy products. Inadequate
amounts of this vitamin cause a disease called pellagra, which is charac-
terized by skin disorders, weak muscles, diarrhea, and loss of appetite.
Pellagra was once common in Spain, Mexico, and the southeastern United
States, where a large component of the diet consisted of corn and corn
products. The niacin in corn exists as part of a large, fibrous molecule
that cannot be absorbed by the blood or used by the body. However, af-
ter it was discovered that treating corn with an alkaline solution (such as
lime water) releases the niacin from the larger molecule and makes it
available for the body to use, pellagra became much less common.

Pantothenic acid helps release energy from fats and carbohydrates
and is found in large quantities in egg yolk, liver, eggs, nuts, and whole
grains. Deficiency of this vitamin causes anemia. Biotin is involved in
the release of energy from carbohydrates and in the formation of fatty
acids. It is widely available from grains, legumes (peas or beans), egg
yolk, and liver. A lack of biotin causes dermatitis (skin inflammation).

Vitamin C
Because of its association with the common cold, vitamin C (also

known as ascorbic acid) is probably the best known of all the vitamins.
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Most animals can synthesize this vitamin in the liver, where glucose is
converted to ascorbic acid. Humans, monkeys, guinea pigs, and the In-
dian fruit bat are exceptions and must obtain the vitamin from their di-
ets. The vitamin is easily oxidized, and food storage or food processing
and preparation frequently destroy its activity. Soaking fruits and veg-
etables in water for long periods also removes most of the vitamin C. Cit-
rus fruits, berries, and some vegetables like tomatoes and peppers are good
sources of vitamin C.

The exact function of vitamin C in the body is still not well under-
stood, but it is believed to be necessary for the formation of collagen, an
important protein in skin, cartilage, ligaments, tendons, and bone. It also
plays a role in the body’s absorption, use, and storage of iron. Vitamin C
is an antioxidant and is therefore believed to offer protection to cells much
as vitamin E does. An increasing body of evidence suggests that a greatly
increased amount of vitamin C in the diet lessens the risk of heart dis-
ease and cancer.
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A deficiency of vitamin C causes a disease called scurvy. Scurvy
weakens the connective tissue in bones and muscles, causing bones to be-
come very porous and brittle and muscles to weaken. As the walls of the
circulatory system become affected, sore and bleeding gums and bruises
result from internal bleeding. Anemia can occur because iron, which is
critical to the transport of oxygen in the blood, cannot be utilized. Vita-
min C is metabolized (broken down) very slowly by the body, and defi-
ciency diseases do not usually manifest themselves for several months.

Linus Pauling (1901–1994), the winner of two Nobel Prizes (one for
chemistry and one for peace), believed that massive doses of vitamin C
could ward off the common cold and offer protection against some forms
of cancer. While scientific studies have been unable to confirm this the-
ory, they do suggest that vitamin C can at least reduce the severity of the
symptoms of a cold. Some studies also suggest that vitamin C can lessen
the incidence of heart disease and cancer. If this is true, it could be that
the antioxidant properties of the vitamin help protect cells from weaken-
ing and breaking down much as vitamin E does. In fact, vitamins A, C,
and E all play similar roles in the body, and it is difficult to distinguish
among their effects.

[See also Malnutrition; Nutrition]

‡�Vivisection
Vivisection (pronounced vih-vih-SEK-shun) literally means the dissection
or cutting of a living animal. The term has come to apply to any and all
types of experiments on live animals, and it is a term to which many sci-
entists object. People who believe that humans have no right to perform
any type of experiments on animals are sometimes called antivivisection-
ists, although they can be more properly described as animal rights activists.

Early history
Humans have been using animals for their own purposes probably

from the earliest times, and some would say that the notion that people
are more important than animals is taught in the Bible. The Greeks said
that since animals could not think as humans did, they were a lesser form
of life, and this notion was continued by Christians who said that since
animals had no souls, they were not really important. With the beginning
of modern science in the seventeenth century, animals were used as an
easy way of understanding our own bodies. That is, a doctor would cut
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open a pig or a sheep and study its internal organs as a way of learning
more about human anatomy. But cutting into a dead animal’s body is dif-
ferent than performing an experiment on a living subject.

Scientific use of animals
By the nineteenth century, doctors were regularly using cows, sheep,

and goats to study diseases. The French microbiologist Louis Pasteur
(1822–1895) pioneered the use of vaccines by testing them on healthy an-
imals. His unvaccinated animals died when they were exposed to certain
diseases. Other great physiologists (scientists who study how the body
functions) like Russian Ivan Pavlov (1849–1936) and Frenchman Claude
Bernard (1813–1878) operated on dogs and left their surgical cuts open
in order to better understand how their organs worked. Both men made
major medical discoveries because of this. After World War II (1939–45),
the use of animals in laboratories of all types grew enormously. Increas-
ingly, dogs, cats, rats, mice, monkeys, and many other types of animals
were needed by scientists for many different purposes. Animals were used
for biological and medical research, as well as for the education and train-
ing of doctors and veterinarians; they were used to develop and test vac-
cines and new drugs; and they were used for the testing of commercial
products such as cosmetics.

The case for experimentation
The use of animals for experimentation has become a sensitive is-

sue, and the opposing sides in this debate can both make persuasive ar-
guments. Many of those in favor say simply that people are more impor-
tant than animals, and that while it is unfortunate that animals must
sometimes suffer and die, it is worth it if humans lives are saved by this
research. They argue that two-thirds of all the Nobel Prizes for medicine

1 9 9 0 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Vivisection

Words to Know

Animal rights: The philosophy that animals have rights no less com-
pelling than human rights.

Dissection: Cutting and separating the body along its natural cleavage
lines to allow scientific examination.



or physiology awarded since 1902 have been discoveries made involving
the use of animals. Those who argue that animals also should be used for
medicine and product testing say that these tests are essential if our drugs
and products are to be safe. In fact, the U.S. Food and Drug Administra-
tion, the government agency responsible for that safety, actually requires
animal tests for certain medicines and eye-care products. Finally, the dead
bodies of animals are used in schools to teach biology, and many high
school students dissect frogs or even an unborn pig or a rabbit in biology
class. There is no doubt that the use of all sort of animals in all sorts of
laboratories requires that millions of animals be used experimentally.

The case against experimentation
People who are against such use argue that this is not just “use” of

an animal but rather, it is abuse. The case against animal research states
that nearly everything about the system of animal experimentation is bad
for the animals. They state that certain animals are bred only for this 
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purpose, and most are kept caged in stressful environments. They are sub-
jected to all manner of cruel and sometimes painful procedures, and in the
end they are disposed of. Animal rights activists say that such research re-
ally does not save human lives since scientists cannot really compare the
reactions of an animal with those of a human being. They also argue that
new techniques can provide scientists with alternatives to testing animals.

Opposition to vivisection has been organized since the last quarter
of the nineteenth century when a strong antivivisection movement in Eng-
land resulted in the Cruelty to Animals Act of 1876. Nearly 100 years
later, the modern animal rights movement helped get the Animal Welfare
Act of 1966 passed in the United States. These and later laws regulate the
conditions under which animals may be used in laboratories, yet most
who oppose them would say that they do not go far enough. The most
active group in America, called People for the Ethical Treatment of An-
imals (PETA), has a motto saying, “Animals are not ours to eat, wear,
experiment on, or use in entertainment.”

Although the numbers of animals used for experiments is dropping,
animal research is still big business and, some would argue, an essential
and very important business. The debate between the scientific commu-
nity and those who oppose vivisection involves some very difficult ques-
tions. Animal rights activists believe that those who use animals experi-
mentally, even though responsibly, should realize that their work treats
animals as objects who have no rights. It also inflicts stress, fear, pain,
and a lack of freedom on its subjects. Experimenters would counter this
by saying that their work is essential to our way of life and to human
health and well-being, and that there is no real substitute for animal ex-
perimentation. In the end, animal testing is a moral dilemma that each
person must come to terms with on his or her own.

‡�Volcano
A volcano is a hole in Earth’s surface through which magma (called lava
when it reaches Earth’s surface), hot gases, ash, and rock fragments escape
from deep inside the planet. The word volcano also is used to describe the
cone of erupted material (lava and ash) that builds up around the opening.

Volcanic activity is the main process by which material from Earth’s
interior reaches its surface. Volcanoes played a large part in the forma-
tion of Earth’s atmosphere, oceans, and continents. When Earth was new,
the superheated gases within it (including carbon dioxide) streamed out
through countless volcanoes to form the original atmosphere and oceans.
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Volcanoes are found both on land and under the oceans (where they
are called seamounts). Geologists label volcanoes by their periods of ac-
tivity. If a volcano is erupting, it is called active. If a volcano is not presently
erupting but might at some future date, it is called dormant. If a volcano
has stopped erupting forever, it is called extinct. Generally, volcanoes are
labeled extinct when no eruption has been noted in recorded history.

How volcanoes form
According to the geologic theory called plate tectonics, Earth’s crust

is broken into various rigid plates that “float” on the surface of the planet.
The plates move in response to intense pressure created underneath by
the movement of currents carrying heat energy from the center of the
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Words to Know

Caldera: Large circular depression formed when an empty magma
chamber causes the collapse of the volcano above it.

Chemosynthesis: Process by which the energy from certain chemical
reactions, rather than light (as in photosynthesis), is used by some
organisms to manufacture food.

Hot spot: An upwelling of heat from beneath Earth’s crust.

Ignimbrite: Rock formation that results from a large pyroclastic flow.

Lava: Magma at Earth’s surface.

Magma: Molten rock deep within Earth that consists of liquids, gases,
and particles of rocks and crystals.

Photosynthesis: Process by which light energy is captured from the
Sun by pigment molecules in plants and algae and converted to food.

Pyroclastic flow: A dense wave of superheated air and rock that
moves as a fluid from an erupting volcano, sometimes crossing thou-
sands of square miles of landscape.

Seafloor spreading: Spreading of the seafloor outward at ridges where
two oceanic plates are diverging.

Seamount: Large, submarine volcano.

Tuff: Fused hard rock formed from a large pyroclastic flow.



planet to the surface. This pressure causes plates to move toward or away
from each other (and also past each other in a horizontal motion).

Volcanoes form on land near coastal areas when a continental (land)
plate and an oceanic plate converge or move toward each other. Since the
oceanic plate is denser, it subducts or sinks beneath the continental plate.
As the rock of this subducted oceanic plate is pushed farther and farther
beneath the continent’s surface, extremely high temperatures and pressure
melt the rock. This creates hot, buoyant magma that then rises toward the
surface. When the magma reaches the crust, it collects in a magma reser-
voir or chamber. When pressure inside the reservoir exceeds that of the
overlying rock, magma is forced upward through cracks in Earth’s crust.

Seamounts (underwater volcanoes) form when oceanic plates both
converge (move toward each other) and diverge (move away from each
other). When oceanic plates converge, one sinks beneath the other, creating
a deep-sea trench. Rising magma from the subducted plate then rises to form
volcanoes along the trench. When oceanic plates diverge, magma seeps up-
ward at the ridge between the plates to create new seafloor (a process called
seafloor spreading). Volcanoes form on either side of the ridge.
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Hydrothermal Vents

Hydrothermal vents are cracks in the ocean floor or chimney-
like structures extending from the ocean floor up to 150 feet (45
meters) high. Due to nearby volcanic activity, these vents release hot
mineral-laden water into the surrounding ocean. Temperature of this
fluid is typically around 660°F (350°C).

Often, the fluid released is black due to the presence of very
fine sulfide mineral particles (iron, copper, zinc, and other metals). As
a result, these deep-ocean hot springs are called black smokers.
Hydrothermal vents usually occur at midocean ridges where new
seafloor is created.

Hydrothermal vents are surrounded by unusual forms of sea
life, including giant clams, tube worms, and unique types of fish.
These organisms live off bacteria that thrive on the energy-rich chemi-
cal compounds transported by hydrothermal fluids. This is the only
environment on Earth supported by a food chain that does not depend
on the energy of the Sun or photosynthesis. The energy source is
chemical, not solar, and is called chemosynthesis.



Hot spots are special areas where volcanoes form apart from plates
converging or diverging. Hot spots are a common term for thermal plumes
of magma welling up through the crust far from the edges of plates. As
a plate drifts over a hot spot, magma from Earth’s interior rises and vol-
canic activity takes place. Some famous hot spots are Hawaii, Yellow-
stone National Park (United States), Iceland, Samoa, and Bermuda.

Volcanic eruptions
Volcanoes erupt different material, and they each have their own

style of erupting. These varied eruptions result from the differences in
magma that each volcano contains. Magma that is low in gas and silica
(silicon dioxide, a compound found widely in rocks and minerals) yields
a gentle flow of thin, quickly spreading lava. In contrast, magma that is
rich in gas and silica gives rise to violent explosions: the thick, tarlike
magma may plug up the volcanic vent, blocking the upward movement
of the magma until built-up pressure blows away the overlying rock. Ge-
ologists classify volcanic eruptions according to four chief forms or
phases: Hawaiian, Strombolian, Vulcanian, and Peleean.

In a Hawaiian phase, runny lava gushes out in a fountain without
any explosive eruptions. In a Strombolian phase (named after the Stomboli
volcano on an island north of Sicily), thick lava is emitted in continuous
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but mild explosions. Lava arcs and steam-driven clouds of ash shower the
dome with molten drizzle. A Vulcanian phase occurs when a magma plug
has blocked the volcanic vent. The resulting explosive eruption hurls tons
of almost solid magma into the sky, and a vapor cloud forms over the
crater. The most violent eruption is the Peleean, named after Mount Pelee
on the Caribbean island of Martinique. Fine ash, thick lava, and glowing,
gas-charged clouds are emitted, traveling downhill at a tremendous speed.

Fierce rains often accompany eruptions because of the release of steam
from the volcano, which then condenses in the atmosphere to form clouds.
Volatile gases in the magma also fly into the atmosphere upon eruption.
These include hydrogen sulfide, fluorine, carbon dioxide, and radon. A
dense wave of ash, superheated gases, and rock that moves as a fluid from
an erupting volcano is known as a pyroclastic flow. Flows travel downhill
at speeds more than 60 miles (100 kilometers) per hour, filling existing
valleys with the fluid mixture. This material deflates as it cools. The rock
formation that results is called an ignimbrite (pronounced IG-nim-bright),
and the fused rock is called tuff. Ignimbrites can cover hundreds of square
miles of landscape, such as the Mitchell Mesa Tuff of West Texas.

When a volcano erupts such a large volume of material, often emp-
tying its magma chamber, the central part of the cone is left unsupported.
As a result, the crater and walls of the vent collapse into the hollow cham-
ber, creating a large circular depression known as a caldera across the
summit. The famous Crater Lake in southern Oregon formed in this way.

Volcanic structures
The size and shape of a volcano is dependent on the history and type

of its eruptions. Based on this, geologists classify volcanoes into four
shapes: cinder cones, composite cones, shield volcanoes, and lava domes.

Cinder cones are built of lava fragments. They have slopes of 30 to
40 degrees and seldom exceed 1,640 feet (500 meters) in height. Sunset
Crater in Arizona and Parícutin in Mexico are examples of cinder cones.

Composite cones (or stratovolcanoes) are made up of alternating lay-
ers of lava, ash, and solid rock. They are characterized by slopes of up to
30 degrees at the summit, tapering off to 5 degrees at the base. Mount
Fuji in Japan and Mount St. Helens in Washington are composite cone
volcanoes.

Shield volcanoes are built primarily by a series of lava flows that
pile one on top of another. Their slopes are seldom more than 10 degrees
at the summit and 2 degrees at the base. The Hawaiian Islands are clus-
ters of shield volcanoes. Mauna Loa (on the island of Hawaii) is the
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world’s largest active volcano, rising 13,680 feet (4,170 meters) above
sea level. Kenya’s Mount Kilamanjaro, the tallest mountain in Africa, is
a shield volcano.

Lava domes are made of thick, pasty lava squeezed like toothpaste
from a tube. Examples of lava domes are Lassen Peak and Mono Dome
in California.

Volcanic catastrophes
Numerous volcanoes erupt around the world every century, usually

in sparsely populated areas. Even so, volcanoes have threatened human
civilization throughout history and will do so as long as people live on
Earth’s often violent surface.

An ash fall from Mount Vesuvius buried the Roman city of Pom-
peii in A.D. 79. The volcano, which sent a column of hot ash 12 miles (19
kilometers) into the sky, struck down the people where they lived, pre-
serving the shapes of their bodies where they fell in the ash. The nearby
city of Herculaneum was covered by a pyroclastic flow that destroyed it
in seconds. Pompeii remained buried until 1748, when construction work-
ers first unearthed parts of the ancient city—much of it appearing as it
did on the morning Vesuvius erupted.
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On August 27, 1883, the volcanic island of Krakatoa in Indonesia
erupted, blowing an ash cloud 50 miles (80 kilometers) high then col-
lapsing into a caldera. The collapse was heard almost 2,500 miles (4,020
kilometers) away. Resulting tidal waves reaching 130 feet (40 meters)
killed 36,000 people in coastal Java and Sumatra. Spectacularly weird sky
phenomena from this eruption included brilliant green sunrises and moon-
rises in the equatorial latitudes, followed by day-long blue sunlight and
bright green sunsets.

On the morning of May 18, 1980, Mount St. Helens in Washington
erupted with the force of more than 500 atomic bombs—one of the largest 
volcanic explosions in North American history. The blast, which sent a
mushroom-shaped ash plume 12 miles (20 kilometers) high, reduced the
summit (peak) by more than 1,300 feet (400 meters). Sixty people and
countless animals were killed, and every tree within 15 miles (24 kilo-
meters) was flattened. Ensuing landslides carried debris for nearly 20
miles (32 kilometers).

1 9 9 8 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Volcano

The July 22, 1980, eruption

of Mount St. Helens in

southern Washington State.

(Reproduced by permission of

John McCann.)



Volcanic benefits
The eruption of volcanoes through geologic time built the continents.

The soil of some of the world’s richest farmland draws its fertility from
minerals provided by nearby volcanoes. The heat of magma boils water
into steam that spins the turbines of geothermal power stations. Geother-
mal stations now light electric power grids in Iceland, Italy, New Zealand,
and a other places. Enough heat flows from the world’s volcanic regions
and midoceanic ridges to power industrial civilization for several hundred
million years. This power source awaits only the development of feasi-
ble geothermal technology.

[See also Island; Ocean; Plate tectonics; Rocks]

‡�Volume
Volume is the amount of space occupied by an object or a material. Vol-
ume is said to be a derived unit, since the volume of an object can be
known from other measurements. In order to find the volume of a rec-
tangular box, for example, one only needs to know the length, width, and
depth of the box. Then the volume can be calculated from the formula,
V � l � w � d.

The volume of most physical objects is a function of two other fac-
tors: temperature and pressure. In general, the volume of an object in-
creases with an increase in temperature and decreases with an increase in
pressure. Some exceptions exist to this general rule. For example, when
water is heated from a temperature of 32°F (0°C) to 39°F (4°C), it de-
creases in volume. Above 39°F, however, further heating of water results
in an increase in volume that is more characteristic of matter.

Units of volume
The term unit volume refers to the volume of “one something”: one

quart, one milliliter, or one cubic inch, for example. Every measuring sys-
tem that exists defines a unit volume for that system. Then, when one speaks
about the volume of an object in that system, what he or she means is how
many times that unit volume is contained within the object. If the volume
of a glass of water is said to be 35.6 cubic inches, for example, what is
meant is that 35.6 cubic inch unit volumes could be placed into that glass.

The units in which volume is measured depend on a variety of 
factors, such as the system of measurement being used and the type of
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material being measured. For example, volume in the British system of
measurement may be measured in barrels, bushels, drams, gills, pecks,
teaspoons, or other units. Each of these units may have more than one
meaning, depending on the material being measured. For example, the
precise size of a barrel ranges anywhere from 31 to 42 gallons, depend-
ing on federal and state statutes. The more standard units used in the
British system, however, are the cubic inch or cubic foot and the gallon.

Variability in the basic units also exists. For example, the quart dif-
fers in size depending on whether it is being used to measure a liquid or
dry volume and whether it is a measurement made in the British or cus-
tomary U.S. system. As an example, 1 customary liquid quart is equivalent
to 57.75 cubic inches, while 1 customary dry quart is equivalent to 67.201
cubic inches. In contrast, 1 British quart is equivalent to 69.354 cubic inches.

The basic unit of volume in the metric system is the liter (abbrevi-
ated as L), although the cubic centimeter (cc or cm3) and milliliter (mL)
are also widely used as units for measuring volume. The fundamental re-
lationship between units in the two systems is given by the fact that 1
U.S. liquid quart is equivalent to 0.946 liter or, conversely, 1 liter is equiv-
alent to 1.057 customary liquid quarts.

The volume of solids
The volumes of solids are relatively less affected by pressure and

temperature changes than are the volumes of most liquids and all gases.
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Words to Know

British system: A system of measurement long used in many parts of
the world but now used commonly only in the United States among the
major nations of the world.

Displacement method: A method for determining the volume of an
irregularly shaped solid object by placing it in a measured amount of
water or other liquid and noting the increase in volume of the liquid.

Metric system: A system of measurement used by all scientists and in
common practice by almost every nation of the world.

Unit volume: The basic size of an object against which all other vol-
umes are measured in a system.



For example, heating a liter of iron from 0°C to 100°C causes an increase
in volume of less than 1 percent. Heating a liter of water through the same
temperature range causes an increase in volume of less than 5 percent.
But heating a liter of air from 0°C to 100°C causes an increase in vol-
ume of nearly 140 percent.

The volume of a solid object can be determined in one of two gen-
eral ways, depending on whether or not a mathematical formula can be
written for the object. For example, the volume of a cube can be deter-
mined if one knows the length of one side. In such a case, V � s3, or the
volume of the cube is equal to the cube of the length of any one side (all
sides being equal in length). The volume of a cylinder, on the other hand,
is equal to the product of the area of the base multiplied by the height of
the cylinder.

Many solid objects have irregular shapes for which no mathemati-
cal formula exists. One way to find the volume of such objects is to sub-
divide them into recognizable shapes for which formulas do exist (such
as many small cubes) and then approximate the total volume by summing
the volumes of individual subdivisions. This method of approximation
can become exact by using calculus.

Another way is to calculate the volume by water displacement, or
the displacement of some other liquid. Suppose, for example, that one
wishes to calculate the volume of an irregularly shaped piece of rock. One
way to determine that volume is first to add water to some volume-
measuring instrument, such as a graduated cylinder. The exact volume of
water added to the cylinder is recorded. Then, the object whose volume
is to be determined is also added to the cylinder. The water in the cylin-
der will rise by an amount equivalent to the volume of the object. Thus,
the final volume read on the cylinder less the original volume is equal to
the volume of the submerged object.

This method is applicable, of course, only if the object is insoluble
in water. If the object is soluble in water, then another liquid, such as al-
cohol or cyclohexane, can be substituted for the water.

The volume of liquids and gases
Measuring the volume of a liquid is relatively straightforward. Since

liquids take the shape of the container in which they are placed, a liquid
whose volume is to be found can simply be poured into a graduated 
container, that is, a container on which some scale has been etched. 
Graduated cylinders of various sizes ranging from 10 milliliters to 1 liter
are commonly available in science laboratories for measuring the volumes
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of liquids. Other devices, such as pipettes and burettes (small measuring
tubes), are available for measuring exact volumes, especially small 
volumes.

The volume of a liquid is only moderately affected by pressure, but
it is often quite sensitive to changes in temperature. For this reason, vol-
ume measurements made at temperatures other than ambient (the sur-
rounding) temperature are generally so indicated when they are reported,
as V � 35.89 milliliters (35°C).

The volume of gases is very much influenced by temperature and
pressure. Thus, any attempt to measure or report the volume of the gas
must always include an indication of the pressure and temperature under
which that volume was measured. Indeed, since gases expand to fill any
container into which they are placed, the term volume has meaning for a
gas only when temperature and pressure are indicated.
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‡�Waste management
Waste management is the handling of discarded materials. The term most
commonly applies to the disposition of solid wastes, which is often de-
scribed as solid waste management. One form of waste management in-
volves the elimination of undesirable waste products by methods such as
landfilling and incineration. But recycling and composting, which trans-
form waste into useful products, also are forms of waste management.

The term waste can apply to a wide variety of materials, including
discarded food, leaves, newspapers, bottles, construction debris, chemi-
cals from a factory, candy wrappers, disposable diapers, and radioactive
materials. Civilization has always produced waste. But as industry and
technology have evolved and the world’s population has grown, waste
management has become an increasingly difficult and complex problem.

A primary objective of waste management today is to protect the
public and the environment from potential harmful effects of waste. Some
waste materials are normally safe but can be hazardous if not managed
properly. One gallon (3.75 liters) of used motor oil, for example, can con-
taminate one million gallons (3,750,000 liters) of water.

Who manages waste? Every individual, business, and industry must
make decisions and take some responsibility regarding its own waste. On
a larger scale, government agencies at the local, state, and federal levels
enact and enforce waste management regulations. These agencies also ed-
ucate the public about proper waste management. In addition, local gov-
ernment agencies may provide disposal or recycling services themselves,
or they may hire private companies to perform those functions.
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Forms of waste
Most solid wastes can be subdivided into one of three major cate-

gories: municipal solid wastes; agricultural, mining, and industrial wastes;
and hazardous wastes. Municipal solid waste is what most people think
of as garbage, refuse, or trash. It is generated by households, businesses
(other than heavy industry), and institutions such as schools and hospitals.

Although we may be very conscious of municipal wastes, they actu-
ally represent only a small fraction of all solid wastes produced annually.
Indeed, more than 95 percent of the 4.5 billion tons of solid waste gener-
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Words to Know

Biosolids: Another name for sewage sludge.

Cremators: Primitive devices for incinerating municipal wastes.

Dump (or open dump): An area in which wastes are simply deposited
and left to rot or decay.

Hazardous wastes: Wastes that are poisonous, flammable, or corrosive,
or that react with other substances in a dangerous way.

Incineration: The burning of solid waste as a disposal method.

Landfilling: A land disposal method for solid waste in which garbage
is covered every day with several inches of soil.

Leachate: The liquid that filters through a dump or landfill.

Recycling: The use of waste materials, also known as secondary mate-
rials or recyclables, to produce new products.

Resource recovery plant: An incinerator that uses energy produced by
the burning of solid wastes for some useful purpose.

Source reduction: Reduction in the quantity or the toxicity of mater-
ial used for a product or packaging; a form of waste prevention.

Tailings: Piles of mine wastes.

Waste prevention: A waste management method that involves prevent-
ing waste from being created, or reducing waste.

Waste-to-energy plant: An incinerator that uses energy produced by
the burning of solid wastes for some useful purpose.



ated in the United States each year come from agriculture, mining, and in-
dustry. These forms of solid waste are less visible to the ordinary person
because they are usually generated at remote mining sites or in the fields.

Mining nearly always generates substantial waste, whether the ma-
terial being mined is coal, clay, sand, gravel, building stone, or metallic
ore. Early mining techniques concentrated on the removal of ores with
the highest concentration of the desired mineral. Because modern meth-
ods of mining are more efficient, they can extract the desired minerals
from veins that are less rich. However, much more waste is produced in
the process.

Many of the plant and animal wastes generated by agriculture re-
main in the fields or rangelands. These wastes can be beneficial because
they return nutrients to the soil. But modern techniques of raising large
numbers of animals in small areas generate great volumes of animal waste,
or manure. Waste in such quantities must be managed carefully, or it can
contaminate groundwater or surface water.
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Hazardous waste
Hazardous wastes are materials considered harmful or potentially

harmful to human health or the environment. Wastes may be deemed haz-
ardous because they are poisonous, flammable, or corrosive, or because
they react with other substances in a dangerous way.

Industrial operations have produced large quantities of hazardous
waste for hundreds of years. Some hazardous wastes, such as mercury
and dioxins, may be released as gases. Many hazardous industrial wastes
are in liquid form. One of the greatest risks is that these wastes will con-
taminate water supplies.

Pesticides used in farming may contaminate agricultural waste. Be-
cause of the enormous volumes of pesticides used in agriculture, the proper
handling of unused or waste pesticides is a daunting challenge for mod-
ern waste management. Certain mining techniques also utilize toxic chem-
icals. Piles of mining waste, known as tailings, may contain hazardous
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substances. When these substances react with the oxygen in the air, toxic
acids may form and may be washed into the groundwater by rain.

Hazardous wastes come from the home as well. Many common
household products contain toxic chemicals. Examples include drain
cleaner, pesticides, glue, paint, paint thinner, air freshener, and nail pol-
ish. Twenty years ago, most people dumped these products in the garbage,
even if the containers were not empty. But local governments do not want
them in the garbage. They also do not want residents to pour leftover
household chemicals down the drain, since municipal sewage treatment
plants are not well-equipped to remove them.

Management of wastes
Throughout history, four basic methods for managing wastes have

been used: dumping; incineration (burning); recycling; and waste pre-
vention. How these four methods are utilized depends on the kind of
wastes being managed. Municipal solid waste is much different than in-
dustrial, agricultural, or mining waste. And hazardous waste poses such
serious problems that it needs to be handled by specialized techniques,
even when it is generated with other types of wastes.

Landfills. Early humans did not worry much about waste management.
They simply left their garbage where it dropped. But as permanent com-
munities developed, people began to place their waste in designated dump-
ing areas. The use of such open dumps for garbage is still common in
some parts of the world.

But open dumps have major disadvantages, especially in heavily
populated areas. Toxic chemicals can filter down through a dump and
contaminate groundwater. (The liquid that filters through a dump or land-
fill—just as water percolates or filters through coffee grounds to make
coffee—is called leachate.) Dumps also may generate methane, an ex-
plosive gas produced when organic wastes decompose under certain con-
ditions.

In many parts of the world today, open dumps have been replaced
by landfills, also known as sanitary landfills. The sanitary landfill was ap-
parently invented in England in the 1920s. At a landfill, garbage is cov-
ered at the end of every day with several inches of soil. Landfilling be-
came common in the United States in the 1940s. By the late 1950s, it was
the dominant solid waste disposal method in the nation.

Early landfills had significant leachate and methane problems. But
those have largely been resolved at landfills built in the past 20 years. 
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Today’s landfills are lined with several feet of clay and with thick plas-
tic sheets. Leachate is collected at the bottom, drained through pipes, and
processed. Methane gas also is safely piped out of the landfill.

The dumping of waste does not take place on land only. Ocean dump-
ing makes use of barges that carry garbage out to sea. This technique was
once used as a disposal method by some U.S. coastal cities and is still
practiced by some nations. Sewage sludge, or processed sewage, was
dumped at sea in huge quantities by New York City until 1992, when it
was finally prohibited. Also called biosolids, sewage sludge is not gen-
erally considered solid waste but is sometimes composted with organic
municipal solid waste.

Incineration. Incineration has a long history in municipal solid waste
management. Some American cities began to burn their garbage in the
late nineteenth century in devices called cremators. These devices were
not very efficient, however, and cities eventually went back to dumping
or other methods. In the 1930s and 1940s, many cities built new types of
garbage burners known as incinerators. Many incinerators have now been
shut down, primarily because of the air pollution they create.

Waste burning enjoyed yet another revival in the 1970s and 1980s.
The new incinerators, many of which are still in operation, are called re-
source recovery or waste-to-energy plants. In addition to burning garbage,
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they produce heat or electricity that is used in nearby buildings or resi-
dences or sold to a utility. Many local governments became interested in
waste-to-energy plants following the U.S. energy crisis in 1973. But, by
the mid-1980s, it had become difficult to find locations to build these fa-
cilities, once again mainly because of air quality issues.

Another problem with incineration is that it generates ash, which
must be landfilled. Incinerators usually reduce the volume of garbage by
70 to 90 percent. The rest comes out as ash that often contains high con-
centrations of toxic substances.

Recycling and waste prevention. Municipal solid waste will prob-
ably always be landfilled or burned to some extent. Since the mid-1970s,
however, nondisposal methods such as waste prevention and recycling
have become more popular. Because of public concerns and the high costs
of landfilling and incineration, local governments want to reduce the
amount of waste that needs to be disposed.

Even the earliest civilizations recycled some items before they be-
came garbage. Broken pottery was often ground up and used to make new
pottery, for example. Recycling has taken many forms. One unusual type
of recycling, called reduction, was common in large U.S. cities from about
1900 to 1930. In reduction plants, wet garbage, dead horses, and other
dead animals were cooked in large vats to produce grease and fertilizer.
A more familiar, and certainly more appealing, type of recycling took place
during World War II (1939–45), when scrap metal was collected to help
the war effort. Modern-day recycling has had two recent booms, from about
1969 to 1974 and another that began in the late 1980s. At the beginning
of the twenty-first century, the recycling rate in the United States had risen
to 28 percent, an increase of more than 10 percent from a decade before.

Reuse and repair are the earliest forms of waste prevention, which
also is known as waste reduction. When tools, clothes, and other neces-
sities were scarce, people naturally repaired them again and again. When
they were beyond repair, people found other uses for them.

One form of waste prevention, called source reduction, is a reduc-
tion in the quantity or the toxicity of the material used for a product or
packaging.

Industrial waste management
Industrial wastes that are not hazardous have traditionally been sent

to landfills or incinerators. The rising cost of disposal has prompted many
companies to seek alternative methods for handling these wastes. Often,
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a manufacturing plant can reclaim certain waste materials by feeding them
back into the production process.

An estimated 60 percent of all hazardous industrial waste in the
United States is disposed of with a method called deep well injection.
With this technique, liquid wastes are injected into a well located in a
type of rock formation that keeps the waste isolated from groundwater
and surface water. Other underground burial methods are also used for
hazardous industrial waste and other types of dangerous waste.

Hazardous wastes are disposed of at specially designed landfills and
incinerators. A controversial issue in international relations is the export
of hazardous waste, usually from industrial countries to developing na-
tions. This export often takes place with the stated intent of recycling, but
some of the wastes end up being dumped.

[See also Composting; Pollution; Recycling]

‡�Water
Water is an odorless, tasteless, transparent liquid that appears colorless
but is actually very pale blue. The color is obvious in large quantities of
water such as lakes and oceans. Water is the most abundant liquid on
Earth. In its liquid and solid (ice) form, it covers more than 70 percent of
Earth’s surface—an area called the hydrosphere.

Earth’s supply of water is constantly being replaced through a nat-
ural cycle called the hydrologic cycle. Water is continually evaporating
from the surface of the planet, condensing in the atmosphere, and falling
back to the surface as precipitation.

It is impossible to overstate the importance of water to almost every
process on Earth, from the life processes of the lowest bacteria to the shap-
ing of continents. Water is the most familiar of all chemical compounds
known to humans. In fact, the human body is composed mainly of water.

Chemical properties of water
Water is a single chemical compound whose molecules consist of

two hydrogen atoms attached to one oxygen atom. The chemical formula
of this compound is H2O. Considering that a hydrogen atom weighs only
about one-sixteenth as much as an oxygen atom, most of the weight in
water is due to oxygen: 88.8 percent of the weight is oxygen and 11.2
percent is hydrogen. This percentage remains the same from a single wa-
ter molecule to a lake full of water molecules.
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Water can be made (synthesized) from hydrogen and oxygen, both
of which are gases. When these two gases are mixed, however, they do
not react unless the reaction is started with a flame or spark. Then they
react with explosive violence. The tremendous energy that is released is
a signal that water is an extremely stable compound. It is hard to break a
water molecule apart into its components.

The normal boiling point of water is 212°F (100°C) and its freez-
ing point is 32°F (0°C). As water is cooled to make ice, it becomes slightly
denser, like all liquids. But at 39.2°F (4°C), it reaches its maximum den-
sity. When cooled below that temperature, it becomes less dense. At 32°F
(0°C), water freezes and expands. Since ice is less dense than water, ice
floats on it.

In pure water, 1 out of every 555 million molecules is broken down
into a hydrogen ion and a hydroxide ion (an ion is an electrically charged
atom or group of atoms). These ions are enough to make water a slight
conductor of electricity. That is why water is dangerous when there is
electricity around.

Because water dissolves so many substances (it is called the uni-
versal solvent), all of the water on Earth is in the form of solutions.

Saltwater
The oceans contain more than 97 percent of all the water on Earth.

However, seawater is unsuitable for drinking because of the large amount
of dissolved salts in it. The six most abundant elements making up these
salts in seawater are chlorine, sodium, sulfur, magnesium, calcium, and
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Aquifer: Underground layer of sand, gravel, or spongy rock that col-
lects water.

Estuary: Lower end of a river where ocean tides meet the river’s current.

Hydrologic cycle: Continual movement of water from the atmosphere
to Earth’s surface through precipitation and back to the atmosphere
through evaporation and transpiration.

Ion: A molecule or atom that has lost one or more electrons and is,
therefore, electrically charged.



potassium. Chlorine and sodium, the most abundant of these elements,
combine to form sodium chloride, more commonly known as table salt.

These elements are deposited in seawater through various means.
Volcanic activity (on land and on the seafloor) releases chlorine and sul-
fur. Other elements reach the oceans through runoffs from land. Rain and
other precipitation weathers and erodes rocks and soil on land, dissolv-
ing the minerals (salts) they contain. This material is then transported to
the oceans by rivers.

Salinity is the measure of the amount of dissolved salts in seawater.
This measurement is usually the mass of material dissolved in 1,000 grams
(35 ounces) of water. The average salinity of seawater is about 35 grams
(1.2 ounces) of salts in 1,000 grams (35 ounces) of seawater, or 3.5 per-
cent of the total.

Desalination. Desalination is the process of removing salt from sea-
water to provide essential water for drinking, irrigation, and industry, es-
pecially in desert regions or areas where freshwater is scarce. In the al-
most 4,000 desalination plants worldwide, most desalination takes place
through two methods: distillation and reverse osmosis.
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Hard Water

Hard water is water that contains large amounts of ions (elec-
trically charged particles) of calcium, magnesium, or iron. Hard water
often has an unpleasant taste, interferes with the ability of soaps to
dissolve, and can cause scaling (the building up of insoluble material)
in pipes and hot water systems.

Water hardness is most commonly the result of acidic water
containing carbon dioxide passing through limestone or dolomite and
dissolving the minerals these rocks contain. The dissolved minerals
lead to an increase in the amounts of calcium and magnesium ions in
the water.

Hard water can be treated by boiling the water, but this
method is effective only for small quantities. A more efficient method is
to use ion-exchangers, in which the unwanted calcium and magnesium
ions are exchanged or traded for sodium ions that do not cause scaling.
Most water softeners work by the ion-exchange method. The soft water
that is produced is not free of ions, only of undesirable ions.



At its simplest, distillation consists of boiling seawater to separate
it from dissolved salt. Once the seawater boils, water vapor rises, leaving
the salt on the bottom of the tank. The water vapor is then transferred to
a separate, cooler tank where it condenses as pure liquid water. Heat for
distillation usually comes from burning fossil fuels (oil and coal). Distil-
lation is widely used in the Middle East, where fossil fuel is plentiful but
freshwater is scarce.

Reverse osmosis uses high pressure to force pure water out of salt-
water. Pressures up to 60 atmospheres (800 to 1,200 pounds per square inch)
are applied to saltwater, forcing it through a special membrane that allows
only pure water to flow through, trapping the salt on the other side. Reverse
osmosis is widely used to desalinate brackish water, which is less salty than
seawater and therefore requires pressures only about one-half as great.

Brackish water
Brackish water has a salinity between that of freshwater and sea-

water. Brackish waters develop through the mixing of saltwater and fresh-
water. This occurs mostly near the coasts of the oceans in coastal estuar-
ies (the lower course of a river where it flows into an ocean) or salt marshes
that are frequently flooded with ocean currents due to the rising and falling
of tides.
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Most species can tolerate either saltwater or freshwater, but not both.
Organisms that live in brackish habitats must be tolerant of a wide range
of salt concentrations. The small fish known as killifish are common res-
idents of estuaries, where within any day the salt concentration in tidal
pools and creeks can vary from that of freshwater to that of the open
ocean. During their spawning migrations, salmon and eels experience a
range of salt concentration as they move through all three water envi-
ronments: seawater, brackish water, and freshwater.

Freshwater
Freshwater is chemically defined as water that contains less than 0.2

percent dissolved salts. Of all the water on Earth, less than 3 percent is
freshwater. About two-thirds of all freshwater is locked up in ice, mainly
in Greenland and the Antarctic.

The remaining freshwater—less than 1 percent of all the water on
Earth—supports most plants and animals that live on land. This fresh-
water occurs on the surface in lakes, ponds, rivers, and streams and un-
derground in the pores in soil and in subterranean aquifers in deep geo-
logical formations. Freshwater also is found in the atmosphere as clouds
and precipitation.

Worldwide, agricultural irrigation uses about 80 percent of all fresh-
water. The remaining 20 percent is used for domestic consumption, as
cooling water for electrical power plants, and for other industrial pur-
poses. This figure varies widely from place to place. For example, China
uses 87 percent of its available water for agriculture. The United States
uses 40 percent for agriculture, 40 percent for electrical cooling, 10 per-
cent for domestic consumption, and 10 percent for industrial purposes.

[See also Hydrologic cycle; Lake; Ocean; River]

‡�Wave motion
Wave motion is a disturbance that moves from place to place in some
medium, carrying energy with it. Probably the most familiar example of
wave motion is the action of water waves. A boat at rest on the ocean
moves up and down as water waves pass beneath it. The waves appear
to be moving toward the shore. But the water particles that make up the
wave are actually moving in a vertical direction. The boat itself does not
move toward the shore or, if it does, it’s at a much slower rate than that
of the water waves themselves.
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The energy carried by a water wave is obvious to anyone who has
watched a wave hit the shore. Even small waves have enough energy to
move bits of sand. Much larger waves can, of course, tear apart the shore
and wash away homes.

Types of wave motion
Two types of waves exist: transverse and longitudinal. A transverse

wave is one that causes the particles of the surrounding medium to vi-
brate in a direction at right angles to the direction of the wave. A water
wave is an example of a transverse wave. As water particles move up and
down, the water wave itself appears to move to the right or left.

A longitudinal wave is one that causes the particles of the sur-
rounding medium to vibrate in the same direction as that in which the
wave is moving. A sound wave is an example of a longitudinal wave. A
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Amplitude: The maximum displacement (difference between an original
position and a later position) of the material that is vibrating. Amplitude
can be thought of visually as the highest and lowest points of a wave.

Condensation: A region of space with a higher-than-normal density.

Crest: The highest point reached by a wave.

Frequency: The number of wave crests (or wave troughs) that pass a
given point per unit of time (usually per second).

Longitudinal wave: A wave that causes the particles of the surround-
ing medium to vibrate in the same direction as that in which the wave
is moving.

Rarefaction: A region of space with a lower-than-normal density.

Transverse wave: A wave that causes the particles of the surrounding
medium to vibrate in a direction at right angles to the direction of
the wave motion.

Trough: The lowest point reached by a wave.

Wavelength: The distance between any two adjacent wave crests (wave
crests that are next to each other) or any two adjacent wave troughs
in a wave.



sound wave is produced when the pressure in a medium is suddenly in-
creased or decreased. That pressure change causes pulses of rarefactions
and condensations to spread out away from the source of the sound. A
rarefaction is a region of space with a lower-than-normal density; a con-
densation is a region with a higher-than-normal density. The sound wave
travels from one place to another as particles vibrate back and forth in
the medium in the same direction as the sound wave.

Characteristics of a wave
Any wave can be fully characterized by describing three properties:

wavelength, frequency, and amplitude. Like any wave, a water wave ap-
pears to move up and down in a regular pattern. The highest point reached
by the wave is known as the wave crest; the lowest point reached is the
wave trough (pronounced trawf).

The distance between any two adjacent (next to each other) wave
crests or any two adjacent wave troughs is known as the wavelength of
the wave. The wavelength is generally abbreviated with the Greek letter
lambda, �. The number of wave crests (or wave troughs) that pass a given
point per unit of time (usually per second) is known as the frequency of
the wave. Frequency is generally represented by the letter f. The highest
point reached by a wave above its average height is known as the ampli-
tude of the wave. The speed at which a wave moves is the product of its
wavelength and its frequency, or, v � �f.

Two kinds of waves most commonly encountered in science are
sound waves and electromagnetic waves. Electromagnetic radiation in-
cludes a wide variety of kinds of energy, including visible light, ultravi-
olet light, infrared radiation, X rays, gamma rays, radar, microwaves, and
radio waves. As different as these forms of energy appear to be, they are
all alike in the way in which they are transmitted. They travel as trans-
verse waves with the same velocity, about 3 	 1010 centimeters (1.2 	
1010 inches) per second, but with different wavelengths and frequencies.

Properties of waves
Waves have many interesting properties. They can reflect from sur-

faces and refract, or change their direction, when they pass from one medium
into another. An example of reflection is the light we observe that bounces
off an object, allowing us to see that object. An example of refraction is
the apparent dislocation of objects when they are placed underwater.

Waves also can interfere, or combine, with each other. For exam-
ple, two waves can reach a particular point at just the right time for both
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to disturb the medium in the same way. This effect is known as con-
structive interference. Similarly, destructive interference occurs when the
disturbances of different waves cancel each other out. Interference can
also lead to standing waves—waves that appear to be stationary. The
medium is still disturbed, but the disturbances are oscillating in place.
Standing waves can occur only within confined regions, such as in water
in a bathtub or on a guitar string that is fixed at both ends.

[See also Acoustics; Fluid dynamics; Interference; Light]

‡�Weather
Weather is the state of the atmosphere at any given time and place, de-
termined by such factors as temperature, precipitation, cloud cover, hu-
midity, air pressure, and wind. The study of weather is known as meteo-
rology. No exact date can be given for the beginnings of this science since
humans have studied weather conditions for thousands of years. Weather
conditions can be regarded as a result of the interaction of four basic phys-
ical elements: the Sun, Earth’s atmosphere, Earth itself, and natural land-
forms on Earth.
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Solar energy and Earth’s atmosphere
The driving force behind all meteorological changes taking place on

Earth is solar energy. Only about 25 percent of the energy emitted from
the Sun reaches Earth’s surface directly. Another 25 percent reaches the
surface only after being scattered by gases in the atmosphere. The re-
maining solar energy is either absorbed or reflected back into space by
atmospheric gases and clouds.

Solar energy at Earth’s surface is then reradiated to the atmosphere.
This reradiated energy is likely to be absorbed by other gases in the at-
mosphere such as carbon dioxide and nitrous oxide. This absorption
process—the greenhouse effect—is responsible for maintaining the
planet’s annual average temperature.

Humidity, clouds, and precipitation. The absorption of solar en-
ergy by Earth’s surface and atmosphere is directly responsible for most
of the major factors making up weather patterns. When water on the sur-
face (in oceans, lakes, rivers, streams, and other bodies of water) is
warmed, it tends to evaporate and move upward into the atmosphere. The
amount of moisture found in the air at any one time and place is called
the humidity.

When this moisture reaches cold levels of the atmosphere, it con-
denses into tiny water droplets or tiny ice crystals, which group together
to form clouds. Since clouds tend to reflect sunlight back into space, an ac-
cumulation of cloud cover may cause heat to be lost from the atmosphere.

Clouds also are the breeding grounds for various types of precipi-
tation. Water droplets or ice crystals in clouds combine with each other,
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Humidity: The amount of water vapor contained in the air.

Meteorology: The study of Earth’s atmosphere and the changes that
take place within it.

Solar energy: Any form of electromagnetic radiation that is emitted by
the Sun.

Topography: The detailed surface features of an area.



eventually becoming large enough to overcome upward drafts in the air
and falling to Earth as precipitation. The form of precipitation (rain, snow,
sleet, hail, etc.) depends on the atmospheric conditions (temperature,
winds) through which the water or ice falls.

Atmospheric pressure and winds. Solar energy also is directly 
responsible for the development of wind. When sunlight strikes Earth’s
surface, it heats varying locations (equatorial and polar regions) and vary-
ing topography (land and water) differently. Thus, some locations are
heated more strongly than others. Warm places tend to heat the air above
them, causing that air to rise upward into the upper atmosphere. The air
above cooler regions tends to move downward from the upper atmo-
sphere.

In regions where warm air moves upward, the atmospheric pressure
tends to be low. Downward air movements bring about higher atmos-
pheric pressures. Areas with different atmospheric pressures account for
the movement of air or wind. Wind is simply the movement of air from
a region of high pressure to one of lower pressure.

Earth, land surface, and the weather
Earth’s surface ranges from oceans to deserts to mountains to prairies

to urbanized areas. The way solar energy is absorbed and reflected from
each of these regions is different, accounting for variations in local
weather patterns.

However, the tilt of Earth on its axis and it’s varying distance from
the Sun account for more significant weather variations. The fact that
Earth’s axis is tilted at an angle of 23.5 degrees to the plane of its orbit
means that the planet is heated unevenly by the Sun. During the summer,
sunlight strikes the Northern Hemisphere more directly than it does the
Southern Hemisphere. In the winter, the situation is reversed.

At certain times of the year, Earth is closer to the Sun than at oth-
ers. This variation means that the amount of solar energy reaching the
outer atmosphere will vary from month to month depending on Earth’s
location in its path around the Sun.

Even Earth’s rotation on its own axis influences weather patterns.
If Earth did not rotate, air movements on the planet would probably be
relatively simple. Air would move in a single overall equator-to-poles cy-
cle. Earth’s rotation, however, causes the deflection of these simple air
movements, creating smaller regions of air movement that exist at dif-
ferent latitudes.
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Weather and climate
The terms weather and climate often are used in place of each other,

but they refer to quite different phenomena. Weather refers to the day-to-
day changes in atmospheric conditions. Climate refers to the average
weather pattern for a region (or for the whole planet) over a much longer
period of time (at least three decades according to some authorities).

[See also Air masses and fronts; Atmosphere, composition and
structure; Atmospheric circulation; Atmospheric pressure; Clouds;
Cyclone and anticyclone; Drought; El Niño; Global climate; Mon-
soon; Thunderstorm; Weather forecasting; Wind]

‡�Weather forecasting
Weather forecasting is the attempt by meteorologists to predict weather
conditions that may be expected at some future time. Weather forecast-
ing is the single most important practical reason for the existence of me-
teorology, the study of weather, as a science. Accurate weather forecasts
help save money and lives.

Humans have been looking for ways to forecast the weather for 
centuries. Modern weather forecasting owes its existence to the invention
of many weather recording instruments, such as the hygrometer, barom-
eter, weather balloon, and radar. Three major technological developments
have led weather forecasting to its current status: the development of in-
stant communications with distant areas beginning in the late 1800s, re-
mote sensing devices starting in the early 1900s, and computers in the
late 1900s.

Weather recording instruments
In the fifteenth century, Italian artist and scientists Leonardo da Vinci

(1452–1519) invented the hygrometer (pronounced hi-GROM-e-ter), an
instrument that measures atmospheric humidity (moisture in the air).
Around 1643, Italian physicist Evangelista Torricelli (1608–1647) created
the barometer to measure air pressure differences. These instruments have
been improved upon and refined many times since.

Weather information has long been displayed in map form. In 1686,
English astronomer Edmond Halley (1656–1742) drafted a map to ex-
plain regular winds, tradewinds, and monsoons. Nearly 200 years later,
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in 1863, French astronomer Edme Hippolyte Marie-Davy published the
first isobar maps, which have lines (isobars) connecting places having the
same barometric pressure.

Weather data allowed scientists to try to forecast what the weather
would be at some later time. In 1870, the U.S. Weather Service was es-
tablished under the supervision of meteorologist Cleveland Abbe (1838–
1916), often called America’s first weatherman. Networks of telegraphs
made it possible to collect and share weather reports and predictions. By
the twentieth century, the telephone and radar further increased meteo-
rologists’ ability to collect and exchange information.

Remote sensing (the ability to collect information from unmanned
sources) originated with the invention of the weather balloon by French
meteorologist Léon Teisserenc de Bort (1855–1913) near the beginning of
the twentieth century. Designed to make simple preflight tests of wind pat-
terns, these balloons were eventually used as complete floating weather sta-
tions with the addition of a radio transmitter to the balloon’s instruments.

Scientific advances
Many scientists added to the pool of meteorological knowledge. Dur-

ing World War I (1914–18), the father-son team of Vilhelm and Jacob
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Bjerknes organized a nationwide weather-observing system in their na-
tive Norway. With the data available, they formulated the theory of po-
lar fronts: the atmosphere is made up of cold air masses near the poles
and warm air masses near the tropics, and fronts exist where these air
masses meet.

During World War II (1939–45), American military pilots flying
above the Pacific Ocean discovered a strong stream of air rapidly flow-
ing from west to east, which became known as the jet stream.

The development of radar, rockets, and satellites greatly improved
data collection. Weather radar first came into use in the United States 
in 1949 with the efforts of Horace Byers (1906–1998) and Roscoe R. 
Braham. Conventional weather radar shows the location and intensity of
precipitation. In the 1990s, the more advanced Doppler radar, which can
continuously measure wind speed and precipitation, came into wide use.

Calculators and computers make it possible for meteorologists to
process large amounts of data and make complex calculations quickly.

2 0 2 2 U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Weather
forecasting

Daily Weather Map

The weather map that appears in daily newspapers can be used
to predict with some degree of accuracy weather conditions in the
next few days. The major features of the daily weather map include
isobars and high and low pressure areas.

An isobar is a line connecting locations with the same baro-
metric pressure. Isobars often enclose regions of high or low pressure,
indicated on the map as H or L. The outer edge of an isobar marks a
front. The nature of the front is indicated by means of solid triangles,
solid half-circles, or a combination of the two. An isobar with solid
triangles attached represents a cold front; one with solid half-circles,
a warm front; one with triangles and half-circles on opposite sides, a
stationary front.

The daily weather map also may include simplified symbols that
indicate weather conditions. A T enclosed in a circle may stand for thun-
derstorms, an F for fog, and a Z for freezing rain. Precipitation (rain,
showers, snow, flurries, ice) is often represented by different designs,
such as small circles, stars, and slash marks. Differences in sunshine and
cloudiness are often represented by differently shaded areas.



Weather satellites, first launched in 1960, can now produce photographs
showing cloud and frontal movements, water-vapor concentrations, and
temperature changes.

Long-range forecasting
Because of the complexity of atmosphere conditions, long-range

weather forecasting remains an elusive target. Usual forecasts do not ex-
tend beyond a week to ten days. This reality does not prevent meteorolo-
gists from attempting to make long-term forecasts. These forecasts might
predict the weather a few weeks, a few months, or even a year in advance.
One of the best known (although not necessarily the most accurate) of
long-term forecasts is found in the annual edition of the Farmer’s Almanac.

[See also Air masses and fronts; Atmosphere, composition and
structure; Atmospheric circulation; Atmospheric pressure; Global
climate; Weather]
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‡�Wetlands
Wetlands are low-lying ecosystems that are saturated with water at or close
to the surface. (An ecosystem consists of all the animals, plants, and mi-
croorganisms that make up a particular community living in a certain en-
vironment.) The most common types of wetlands are swamps, marshes, and
bogs. Wetlands provide habitats for an incredibly wide variety of plants and
animals. They also are important because they absorb heavy rainfalls and
prevent flooding. In addition, wetlands protect the ground water humans
depend on for drinking by capturing and neutralizing surface pollutants.

However, wetlands are rapidly disappearing because they are being
drained and filled for farming and urban growth. Wetlands also are be-
ing destroyed by pollution, especially the runoff of agricultural fertilizers
and sewage dumping.

Swamps
Swamps are shallow bodies of water in a low-lying, poorly drained

area. These wetlands support a wide range of plant life, especially trees
and high shrubs. In southeastern North America, swamp forests are typ-
ically dominated by such tree species as bald cypress, water tupelo, swamp
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tupelo, and eastern white cedar. More northern temperate swamps are usu-
ally dominated by red maple, silver maple, American elm, and green or
swamp ash.

Swamps provide a habitat for numerous species of animals. For ex-
ample, swamps of bald cypress provide dwelling for the pileated wood-
pecker, red-shouldered hawk, Carolina wren, and many other small birds.
These swamps also provide a nesting habitat for colonies of wading birds
such as herons and egrets. Mammals supported by cypress swamps in-
clude swamp rabbits, white-tailed deer, and panthers. Many species of
amphibians and reptiles—including the American alligator—live in cy-
press swamps.

Marshes
Marshes are large wetlands dominated by rushes, sedges, and low-

lying grasses. Typical plants of North American marshes include cattails,
reeds, bulrushes, and saw-grass. Marshes can support relatively large pop-
ulations of birds and certain mammals such as muskrats. Relatively small,
fringing marshes around lakes and ponds are common in the prairies of
North America. The borders of these marshy areas, called potholes, have
historically provided major breeding habitats for surface-feeding ducks
such as mallards, pintails, and blue-winged teals.

Bogs
Bogs are areas of wet spongy ground composed chiefly of peat (soil

composed chiefly of decaying plant matter). The water underneath the
surface-floating peat contains very little oxygen and other nutrients. It is
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Biodiversity: Existence of a variety of plant and animal species in an
ecosystem.

Ecosystem: The collection of plants, animals, and microorganisms in
an area considered together with their environment.

Peat: Soil composed chiefly of decaying plant matter.

Primary succession: Natural replacement over time of one plant com-
munity with another more complex one.



also very acidic. As a result, bogs are dominated by acid-loving vegeta-
tion such as sphagnums (an order of mosses), sedges, and heaths.

Wetland ecology
Wetlands are dynamic ecosystems that are in transition between land

and water habitats. Over time, most wetlands gradually fill in, a natural
process known as primary succession. All wetlands were originally lakes
or other bodies of water. Tons of plants, animals, and insects grow and
die each year. The decaying material from these organisms gradually ac-
cumulates in small lakes. After a while, the lake becomes a wetland. The
process continues with the wetland filling in more and more. Eventually,
the wetland becomes a meadow, which in turn becomes a forest.

Wetlands also are delicate ecosystems. The biodiversity (the exis-
tence of a variety of plant and animal species in an ecosystem) of a par-
ticular wetland is maintained by the conditions that exist in that wetland.
The plants and animals that thrive in a specific wetland have done so by
adapting to the soil, water, nutrient supply, and other conditions found
there. In general, wetlands that are well supplied with phosphorus (in the
form of phosphate) and to a lesser degree nitrogen (as nitrate or ammo-
nium) sustain relatively large populations of plants and animals. This is
commonly the case for marshes, which are among the most productive nat-
ural ecosystems on Earth. In contrast, wetlands with low supplies of nu-
trients, such as bogs, sustain only small populations of plants and animals.

Wetland destruction
All wetlands have great value as natural ecosystems, and they all

support species of plants and animals that occur nowhere else. Their use-
fulness in providing essential habitat for fish, birds, and other wildlife
cannot be overstated. Similarly, humans gain from wetlands, which con-
trol floods and erosion, cleanse the water that flows through them, and
extend supplies of water for drinking or irrigation. In addition, wetlands
have an aesthetic (beauty) value that is priceless.

Unfortunately, most of the world’s wetlands are being lost rapidly.
Land developers drain and fill them in. Since the beginning of European
settlement in America, more than 65 million acres have been lost. Often,
wetlands are used for the disposal of municipal solid wastes and sewage.
Run-offs of chemical pollutants from farmland further pollute wetlands,
disturbing their delicate soil-water balance and endangering their many
plant and animal species.

[See also Biodiversity; Water]
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‡�White dwarf
A white dwarf is the fate awaiting the Sun and other average-sized stars.
It is the core of a dead star left to cool for eternity.
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Words to Know

Black dwarf: Cooling remnants of a white dwarf that has ceased to glow.

Nebula: Cloud of interstellar gas and dust.

Nuclear fusion: Reaction involving the merging of two hydrogen
nuclei into one helium nucleus, releasing a tremendous amount of
energy in the process.

Red giant: Stage in which an average-sized star spends the final 10
percent of its lifetime; its surface temperature drops and its diameter
expands to 10 to 1,000 times that of the Sun.

An image of the binary star

system R Aquarii, consisting

of a red giant star and a

white dwarf (the two black

areas at center left). The

halo in this image was

formed by gas that was

pulled away from the red

giant star by the gravity of

the white dwarf. (Repro-

duced by permission of Photo

Researchers, Inc.)



Nuclear fusion is the merging of two hydrogen nuclei into one he-
lium nucleus, with the release of a tremendous amount of energy in the
process. This occurs in the early stages of every star’s life. It fuels the star
and provides an outward pressure that acts as a balance to the star’s tremen-
dous gravity. In the absence of fusion, gravity takes over and causes a star
to collapse upon itself. The larger the original star, the smaller a white
dwarf it becomes. The reason for this pattern is that larger stars have
stronger gravitational fields, which produce a more complete collapse.

An average-sized star like the Sun will spend the final 10 percent
of its life as a red giant. In this phase of a star’s evolution, the star’s sur-
face temperature drops to between 3,140 and 6,741°F (1,727 and 3,727°C)
and its diameter expands to 10 to 1,000 times that of the Sun. The star
takes on a reddish color, which is what gives it its name.

Buried deep inside the star is a hot, dense core, about the size of
Earth. The core makes up about 1 percent of the star’s diameter. The he-
lium left burning at the core eventually ejects the star’s atmosphere, which
explodes off into space as a planetary nebula (gas and dust cloud). All
that remains of the star is a glowing core, a white dwarf.

The term white dwarf is a bit misleading. The core starts out white,
but as it cools it displays a range of colors—from yellow to red. When
all heat within the core has escaped, the body ceases to glow and becomes
a black dwarf. Billions of white dwarfs exist within our galaxy, many of
them now in the form of black dwarfs. These cold, dark globes, however,
are next to impossible to detect.

[See also Red giant; Star]

‡�Wind
Wind refers to any flow of air above Earth’s surface in a roughly 
horizontal direction. A wind is always named according to the direction
from which it blows. For example, a wind blowing from west to east is
a west wind.

The ultimate cause of Earth’s winds is solar energy. When sunlight
strikes Earth’s surface, it heats that surface differently. Newly turned soil,
for example, absorbs more heat than does snow. Uneven heating of Earth’s
surface, in turn, causes differences in air pressure at various locations.
Heated air rises, creating an area of low pressure beneath. Cooler air de-
scends, creating an area of high pressure. Since the atmosphere constantly
seeks to restore balance, air from areas of high pressure always flow into
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adjacent areas of low pressure. This flow of air is wind. The difference
in air pressure between two adjacent air masses over a horizontal distance
is called the pressure gradient force. The greater the difference in pres-
sure, the greater the force and the stronger the wind.

The Coriolis effect and wind direction
An important factor affecting the direction in which winds actually

blow is the Coriolis effect, named for French mathematician Gaspard-
Gustave de Coriolis (1792–1843). In 1835, Coriolis discovered that a 
force appears to be operating on any moving object situated on a rotat-
ing body, such as a stream of air traveling on the surface of a rotating
planet. Because of the spinning of Earth, any moving object above the
planet’s surface tends to drift sideways from its course of motion. Thus
winds are deflected from their straightforward direction. In the Northern
Hemisphere, the Coriolis effect tends to drive winds to the right. In the
Southern Hemisphere, it tends to drive winds to the left.

Friction and wind movement
The Coriolis effect and pressure gradient forces are the only factors

affecting the movement of winds in the upper atmosphere. Such is not
the case near ground level, however. An additional factor affecting air
movements near Earth’s surface is friction. As winds pass over the sur-
face, they encounter surface irregularities (hills, mountains, etc.) and slow
down. The decrease in wind speed means that the Coriolis effect acting
on the winds also decreases. Since the pressure gradient force remains
constant, the wind direction is driven more strongly toward the lower air
pressure, often resulting in gusts.
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Coriolis effect: A force exemplified by a moving object appearing to
travel in a curved path over the surface of a spinning body.

Local winds: Small-scale winds that result from differences in temper-
ature and pressure in localized areas.

Pressure gradient force: Difference in air pressure between two adja-
cent air masses over a horizontal distance.



Local winds
Local winds are small-scale winds that result from differences in

temperature and pressure in localized areas. Sea and land breezes are typ-
ical of such winds. Along coastal areas, winds tend to blow onshore dur-
ing the day and offshore during the evening. This is because dry land
heats up and cools down quicker than water. During the day, air over land
heats up and rises. Cooler air over the water then moves onshore (sea
breeze). At night, air over the water remains warm and rises. The now-
cooler air over land is then pushed out to sea (land breeze).

The presence of mountains and valleys also produces specialized
types of local winds. For example, Southern Californians are familiar with
the warm, dry Santa Ana winds that regularly sweep down out of the San
Gabriel and San Bernadino Mountains, through the San Fernando Valley,
and into the Los Angeles Basin. As the air blows over the mountains and
sinks down into the valleys, it creates high pressure. The high pressure,
in turn, compresses the air and heats it. These warm winds often con-
tribute to widespread and devastating wildfires.

Wind chill
Wind chill is the temperature felt by humans as a result of air blow-

ing over exposed skin. The temperature that humans actually feel can be
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quite different from the temperature measured in the same location with
a thermometer. In still air, skin is normally covered with a thin layer of
warm molecules that insulates the body, keeping it slightly warmer than
the air around it. When the wind begins to blow, that layer of molecules
is swept away, and body heat is lost to the surrounding atmosphere. An
individual begins to feel colder than would be expected from the actual
thermometer reading at the same location. The faster the wind blows, the
more rapidly heat is lost and the colder the temperature appears to be.

The National Weather Service has published a wind chill chart that
shows the relationship among actual temperature, wind speed, and wind
chill factor. Wind chill factor is the temperature felt by a person at the
given wind speed. According to this chart, individuals do not sense any
change in temperature with wind speeds of 4 miles (6 kilometers) per hour
or less. The colder the temperature, the more strongly the wind chill fac-
tor is felt. When the wind chill factor is below �58°F (�50°C), flesh will
freeze in about one minute.

Wind shear
Wind shear occurs between two air currents in the atmosphere that

are traveling at different speeds or in different directions. The friction that
occurs at the boundary of these two currents is an indication of wind shear.

Wind shear is a crucial factor in the development of other atmos-
pheric phenomena. For example, as the difference between adjacent wind
currents increases, the wind shear also increases. At some point, the
boundary between currents may break apart and form eddies (circular cur-
rents) that can develop into clear air turbulence or, in more drastic cir-
cumstances, tornadoes and other violent storms.

Under certain storm conditions, a wind shear will travel in a verti-
cal direction. The phenomenon is known as a microburst, a strong down-
draft or air which, when it reaches the ground, continues to spread out
horizontally. An airplane that attempts to fly through a microburst feels,
in rapid succession, an additional lift from headwinds and then a sudden
loss of lift from tailwinds. In such a case, a pilot may not be able to main-
tain control of the aircraft in time to prevent a crash.

[See also Atmospheric circulation; Atmospheric pressure; Tor-
nado]
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‡�X ray
X rays are a form of electromagnetic radiation with wavelengths that range
from about 10�7 to about 10�15 meter. No sharp boundary exists between
X rays and ultraviolet radiation on the longer wavelength side of this
range. Similarly, on the shorter wavelength side, X rays blend into that
portion of the electromagnetic spectrum called gamma rays, which have
even shorter wavelengths.

X rays have wavelengths much shorter than visible light. (Wave-
lengths of visible light range from about 3.5 	 10�9 meter to 7.5 	 10�9

meter.) They also behave quite differently. They are invisible, are able to
penetrate substantial thicknesses of matter, and can ionize matter (mean-
ing that electrons that normally occur in an atom are stripped away from
that atom). Since their discovery in 1895, X rays have become an ex-
tremely important tool in the physical and biological sciences and the
fields of medicine and engineering.

History
X rays were discovered in 1895 by German physicist William Roent-

gen (1845–1923) quite by accident. Roentgen was studying the conduc-
tion of electricity through gases at low pressure when he observed that a
fluorescent screen a few meters from his experiment suddenly started to
glow. Roentgen concluded that the glow was caused by certain unknown
rays that were given off in his experiment. Because of its unknown char-
acter, he called this radiation X rays.

Roentgen discovered that these rays were quite penetrating. They
passed easily through paper, wood, and human flesh. He was actually able
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to insert his hand between the source and the screen and see on the screen
the faint shadow of the bones in his hand. He concluded that more dense
materials such as bone absorbed more X rays than less dense material
such as human flesh. He soon found that photographic plates were sen-
sitive to X rays and was able to make the first crude X-ray photographs.

Production of X rays
The method by which X rays were produced in Roentgen’s first ex-

periments is basically the one still used today. As shown in the accom-
panying X-ray tube drawing, an X-ray tube consists of a glass tube from
which air has been removed. The tube contains two electrodes, a nega-
tively charged electrode called the cathode and a positively charged tar-
get called the anode. The two electrodes are attached to a source of di-
rect (DC) current. When the current is turned on, electrons are ejected
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Words to Know

Anode: Also known as target electrode; the positively charged elec-
trode in an X-ray tube.

Cathode: The negatively charged electrode in an X-ray tube.

Computerized axial tomography (CAT scan): An X-ray technique in
which a three-dimensional image of a body part is put together by
computer using a series of X-ray pictures taken from different angles
along a straight line.

Electrode: A material that will conduct an electrical current, usually a
metal, used to carry electrons into or out of an electrochemical cell.

Hard X rays: X rays with high penetrating power.

Nondestructive testing: A method of analysis that does not require
the destruction of the material being tested.

Soft X rays: X rays with low penetrating power.

Synchrotron radiation: Electromagnetic radiation from certain kinds 
of particle accelerators that can range from the visible region to the
X-ray region.

X-ray tube: A tube from which air has been removed that is used for
the production of X rays.



from the cathode. They travel through the glass tube and strike a target.
The energy released when the electrons hit the target is emitted in the
form of X rays. The wavelength of the X rays produced is determined by
the metal used for the target and the energy of the electrons released from
the cathode. X rays with higher frequencies and, therefore, higher pene-
trating power are known as hard X rays. Those with lower frequencies
and lower penetrating power are known as soft X rays.

Applications of X rays
Medical. The earliest uses of X rays were based on the discoveries
made by Roentgen, namely their ability to distinguish bone and teeth 
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from flesh in X-ray photographs. When an X-ray beam is focused on 
a person’s hand or jaw, for example, the beam passes through flesh 
rather easily but is absorbed by bones or teeth. The picture produced in
this case consists of light areas that represent bone and teeth and dark ar-
eas that represent flesh. Some applications of this principle in medicine
are the diagnosis of broken bones and torn ligaments, the detection of
breast cancer in women, or the discovery of cavities and impacted wis-
dom teeth.

X rays can be produced with energies sufficient to ionize the atoms
that make up human tissue. Thus, X rays can be used to kill cells. This
is just what is done in some types of cancer therapy. X-radiation is di-
rected against cancer cells in the hope of destroying them while doing
minimal damage to nearby normal cells. Unfortunately, too much expo-
sure of normal cells to X rays can cause the development of cancer. For
this reason, great care is taken by physicians and dentists when taking X
rays of any type to be sure that the exposure to the rest of the patient’s
body is kept at an absolute minimum.

A relatively new technique for using X rays in the field of medicine
is called computerized axial tomography, producing what are called CAT
scans. A CAT scan produces a cross-sectional picture of a part of the body
that is much sharper than a normal X ray. Normal X rays are taken through
the body, producing a picture that may show organs and body parts super-
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Figure 1. An X-ray tube.

(Reproduced by permission of

Robert L. Wolke.)



imposed on one another. In contrast, in making a CAT scan, a narrow
beam of X rays is sent through the region of interest from many differ-
ent angles. A computer is then used to reconstruct the cross-sectional pic-
ture of that region.

Nondestructive testing. The term nondestructive testing refers to
methods that can be used to study the structure of a material without de-
stroying the material itself. For example, one could find out what ele-
ments are present in a piece of metal alloy by dissolving the alloy in acid
and conducting chemical tests. But this process of testing obviously de-
stroys the alloy being tested.

X rays can be used to study the structure of a material without ac-
tually destroying it. One approach is based on the usual method of pro-
ducing X rays. A sample of unknown material is used as the target in an
X-ray machine and bombarded with high energy electrons. The X-ray pat-
tern produced by the sample can be compared with the X-ray patterns for
all known elements. Based on this comparison, the elements present in
the unknown sample can be identified. A typical application of this tech-
nique is the analysis of hair or blood samples or some other material be-
ing used as evidence in a criminal investigation.

X rays are used for nondestructive testing in business and industry
in many other ways. For example, X-ray pictures of whole engines or 
engine parts can be taken to look for defects without having to take 
an engine apart. Similarly, sections of oil and natural gas pipelines can
be examined for cracks or defective welds. Airlines also use X-ray 
detectors to check the baggage of passengers for guns or other illegal 
objects.

Synchrotron radiation. In recent years an interesting new source of
X rays has been developed called synchrotron radiation. Synchrotron ra-
diation is often produced by particle accelerators (atom-smashers). A par-
ticle accelerator is a machine used to accelerate charged particles, such
as electrons and protons, to very high speeds. As these particles travel in
a circle around a particle accelerator, they may give off energy in the form
of X rays. These X rays are what make up synchrotron radiation.

One of the more important commercial applications of synchrotron
radiation is in the field of X-ray lithography. X-ray lithography is a tech-
nique used in the electronics industry for the manufacture of high density
integrated circuits. (A circuit is a complete path of electric current, in-
cluding the source of electric energy.) The size of the circuit elements is
limited by the wavelength of the light used in them. The shorter the wave-
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length the smaller the circuit elements. If X rays are used instead of light,
the circuits can be made much smaller, thereby permitting the manufac-
ture of smaller electronic devices such as computers.

[See also Electromagnetic spectrum; Particle accelerators]

‡�X-ray astronomy
Stars and other celestial objects radiate energy in many wavelengths other
than visible light, which is only one small part of the electromagnetic
spectrum. At the low end (with wavelengths longer than visible light) are
low-energy infrared radiation and radio waves. At the high end of the
spectrum (wavelengths shorter than visible light) are high-energy ultra-
violet radiation, X rays, and gamma rays.

X-ray astronomy is a relatively new scientific field focusing on ce-
lestial objects that emit X rays. Such objects include stars, galaxies,
quasars, pulsars, and black holes.

Earth’s atmosphere filters out most X rays. This is fortunate for hu-
mans and other life on Earth since a large dose of X rays would be deadly.
On the other hand, this fact makes it difficult for scientists to observe the
X-ray sky. Radiation from the shortest-wavelength end of the X-ray range,
called hard X rays, can be detected at high altitudes. The only way to
view longer X rays, called soft X rays, is through special telescopes placed
on artificial satellites orbiting outside Earth’s atmosphere.

First interstellar X rays detected
In 1962, an X-ray telescope was launched into space by the National

Aeronautics and Space Administration (NASA) aboard an Aerobee rocket.
The rocket contained an X-ray telescope devised by physicist Ricardo 
Giacconi (1931– ) and his colleagues from a company called American
Science and Engineering, Inc. (ASEI). During its six-minute flight, the
telescope detected the first X rays from interstellar space, coming partic-
ularly from the constellation Scorpius.

Later flights detected X rays from the Crab Nebula (where a pulsar
was later discovered) and from the constellation Cygnus. X rays in 
this latter site are believed to be coming from a black hole. By the late
1960s, astronomers had become convinced that while some galaxies are
sources of strong X rays, all galaxies (including our own Milky Way)
emit weak X rays.
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In 1970, NASA launched Uhuru, the first satellite designed specif-
ically for X-ray research. It produced an extensive map of the X-ray sky.
In 1977, the first of three High Energy Astrophysical Observatories
(HEAO) was launched. During its year and a half of operation, it pro-
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Words to Know

Black holes: Remains of a massive star that has burned out its nuclear
fuel and collapsed under tremendous gravitational force into a single
point of infinite mass and gravity.

Electromagnetic radiation: Radiation that transmits energy through
the interaction of electricity and magnetism.

Electromagnetic spectrum: The complete array of electromagnetic
radiation, including radio waves (at the longest-wavelength end),
microwaves, infrared radiation, visible light, ultraviolet radiation, X
rays, and gamma rays (at the shortest-wavelength end).

Gamma rays: Short-wavelength, high-energy radiation formed either by
the decay of radioactive elements or by nuclear reactions.

Infrared radiation: Electromagnetic radiation of a wavelength shorter
than radio waves but longer than visible light that takes the form of
heat.

Pulsars: Rapidly spinning, blinking neutron stars.

Quasars: Extremely bright, starlike sources of radio waves that are the
oldest known objects in the universe.

Radiation: Energy transmitted in the form of subatomic particles or
waves.

Radio waves: Longest form of electromagnetic radiation, measuring up
to 6 miles (9.7 kilometers) from peak to peak.

Ultraviolet radiation: Electromagnetic radiation of a wavelength just
shorter than the violet (shortest wavelength) end of the visible light
spectrum.

Wavelength: The distance between two troughs or two peaks in any
wave.

X rays: Electromagnetic radiation of a wavelength just shorter than
ultraviolet radiation but longer than gamma rays that can penetrate
solids and produce an electrical charge in gases.



vided constant monitoring of X-ray sources, such as individual stars, 
entire galaxies, and pulsars. The second HEAO, known as the Einstein
Observatory, operated from November 1978 to April 1981. It contained
a high resolution X-ray telescope that discovered that X rays are coming
from nearly every star.

In July 1999, NASA launched the Chandra X-ray Observatory
(CXO), named after the Nobel Prize-winning, Indian-born American as-
trophysicist Subrahmanyan Chandrasekhar (1910–1995). About one bil-
lion times more powerful than the first X-ray telescope, the CXO has a
resolving power equal to the ability to read the letters of a stop sign at a
distance of 12 miles (19 kilometers). This will allow it to detect sources
more than twenty times fainter than any previous X-ray telescope. The
CXO orbits at an altitude 200 times higher than the Hubble Space Tele-
scope. During each orbit around Earth, it travels one-third of the way to
the Moon.

The purpose of the CXO is to obtain X-images and spectra of vio-
lent, high-temperature celestial events and objects to help astronomers
better understand the structure and evolution of the universe. It will ob-
serve galaxies, black holes, quasars, and supernovae (among other ob-
jects) billions of light-years in the distance, giving astronomers a glimpse
of regions of the universe as they existed eons ago. In early 2001, the
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An all-sky X-ray map 

compiled by a High Energy
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(HEAO). (Reproduced cour-

tesy of the U.S. Naval

Research Laboratory.)



CXO found the most distant X-ray cluster of galaxies astronomers have
ever observed, located about 10 billion light-years away from Earth. Less
than a month later, it detected an X-ray quasar 12 billion light-years away.
These are both important discoveries that may help astronomers under-
stand how the universe evolved.

[See also Telescope; X rays]
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‡�Yeast
Yeast are microscopic, single-celled organisms that are classified in the
family Fungi. Individual yeast cells multiply rapidly by the process of
budding, in which a new cell begins as a small bulge along the cell wall
of a parent cell. In the presence of an abundant food source, huge popu-
lations of yeast cells gather. The cells often appear as long chains with
newly formed cells still attached to their parent cells, due to the short bud-
ding time of two hours.

Yeast are among the few living organisms that do not need oxygen
in order to produce energy. This oxygen-independent state is called anaer-
obic (pronounced a-na-ROE-bik; “without oxygen”). During such anaer-
obic conditions, yeast convert carbohydrates—starches and sugars—to al-
cohol and carbon dioxide gas. This process is known as fermentation.

The fermentation process of yeast is caused by enzymes, catalysts
in chemical reactions similar to the digestive enzymes in the human body.
In fact, the word enzyme means “in yeast.” Certain enzymes in yeast act
on starch to break down the long chainlike molecules into smaller units
of sugar. Then other yeast enzymes convert one kind of sugar molecule
to another. Still other enzyme reactions break apart the sugar molecule
(composed of carbon, hydrogen, and oxygen atoms) into ethyl alcohol
and carbon dioxide. The series of reactions provides the yeast cells with
the energy necessary for their growth and division (form of reproduction).

In nature, yeast enzymes break down the complex carbon compounds
of plant cell walls and animal tissues, feeding on the sugar produced in
the process. In this way, yeast function as natural decomposers in the en-
vironment.
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The importance of yeast for humans
The by-products of fermentation—carbon dioxide and alcohol—

have been used by humans for centuries in the production of breads and
alcoholic beverages. Before the mid-nineteenth century, however, bakers
and brewers knew very little about the nature of the organisms that helped
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Words to Know

Anaerobic: Living or growing in an atmosphere lacking oxygen.

Budding: Process by which a small outgrowth on a simple organism
grows into a complete new organism of the same species.

Enzyme: An organic compound that speeds up the rate of chemical
reactions in living organisms.

Fermentation: Chemical reaction in which enzymes break down com-
plex organic compounds into simpler ones.

Yeast, or Anthrocobia 

muelleri. (Reproduced by per-

mission of Phototake.)



make their products. The experiments of French microbiologist Louis Pas-
teur (1822–1895) showed that fermentation could only take place in the
presence of living yeast cells. He also deduced that anaerobic conditions
were necessary for proper fermentation of wine and beer (in the presence
of oxygen, yeast convert alcohol to acetic acid [vinegar]).

Brewer’s yeast is added to liquids derived from grains and fruits to
brew beer and wine. The natural starches and sugars in the liquids pro-
vide food for the yeast. Deprived of oxygen during the fermentation
process, yeast produce alcohol as a by-product of incomplete sugar break-
down. Yeast that occur naturally on the skins of grapes also play a vital
role in fermentation, converting the sugars of grapes into alcohol for wine
production.

Baker’s yeast, another variety of yeast, are added to a dough made
from the starchy portion of ground grains (such as wheat or rye flour).
The yeast break down some of the starch and sugar present in the mix-
ture, producing carbon dioxide. The carbon dioxide bubbles through the
dough, forming many air holes and causing the bread to rise. Since oxy-
gen is present, no alcohol is produced when the bread is rising. When the
bread is baked, the air holes give the bread a lighter texture.

In recent times, yeast have been used to aid in the production of 
alternative energy sources that do not produce toxic chemicals as by-
products. Yeast are placed in huge vats of corn or other organic material.
When fermentation takes place, the yeast convert the organic material into
ethanol fuel. Present-day geneticists are working on developing yeast
strains that will convert even larger organic biomasses (living material)
into ethanol more efficiently.

[See also Brewing; Fermentation; Fungi]
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‡�Zero
The most common meaning of the term zero is the absence of any mag-
nitude or quantity. For example, a person might say that he or she has
zero children, meaning that he or she has no children. In this respect, zero
is a number, like 2, �9, �45, or 0.392. It can be used in mathematical
operations in nearly all of the same ways that nonzero numbers can be
used. For example, 4 � 0 � 4 is a legitimate mathematical operation.
One mathematical operation from which zero is omitted is division. One
can divide 0 by any number (in which case the answer is always zero),
but one cannot divide any number by zero. That is, the mathematical op-
eration 4 � 0 has no meaning.

Zeroes also have other functions. For example, a zero may indicate
the beginning of some counting system. A temperature of zero degrees
kelvin (0 K), for example, is the starting point for the absolute tempera-
ture scale.

Zero also is used as a placeholder in the Hindu-Arabic numeration
system. The zero in the number 405 means that the number contains no
tens. An expanded definition of the number is that 405 � 4 hundreds (4
	 100) plus 0 tens (0 	 10) plus 5 ones (5 	 1).

History
The history of the zero in numeration systems is a fascinating 

one. The symbol for zero (0) was not used by early Greek, Roman, Chi-
nese, Egyptian, and other civilizations because they did not need it. In the
Roman numeration system, for example, the number 405 is represented
by CDIV.
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The symbol for zero is believed to have first been used in the fourth
century B.C. by an unknown Indian mathematician. When he wanted to
record a more permanent answer on his beaded counting board, he used
a simple dot. This dot was called a sunya and indicated columns in which
there were no beads. While the sunya was not a true zero symbol, its use
in place value notation was very important.

The actual 0 symbol for zero first appeared in about A.D. 800 when
it was adopted as part of the Hindu-Arabic numeration system. The sym-
bol was originally a dot, or sifr, as it was called in Arabic. Over time, the
dot gradually evolved to a small circle and then to the familiar oval we
recognize today.

The zero symbol reached Europe around the twelfth century. How-
ever, Europeans did not adopt the symbol eagerly. In fact, many were re-
luctant to abandon their familiar Roman numerals, and hostile battles took
place between supporters of the two systems. Such battles sometimes took
the form of bloody physical encounters. It was not until three centuries
later, therefore, that the Hindu-Arabic numeration system—including the
zero—was widely accepted and adopted throughout Europe.

[See also Numeration systems]
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ucators) http://www.exploremath.com/

ExploreScience.com (provides highly in-
teractive science activities for students and
educators) http://www.explorescience.com/

Imagine the Universe! (provides informa-
tion about the universe for students aged
14 and up) http://imagine.gsfc.nasa.gov/

Mad Sci Network (highly searchable site
provides extensive science information in
addition to a search engine and a library to
find science resources on the Internet; also
allows students to submit questions to sci-
entists) http://www.madsci.org/

The Math Forum (provides math-related
information and resources for elementary
through graduate-level students) http://
forum.swarthmore.edu/

NASA Human Spaceflight: International
Space Station (NASA homepage for the
space station) http://www.spaceflight.nasa.
gov/station/

NASA’s Origins Program (provides up-to-
the-minute information on the scientific
quest to understand life and its place in the
universe) http://origins.jpl.nasa.gov/

National Human Genome Research Insti-
tute (provides extensive information about
the Human Genome Project) http://www.
nhgri.nih.gov:80/index.html

New Scientist Online Magazine http://www.
newscientist.com/

The Nine Planets (provides a multimedia
tour of the history, mythology, and current
scientific knowledge of each of the planets
and moons in our solar system) http://seds.
lpl.arizona.edu/nineplanets/nineplanets/
nineplanets.html

The Particle Adventure (provides an in-
teractive tour of quarks, neutrinos, anti-
matter, extra dimensions, dark matter, ac-
celerators, and particle detectors) http://
particleadventure.org/

PhysLink: Physics and astronomy online ed-
ucation and reference http://physlink.com/

Savage Earth Online (online version of the
PBS series exploring earthquakes, volca-
noes, tsunamis, and other seismic activity)
http://www.pbs.org/wnet/savageearth/

Science at NASA (provides breaking in-
formation on astronomy, space science,
earth science, and biological and physical
sciences) http://science.msfc.nasa.gov/

Science Learning Network (provides Inter-
net-guided science applications as well as
many middle school science links) http://
www.sln.org/

SciTech Daily Review (provides breaking
science news and links to dozens of science
and technology publications; also provides
links to numerous “interesting” science
sites) http://www.scitechdaily.com/

Space.com (space news, games, entertain-
ment, and science fiction) http://www.space.
com/index.html

SpaceDaily.com (provides latest news
about space and space travel) http://www.
spacedaily.com/

SpaceWeather.com (science news and in-
formation about the Sun-Earth environ-
ment) http://www.spaceweather.com/

The Why Files (exploration of the science
behind the news; funded by the National
Science Foundation) http://whyfiles.org/
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Italic type indicates volume num-
bers; boldface type indicates en-
tries and their page numbers; (ill.)
indicates illustrations.

A
Abacus 1: 1-2 1 (ill.)
Abelson, Philip 1: 24
Abortion 3: 565
Abrasives 1: 2-4, 3 (ill.)
Absolute dating 4: 616
Absolute zero 3: 595-596
Abyssal plains 7: 1411
Acceleration 1: 4-6
Acetylsalicylic acid 1: 6-9, 8 (ill.)
Acheson, Edward G. 1: 2
Acid rain 1: 9-14, 10 (ill.), 12 (ill.), 6:

1163, 8: 1553
Acidifying agents 1: 66
Acids and bases 1: 14-16, 8: 1495
Acoustics 1: 17-23, 17 (ill.), 20 (ill.)
Acquired immunodeficiency syndrome.

See AIDS (acquired immunodefi-
ciency syndrome)

Acrophobia 8: 1497
Actinides 1: 23-26, 24 (ill.)
Acupressure 1: 121
Acupuncture 1: 121
Adams, John Couch 7: 1330
Adaptation 1: 26-32, 29 (ill.), 30 (ill.)
Addiction 1: 32-37, 35 (ill.), 3: 478
Addison’s disease 5: 801

Adena burial mounds 7: 1300
Adenosine triphosphate 7: 1258
ADHD 2: 237-238
Adhesives 1: 37-39, 38 (ill.)
Adiabatic demagnetization 3: 597
ADP 7: 1258
Adrenal glands 5: 796 (ill.)
Adrenaline 5: 800
Aerobic respiration 9: 1673
Aerodynamics 1: 39-43, 40 (ill.)
Aerosols 1: 43-49, 43 (ill.)
Africa 1: 49-54, 50 (ill.), 53 (ill.)
Afterburners 6: 1146
Agent Orange 1: 54-59, 57 (ill.)
Aging and death 1: 59-62
Agoraphobia 8: 1497
Agriculture 1: 62-65, 63, 64 (ill.),

3:582-590, 5: 902-903, 9: 1743-744,
7: 1433 (ill.)

Agrochemicals 1: 65-69, 67 (ill.), 68
(ill.)

Agroecosystems 2: 302
AI. See Artificial intelligence
AIDS (acquired immunodeficiency syn-

drome) 1: 70-74, 72 (ill.), 8: 1583,
9: 1737

Air flow 1: 40 (ill.)
Air masses and fronts 1: 80-82, 80

(ill.)
Air pollution 8: 1552, 1558
Aircraft 1: 74-79, 75 (ill.), 78 (ill.)
Airfoil 1: 41
Airplanes. See Aircraft
Airships 1: 75
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Al-jabr wa’l Muqabalah 1: 97
Al-Khwarizmi 1: 97
Alchemy 1: 82-85
Alcohol (liquor) 1: 32, 85-87
Alcoholism 1: 85-88
Alcohols 1: 88-91, 89 (ill.)
Aldrin, Edwin 9: 1779
Ale 2: 354
Algae 1: 91-97, 93 (ill.), 94 (ill.)
Algal blooms 1: 96
Algebra 1: 97-99, 2: 333-334
Algorithms 1: 190
Alkali metals 1: 99-102, 101 (ill.)
Alkaline earth metals 1: 102-106, 104

(ill.)
Alleles 7: 1248
Allergic rhinitis 1: 106
Allergy 1: 106-110, 108 (ill.)
Alloy 1: 110-111
Alpha particles 2: 233, 8: 1620, 1632
Alps 5: 827, 7: 1301
Alternating current (AC) 4: 741
Alternation of generations 9: 1667
Alternative energy sources 1: 111-

118, 114 (ill.), 115 (ill.), 6: 1069
Alternative medicine 1: 118-122
Altimeter 2: 266
Aluminum 1: 122-124, 125 (ill.)
Aluminum family 1: 122-126, 125

(ill.)
Alzheimer, Alois 1: 127
Alzheimer’s disease 1: 62, 126-130,

128 (ill.)
Amazon basin 9: 1774
American Red Cross 2: 330
Ames test 2: 408
Amino acid 1: 130-131
Aminoglycosides 1: 158
Ammonia 7: 1346
Ammonification 7: 1343
Amniocentesis 2: 322
Amoeba 1: 131-134, 132 (ill.)
Ampere 3: 582, 4: 737
Amère, André 4: 737, 6: 1212
Ampere’s law 4: 747
Amphibians 1: 134-137, 136 (ill.)
Amphiboles 1: 191
Amphineura 7: 1289
Amplitude modulation 8: 1627
Amundsen, Roald 1: 152
Anabolism 7: 1255

Anaerobic respiration 9: 1676
Anatomy 1: 138-141, 140 (ill.)
Anderson, Carl 1: 163, 4: 773
Andes Mountains 7: 1301, 9: 1775-

1776
Andromeda galaxy 5: 939 (ill.)
Anemia 1: 8, 6: 1220
Aneroid barometer 2: 266
Anesthesia 1: 142-145, 143 (ill.)
Angel Falls 9: 1774
Angiosperms 9: 1729
Animal behavior 2: 272
Animal hormones 6: 1053
Animal husbandry 7: 1433
Animals 1: 145-147, 146 (ill.), 

6: 1133-1134
Anorexia nervosa 4: 712
Antarctic Treaty 1: 153
Antarctica 1: 147-153, 148 (ill.), 

152 (ill.)
Antennas 1: 153-155, 154 (ill.)
Anthrax 2: 287
Antibiotics 1: 155-159, 157 (ill.)
Antibody and antigen 1: 159-162,

2: 311
Anticyclones, cyclones and 3: 608-610
Antidiuretic hormone 5: 798
Antigens, antibodies and 1: 159-162
Antimatter 1: 163
Antimony 7: 1348
Antiparticles 1: 163-164
Antiprotons 1: 163
Antipsychotic drugs 8: 1598
Antiseptics 1: 164-166
Anurans 1: 136
Apennines 5: 827
Apes 8: 1572
Apgar Score 2: 322
Aphasia 9: 1798, 1799
Apollo 11 9: 1779, 1780 (ill.)
Apollo objects 1: 202
Appalachian Mountains 7: 1356
Appendicular skeleton 9: 1741
Aquaculture 1: 166-168, 167 (ill.)
Arabian Peninsula. See Middle East
Arabic numbers. See Hindu-Arabic

number system
Arachnids 1: 168-171, 170 (ill.)
Arachnoid 2: 342
Arachnophobia 8: 1497
Ararat, Mount 1: 197
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Archaeoastronomy 1: 171-173, 172
(ill.)

Archaeology 1: 173-177, 175 (ill.),
176 (ill.), 7: 1323-1327

Archaeology, oceanic. See Nautical ar-
chaeology

Archaeopteryx lithographica 2: 312
Archimedes 2: 360
Archimedes’ Principle 2: 360
Argon 7: 1349, 1350
Ariel 10: 1954
Aristotle 1: 138, 2: 291, 5: 1012, 

6: 1169
Arithmetic 1: 97, 177-181, 3: 534-536
Arkwright, Edmund 6: 1098
Armstrong, Neil 9: 1779
Arnold of Villanova 2: 404
ARPANET 6: 1124
Arrhenius, Svante 1: 14, 8: 1495
Arsenic 7: 1348
Arthritis 1: 181-183, 182 (ill.)
Arthropods 1: 183-186, 184 (ill.)
Artificial blood 2: 330
Artificial fibers 1: 186-188, 187 (ill.)
Artificial intelligence 1: 188-190,

2: 244
Asbestos 1: 191-194, 192 (ill.), 

6: 1092
Ascorbic acid. See Vitamin C
Asexual reproduction 9: 1664 (ill.),

1665
Asia 1: 194-200, 195 (ill.), 198 (ill.)
Aspirin. See Acetylsalicylic acid
Assembly language 3: 551
Assembly line 7: 1238
Astatine 6: 1035
Asterisms 3: 560
Asteroid belt 1: 201
Asteroids 1: 200-204, 203 (ill.), 

9: 1764
Asthenosphere 8: 1535, 1536
Asthma 1: 204-207, 206 (ill.), 9: 1681
Aston, William 7: 1240
Astronomia nova 3: 425
Astronomy, infrared 6: 1100-1103
Astronomy, ultraviolet 10: 1943-1946
Astronomy, x-ray 10: 2038-2041
Astrophysics 1: 207-209, 208 (ill.)
Atherosclerosis 3: 484
Atmosphere observation 2: 215-217,

216 (ill.)

Atmosphere, composition and struc-
ture 2: 211-215, 214 (ill.)

Atmospheric circulation 2: 218-221,
220 (ill.)

Atmospheric optical effects 2:
221-225, 223 (ill.)

Atmospheric pressure 2: 225, 265, 
8: 1571

Atom 2: 226-229, 227 (ill.)
Atomic bomb 7: 1364, 1381
Atomic clocks 10: 1895-1896
Atomic mass 2: 228, 229-232
Atomic number 4: 777
Atomic theory 2: 232-236, 234 (ill.)
ATP 7: 1258
Attention-deficit hyperactivity disorder

(ADHD) 2: 237-238
Audiocassettes. See Magnetic record-

ing/audiocassettes
Auer metal 6: 1165
Auroras 2: 223, 223 (ill.)
Australia 2: 238-242, 239 (ill.), 241

(ill.)
Australopithecus afarensis 6: 1056,

1057 (ill.)
Australopithecus africanus 6: 1056
Autistic savants. See Savants
Autoimmune diseases 1: 162
Automation 2: 242-245, 244 (ill.)
Automobiles 2: 245-251, 246 (ill.),

249 (ill.)
Autosomal dominant disorders 5: 966
Auxins 6: 1051
Avogadro, Amadeo 7: 1282
Avogadro’s number 7: 1282
Axial skeleton 9: 1740
Axioms 1: 179
Axle 6: 1207
Ayers Rock 2: 240
AZT 1: 73

B
B-2 Stealth Bomber 1: 78 (ill.)
Babbage, Charles 3: 547
Babbitt, Seward 9: 1691
Bacitracin 1: 158
Bacteria 2: 253-260, 255 (ill.), 256

(ill.), 259 (ill.)
Bacteriophages 10: 1974
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Baekeland, Leo H. 8: 1565
Bakelite 8: 1565
Balard, Antoine 6: 1034
Baldwin, Frank Stephen 2: 371
Ballistics 2: 260-261
Balloons 1: 75, 2: 261-265, 263 (ill.),

264 (ill.)
Bardeen, John 10: 1910
Barite 6: 1093
Barium 1: 105
Barnard, Christiaan 6: 1043, 10: 1926
Barometer 2: 265-267, 267 (ill.)
Barrier islands 3: 500
Bases, acids and 1: 14-16
Basophils 2: 329
Bats 4: 721
Battery 2: 268-270, 268 (ill.)
Battle fatigue 9: 1826
Beaches, coasts and 3: 498-500
Becquerel, Henri 8: 1630
Bednorz, Georg 10: 1851
Behavior (human and animal), study of.

See Psychology
Behavior 2: 270-273, 271 (ill.), 272

(ill.)
Behaviorism (psychology) 8: 1595
Bell Burnell, Jocelyn 7: 1340
Bell, Alexander Graham 10: 1867 (ill.)
Benthic zone 7: 1415
Benz, Karl Friedrich 2: 246 (ill.)
Berger, Hans 9: 1745
Beriberi 6: 1219, 10: 1982
Bernoulli’s principle 1: 40, 42, 5: 884
Beryllium 1: 103
Berzelius, Jöns Jakob 2: 230
Bessemer converter 7: 1445, 10: 1916
Bessemer, Henry 10: 1916
Beta carotene 10: 1984
Beta particles 8: 1632
Bichat, Xavier 1: 141
Big bang theory 2: 273-276, 274 (ill.),

4: 780
Bigelow, Julian 3: 606
Binary number system 7: 1397
Binary stars 2: 276-278, 278 (ill.)
Binomial nomenclature 2: 337
Biochemistry 2: 279-280
Biodegradable 2: 280-281
Biodiversity 2: 281-283, 282 (ill.)
Bioenergy 1: 117, 2: 284-287, 284

(ill.)

Bioenergy fuels 2: 286
Biofeedback 1: 119
Biological warfare 2: 287-290
Biological Weapons Convention Treaty

2: 290
Biology 2: 290-293, 7: 1283-1285
Bioluminescence 6: 1198
Biomass energy. See Bioenergy
Biomes 2: 293-302, 295 (ill.), 297

(ill.), 301 (ill.)
Biophysics 2: 302-304
Bioremediation 7: 1423
Biosphere 2 Project 2: 307-309
Biospheres 2: 304-309, 306 (ill.)
Biot, Jean-Baptiste 7: 1262
Biotechnology 2: 309-312, 311 (ill.)
Bipolar disorder 4: 633
Birds 2: 312-315, 314 (ill.)
Birth 2: 315-319, 317 (ill.), 318 (ill.)
Birth control. See Contraception
Birth defects 2: 319-322, 321 (ill.)
Bismuth 7: 1349
Bjerknes, Jacob 1: 80, 10: 2022
Bjerknes, Vilhelm 1: 80, 10: 2022
Black Death 8: 1520
Black dwarf 10: 2028
Black holes 2: 322-326, 325 (ill.), 

9: 1654
Blanc, Mont 5: 827
Bleuler, Eugen 9: 1718
Blood 2: 326-330, 328 (ill.), 330, 

3: 483
Blood banks 2: 330
Blood pressure 3: 483
Blood supply 2: 330-333
Blood vessels 3: 482
Blue stars 9: 1802
Bode, Johann 1: 201
Bode’s Law 1: 201
Bogs 10: 2025
Bohr, Niels 2: 235
Bones. See Skeletal system
Bones, study of diseases of or injuries to.

See Orthopedics
Boole, George 2: 333
Boolean algebra 2: 333-334
Bopp, Thomas 3: 529
Borax 1: 126, 6: 1094
Boreal coniferous forests 2: 294
Bores, Leo 8: 1617
Boron 1: 124-126
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Boron compounds 6: 1094
Bort, Léon Teisserenc de 10: 2021
Bosons 10: 1831
Botany 2: 334-337, 336 (ill.)
Botulism 2: 258, 288
Boundary layer effects 5: 885
Bovine growth hormone 7: 1434
Boyle, Robert 4: 780
Boyle’s law 5: 960
Braham, R. R. 10: 2022
Brahe, Tycho 3: 574
Brain 2: 337-351, 339 (ill.), 341 (ill.)
Brain disorders 2: 345
Brass 10: 1920
Brattain, Walter 10: 1910
Breathing 9: 1680
Brewing 2: 352-354, 352 (ill.)
Bridges 2: 354-358, 357 (ill.)
Bright nebulae 7: 1328
British system of measurement 10:

1948
Bromine 6: 1034
Bronchitis 9: 1681
Bronchodilators 1: 205
Brønsted, J. N. 1: 15
Brønsted, J. N. 1: 15
Bronze 2: 401
Bronze Age 6: 1036
Brown algae 1: 95
Brown dwarf 2: 358-359
Brucellosis 2: 288
Bryan, Kirk 8: 1457
Bubonic plague 8: 1518
Buckminsterfullerene 2: 398, 399 (ill.)
Bugs. See Insects
Bulimia 4: 1714-1716
Buoyancy 1: 74, 2: 360-361, 360 (ill.)
Burial mounds 7: 1298
Burns 2: 361-364, 362 (ill.)
Bushnell, David 10: 1834
Butterflies 2: 364-367, 364 (ill.)
Byers, Horace 10: 2022

C
C-12 2: 231
C-14 1: 176, 4: 617
Cable television 10: 1877
Cactus 4: 635 (ill.)
CAD/CAM 2: 369-370, 369 (ill.)

Caffeine 1: 34
Caisson 2: 356
Calcite 3: 422
Calcium 1: 104 (ill.), 105
Calcium carbonate 1: 104 (ill.)
Calculators 2: 370-371, 370 (ill.)
Calculus 2: 371-372
Calderas 6: 1161
Calendars 2: 372-375, 374 (ill.)
Callisto 6: 1148, 1149
Calories 2: 375-376, 6: 1045
Calving (icebergs) 6: 1078, 1079 (ill.)
Cambium 10: 1927
Cambrian period 8: 1461
Cameroon, Mount 1: 51
Canadian Shield 7: 1355
Canals 2: 376-379, 378 (ill.)
Cancer 2: 379-382, 379 (ill.), 381

(ill.), 10: 1935
Canines 2: 382-387, 383 (ill.), 385

(ill.)
Cannabis sativa 6: 1224, 1226 (ill.)
Cannon, W. B. 8: 1516
Capacitor 4: 749
Carbohydrates 2: 387-389, 7: 1400
Carbon 2: 396
Carbon compounds, study of. See Or-

ganic chemistry
Carbon cycle 2: 389-393, 391 (ill.)
Carbon dioxide 2: 393-395, 394 (ill.)
Carbon family 2: 395-403, 396 (ill.),

397 (ill.), 399 (ill.)
Carbon monoxide 2: 403-406
Carbon-12 2: 231
Carbon-14 4: 617
Carboniferous period 8: 1462
Carborundum 1: 2
Carcinogens 2: 406-408
Carcinomas 2: 381
Cardano, Girolamo 8: 1576
Cardiac muscle 7: 1312
Cardiovascular system 3: 480
Caries 4: 628
Carlson, Chester 8: 1502, 1501 (ill.)
Carnot, Nicholas 6: 1118
Carnot, Sadi 10: 1885
Carothers, Wallace 1: 186
Carpal tunnel syndrome 2: 408-410
Cartography 2: 410-412, 411 (ill.)
Cascade Mountains 7: 1358
Caspian Sea 5: 823, 824
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Cassini division 9: 1711
Cassini, Giovanni Domenico 9: 1711
Cassini orbiter 9: 1712
CAT scans 2: 304, 8: 1640
Catabolism 7: 1255
Catalysts and catalysis 3: 413-415
Catastrophism 3: 415
Cathode 3: 415-416
Cathode-ray tube 3: 417-420, 418

(ill.)
Cats. See Felines
Caucasus Mountains 5: 823
Cavendish, Henry 6: 1069, 7: 1345
Caves 3: 420-423, 422 (ill.)
Cavities (dental) 4: 628
Cayley, George 1: 77
CDC 6: 1180
CDs. See Compact disc
Celestial mechanics 3: 423-428, 427

(ill.)
Cell wall (plants) 3: 436
Cells 3: 428-436, 432 (ill.), 435 (ill.)
Cells, electrochemical 3: 436-439
Cellular metabolism 7: 1258
Cellular/digital technology 3: 439-441
Cellulose 2: 389, 3: 442-445, 442 (ill.)
Celsius temperature scale 10: 1882
Celsius, Anders 10: 1882
Cenozoic era 5: 990, 8: 1462
Center for Disease Control (CDC)

6: 1180
Central Asia 1: 198
Central Dogma 7: 1283
Central Lowlands (North America)

7: 1356
Centrifuge 3: 445-446, 446 (ill.)
Cephalopoda 7: 1289
Cephalosporin 1: 158
Cepheid variables 10: 1964
Ceramic 3: 447-448
Cerebellum 2: 345
Cerebral cortex 2: 343
Cerebrum 2: 343
C�erenkov effect 6: 1189
Cerium 6: 1163
Cesium 1: 102
Cetaceans 3: 448-451, 450 (ill.), 4:

681 (ill.), 7: 1416 (ill.)
CFCs 6: 1032, 7: 1453-1454, 8: 1555,
Chadwick, James 2: 235, 7: 1338
Chain, Ernst 1: 157

Chamberlain, Owen 1: 163
Chancroid 9: 1735, 1736
Chandra X-ray Observatory 10: 2040
Chandrasekhar, Subrahmanyan

10: 1854
Chandrasekhar’s limit 10: 1854
Chao Phraya River 1: 200
Chaos theory 3: 451-453
Chaparral 2: 296
Chappe, Claude 10: 1864
Chappe, Ignace 10: 1864
Charles’s law 5: 961
Charon 8: 1541, 1541 (ill.), 1542
Chassis 2: 250
Cheetahs 5: 861
Chemical bond 3: 453-457
Chemical compounds 3: 541-546
Chemical elements 4: 774-781
Chemical equations 5 : 815-817
Chemical equilibrium 5: 817-820
Chemical warfare 3: 457-463, 459

(ill.), 461 (ill.)6: 1032
Chemiluminescence 6: 1198
Chemistry 3: 463-469, 465 (ill.) ,467

(ill.), 8: 1603
Chemoreceptors 8: 1484
Chemosynthesis 7: 1418
Chemotherapy 2: 382
Chichén Itzá 1: 173
Chicxulub 1: 202
Childbed fever 1: 164
Chimpanzees 8: 1572
Chiropractic 1: 120
Chladni, Ernst 1: 17
Chlamydia 9: 1735, 1736
Chlorination 6: 1033
Chlorine 6: 1032
Chlorofluorocarbons. See CFCs
Chloroform 1: 142, 143, 143 (ill.)
Chlorophyll 1: 103
Chlorophyta 1: 94
Chloroplasts 3: 436, 8: 1506 (ill.)
Chlorpromazine 10: 1906
Cholesterol 3: 469-471, 471 (ill.), 6:

1042
Chorionic villus sampling 2: 322, 4:

790
Chromatic aberration 10: 1871
Chromatography 8: 1604
Chromosomes 3: 472-476, 472 (ill.),

475(ill.)
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Chromosphere 10: 1846
Chrysalis 2: 366, 7: 1261 (ill.)
Chrysophyta 1: 93
Chu, Paul Ching-Wu 10: 1851
Cigarette smoke 3: 476-478, 477 (ill.)
Cigarettes, addiction to 1: 34
Ciliophora 8: 1592
Circle 3: 478-480, 479 (ill.)
Circular acceleration 1: 5
Circular accelerators 8: 1479
Circulatory system 3: 480-484, 482

(ill.)
Classical conditioning 9: 1657
Clausius, Rudolf 10: 1885
Claustrophobia 8: 1497
Climax community 10: 1839
Clones and cloning 3: 484-490, 486

(ill.), 489 (ill.)
Clostridium botulinum 2: 258
Clostridium tetani 2: 258
Clouds 3: 490-492, 491 (ill.)
Coal 3: 492-498, 496 (ill.)
Coast and beach 3: 498-500. 500 (ill.)
Coastal Plain (North America) 7: 1356
Cobalt-60 7: 1373
COBE (Cosmic Background Explorer)

2: 276
COBOL 3: 551
Cocaine 1: 34, 3: 501-505, 503 (ill.)
Cockroaches 3: 505-508, 507 (ill.)
Coelacanth 3: 508-511, 510 (ill.)
Cognition 3: 511-515, 513 (ill.), 514

(ill.)
Cold fronts 1: 81, 81 (ill.)
Cold fusion 7: 1371
Cold-deciduous forests 5: 909
Collins, Francis 6: 1064
Collins, Michael 9: 1779
Colloids 3: 515-517, 517 (ill.)
Color 3: 518-522, 521 (ill.)
Color blindness 5: 971
Colorant 4: 686
Colt, Samuel 7: 1237
Columbus, Christopher 1: 63
Coma 2: 345
Combined gas law 5: 960
Combustion 3: 522-527, 524 (ill.), 7:

1441
Comet Hale-Bopp 3: 529
Comet Shoemaker-Levy 9 6: 1151
Comet, Halley’s 3: 528

Comets 3: 527-531, 529 (ill.), 6: 1151,
9: 1765

Common cold 10: 1978
Compact disc 3: 531-533, 532 (ill.)
Comparative genomics 6: 1067
Complex numbers 3: 534-536, 534

(ill.), 6: 1082
Composite materials 3: 536-539
Composting 3: 539-541, 539 (ill.)
Compound, chemical 3: 541-546, 543

(ill.)
Compton Gamma Ray Observatory

5: 949
Compulsion 7: 1405
Computer Aided Design and Manufactur-

ing. See CAD/CAM
Computer languages 1: 189, 3: 551
Computer software 3: 549-554, 553

(ill.)
Computer, analog 3: 546-547
Computer, digital 3: 547-549, 548

(ill.)
Computerized axial tomography. See

CAT scans
Concave lenses 6: 1185
Conditioning 9: 1657
Condom 3: 563
Conduction 6: 1044
Conductivity, electrical. See Electrical

conductivity
Conservation laws 3: 554-558. 557 (ill.)
Conservation of electric charge 3: 556
Conservation of momentum 7: 1290
Conservation of parity 3: 558
Constellations 3: 558-560, 559 (ill.)
Contact lines 5: 987
Continental Divide 7: 1357
Continental drift 8: 1534
Continental margin 3: 560-562
Continental rise 3: 562
Continental shelf 2: 300
Continental slope 3: 561
Contraception 3: 562-566, 564 (ill.)
Convection 6: 1044
Convention on International Trade in En-

dangered Species 5: 795
Convex lenses 6: 1185
Cooke, William Fothergill 10: 1865
Coordination compounds 3: 544
Copernican system 3: 574
Copper 10: 1919-1921, 1920 (ill.)
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Coral 3: 566-569, 567 (ill.), 568 (ill.)
Coral reefs 2: 301
Core 4: 711
Coriolis effect 2: 219, 10: 2029
Corona 10: 1846
Coronary artery disease 6: 1042
Coronas 2: 225
Correlation 3: 569-571
Corson, D. R. 6: 1035
Corti, Alfonso Giacomo Gaspare

4: 695
Corticosteroids 1: 206
Corundum 6: 1094
Cosmetic plastic surgery 8: 1530
Cosmic Background Explorer (COBE)

2: 276
Cosmic dust 6: 1130
Cosmic microwave background 2: 275,

8: 1637
Cosmic rays 3: 571-573, 573 (ill.)
Cosmology 1: 171, 3: 574-577
Cotton 3: 577-579, 578 (ill.)
Coulomb 3: 579-582
Coulomb, Charles3: 579, 6: 1212
Coulomb’s law 4: 744
Courtois, Bernard 6: 1035
Courtship behaviors 2: 273
Covalent bonding 3: 455
Cowan, Clyde 10: 1833
Coxwell, Henry Tracey 2: 263
Coyotes 2: 385
Craniotomy 8: 1528
Creationism 3: 577
Crick, Francis 3: 473, 4: 786, 5: 973,

980 (ill.), 982, 7: 1389
Cro-Magnon man 6: 1059
Crop rotation 3: 589
Crops 3: 582-590, 583 (ill.), 589 (ill.)
Crude oil 8: 1492
Crust 4: 709
Crustaceans 3: 590-593, 592 (ill.)
Cryobiology 3: 593-595
Cryogenics 3: 595-601, 597 (ill.)
Crystal 3: 601-604, 602 (ill.), 603 (ill.)
Curie, Marie 7: 1450
Current electricity 4: 742
Currents, ocean 3: 604-605
Cybernetics 3: 605-608, 607 (ill.)
Cyclamate 3: 608
Cyclone and anticyclone 3: 608-610,

609 (ill.)

Cyclotron 1: 163, 8: 1479, 1480 (ill.)
Cystic fibrosis 2: 320
Cytokinin 6: 1052
Cytoskeleton 3: 434

D
Da Vinci, Leonardo 2: 291, 4: 691, 10:

2020
Daddy longlegs 1: 171
Dalton, John 2: 226, 229, 2: 232
Dalton’s theory 2: 232
Dam 4: 611-613, 612 (ill.)
Damselfly 1: 184 (ill.)
Danube River 5: 824
Dark matter 4: 613-616, 615 (ill.)
Dark nebulae 6: 1131, 7: 1330
Dart, Raymond 6: 1056
Darwin, Charles 1: 29, 6: 1051, 8:

1510
Dating techniques 4: 616-619, 618

(ill.)
Davy, Humphry 1: 142, chlorine 6:

1032, 1087
DDT (dichlorodiphenyltrichloroethane)

1: 69, 4: 619-622, 620 (ill.)
De Bort, Léon Philippe Teisserenc 2:

263
De Candolle, Augustin Pyrame

8: 1509
De curatorum chirurgia 8: 1528
De Forest, Lee 10: 1961
De materia medica 5: 877
De Soto, Hernando 7: 1299
Dead Sea 1: 196
Death 1: 59-62
Decay 7: 1442
Decimal system 1: 178
Decomposition 2: 392, 9: 1648
Deimos 6: 1229
Dementia 4: 622-624, 623 (ill.)
Democritus 2: 226, 232
Dendrochronology. See Tree-ring

dating
Denitrification 7: 1343
Density 4: 624-626, 625 (ill.)
Dentistry 4: 626-630, 628 (ill.), 629

(ill.)
Depression 4: 630-634, 632 (ill.)
Depth perception 8: 1483 (ill.), 1484
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Dermis 6: 1111
Desalination 7: 1439, 10: 2012
Descartes, René 6: 1184
The Descent of Man 6: 1055
Desert 2: 296, 4: 634-638, 635 (ill.),

636 (ill.)
Detergents, soaps and 9: 1756-1758
Devonian period 8: 1461
Dew point 3: 490
Dexedrine 2: 238
Diabetes mellitus 4: 638-640
Diagnosis 4: 640-644, 643 (ill.)
Dialysis 4: 644-646, 7: 1439
Diamond 2: 396 (ill.), 397
Diencephalon 2: 342
Diesel engine 4: 646-647, 647 (ill.)
Diesel, Rudolf 4: 646, 10: 1835
Differential calculus 2: 372
Diffraction 4: 648-651, 648 (ill.)
Diffraction gratings 4: 650
Diffusion 4: 651-653, 652 (ill.)
Digestion 7: 1255
Digestive system 4: 653-658, 657 (ill.)
Digital audio tape 6: 1211
Digital technology. See Cellular/digital

technology
Dingoes 2: 385, 385 (ill.)
Dinosaurs 4: 658-665, 660 (ill.), 663

(ill.), 664 (ill.)
Diodes 4: 665-666, 6: 1176-1179
Dioscorides 5: 878
Dioxin 4: 667-669
Dirac, Paul 1: 163, 4: 772
Dirac’s hypothesis 1: 163
Direct current (DC) 4: 741
Dirigible 1: 75
Disaccharides 2: 388
Disassociation 7: 1305
Disease 4: 669-675, 670 (ill.), 673

(ill.), 8: 1518
Dissection 10: 1989
Distillation 4: 675-677, 676 (ill.)
DNA 1: 61, 2: 310, 3: 434, 473-474,

5: 972-975, 980 (ill.), 981-984, 7:
1389-1390
forensic science 5: 900
human genome project 6: 1060-

1068
mutation 7: 1314-1316

Döbereiner, Johann Wolfgang 8: 1486
Dogs. See Canines

Dollard, John 10: 1871
Dolly (clone) 3: 486
Dolphins 3: 448, 449 (ill.)
Domagk, Gerhard 1: 156
Domain names (computers) 6: 1127
Dopamine 9: 1720
Doppler effect 4: 677-680, 679 (ill.),

9: 1654
Doppler radar 2: 220 (ill.), 10: 2023
Doppler, Christian Johann 9: 1654
Down syndrome 2: 319
Down, John Langdon Haydon 9: 1713
Drake, Edwin L. 7: 1419
Drebbel, Cornelius 10: 1834
Drew, Richard 1: 39
Drift nets 4: 680-682, 681 (ill.)
Drinker, Philip 8: 1548
Drought 4: 682-684, 683 (ill.)
Dry cell (battery) 2: 269
Dry ice 2: 395
Drying (food preservation) 5: 890
Dubois, Marie-Eugene 6: 1058
Duodenum 4: 655
Dura mater 2: 342
Dust Bowl 4: 682
Dust devils 10: 1902
Dust mites 1: 107, 108 (ill.)
DVD technology 4: 684-686
Dyes and pigments 4: 686-690, 688

(ill.)
Dynamite 5: 845
Dysarthria 9: 1798
Dyslexia 4: 690-691, 690 (ill.)
Dysphonia 9: 1798
Dysprosium 6: 1163

E
E � mc2 7: 1363, 1366, 9: 1662
Ear 4: 693-698, 696 (ill.)
Earth (planet) 4: 698-702, 699 (ill.)
Earth science 4: 707-708
Earth Summit 5: 796
Earth’s interior 4: 708-711, 710 (ill.)
Earthquake 4: 702-707, 705 (ill.), 706

(ill.)
Eating disorders 4: 711-717, 713 (ill.)
Ebola virus 4: 717-720, 719 (ill.)
Echolocation 4: 720-722
Eclipse 4: 723-725, 723 (ill.)
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Ecological pyramid 5: 894 (ill.), 896
Ecological system. See Ecosystem
Ecologists 4: 728
Ecology 4: 725-728
Ecosystem 4: 728-730, 729 (ill.)
Edison, Thomas Alva 6: 1088
EEG (electroencephalogram) 2: 348, 

9: 1746
Eijkman, Christian 10: 1981
Einstein, Albert 4: 691, 7: 1428, 9:

1659 (ill.)
photoelectric effect 6: 1188, 8: 1504
space-time continuum 9: 1777
theory of relativity 9: 1659-1664

Einthoven, William 4: 751
EKG (electrocardiogram) 4: 751-755
El Niño 4: 782-785, 784 (ill.)
Elasticity 4: 730-731
Elbert, Mount 7: 1357
Elbrus, Mount 5: 823
Electric arc 4: 734-737, 735 (ill.)
Electric charge 4: 743
Electric circuits 4: 739, 740 (ill.)
Electric current 4: 731, 734, 737-741,

740 (ill.), 746, 748, 761, 767, 771,
773

Electric fields 4: 743, 759
Electric motor 4: 747-750, 747 (ill.)
Electrical conductivity 4: 731-734, 735
Electrical force 3: 579, 581-582, 4: 744
Electrical resistance 4: 732, 738, 746
Electricity 4: 741-747, 745 (ill.)
Electrocardiogram 4: 751-755, 753

(ill.), 754 (ill.)
Electrochemical cells 3: 416, 436-439
Electrodialysis 4: 646
Electroluminescence 6: 1198
Electrolysis 4: 755-758
Electrolyte 4: 755
Electrolytic cell 3: 438
Electromagnet 6: 1215
Electromagnetic field 4: 758-760
Electromagnetic induction 4: 760-

763, 762 (ill.)
Electromagnetic radiation 8: 1619
Electromagnetic spectrum 4: 763-

765, 4: 768, 6: 1100, 1185, 8: 1633,
9: 1795

Electromagnetic waves 7: 1268
Electromagnetism 4: 766-768, 766

(ill.)

Electron 4: 768-773
Electron gun 3: 417
Electronegativity 3: 455
Electronics 4: 773-774, 773 (ill.)
Electrons 4: 768-773, 10: 1832, 1833
Electroplating 4: 758
Element, chemical 4: 774-781, 778

(ill.)
Elementary algebra 1: 98
Elements 4: 775, 777, 8: 1490, 10:

1913
Embryo and embryonic development

4: 785-791, 788 (ill.)
Embryology 4: 786
Embryonic transfer 4: 790-791
Emphysema 9: 1681
Encke division 9: 1711
Encke, Johann 9: 1711
Endangered species 5: 793-796, 795

(ill.)
Endangered Species Act 5: 795
Endocrine system 5: 796-801, 799

(ill.)
Endoplasmic reticulum 3: 433
Energy 5: 801-805
Energy and mass 9: 1662
Energy conservation 1: 117
Energy, alternative sources of 1: 111-

118, 6: 1069
Engels, Friedrich 6: 1097
Engineering 5: 805-807, 806 (ill.)
Engines 2: 246, 6: 1117, 1143, 9:

1817, 10: 1835
English units of measurement. See

British system of measurement
ENIAC 3: 551
Entropy 10: 1886
Environment

air pollution 8: 1552, 1553
effect of aerosols on 1: 47,48
effect of carbon dioxide on 8: 1554
effect of use of fossil fuels on 2:

285, 7: 1454
impact of aquaculture on 1: 168
industrial chemicals 8: 1557
ozone depletion 8: 1555
poisons and toxins 8: 1546
tropical deforestation 9: 1744
water pollution 8: 1556

Environmental ethics 5: 807-811, 809
(ill.), 810 (ill.)
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Enzyme 5: 812-815, 812 (ill.), 814
(ill.)

Eosinophils 2: 329
Epidemics 4: 671
Epidermis 2: 362, 6: 1110
Epilepsy 2: 347-349
Equation, chemical 5: 815-817
Equilibrium, chemical 5: 817-820
Equinox 9: 1728
Erasistratus 1: 138
Erbium 6: 1163
Erosion 3: 498, 5: 820-823, 821 (ill.),

9: 1762
Erythroblastosis fetalis 9: 1685
Erythrocytes 2: 327
Escherichia coli 2: 258
Esophagitis 4: 656
Estrogen 5: 801, 8: 1599, 1600
Estuaries 2: 300
Ethanol 1: 89-91
Ether 1: 142, 143
Ethics 3: 489, 5: 807-811
Ethylene glycol 1: 91
Euglenoids 1: 92
Euglenophyta 1: 92
Eukaryotes 3: 429, 432-435
Europa 6: 1148, 1149
Europe 5: 823-828, 825 (ill.), 827 (ill.)
Europium 6: 1163
Eutrophication 1: 96, 5: 828-831, 830

(ill.)
Evans, Oliver 7: 1237, 9: 1820
Evaporation 5: 831-832
Everest, Mount 1: 194
Evergreen broadleaf forests 5: 909
Evergreen tropical rain forest 2: 298
Evolution 1: 26, 51, 5: 832-839
Excretory system 5: 839-842
Exhaust system 2: 247
Exoplanets. See Extrasolar planets
Exosphere 2: 214
Expansion, thermal 5: 842-843, 10:

1883-1884
Expert systems 1: 188
Explosives 5: 843-847
Extrasolar planets 5: 847-848, 846

(ill.)
Extreme Ultraviolet Explorer 6: 1123
Exxon Valdez 7: 1424, 1425 (ill.)
Eye 5: 848-853, 851 (ill.)
Eye surgery 8: 1615-1618

F
Fahrenheit temperature scale 10: 1882
Fahrenheit, Gabriel Daniel 10: 1882
Far East 1: 199
Faraday, Michael 4: 761, 767, 6: 1212
Farming. See Agriculture
Farnsworth, Philo 10: 1875
Farsightedness 5: 851
Father of

acoustics 1: 17
American psychiatry 9: 1713
genetics 5: 982
heavier-than-air craft 1: 77
lunar topography 7: 1296
medicine 2: 348
modern chemistry 3: 465
modern dentistry 4: 627
modern evolutionary theory 5: 833
modern plastic surgery 8: 1529
rigid airships 1: 75
thermochemistry 3: 525

Fats 6: 1191
Fauchard, Pierre 4: 627
Fault 5: 855, 856 (ill.)
Fault lines 5: 987
Fear, abnormal or irrational. See

Phobias
Feldspar 6: 1094
Felines 5: 855-864, 861, 862 (ill.)
Fermat, Pierre de 7: 1393, 8: 1576
Fermat’s last theorem 7: 1393
Fermentation 5: 864-867, 10: 2043
Fermi, Enrico 7: 1365
Ferrell, William 2: 218
Fertilization 5: 867-870, 868 (ill.)
Fertilizers 1: 66
Fetal alcohol syndrome 1: 87
Fiber optics 5: 870-872, 871 (ill.)
Fillings (dental) 4: 628
Filovirus 4: 717
Filtration 5: 872-875
Fingerprinting 5: 900
Fire algae 1: 94
First law of motion 6: 1170
First law of planetary motion 7: 1426
First law of thermodynamics 10: 1885
Fish 5: 875-878, 876 (ill.)
Fish farming 1: 166
Fishes, age of 8: 1461
FitzGerald, George Francis 9: 1660
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Flash lock 6: 1193
Fleas 8: 1474, 1474 (ill.)
Fleischmann, Martin 7: 1371
Fleming, Alexander 1: 156
Fleming, John Ambrose 10: 1961
Florey, Howard 1: 157
Flower 5: 878-862, 881 (ill.)
Flu. See Influenza
Fluid dynamics 5: 882-886
Flukes 8: 1473
Fluorescence 6: 1197
Fluorescent light 5: 886-888, 888 (ill.)
Fluoridation 5: 889-890
Fluoride 5: 889
Fluorine 6: 1031-1032
Fluorspar 6: 1095
Fly shuttle 6: 1097
Fold lines 5: 987
Food irradiation 5: 893
Food preservation 5: 890-894
Food pyramid 7: 1402, 1402 (ill.)
Food web and food chain 5: 894-898,

896 (ill.)
Ford, Henry 2: 249 (ill.), 7: 1237-1238
Forensic science 5: 898-901, 899 (ill.),

6: 1067
Forestry 5: 901-907, 905 (ill.), 906

(ill.)
Forests 2: 294-295, 5: 907-914, 909

(ill.), 910 (ill.), 913 (ill.)
Formula, chemical 5: 914-917
FORTRAN 3: 551
Fossil and fossilization 5: 917-921,

919 (ill.), 920 (ill.), 6: 1055, 7: 1326
(ill.), 8: 1458

Fossil fuels 1: 112, 2: 284, 392, 7:
1319

Fossils, study of. See Paleontology
Foxes 2: 384
Fractals 5: 921-923, 922 (ill.)
Fractions, common 5: 923-924
Fracture zones 7: 1410
Francium 1: 102
Free radicals 1: 61
Freezing point 3: 490
Frequency 4: 763, 5: 925-926
Frequency modulation 8: 1628
Freshwater biomes 2: 298
Freud, Sigmund 8: 1593, 1594
Friction 5: 926-927
Frisch, Otto 7: 1362

Fronts 1: 80-82
Fry, Arthur 1: 39
Fujita Tornado Scale 10: 1902
Fujita, T. Theodore 10: 1902
Fuller, R. Buckminster 2: 398
Fulton, Robert 10: 1835
Functions (mathematics) 5: 927-930,

8: 1485
Functional groups 7: 1430
Fungi 5: 930-934, 932 (ill.)
Fungicides 1: 67
Funk, Casimir 10: 1982
Fyodorov, Svyatoslav N. 8: 1617

G
Gabor, Dennis 6: 1049
Gadolinium 6: 1163
Gagarin, Yury 9: 1778
Gaia hypothesis 5: 935-940
Galactic clusters 9: 1808
Galaxies, active 5: 944
Galaxies 5: 941-945, 941 (ill.), 943

(ill.), 9: 1806-1808
Galen, Claudius 1: 139
Galileo Galilei 1: 4, 5: 1012, 6: 1149,

1170, 1184, 7: 1296, 10: 1869
Galileo probe 6: 1149
Gall bladder 3: 469, 4: 653, 655
Galle, Johann 7: 1330
Gallium 1: 126
Gallo, Robert 10: 1978
Gallstones 3: 469
Galvani, Luigi 2: 304, 4: 751
Gambling 1: 36
Game theory 5: 945-949
Gamma rays 4: 765, 5: 949-951, 8:

1632
Gamma-ray burst 5: 952-955, 952

(ill.), 954 (ill.)
Ganges Plain 1: 197
Ganymede 6: 1148, 1149
Garbage. See Waste management
Gardening. See Horticulture
Gas, natural 7: 1319-1321
Gases, electrical conductivity in 4: 735
Gases, liquefaction of 5: 955-958
Gases, properties of 5: 959-962, 959

(ill.)
Gasohol 1: 91

x l v i U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Index

Page links created automatically - disregard ones formed not from page numbers



Gastropoda 7: 1288
Gauss, Carl Friedrich 6: 1212
Gay-Lussac, Joseph Louis 2: 262
Gay-Lussac’s law 5: 962
Geiger counter 8: 1625
Gell-Mann, Murray 10: 1829
Generators 5: 962-966, 964 (ill.)
Genes 7: 1248
Genes, mapping. See Human Genome

Project
Genetic disorders 5: 966-973, 968

(ill.), 968 (ill.)
Genetic engineering 2: 310, 5: 973-

980, 976 (ill.), 979 (ill.)
Genetic fingerprinting 5: 900
Genetics 5: 980-986, 983 (ill.)
Geneva Protocol 2: 289
Genital herpes 9: 1735
Genital warts 9: 1735, 1737
Geocentric theory 3: 574
Geologic map 5: 986-989, 988 (ill.)
Geologic time 5: 990-993
Geologic time scale 5: 988
Geology 5: 993-994, 944 (ill.)
Geometry 5: 995-999
Geothermal energy 1: 116
Gerbert of Aurillac 7: 1396
Geriatrics 5: 999
Germ warfare. See Biological warfare
Germanium 2: 401
Gerontology 5: 999
Gestalt psychology 8: 1595
Gibberellin 6: 1051
Gilbert, William 6: 1212
Gillies, Harold Delf 8: 1529
Gills 5: 877
Glacier 5: 1000-1003, 1002 (ill.)
Glaisher, James 2: 263
Glass 5: 1004-1006, 1004 (ill.)
Glenn, John 9: 1779
Gliders 1: 77
Global Biodiversity Strategy 2: 283
Global climate 5: 1006-1009
Globular clusters 9: 1802, 1808
Glucose 2: 388
Gluons 10: 1831
Glutamate 9: 1720
Glycerol 1: 91
Glycogen 2: 389
Gobi Desert 1: 199
Goddard, Robert H. 9: 1695 (ill.)

Goiter 6: 1220
Gold 8: 1566-1569
Goldberger, Joseph 6: 1219
Golden-brown algae 1: 93
Golgi body 3: 433
Gondwanaland 1: 149
Gonorrhea 9: 1735, 1736
Gorillas 8: 1572
Gould, Stephen Jay 1: 32
Graphs and graphing 5: 1009-1011
Grasslands 2: 296
Gravitons 10: 1831
Gravity and gravitation 5: 1012-

1016, 1014 (ill.)
Gray, Elisha 10: 1867
Great Barrier Reef 2: 240
Great Dividing Range 2: 240
Great Lakes 6: 1159
Great Plains 4: 682, 7: 1356
Great Red Spot (Jupiter) 6: 1149, 1150

(ill.)
Great Rift Valley 1: 49, 51
Great White Spot (Saturn) 9: 1709
Green algae 1: 94
Green flashes 2: 224
Greenhouse effect 2: 285, 393, 5:

1003, 1016-1022, 1020 (ill.). 8: 1554,
10: 1965

Gregorian calendar 2: 373, 375
Grissom, Virgil 9: 1779
Growth hormone 5: 797
Growth rings (trees) 4: 619
Guiana Highlands 9: 1772
Guided imagery 1: 119
Gum disease 4: 630
Guth, Alan 2: 276
Gymnophions 1: 137
Gymnosperms 9: 1729
Gynecology 5: 1022-1024, 1022 (ill.)
Gyroscope 5: 1024-1025, 1024 (ill.)

H
H.M.S. Challenger 7: 1413
Haber process 7: 1346
Haber, Fritz 7: 1346
Hadley, George 2: 218
Hahn, Otto 7: 1361
Hale, Alan 3: 529
Hale-Bopp comet 3: 529
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Hales, Stephen 2: 337
Half-life 6: 1027
Halite 6: 1096
Hall, Charles M. 1: 124, 4: 757
Hall, Chester Moore 10: 1871
Hall, John 7: 1237
Halley, Edmond 7: 1262, 10: 2020
Halley’s comet 3: 528
Hallucinogens 6: 1027-1030
Haloes 2: 224
Halogens 6: 1030-1036
Hand tools 6: 1036-1037, 1036 (ill.)
Hard water 9: 1757
Hargreaves, James 6: 1098
Harmonices mundi 3: 425
Harmonics 5: 925
Hart, William Aaron 7: 1320
Harvestmen (spider) 1: 171, 170 (ill.)
Harvey, William 1: 139, 2: 292
Hazardous waste 10: 2006-2007, 2006

(ill.)
HDTV 10: 1879
Heart 6: 1037-1043, 1041 (ill.), 1042

(ill.)
Heart attack 6: 1043
Heart diseases 3: 470, 6: 1040
Heart transplants 10: 1926
Heart, measure of electrical activity.

See Electrocardiogram
Heartburn 4: 656
Heat 6: 1043-1046
Heat transfer 6: 1044
Heat, measurement of. See Calorie
Heisenberg, Werner 8: 1609
Heliocentric theory 3: 574
Helium 7: 1349
Helminths 8: 1471 (ill.)
Hemiptera 6: 1105
Hemodialysis 5: 841
Henbury Craters 2: 240
Henry, Joseph 4: 761, 10: 1865
Herbal medicine 1: 120
Herbicides 1: 54-59
Herculaneum 5: 828
Heredity 7: 1246
Hermaphroditism 9: 1667
Heroin 1: 32, 34
Herophilus 1: 138
Héroult, Paul 1: 124
Herpes 9: 1737
Herschel, John 2: 277

Herschel, William 2: 277, 10: 1871,
1952

Hertz, Heinrich 6: 1188, 8: 1502, 1626
Hess, Henri 3: 525
Hevelius, Johannes 7: 1296
Hewish, Antony 7: 1340
Hibernation 6: 1046-1048, 1047 (ill.)
Himalayan Mountains 1: 194, 197, 7:

1301
Hindbrain 2: 340
Hindenburg 1: 76
Hindu-Arabic number system 1: 178,

7: 1396, 10: 2047
Hippocrates 2: 348
Histamine 6: 1085
Histology 1: 141
Historical concepts 6: 1186
HIV (human immunodeficiency virus)

1: 70, 72 (ill.), 8: 1583
Hodgkin’s lymphoma 6: 1201
Hoffmann, Felix 1: 6
Hofstadter, Robert 7: 1339
Hogg, Helen Sawyer 10: 1964
Holistic medicine 1: 120
Holland, John 10: 1835
Hollerith, Herman 3: 549
Holmium 6: 1163
Holograms and holography 6: 1048-

1050, 1049 (ill.)
Homeopathy 1: 120
Homeostasis 8: 1516, 1517
Homo erectus 6: 1058
Homo ergaster 6: 1058
Homo habilis 6: 1058
Homo sapiens 6: 1055, 1058-1059
Homo sapiens sapiens 6: 1059
Hooke, Robert 1: 140, 4: 731
Hooke’s law 4: 731
Hopewell mounds 7: 1301
Hopkins, Frederick G. 10: 1982
Hopper, Grace 3: 551
Hormones 6: 1050-1053
Horticulture 6: 1053-1054, 1053 (ill.)
HTTP 6: 1128
Hubble Space Telescope 9: 1808, 10:

1873, 1872 (ill.)
Hubble, Edwin 2: 275, 7: 1328, 9:

1655, 1810
Human evolution 6: 1054-1060, 1057

(ill.), 1059 (ill.)
Human Genome Project 6: 1060-
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1068, 1062 (ill.), 1065 (ill.), 1066
(ill.)

Human-dominated biomes 2: 302
Humanistic psychology 8: 1596
Humason, Milton 9: 1655
Hurricanes 3: 610
Hutton, James 10: 1947
Huygens, Christiaan 6: 1187, 9: 1711
Hybridization 2: 310
Hydrocarbons 7: 1430-1431
Hydrogen 6: 1068-1071, 1068 (ill.)
Hydrologic cycle 6: 1071-1075, 1072

(ill.), 1073 (ill.)
Hydropower 1: 113
Hydrosphere 2: 305
Hydrothermal vents 7: 1418, 1417 

(ill.)
Hygrometer 10: 2020
Hypertension 3: 484
Hypertext 6: 1128
Hypnotherapy 1: 119
Hypotenuse 10: 1932
Hypothalamus 2: 342, 343
Hypothesis 9: 1723

I
Icarus 1: 74
Ice ages 6: 1075-1078, 1077 (ill.)
Icebergs 6: 1078-1081, 1080 (ill.),

1081 (ill.)
Idiot savants. See Savants
IgE 1: 109
Igneous rock 9: 1702
Ileum 4: 656
Imaginary numbers 6: 1081-1082
Immune system 1: 108, 6: 1082-

1087
Immunization 1: 161, 10: 1060-1960
Immunoglobulins 1: 159
Imprinting 2: 272
In vitro fertilization 4: 791
Incandescent light 6: 1087-1090, 1089

(ill.)
Inclined plane 6: 1207
Indian peninsula 1: 197
Indicator species 6: 1090-1092, 1091

(ill.)
Indium 1: 126
Induction 4: 760

Industrial minerals 6: 1092-1097
Industrial Revolution 1: 28, 3: 523,

6: 1193, 1097-1100, 7: 1236, 9: 1817
automation 2: 242
effect on agriculture 1: 63
food preservation 5: 892

Infantile paralysis. See Poliomyelitis
Infants, sudden death. See Sudden in-

fant death syndrome (SIDS)
Inflationary theory 2: 275, 276
Influenza 4: 672, 6: 1084, 10: 1978,

1979-1981
Infrared Astronomical Satellite 9:

1808
Infrared astronomy 6: 1100-1103,

1102 (ill.)
Infrared telescopes 6: 1101
Ingestion 4: 653
Inheritance, laws of. See Mendelian

laws of inheritance
Insecticides 1: 67
Insects 6: 1103-1106, 1104 (ill.)
Insomnia 9: 1747
Insulin 3: 474, 4: 638
Integers 1: 180
Integral calculus 2: 372
Integrated circuits 6: 1106-1109,

1108 (ill.), 1109 (ill.)
Integumentary system 6: 1109-1112,

1111 (ill.)
Interference 6: 1112-1114, 1113 (ill.)
Interferometer 6: 1115 (ill.), 1116
Interferometry 10: 1874, 6: 1114-

1116, 1115 (ill.), 1116 (ill.)
Interferon 6: 1084
Internal-combustion engines 6: 1117-

1119, 1118 (ill.)
International Space Station 9: 1788
International System of Units 2: 376
International Ultraviolet Explorer

10: 1946, 6: 1120-1123, 1122 (ill.)
Internet 6: 1123-1130, 1127 (ill.)
Interstellar matter 6: 1130-1133,

1132 (ill.)
Invertebrates 6: 1133-1134, 1134 (ill.)
Invertebrates, age of 8: 1461
Io 6: 1148, 1149
Iodine 6: 1035
Ionic bonding 3: 455
Ionization 6: 1135-1137
Ionization energy 6: 1135
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Ions 4: 733
Iron 10: 1915-1918
Iron lung 8: 1548 (ill.)
Iron manufacture 6: 1098
Irrational numbers 1: 180, 181
Isaacs, Alick 6: 1084
Islands 3: 500, 6: 1137-1141, 1139

(ill.)
Isotopes 6: 1141-1142, 7: 1241
IUE. See International Ultraviolet

Explorer

J
Jackals 2: 385
Jacquet-Droz, Henri 9: 1691
Jacquet-Droz, Pierre 9: 1691
James, William 8: 1594
Jansky, Karl 8: 1635
Java man 6: 1058
Jefferson, Thomas 7: 1300
Jejunum 4: 655
Jenner, Edward 1: 161, 10: 1957
Jet engines 6: 1143-1146, 1143 (ill.),

1145 (ill.)
Jet streams 2: 221, 4: 783, 7: 1293
Jones, John 8: 1529
Joule 6: 1045
Joule, James 10: 1885
Joule-Thomson effect 3: 597
Jupiter (planet) 6: 1146-1151, 1147

(ill.), 1150 (ill.)

K
Kangaroos and wallabies 6: 1153-

1157, 1155 (ill.)
Kant, Immanuel 9: 1765
Kay, John 6: 1097
Kelvin scale 10: 1882
Kelvin, Lord. See Thomson, William
Kenyanthropus platyops 6: 1056
Kepler, Johannes 3: 425, 574, 7: 1426
Keratin 6: 1110
Kettlewell, Henry Bernard David 1: 28
Kidney dialysis 4: 645
Kidney stones 5: 841
Kilimanjaro, Mount 5: 1000
Kinetic theory of matter 7: 1243

King, Charles G. 6: 1219
Klein bottle 10: 1899
Knowing. See Cognition
Klein, Felix 10: 1899
Koch, Robert 2: 292
Köhler, Wolfgang 8: 1595
Kraepelin, Emil 9: 1718
Krakatoa 10: 1998
Krypton 7: 1349, 1352
Kuiper Disk 3: 530
Kuiper, Gerald 3: 530, 7: 1333
Kwashiorkor 6: 1218, 7: 1403

L
La Niña 4: 782
Lacrimal gland 5: 852
Lactose 2: 388
Lager 2: 354
Lake Baikal 1: 198
Lake Huron 6: 1162 (ill.)
Lake Ladoga 5: 824
Lake Michigan 7: 1354 (ill.)
Lake Superior 6: 1159
Lake Titicaca 6: 1159
Lakes 6: 1159-1163, 1161 (ill.), 1162

(ill.)
Lamarck, Jean-Baptiste 1: 28
Lambert Glacier 1: 149
Laminar flow 1: 40
Landfills 10: 2007, 2008 (ill.)
Language 3: 515
Lanthanides 6: 1163-1166
Lanthanum 6: 1163
Laplace, Pierre-Simon 2: 323, 9: 1765
Large intestine 4: 656
Laryngitis 9: 1681
Laser eye surgery 8: 1617
Lasers 6: 1166-1168, 1168 (ill.)
LASIK surgery 8: 1617
Laurentian Plateau 7: 1355
Lava 10: 1995
Lavoisier, Antoine Laurent 3: 465, 524,

6: 1069, 7: 1444
Law of conservation of energy 3: 555,

10: 1885
Law of conservation of mass/matter 3:

554, 5: 816
Law of conservation of momentum 7:

1290
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Law of dominance 7: 1249
Law of electrical force 3: 579
Law of independent assortment 7: 1249
Law of planetary motion 3: 425
Law of segregation 7: 1249
Law of universal gravitation 3: 426, 7:

1427
Lawrence, Ernest Orlando 8: 1479
Laws of motion 3: 426, 6: 1169-1171,

7: 1235, 1426
Le Verrier, Urbain 7: 1330
Lead 2: 402-403
Leakey, Louis S. B. 6: 1058
Learning disorders 4: 690
Leaf 6: 1172-1176, 1172 (ill.), 1174

(ill.)
Leavitt, Henrietta Swan 10: 1964
Leclanché, Georges 2: 269
LED (light-emitting diode) 6: 1176-

1179, 1177 (ill.), 1178 (ill.)
Leeuwenhoek, Anton van 2: 253, 6:

1184, 8: 1469
Legionella pneumophilia 6: 1181, 1182
Legionnaire’s disease 6: 1179-1184,

1182 (ill.)
Leibniz, Gottfried Wilhelm 2: 371,

372, 7: 1242
Lemaître, Georges-Henri 3: 576
Lemurs 8: 1572
Lenoir, Jean-Joseph Éttien 6: 1119
Lenses 6: 1184-1185, 1184 (ill.)
Lentic biome 2: 298
Leonid meteors 7: 1263
Leonov, Alexei 9: 1779
Leopards 5: 860
Leptons 10: 1830
Leucippus 2: 226
Leukemia 2: 380
Leukocytes 2: 328
Lever 6: 1205, 1206 (ill.)
Levy, David 6: 1151
Lewis, Gilbert Newton 1: 15
Liber de Ludo Aleae 8: 1576
Lice 8: 1474
Life, origin of 4: 702
Light 6: 1087-1090, 1185-1190
Light, speed of 6: 1190
Light-year 6: 1190-1191
Lightning 10: 1889, 1889 (ill.)
Limbic system 2: 345
Liming agents 1: 66

Lind, James 6: 1218, 10: 1981
Lindenmann, Jean 6: 1084
Linear acceleration 1: 4
Linear accelerators 8: 1477
Linnaeus, Carolus 2: 292, 337
Lions 5: 860
Lipids 6: 1191-1192, 7: 1400
Lippershey, Hans 10: 1869
Liquid crystals 7: 1244-1245
Liquor. See Alcohol (liquor)
Lister, Joseph 1: 165
Lithium 1: 100
Lithosphere 8: 1535, 1536
Litmus test 8: 1496
Locks (water) 6: 1192-1195, 1193 (ill.)
Logarithms 6: 1195
Long, Crawford W. 1: 143
Longisquama insignis 2: 312
Longitudinal wave 10: 2015
Lord Kelvin. See Thomson, William
Lorises 8: 1572
Lotic 2: 299
Lotic biome 2: 299
Lowell, Percival 8: 1539
Lowry, Thomas 1: 15
LSD 6: 1029
Lucy (fossil) 6: 1056, 1057 (ill.)
Luminescence 6: 1196-1198, 1196

(ill.)
Luna 7: 1296
Lunar eclipses 4: 725
Lunar Prospector 7: 1297
Lung cancer 9: 1682
Lungs 9: 1679
Lunisolar calendar 2: 374
Lutetium 6: 1163
Lymph 6: 1199
Lymph nodes 6: 1200
Lymphatic system 6: 1198-1202
Lymphocytes 2: 329, 6: 1085, 1200

(ill.)
Lymphoma 2: 380, 6: 1201
Lysergic acid diethylamide. See LSD

M
Mach number 5: 883
Mach, L. 6: 1116
Machines, simple 6: 1203-1209, 1206

(ill.), 1208 (ill.)
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Mackenzie, K. R. 6: 1035
Magellan 10: 1966
Magma 10: 1995
Magnesium 1: 103
Magnetic fields 4: 759
Magnetic fields, stellar. See Stellar

magnetic fields
Magnetic recording/audiocassette 6:

1209-1212, 1209 (ill.), 1211 (ill.)
Magnetic resonance imaging 2: 304
Magnetism 6: 1212-1215, 1214 (ill.)
Malnutrition 6: 1216-1222, 1221 (ill.)
Malpighi, Marcello 1: 139
Mammals 6: 1222-1224, 1223 (ill.)
Mammals, age of 8: 1462
Mangrove forests 5: 909
Manhattan Project 7: 1365, 1380
Manic-depressive illness 4: 631
Mantle 4: 710
Manufacturing. See Mass production
MAP (Microwave Anisotroy Probe) 2:

276
Maps and mapmaking. See Cartogra-

phy
Marasmus 6: 1218
Marconi, Guglielmo 8: 1626
Marie-Davy, Edme Hippolyte 10: 2021
Marijuana 6: 1224-1227, 1226 (ill.),

1227 (ill.)
Marine biomes 2: 299
Mariner 10 7: 1250
Mars (planet) 6: 1228-1234, 1228

(ill.), 1231 (ill.), 1232 (ill.)
Mars Global Surveyor 6: 1230
Mars Pathfinder 6: 1232
Marshes 10: 2025
Maslow, Abraham 8: 1596
Mass 7: 1235-1236
Mass production 7: 1236-1239,

1238 (ill.)
Mass spectrometry 7: 1239-1241,

1240 (ill.), 8: 1604
Mastigophora 8: 1592
Mathematics 7: 1241-1242

imaginary numbers 6: 1081
logarithms 6: 1195
multiplication 7: 1307
number theory 7: 1393
probability theory 8: 1575
proofs 8: 1578
statistics 9: 1810

symbolic logic 10: 1859
topology 10: 1897-1899
trigonometry 10: 1931-1933
zero 10: 2047

Matter, states of 7: 1243-1246, 1243
(ill.)

Maxwell, James Clerk 4: 760, 767, 6:
1213, 8: 1626

Maxwell’s equations 4: 760
McKay, Frederick 5: 889
McKinley, Mount 7: 1302
McMillan, Edwin 1: 24
Measurement. See Units and stan-

dards
Mechanoreceptors 8: 1484
Meditation 1: 119
Medulla oblongata 2: 340
Meiosis 9: 1666
Meissner effect 10: 1851 (ill.)
Meitner, Lise 7: 1362
Mekong River 1: 200
Melanin 6: 1110
Melanomas 2: 380
Memory 2: 344, 3: 515
Mendel, Gregor 2: 337, 4: 786, 7:

1247
Mendeleev, Dmitry 4: 777, 8: 1487
Mendelian laws of inheritance 7:

1246-1250, 1248 (ill.)
Meninges 2: 342
Menopause 1: 59, 2: 410, 5: 800, 1020
Menstruation 1: 59, 5: 800, 1020, 8:

1599
Mental illness, study and treatment of.

See Psychiatry
Mercalli scale 4: 704
Mercalli, Guiseppe 4: 704
Mercury 10: 1921-1923, 1922 (ill.)
Mercury (planet) 7: 1250-1255, 1251

(ill.), 1252 (ill.)
Mercury barometers 2: 265
Méré, Chevalier de 8: 1576
Mescaline 6: 1029
Mesosphere 2: 213
Mesozoic era 5: 990, 8: 1462
Metabolic disorders 7: 1254-1255,

1254 (ill.), 1257
Metabolism 7: 1255-1259
Metalloids 7: 1348
Metamorphic rocks 9: 1705
Metamorphosis 7: 1259-1261
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Meteorograph 2: 215
Meteors and meteorites 7: 1262-1264
Methanol 1: 89
Metric system 7: 1265-1268, 10: 1949
Mettauer, John Peter 8: 1529
Meyer, Julius Lothar 4: 777, 8: 1487
Michell, John 2: 323
Michelson, Albert A. 6: 1114, 6: 1187
Microwave Anisotropy Probe (MAP)

2: 276
Microwave communication 7: 1268-

1271, 1270 (ill.)
Microwaves 4: 765
Mid-Atlantic Ridge 7: 1303, 1409
Midbrain 2: 340
Middle East 1: 196
Mifepristone 3: 565
Migraine 2: 349, 350
Migration (animals) 7: 1271-1273,

1272 (ill.)
Millennium 2: 375
Millikan, Robert Andrew 4: 771
Minerals 6: 1092-1097, 7: 1401, 1273-

1278, 1276 (ill.), 1277 (ill.)
Mining 7: 1278-1282, 1281 (ill.)
Mir 9: 1781
Mirages 2: 222
Miranda 10: 1954
Misch metal 6: 1165
Missiles. See Rockets and missiles
Mission 9: 1787
Mississippi River 7: 1355
Mississippian earthern mounds 7: 1301
Missouri River 7: 1355
Mitchell, Mount 7: 1356
Mites 1: 170
Mitochondira 3: 436
Mitosis 1: 133, 9: 1665
Mobile telephones 3: 441
Möbius strip 10: 1899
Möbius, Augustus Ferdinand 10: 1899
Model T (automobile) 7: 1237, 1238
Modulation 8: 1627
Moho 4: 709
Mohorovi�iá discontinuity 4: 709
Mohorovi�iá, Andrija 4: 709
Mohs scale 1: 3
Mohs, Friedrich 1: 3
Mole (measurement) 7: 1282-1283
Molecular biology 7: 1283-1285
Molecules 7: 1285-1288, 1286 (ill.)

Mollusks 7: 1288-1290, 1289 (ill.)
Momentum 7: 1290-1291
Monkeys 8: 1572
Monoclonal antibodies 1: 162, 2: 311
Monocytes 2: 329
Monoplacophora 7: 1289
Monosaccharides 2: 388
Monotremes 6: 1224
Monsoons 7: 1291-1294
Mont Blanc 5: 827
Montgolfier, Jacques 2: 262
Montgolfier, Joseph 2: 262
Moon 7: 1294-1298, 1295 (ill.), 1297

(ill.)
affect on tides 10: 1890
Apollo 11 9: 1779

Morley, Edward D. 6: 1187
Morphine 1: 32, 33
Morse code 10: 1866
Morse, Samuel F. B. 10: 1865
Morton, William 1: 143
Mosquitoes 6: 1106, 8: 1473
Motion, planetary, laws of 7: 1426
Motors, electric. See Electric motors
Mounds, earthen 7: 1298-1301, 1299

(ill.)
Mount Ararat 1: 197
Mount Cameroon 1: 51
Mount Elbert 7: 1357
Mount Elbrus 5: 823
Mount Everest 1: 194
Mount Kilimanjaro 1: 53 (ill.), 5: 1003,

7: 1303
Mount McKinley 7: 1302, 1354
Mount Mitchell 7: 1356
Mount Robson 7: 1357
Mount St. Helens 10: 1996, 1998

(ill.)
Mountains 7: 1301-1305, 1304 (ill.)
Movable bridges 2: 358
mRNA 7: 1285
Müller, Karl Alex 10: 1851
Multiple personality disorder 7:

1305-1307
Multiplication 7: 1307-1309
Muscular dystrophy 7: 1313, 1337
Muscular system 7: 1309-1313, 1311

(ill.), 1312 (ill.), 1313 (ill.)
Mushrooms 6: 1028
Mutation 7: 1314-1317, 1316 (ill.)
Mysophobia 8: 1497
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N
Napier, John 6: 1195
Narcolepsy 9: 1748
Narcotics 1: 32
Natural gas 7: 1319-1321
Natural language processing 1: 189
Natural numbers 1: 180, 7: 1321-1322
Natural selection 1: 29-30, 2: 292, 5:

834, 837-839
Natural theology 1: 27
Naturopathy 1: 122
Nautical archaeology 7: 1323-1327,

1325 (ill.), 1326 (ill.)
Nautilus 10: 1835
Navigation (animals) 7: 1273
Neanderthal man 6: 1059
Neap tides 10: 1892
NEAR Shoemaker 1: 203-204, 9: 1787
Nearsightedness 5: 851
Nebula 7: 1327-1330, 1329 (ill.)
Nebular hypothesis 9: 1765
Negative reinforcement. See Reinforce-

ment, positive and negative
Nematodes 8: 1471
Neodymium 6: 1163
Neolithic Age 1: 62
Neon 7: 1349, 1352
Neptune (planet) 7: 1330-1333, 1331

(ill.)
Nereid 7: 1333
Nerve nets 7: 1333
Nervous system 7: 1333-1337, 1335

(ill.)
Neurons 7: 1333 (ill.)
Neurotransmitters 1: 128, 2: 350, 4:

631, 7: 1311, 9: 1720
Neutralization 1: 15
Neutrinos 10: 1832, 1833
Neutron 2: 235, 7: 1337-1339, 10:

1830, 1832
Neutron stars 7: 1339-1341, 1341

(ill.)
Neutrophils 2: 329
Newcomen, Thomas 9: 1818
Newton, Isaac 1: 4, 5: 1012, 6: 1184,

7: 1242
calculus 2: 372
corpsucular theory of light 6: 1187
laws of motion 6: 1169-1171, 7:

1427

reflector telescope 10: 1871
Ngorongoro Crater 1: 52
Niacin. See Vitamin B3
Nicotine 1: 34, 3: 478
Night blindness 6: 1220
Nile River 9: 1686
Nipkow, Paul 10: 1875
Nitrification 7: 1343, 1344
Nitrogen 7: 1344, 1345 (ill.)
Nitrogen cycle 7: 1342-1344, 1342

(ill.)
Nitrogen family 7: 1344-1349, 1345

(ill.)
Nitrogen fixation 7: 1342
Nitroglycerin 5: 844
Nitrous oxide 1: 142
Nobel, Alfred 5: 845
Noble gases 7: 1349-1352, 1350 (ill.)
Non-Hodgkin’s lymphoma 6: 1201
Nondestructive testing 10: 2037
North America 7: 1352-1358, 1353

(ill.), 1354 (ill.), 1357 (ill.)
Novas 7: 1359-1360, 1359 (ill.)
NSFNET 6: 1127
Nuclear fission 7: 1361-1366, 1365

(ill.), 1381
Nuclear fusion 7: 1366-1371, 1370

(ill.)
Nuclear medicine 7: 1372-1374
Nuclear Non-Proliferation Treaty 7:

1387
Nuclear power 1: 113, 7: 1374-1381,

1376 (ill.), 1379 (ill.), 10: 1836
Nuclear power plant 7: 1374, 1379

(ill.)
Nuclear reactor 7: 1365
Nuclear waste management 7: 1379
Nuclear weapons 7: 1381-1387
Nucleic acids 7: 1387-1392, 1391 (ill.),

1392 (ill.)
Nucleotides 3: 473, 7: 1388
Nucleus (cell) 3: 434
Number theory 7: 1322, 1393-1395
Numbers, imaginary 6: 1081
Numbers, natural 7: 1321
Numeration systems 7: 1395-1399
Nutrient cycle 2: 307
Nutrients 7: 1399
Nutrition 6: 1216, 7: 1399-1403, 1402

(ill.)
Nylon 1: 186, 8: 1533
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O
Oberon 10: 1954
Obesity 4: 716
Obsession 7: 1405-1407
Obsessive-compulsive disorder 7: 1405
Obsessive-compulsive personality disor-

der 7: 1406
Occluded fronts 1: 82
Ocean 7: 1407-1411, 1407 (ill.)
Ocean currents 3: 604-605
Ocean ridges 7: 1410 (ill.)
Ocean zones 7: 1414-1418
Oceanic archaeology. See Nautical ar-

chaeology
Oceanic ridges 7: 1409
Oceanography 7: 1411-1414, 1412

(ill.), 1413 (ill.)
Octopus 7: 1289
Oersted, Hans Christian 1: 124, 4: 760,

766, 6: 1212
Offshore drilling 7: 1421
Ohio River 7: 1355
Ohm (O) 4: 738
Ohm, Georg Simon 4: 738
Ohm’s law 4: 740
Oil drilling 7: 1418-1422, 1420 (ill.)
Oil pollution 7: 1424
Oil spills 7: 1422-1426, 1422 (ill.),

1425 (ill.)
Oils 6: 1191
Olduvai Gorge 6: 1058
Olfaction. See Smell
On the Origin of Species by Means of

Natural Selection 6: 1054
On the Structure of the Human Body 1:

139
O’Neill, J. A. 6: 1211
Onnes, Heike Kamerlingh 10: 1850
Oort cloud 3: 530
Oort, Jan 8: 1637
Open clusters 9: 1808
Open ocean biome 2: 299
Operant conditioning 9: 1658
Ophediophobia 8: 1497
Opiates 1: 32
Opium 1: 32, 33
Orangutans 8: 1572, 1574 (ill.)
Orbit 7: 1426-1428
Organ of Corti 4: 695
Organic chemistry 7: 1428-1431

Organic families 7: 1430
Organic farming 7: 1431-1434, 1433

(ill.)
Origin of life 4: 702
Origins of algebra 1: 97
Orizaba, Pico de 7: 1359
Orthopedics 7: 1434-1436
Oscilloscopes 10: 1962
Osmosis 4: 652, 7: 1436-1439, 1437

(ill.)
Osmotic pressure 7: 1436
Osteoarthritis 1: 181
Osteoporosis 9: 1742
Otitis media 4: 697
Otosclerosis 4: 697
Ovaries 5: 800
Oxbow lakes 6: 1160
Oxidation-reduction reactions 7:

1439-1442, 9: 1648
Oxone layer 7: 1452 (ill.)
Oxygen family 7: 1442-1450, 1448

(ill.)
Ozone 7: 1450-1455, 1452 (ill.)
Ozone depletion 1: 48, 8: 1555
Ozone layer 7: 1451

P
Packet switching 6: 1124
Pain 7: 1336
Paleoecology 8: 1457-1459, 1458 (ill.)
Paleontology 8: 1459-1462, 1461 (ill.)
Paleozoic era 5: 990, 8: 1461
Paleozoology 8: 1459
Panama Canal 6: 1194
Pancreas 4: 655, 5: 798
Pangaea 8: 1534, 1536 (ill.)
Pap test 5: 1020
Papanicolaou, George 5: 1020
Paper 8: 1462-1467, 1464 (ill.), 1465

(ill.), 1466 (ill.)
Papyrus 8: 1463
Paracelsus, Philippus Aureolus 1: 84
Parasites 8: 1467-1475, 1471 (ill.),

1472 (ill.), 1474 (ill.)
Parasitology 8: 1469
Parathyroid glands 5: 798
Paré, Ambroise 8: 1580, 10: 1855
Parkinson’s disease 1: 62
Parsons, Charles A. 9: 1820
Particle accelerators 8: 1475-1482,
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1478 (ill.), 1480 (ill.)
Particulate radiation 8: 1620
Parturition. See Birth
Pascal, Blaise 2: 370, 8: 1576
Pascaline 2: 371
Pasteur, Louis 1: 161, 165, 2: 292, 10:

1958, 1990, 1959 (ill.)
Pavlov, Ivan P. 9: 1657, 10: 1990
Pelagic zone 7: 1415
Pellagra 6: 1219
Penicillin 1: 155, 156, 157 (ill.)
Peppered Moth 1: 28
Perception 8: 1482-1485, 1483 (ill.)
Periodic function 8: 1485-1486, 1485

(ill.)
Periodic table 4: 777, 778 (ill.), 8:

1489, 1486-1490, 1489 (ill.), 1490
(ill.)

Periscopes 10: 1835
Perrier, C. 4: 775, 10: 1913
Perseid meteors 7: 1263
Persian Gulf War 3: 462, 7: 1425
Pesticides 1: 67, 67 (ill.), 68 (ill.), 4:

619-622
PET scans 2: 304, 8: 1640
Petroglyphs and pictographs 8: 1491-

1492, 1491 (ill.)
Petroleum 7: 1418, 1423, 8: 1492-

1495
Peyote 6: 1029
Pfleumer, Fritz 6: 1211
pH 8: 1495-1497
Phaeophyta 1: 95
Phages 10: 1974
Phenothiazine 10: 1906
Phenylketonuria 7: 1254
Phloem 6: 1175, 8: 1523
Phobias 8: 1497-1498
Phobos 6: 1229
Phosphates 6: 1095
Phosphorescence 6: 1197
Phosphorus 7: 1347
Photochemistry 8: 1498-1499
Photocopying 8: 1499-1502, 1500

(ill.), 1501 (ill.)
Photoelectric cell 8: 1504
Photoelectric effect 6: 1188, 8: 1502-

1505
Photoelectric theory 8: 1503
Photoreceptors 8: 1484
Photosphere 10: 1846

Photosynthesis 2: 306, 388, 391, 8:
1505-1507

Phototropism 6: 1051, 8: 1508-1510,
1508 (ill.)

Physical therapy 8: 1511-1513, 1511
(ill.)

Physics 8: 1513-1516
Physiology 8: 1516-1518
Phytoplankton 8: 1520, 1521
Pia mater 2: 342
Piazzi, Giuseppe 1: 201
Pico de Orizaba 7: 1359
Pictographs, petroglyphs and 8: 1491-

1492
Pigments, dyes and 4: 686-690
Pineal gland 5: 798
PKU (phenylketonuria) 7: 1254
Place value 7: 1397
Plages 10: 1846
Plague 8: 1518-1520, 1519 (ill.)
Planck’s constant 8: 1504
Plane 6: 1036 (ill.), 1207
Planetary motion, laws of 7: 1426
Plankton 8: 1520-1522
Plant behavior 2: 270
Plant hormones 6: 1051
Plants 1: 91, 2: 337, 388, 392, 8:

1505, 1522-1527, 1524 (ill.), 1526
(ill.)

Plasma 2: 326, 7: 1246
Plasma membrane 3: 432
Plastic surgery 8: 1527-1531, 1530

(ill.), 10: 1857
Plastics 8: 1532-1534, 1532 (ill.)
Plastids 3: 436
Plate tectonics 8: 1534-1539, 1536

(ill.), 1538 (ill.)
Platelets 2: 329
Platinum 8: 1566, 1569-1570
Pluto (planet) 8: 1539-1542, 1541 

(ill.)
Pneumonia 9: 1681
Pneumonic plague 8: 1520
Poisons and toxins 8: 1542-1546,

1545 (ill.)
Polar and nonpolar bonds 3: 456
Poliomyelitis 8: 1546-1549, 1548 (ill.),

10: 1958
Pollination 5: 880-882
Pollution 1: 9, 8: 1549-1558, 1554

(ill.), 1557 (ill.)
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Pollution control 8: 1558-1562, 1559
(ill.), 1560 (ill.)

Polonium 7: 1449, 1450
Polygons 8: 1562-1563, 1562 (ill.)
Polymers 8: 1563-1566, 1565 (ill.)
Polysaccharides 2: 388
Pompeii 5: 828, 10: 1997
Pons, Stanley 7: 1371
Pontiac Fever 6: 1181
Pope Gregory XIII 2: 373
Porpoises 3: 448
Positive reinforcement. See Reinforce-

ment, positive and negative
Positron 1: 163, 4: 772
Positron-emission tomography. See

PET scans
Positrons 10: 1832, 1834
Post-itTM notes 1: 38
Post-traumatic stress disorder 9: 1826
Potassium 1: 102
Potassium salts 6: 1095
Potential difference 4: 738, 744
Pottery 3: 447
Praseodymium 6: 1163
Precambrian era 5: 988, 8: 1459
Precious metals 8: 1566-1570, 1568

(ill.)
Pregnancy, effect of alcohol on 1: 87
Pregnancy, Rh factor in 9: 1684
Pressure 8: 1570-1571
Priestley, Joseph 2: 394, 404, 3: 525,

7: 1345, 1444
Primary succession 10: 1837, 2026
Primates 8: 1571-1575, 1573 (ill.),

1574 (ill.)
Probability theory 8: 1575-1578
Procaryotae 2: 253
Progesterone 5: 800
Projectile motion. See Ballistics
Prokaryotes 3: 429
Promethium 6: 1163
Proof (mathematics) 8: 1578-1579
Propanol 1: 91
Prosthetics 8: 1579-1583, 1581 (ill.),

1582 (ill.)
Protease inhibitors 8: 1583-1586,

1585 (ill.)
Proteins 7: 1399, 8: 1586-1589, 1588

(ill.)
Protons 10: 1830, 1832
Protozoa 8: 1470, 1590-1592, 1590 (ill.)

Psilocybin 6: 1029
Psychiatry 8: 1592-1594
Psychoanalysis 8: 1594
Psychology 8: 1594-1596
Psychosis 8: 1596-1598
Ptolemaic system 3: 574
Puberty 8: 1599-1601, 9: 1670
Pulley 6: 1207
Pulsars 7: 1340
Pyrenees 5: 826
Pyroclastic flow 10: 1996
Pyrrophyta 1: 94
Pythagoras of Samos 8: 1601
Pythagorean theorem 8: 1601
Pytheas 10: 1890

Q
Qualitative analysis 8: 1603-1604
Quantitative analysis 8: 1604-1607
Quantum mechanics 8: 1607-1609
Quantum number 4: 772
Quarks 10: 1830
Quartz 2: 400
Quasars 8: 1609-1613, 1611 (ill.)

R
Rabies 10: 1958
Radar 8: 1613-1615, 1614 (ill.)
Radial keratotomy 8: 1615-1618,

1618 (ill.)
Radiation 6: 1044, 8: 1619-1621
Radiation exposure 8: 1621-1625,

1623 (ill.), 1625 (ill.)
Radio 8: 1626-1628, 1628 (ill.)
Radio astronomy 8: 1633-1637, 1635

(ill.)
Radio waves 4: 765
Radioactive decay dating 4: 616
Radioactive fallout 7: 1385, 1386
Radioactive isotopes 6: 1142, 7: 1373
Radioactive tracers 8: 1629-1630
Radioactivity 8: 1630-1633
Radiocarbon dating 1: 176
Radiology 8: 1637-1641, 1640 (ill.)
Radionuclides 7: 1372
Radiosonde 2: 216
Radium 1: 105
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Radon 7: 1349, 1350
Rain forests 2: 295, 8: 1641-1645,

1643 (ill.), 1644 (ill.)
Rainbows 2: 222
Rainforests 8: 1643 (ill.)
Ramjets 6: 1144
Rare earth elements 6: 1164
Rat-kangaroos 6: 1157
Rational numbers 1: 180
Rawinsonde 2: 216
Reaction, chemical
Reaction, chemical 9: 1647-1649,

1649 (ill.)
Reality engine 10: 1969, 1970
Reber, Grote 8: 1635
Receptor cells 8: 1484
Recommended Dietary Allowances

10: 1984
Reconstructive surgery. See Plastic

surgery
Recycling 9: 1650-1653, 1650 (ill.),

1651 (ill.), 10: 2009
Red algae 1: 94
Red blood cells 2: 327, 328 (ill.)
Red giants 9: 1653-1654
Red tides 1: 96
Redox reactions 7: 1439, 1441
Redshift 8: 1611, 9: 1654-1656, 1656

(ill.)
Reflector telescopes 10: 1871
Refractor telescopes 10: 1870
Reines, Frederick 10: 1833
Reinforcement, positive and negative

9: 1657-1659
Reis, Johann Philipp 10: 1867
Reitz, Bruce 10: 1926
Relative dating 4: 616
Relative motion 9: 1660
Relativity, theory of 9: 1659-1664
Relaxation techniques 1: 118
REM sleep 9: 1747
Reproduction 9: 1664-1667, 1664

(ill.), 1666 (ill.)
Reproductive system 9: 1667-1670,

1669 (ill.)
Reptiles 9: 1670-1672, 1671 (ill.)
Reptiles, age of 8: 1462
Respiration
Respiration 2: 392, 9: 1672-1677
Respiratory system 9: 1677-1683,

1679 (ill.), 1682 (ill.)

Retroviruses 10: 1978
Reye’s syndrome 1: 8
Rh factor 9: 1683-1685, 1684 (ill.)
Rheumatoid arthritis 1: 183
Rhinoplasty 8: 1527
Rhodophyta 1: 94
Ribonucleic acid 7: 1390, 1392 (ill.)
Rickets 6: 1219, 7: 1403
Riemann, Georg Friedrich Bernhard

10: 1899
Rift valleys 7: 1303
Ritalin 2: 238
Rivers 9: 1685-1690, 1687 (ill.), 1689

(ill.)
RNA 7: 1390, 1392 (ill.)
Robert Fulton 10: 1835
Robotics 1: 189, 9: 1690-1692, 1691

(ill.)
Robson, Mount 7: 1357
Rock carvings and paintings 8: 1491
Rock cycle 9: 1705
Rockets and missiles 9: 1693-1701,

1695 (ill.), 1697 (ill.), 1780 (ill.)
Rocks 9: 1701-1706, 1701 (ill.), 1703

(ill.), 1704 (ill.)
Rocky Mountains 7: 1301, 1357
Roentgen, William 10: 2033
Rogers, Carl 8: 1596
Root, Elijah King 7: 1237
Ross Ice Shelf 1: 149
Roundworms 8: 1471
RR Lyrae stars 10: 1964
RU-486 3: 565
Rubidium 1: 102
Rural techno-ecosystems 2: 302
Rush, Benjamin 9: 1713
Rust 7: 1442
Rutherford, Daniel 7: 1345
Rutherford, Ernest 2: 233, 7: 1337

S
Sabin vaccine 8: 1548
Sabin, Albert 8: 1549
Sahara Desert 1: 52
St. Helens, Mount 10: 1996
Salicylic acid 1: 6
Salk vaccine 8: 1548
Salk, Jonas 8: 1548, 10: 1959
Salyut 1 9: 1781, 1788

l v i i i U • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Index

Page links created automatically - disregard ones formed not from page numbers



Samarium 6: 1163
San Andreas Fault 5: 854
Sandage, Allan 8: 1610
Sarcodina 8: 1592
Satellite television 10: 1877
Satellites 9: 1707-1708, 1707 (ill.)
Saturn (planet) 9: 1708-1712, 1709

(ill.), 1710 (ill.)
Savanna 2: 296
Savants 9: 1712-1715
Saxitoxin 2: 288
Scanning Tunneling Microscopy 10:

1939
Scaphopoda 7: 1289
Scheele, Carl 7: 1345, 1444
Scheele, Karl Wilhelm 3: 525, 6: 1032
Schiaparelli, Giovanni 7: 1263
Schizophrenia 8: 1596, 9: 1716-1722,

1718 (ill.), 1721 (ill.)
Schmidt, Maarten 8: 1611
Scientific method 9: 1722-1726
Scorpions 1: 169
Screw 6: 1208
Scurvy 6: 1218, 10: 1981, 1989
Seamounts 10: 1994
Seashore biome 2: 301
Seasons 9: 1726-1729, 1726 (ill.)
Second law of motion 6: 1171, 7: 1235
Second law of planetary motion 7:

1426
Second law of thermodynamics 10:

1886
Secondary cells 2: 270
Secondary succession 10: 1837, 10:

1838
The Secret of Nature Revealed 5: 877
Sedimentary rocks 9: 1703
Seeds 9: 1729-1733, 1732 (ill.)
Segré, Emilio 1: 163, 4: 775, 6: 1035,

10: 1913
Seismic waves 4: 703
Selenium 7: 1449
Semaphore 10: 1864
Semiconductors 4: 666, 734, 10: 1910,

1910
Semi-evergreen tropical forest 2: 298
Senility 4: 622
Senses and perception 8: 1482
Septicemia plague 8: 1519
Serotonin 2: 350
Serpentines 1: 191

Sertürner, Friedrich 1: 33
Set theory 9: 1733-1735, 1734 (ill.),

1735 (ill.)
Sexual reproduction 9: 1666
Sexually transmitted diseases 9:

1735-1739, 1737 (ill.), 1738 (ill.)
Shell shock 9: 1826
Shepard, Alan 9: 1779
Shockley, William 10: 1910
Shoemaker, Carolyn 6: 1151
Shoemaker-Levy 9 (comet) 6: 1151
Shooting stars. See Meteors and mete-

orites
Shumway, Norman 10: 1926
SI system 10: 1950
Sickle-cell anemia 2: 320
SIDS. See Sudden infant death syn-

drome (SIDS)
Significance of relativity theory 9:

1663
Silicon 2: 400, 401
Silicon carbide 1: 2
Silver 8: 1566, 1569
Simpson, James Young 1: 143
Sitter, Willem de 3: 575
Skeletal muscles 7: 1310 (ill.), 1311-

1313
Skeletal system 9: 1739-1743, 1740

(ill.), 1742 (ill.)
Skin 2: 362
Skylab 9: 1781, 1788
Slash-and-burn agriculture 9: 1743-

1744, 1744 (ill.)
Sleep and sleep disorders 9: 1745-

1749, 1748 (ill.)
Sleep apnea 9: 1749, 10: 1841
Slipher, Vesto Melvin 9: 1654
Smallpox 10: 1957
Smell 9: 1750-1752, 1750 (ill.)
Smoking 1: 34, 119, 3: 476, 9: 1682
Smoking (food preservation) 5: 890
Smooth muscles 7: 1312
Snakes 9: 1752-1756, 1754 (ill.)
Soaps and detergents 9: 1756-1758
Sobrero, Ascanio 5: 844
Sodium 1: 100, 101 (ill.)
Sodium chloride 6: 1096
Software 3: 549-554
Soil 9: 1758-1762. 1760 (ill.)
Soil conditioners 1: 67
Solar activity cycle 10: 1848
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Solar cells 8: 1504, 1505
Solar eclipses 4: 724
Solar flares 10: 1846, 1848 (ill.)
Solar power 1: 115, 115 (ill.)
Solar system 9: 1762-1767, 1764 (ill.),

1766 (ill.)
Solstice 9: 1728
Solution 9: 1767-1770
Somatotropic hormone 5: 797
Sonar 1: 22, 9: 1770-1772
Sørenson, Søren 8: 1495
Sound. See Acoustics
South America 9: 1772-1776, 1773

(ill.), 1775 (ill.)
South Asia 1: 197
Southeast Asia 1: 199
Space 9: 1776-1777
Space probes 9: 1783-1787, 1785

(ill.), 1786 (ill.)
Space shuttles 9: 1782 (ill.), 1783
Space station, international 9: 1788-

1792, 1789 (ill.)
Space stations 9: 1781
Space, curvature of 3: 575, 7: 1428
Space-filling model 7: 1286, 1286 (ill.)
Space-time continuum 9: 1777
Spacecraft, manned 9: 1777-1783,

1780 (ill.), 1782 (ill.)
Spacecraft, unmanned 9: 1783
Specific gravity 4: 625
Specific heat capacity 6: 1045
Spectrometer 7: 1239, 1240 (ill.)
Spectroscopes 9: 1792
Spectroscopy 9: 1792-1794, 1792 (ill.)
Spectrum 9: 1654, 1794-1796
Speech 9: 1796-1799
Speed of light 6: 1190
Sperm 4: 785, 5: 800, 9: 1667
Spiders 1: 169
Spina bifida 2: 321, 321 (ill.)
Split-brain research 2: 346
Sponges 9: 1799-1800, 1800 (ill.)
Sporozoa 8: 1592
Sprengel, Christian Konrad 5: 877
Squid 7: 1289
Staphylococcus 2: 258, 289
Star clusters 9: 1808-1810, 1808 (ill.)
Starburst galaxies 9: 1806-1808, 1806

(ill.)
Stars 9: 1801-1806, 1803 (ill.), 1804

(ill.)

binary stars 2: 276-278
brown dwarf 2: 358-359
magnetic fields 9: 1820
variable stars 10: 1963-1964
white dwarf 10: 2027-2028

Static electricity 4: 742
Stationary fronts 1: 82
Statistics 9: 1810-1817
Staudinger, Hermann 8: 1565
STDs. See Sexually transmitted dis-

eases
Steam engines 9: 1817-1820, 1819

(ill.)
Steel industry 6: 1098
Stellar magnetic fields 9: 1820-1823,

1822 (ill.)
Sterilization 3: 565
Stomach ulcers 4: 656
Stone, Edward 1: 6
Stonehenge 1: 173, 172 (ill.)
Stoney, George Johnstone 4: 771
Storm surges 9: 1823-1826, 1825 (ill.)
Storm tide 9: 1824
Strassmann, Fritz 7: 1361
Stratosphere 2: 213
Streptomycin 1: 155
Stress 9: 1826-1828
Strike lines 5: 988
Stroke 2: 350, 351
Strontium 1: 105
Subatomic particles 10: 1829-1834,

1833 (ill.)
Submarine canyons 3: 562
Submarines 10: 1834-1836, 1836 (ill.)
Subtropical evergreen forests 5: 908
Succession 10: 1837-1840, 1839 (ill.)
Sudden infant death syndrome (SIDS)

10: 1840-1844
Sulfa drugs 1: 156
Sulfur 6: 1096, 7: 1446
Sulfur cycle 7: 1448, 1448 (ill.)
Sulfuric acid 7: 1447
Sun 10: 1844-1849, 1847 (ill.), 1848

(ill.)
stellar magnetic field 9: 1821

Sun dogs 2: 224
Sunspots 6: 1077
Super Collider 8: 1482
Superclusters 9: 1809
Superconducting Super Collider 10:

1852
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Superconductors 4: 734, 10: 1849-
1852, 1851 (ill.)

Supernova 9: 1654, 10: 1852-1854,
1854 (ill.)

Supersonic flight 1: 43
Surgery 8: 1527-1531, 10: 1855-1858,

1857 (ill.), 1858 (ill.)
Swamps 10: 2024
Swan, Joseph Wilson 6: 1088
Symbolic logic 10: 1859-1860
Synchrotron 8: 1481
Synchrotron radiation 10: 2037
Synthesis 9: 1648
Syphilis 9: 1736, 1738 (ill.)
Système International d’Unités 10:

1950
Szent-Györyi, Albert 6: 1219

T
Tagliacozzi, Gasparo 8: 1528
Tapeworms 8: 1472
Tarsiers 8: 1572, 1573 (ill.)
Tasmania 2: 241
Taste 10: 1861-1863, 1861 (ill.), 1862

(ill.)
Taste buds 10: 1861 (ill.), 1862
Tay-Sachs disease 2: 320
TCDD 1: 54, 4: 668
TCP/IP 6: 1126
Tears 5: 852
Technetium 4: 775, 10: 1913
Telegraph 10: 1863-1866
Telephone 10: 1866-1869, 1867 (ill.)
Telescope 10: 1869-1875, 1872 (ill.),

1874 (ill.)
Television 5: 871, 10: 1875-1879
Tellurium 7: 1449, 1450
Temperate grassland 2: 296
Temperate forests 2: 295, 5: 909, 8:

1644
Temperature 6: 1044, 10: 1879-1882
Terbium 6: 1163
Terrestrial biomes 2: 293
Testes 5: 800, 8: 1599, 9: 1667
Testosterone 8: 1599
Tetanus 2: 258
Tetracyclines 1: 158
Tetrahydrocannabinol 6: 1224
Textile industry 6: 1097

Thalamus 2: 342
Thallium 1: 126
THC 6: 1224
Therapy, physical 8: 1511-1513
Thermal energy 6: 1044
Thermal expansion 5: 842-843, 10:

1883-1884, 1883 (ill.)
Thermodynamics 10: 1885-1887
Thermoluminescence 4: 618
Thermometers 10: 1881
Thermonuclear reactions 7: 1368
Thermoplastic 8: 1533
Thermosetting plastics 8: 1533
Thermosphere 2: 213
Thiamine. See Vitamin B1
Third law of motion 6: 1171
Third law of planetary motion 7: 1426
Thomson, Benjamin 10: 1885
Thomson, J. J. 2: 233, 4: 771
Thomson, William 10: 1885, 1882
Thorium 1: 26
Thulium 6: 1163
Thunder 10: 1889
Thunderstorms 10: 1887-1890, 1889

(ill.)
Thymus 2: 329, 5: 798
Thyroxine 6: 1035
Ticks 1: 170, 8: 1475
Tidal and ocean thermal energy 1: 117
Tides 1: 117, 10: 1890-1894, 1892

(ill.), 1893 (ill.)
Tigers 5: 859
Time 10: 1894-1897, 1896 (ill.)
Tin 2: 401, 402
TIROS 1 2: 217
Titan 9: 1711
Titania 10: 1954
Titanic 6: 1081
Titius, Johann 1: 201
Tools, hand 6: 1036
Topology 10: 1897-1899, 1898 (ill.),

1899 (ill.)
Tornadoes 10: 1900-1903, 1900 (ill.)
Torricelli, Evangelista 2: 265
Touch 10: 1903-1905
Toxins, poisons and 8: 1542-1546
Tranquilizers 10: 1905-1908, 1907

(ill.)
Transformers 10: 1908-1910, 1909 (ill.)
Transistors 10: 1962, 1910-1913, 1912

(ill.)
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Transition elements 10: 1913-1923,
1917 (ill.), 1920 (ill.), 1922 (ill.)

Transplants, surgical 10: 1923-1927,
1926 (ill.)

Transuranium elements 1: 24
Transverse wave 10: 2015
Tree-ring dating 4: 619
Trees 10: 1927-1931, 1928 (ill.)
Trematodes 8: 1473
Trenches, ocean 7: 1410
Trevithick, Richard 6: 1099
Trichomoniasis 9: 1735
Trigonometric functions 10: 1931
Trigonometry 10: 1931-1933
Triode 10: 1961
Triton 7: 1332
Tropical evergreen forests 5: 908
Tropical grasslands 2: 296
Tropical rain forests 5: 908, 8: 1642
Tropism 2: 271
Troposphere 2: 212
Trusses 2: 356
Ts’ai Lun 8: 1463
Tularemia 2: 289
Tumors 10: 1934-1937, 1934 (ill.),

1936 (ill.)
Tundra 2: 293
Tunneling 10: 1937-1939, 1937 (ill.)
Turbojets 6: 1146
Turboprop engines 6: 1146
Turbulent flow 1: 40

U
U.S.S. Nautilus 10: 1836
Ulcers (stomach) 4: 656
Ultrasonics 1: 23, 10: 1941-1943,

1942 (ill.)
Ultrasound 8: 1640
Ultraviolet astronomy 10: 1943-

1946, 1945 (ill.)
Ultraviolet radiation 4: 765
Ultraviolet telescopes 10: 1945
Uluru 2: 240
Umbriel 10: 1954
Uncertainty principle 8: 1609
Uniformitarianism 10: 1946-1947
Units and standards 7: 1265, 10:

1948-1952
Universe, creation of 2: 273

Uranium 1: 25, 7: 1361, 1363
Uranus (planet) 10: 1952-1955, 1953

(ill.), 1954 (ill.)
Urban-Industrial techno-ecosystems 2:

302
Urea 4: 645
Urethra 5: 841
Urine 1: 139, 5: 840
Urodeles 1: 137
Ussher, James 10: 1946

V
Vaccination.See Immunization
Vaccines 10: 1957-1960, 1959 (ill.)
Vacuoles 3: 436
Vacuum 10: 1960-1961
Vacuum tube diode 4: 666
Vacuum tubes 3: 416, 10: 1961-1963
Vail, Alfred 10: 1865
Van de Graaff 4: 742 (ill.), 8: 1475
Van de Graaff, Robert Jemison 8: 1475
Van Helmont, Jan Baptista 2: 337, 393,

404
Variable stars 10: 1963-1964
Vasectomy 3: 565
Venereal disease 9: 1735
Venter, J. Craig 6: 1063
Venus (planet) 10: 1964-1967, 1965

(ill.), 1966 (ill.)
Vertebrates 10: 1967-1968, 1967 (ill.)
Vesalius, Andreas 1: 139
Vesicles 3: 433
Vibrations, infrasonic 1: 18
Video disk recording 10: 1969
Video recording 10: 1968-1969
Vidie, Lucien 2: 266
Viè, Françoise 1: 97
Vietnam War 1: 55, 3: 460
Virtual reality 10: 1969-1974, 1973 (ill.)
Viruses 10: 1974-1981, 1976 (ill.),

1979 (ill.)
Visible spectrum 2: 221
Visualization 1: 119
Vitamin A 6: 1220, 10: 1984
Vitamin B 10: 1986
Vitamin B1 6: 1219
Vitamin B3 6: 1219
Vitamin C 6: 1219, 10: 1981, 1987,

1988 (ill.)
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Vitamin D 6: 1219, 10: 1985
Vitamin E 10: 1985
Vitamin K 10: 1986
Vitamins 7: 1401, 10: 1981-1989,

1988 (ill.)
Vitreous humor 5: 851
Viviparous animals 2: 317
Vivisection 10: 1989-1992
Volcanoes 7: 1411, 10: 1992-1999,

1997 (ill.), 1998 (ill.)
Volta, Alessandro 4: 752, 10: 1865
Voltaic cells 3: 437
Volume 10: 1999-2002
Von Graefe, Karl Ferdinand 8: 1527
Vostok 9: 1778
Voyager 2 10: 1953
Vrba, Elisabeth 1: 32

W
Waksman, Selman 1: 157
Wallabies, kangaroos and 6: 1153-1157
Wallace, Alfred Russell 5: 834
War, Peter 10: 1924
Warfare, biological. 2: 287-290
Warm fronts 1: 82
Waste management 7: 1379, 10:

2003-2010, 2005 (ill.), 2006 (ill.),
2008 (ill.)

Water 10: 2010-2014, 2013 (ill.)
Water cycle. See Hydrologic cycle
Water pollution 8: 1556, 1561
Watson, James 3: 473, 4: 786, 5: 973,

980 (ill.), 982, 7: 1389
Watson, John B. 8: 1595
Watt 4: 746
Watt, James 3: 606, 9: 1818
Wave motion 10: 2014-2017
Wave theory of light 6: 1187
Wavelength 4: 763
Waxes 6: 1191
Weather 3: 608-610, 10: 1887-1890,

1900-1903, 2017-2020, 2017 (ill.)
Weather balloons 2: 216 (ill.)
Weather forecasting 10: 2020-2023,

2021 (ill.), 2023 (ill.)
Weather, effect of El Niño on 4: 782
Wedge 6: 1207
Wegener, Alfred 8: 1534
Weights and measures. See Units and

standards

Welding 4: 736
Well, Percival 8: 1539
Wells, Horace 1: 142
Went, Frits 6: 1051
Wertheimer, Max 8: 1595
Wetlands 2: 299
Wetlands 10: 2024-2027, 2024 (ill.)
Whales 3: 448
Wheatstone, Charles 10: 1865
Wheel 6: 1207
White blood cells 2: 328, 1085 (ill.)
White dwarf 10: 2027-2028, 2027

(ill.)
Whitney, Eli 6: 1098, 7: 1237
Whole numbers 1: 180
Wiles, Andrew J. 7: 1394
Willis, Thomas 4: 640, 9: 1718
Wilmut, Ian 3: 487
Wilson, Robert 8: 1637
Wind 10: 2028-2031, 2030 (ill.)
Wind cells 2: 218
Wind power 1: 114, 114 (ill.)
Wind shear 10: 2031
Withdrawal 1: 35
Wöhler, Friedrich 7: 1428
Wöhler, Hans 1: 124
Wolves 2: 383, 383 (ill.)
World Wide Web 6: 1128
WORMs 3: 533
Wright, Orville 1: 75, 77
Wright, Wilbur 1: 77
Wundt, Wilhelm 8: 1594

X
X rays 4: 764, 8: 1639, 10: 1855,

2033-2038, 2035 (ill.), 2036 (ill.)
X-ray astronomy 10: 2038-2041, 2040

(ill.)
X-ray diffraction 4: 650
Xanthophyta 1: 95
Xenon 7: 1349, 1352
Xerography 8: 1502
Xerophthalmia 6: 1220
Xylem 6: 1175, 8: 1523

Y
Yangtze River 1: 199
Yeast 10: 2043-2045, 2044 (ill.)
Yellow-green algae 1: 95

l x i i iU • X • L  E n c y c l o p e d i a  o f  S c i e n c e ,  2 n d  E d i t i o n

Index

Page links created automatically - disregard ones formed not from page numbers



Yoga 1: 119
Young, Thomas 6: 1113
Ytterbium 6: 1163

Z
Zeeman effect 9: 1823
Zeeman-Doppler imaging 9: 1823

Zehnder, L. 6: 1116
Zeppelin, Ferdinand von 1: 75
Zero 10: 2047-2048
Zoophobia 8: 1497
Zooplankton 8: 1521, 1522
Zosimos of Panopolis 1: 84
Zweig, George 10: 1829
Zworykin, Vladimir 10: 1875
Zygote 4: 787
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